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Problem 2.1

Hence :

_JA:(_ = —= f —t a
= - f_oo x(t+bb (—db)

- f t+b

= 1f°; f“’bdb— i(t)

where we have made the change of variables : b = —a and used the relationship : z(b) = z(-b).

b. In exactly the same way as in part (a) we prove :

(1) = #(—t)

c. z(t) = coswot, so its Fourier transform is : X(f) = 3 [6(f — fo) +0(f + fo)], fo = 2mwo.
Exploiting the phase-shifting property (2-1-4) of the Hilbert transform :

1

X(f) = 5 (23007 = J0) + 380 + o)l = 5= 607 = o) = 807 + fo)l = F {sin 2t}

Hence, 2(t) = sinwyt.
d. In a similar way to part (c) :

() = sinwnt = X(f) = 3= [5(F = fo) = 5(f + fo)l = X () = 5 167 = fo) = 6(/ + 1)

= X(f) = —% [6(f = fo) +0(f + fo)] = —F ! {cos 2mwyt} = &(t) = — coswpt

e. The positive frequency content of the new signal will be : (—7)(—j) X (f) = =X (f), f > 0, while

the negative frequency content will be : j - jX(f) = —X(f), f < 0.Hence, since X(f) =-X(f),
we have : z(t) = —xz(t).

f. Since the magnitude response of the Hilbert transformer is characterized by : |H(f)| = 1, we
have that : ‘X(f)‘ =|H()|IX(f)] =|X(f)|. Hence :

[ ol a= [ xara
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and using Parseval’s relationship :

g. From parts (a) and (b) above, we note that if z(¢) is even, Z(t) is odd and vice-versa. Therefore,
z(t)Z(t) is always odd and hence : [0 x(t)Z(t)dt = 0.

Problem 2.2

1. Using relations

X(f) = %Xl(f — fo) + %Xl(_f — fo)

Y(f) = $Yilf  fo) + 5Vi(~f ~ fo)

and Parseval’s relation, we have

| swuwa= [~ xpyia

:/oo [1Xl(f fo) + Xz( f- fo)H Yi(f - fo)+ Y}( = fo) *df
1 1

= _/ Xl(f—fo)yz*(f—fo)df‘Fz/ Xi(—f = fo)Yi(—=f — fo) df
/ Xi(u du+4Xl( v)Y (v) dv

:—Re [/ X(f df]
zéRe [/_ooxz() ()dt}

where we have used the fact that since X;(f — fo) and Y;(—f — fo) do not overlap, X;(f —
fo)Yi(=f = fo) = 0 and similarly X;(—f — fo)Yi(f — fo) = 0.

2. Putting y(t) = z(t) we get the desired result from the result of part 1.
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Problem 2.3

A well-known result in estimation theory based on the minimum mean-squared-error criterion states
that the minimum of &, is obtained when the error is orthogonal to each of the functions in the
series expansion. Hence :

/.

since the functions {f,(t)} are orthonormal, only the term with & = n will remain in the sum, so :

K

s(t) — Zskfk(t)] Fdt=0, n=12...K (1)

k=1

[o¢]
/ SOt —sn =0, n=1,2 K

—00
or:

¢]
Sp = / s(t) fr(t)dt n=12.,K

—0o0

The corresponding residual error &, is :

Euin = 7% [5(0) = TSI shu®)] [56) = i sutult)]
= [ s dt — 25 Sy sefu(t)s (t)dt — S8 85 20 [s(t> - Skfk(t)] fr(t)dt
= [ |s®)Pdt — [20S0 sful(t)s*(t)dt

K 2
= & — D p—1 I8kl

where we have exploited relationship (1) to go from the second to the third step in the above
calculation.

Note : Relationship (1) can also be obtained by simple differentiation of the residual error with
respect to the coefficients {s,}. Since s, is, in general, complex-valued s,, = a, + jb, we have to
differentiate with respect to both real and imaginary parts :

g, = 2 [, [s(0) = S sufe®)] [50) = SILy sufal®)] de =0
= = [ anfal®) [s(0) = LIy saful®)] + anfi(®) [s0) = DI sufu()] de =0
= —2a, [*_ Re { £2(1) [s(t) ~E s fn(t)} } dt =0

= [ R f20) [s(0) ~ SI sufult)] Jdt =0, n=1,2.K
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where we have exploited the identity : (x + 2*) = 2Re{x}. Differentiation of £ with respect to by,
will give the corresponding relationship for the imaginary part; combining the two we get (1).

Problem 2.4

The procedure is very similar to the one for the real-valued signals described in the book (pages
33-37). The only difference is that the projections should conform to the complex-valued vector
space :

C12= /OO Sg(t)ff(t)dt

—00

and, in general for the k-th function :

[o¢]
Cik =/ st fEt)dt, i=1,2,... k-1

—00

Problem 2.5

The first basis function is :

sa(t)  sa(t) ) —1/V3, 0<t<3
ven V3 0, 0.W.

Then, for the second basis function :

. 2/3, 0<t<2
ci3 = / s3(t)ga(t)dt = —1/V/3 = gi(t) = s3(t) — casga(t) = § —4/3, 2<t <3

—00
0, 0.W

Hence :
1/v/6, 0<t<2
93(t) = ={ —2/V6, 2<t<3

0, o0.W

where Es3 denotes the energy of g4(t) : E3 = f03 (gh(t)*dt = 8/3.
For the third basis function :

oo

Cq2 = /OO Sg(t)g4(t)dt =0 and C3g = / Sg(t)g3(t)dt =0

—0o0 —00
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Hence :

9o (t) = s2(t) — ca29a(t) — c3293(t) = s2(t)
and

0 1/v2, 0<t<1
ga(l
go(t) = =< —1/V2, 1<t<2
(t) NG /
0, o0.W

where : fo so(t))*dt = 2.

Finally for the fourth basis function :

C41 = /OO Sl(t)g4(t)dt = —2/\/5, C31 = /OO Sl(t)gg(t)dt = 2/\/6, Co1 = 0

[e.o] —00

Hence :
91(t) = s1(t) — ca194(t) — c3193(t) — ca192(t) = 0= g1 () =0

The last result is expected, since the dimensionality of the vector space generated by these signals
is 3. Based on the basis functions (g2(t), g3(t), ga(t)) the basis representation of the signals is :

=(0,0,V3) =& =3
8/3, —1/\/3) = & =3
(f,o,o) =& =2
(2/V6,-2/V3,0) = & =2

| |
/_\

Problem 2.6

Consider the set of signals gnl(t) = joni(t), 1 <n < N, then by definition of lowpass equivalent
signals and by Equations 2.2-49 and 2.2-54, we see that On(t)’s areN\/i times the lowpass equivalents
of ¢n(t)’s and ¢, (t)’s are v/2 times the lowpass equivalents of ¢p(t)’s. We also note that since

¢n(t)’s have unit energy, (dni(t), Pni(t)) = (Pni(t), joni(t)) = —j and since the inner product is pure
imaginary, we conclude that ¢, (t) and ¢,(t) are orthogonal. Using the orthonormality of the set
Oni(t), we have

<¢nl (t)v —J Pmi (t)> = J0mn

and using the result of problem 2.2 we have

(), dm(t)) = 0 for all n,m

We also have

<¢n(t)7 ¢m(t)> =0 for all n 7& m
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and - B
(on(t), dm(t)) =0 for all n #m

Using the fact that the energy in lowpass equivalent signal is twice the energy in the bandpass
signal we conclude that the energy in ¢, (¢)’s and ¢y, (t)’s is unity and hence the set of 2N signals
{on(t), <z~5n(t)} constitute an orthonormal set. The fact that this orthonormal set is sufficient for
expansion of bandpass signals follows from Equation 2.2-57.

Problem 2.7

Let x(t) = m(t) cos 2w fot where m(t) is real and lowpass with bandwidth less than fy. Then
Flet)] = —jsgn(f) [gM(f — fo) + M (f + fo)] and hence F[i(t)] = —5M(f — fo) + 5M(f + fo)
where we have used that fact that M(f — fo) =0 for f < 0 and M(f + fo) = 0 for f > 0. This
shows that (t) = m(t) sin 27 fot. Similarly we can show that Hilbert transform of m(t) sin 27 fot is
—m(t) cos 27 fot. From above and Equation 2.2-54 we have

H[an(t)] = \/§¢nz(t) sin 27Tf0t + \/i(bnq(t) cos 27Tf0t = _(gn(t)

Problem 2.8

For real-valued signals the correlation coefficients are given by : pg,, = ﬁ I sk(t)sm(t)dt and
the Euclidean distances by : d,(;?l = {E'k +En — 2\/5k5mpkm}1/2 . For the signals in this problem :

£1=2 6 =2 =3 E=3

2

pr2=0  piz3= pla = ——%=

Sl
(=)

p23 =0 p2y =0
P34 = —%

and:

) =2 dif = \2+3-26Z =1 df = 2+3+2/6% =3

d¥) = v213=v5 d) = /5

d) = \/3+3+2%3L =22

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



Problem 2.9

We know from Fourier transform properties that if a signal x(¢) is real-valued then its Fourier
transform satisfies : X (—f) = X*(f) (Hermitian property). Hence the condition under which s;(t)
is real-valued is : S;(—f) = S/ (f) or going back to the bandpass signal s(t) (using 2-1-5):

Si(fe=f)=53(fe+ 1)

The last condition shows that in order to have a real-valued lowpass signal s;(t), the positive fre-
quency content of the corresponding bandpass signal must exhibit hermitian symmetry around the
center frequency f.. In general, bandpass signals do not satisfy this property (they have Hermitian
symmetry around f = 0), hence, the lowpass equivalent is generally complex-valued.

Problem 2.10

a. To show that the waveforms f,(t), n =1,...,3 are orthogonal we have to prove that:

/ @ fa()dt =0,  m#£n

[e%) 4
cH:l/me@ﬁz/ﬁ@MWt
::/flﬁ ﬁ+/h \falt)

1 1
- dt— - [ dt=-x2—=x(4—2

4/0 4/2 4X 742
~ 0

Clearly:

Similarly:
cwzl/flﬁ )dt = /ﬁ V()
1 1 /4
= dt — = | dt—= [ dt dt
TSR ué
=0
and :

[e%) 4
cmzk/fwmwﬁZAﬁ@MWt
1 1 1 2 1 3 1 4
S e e et

=0
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Thus, the signals f,(t) are orthogonal. It is also straightforward to prove that the signals have unit
energy :

/ [fi@)Pdt =1, i=1,2,3

Hence, they are orthonormal.

b. We first determine the weighting coefficients

Ty = /OO x(t) fn(t)dt, n=123

—0o0

4 1 1 1 2 1 3 1 4
rT = / l‘(t)fl(t)dt = ——/ dt + = / dt — —/ dt + —/ dt =0
0 2 0 2 1 2 2 2 3

4 1 4
Ty = /Oa:(t)fg(t)dt:§/0 z(t)dt =0

4 1 1 1 2 1 3 1 4
ry = / l‘(t)fg(t)dt = ——/ dt — = / dt + —/ dt + —/ dt =0
0 2 0 2 1 2 2 2 3

As it is observed, x(t) is orthogonal to the signal wavaforms f,(¢), n = 1,2,3 and thus it can not
represented as a linear combination of these functions.

Problem 2.11

a. As an orthonormal set of basis functions we consider the set

1 0<t«1 1 1<t<?2
fit) = fa(t) =

0 ow 0 ow

1 2<t<3 1 3<t<4
f3(t) = fa(t) =

0 ow 0 ow

In matrix notation, the four waveforms can be represented as

Sy(t t

s1(t) 2 1 -1 -1\ [ A®
s | | -2 1 1 o || RO
ss) || 1 -1 1 =1 || A0
(t) fa(t)

Note that the rank of the transformation matrix is 4 and therefore, the dimensionality of the
waveforms is 4
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10

b. The representation vectors are

o= [2 1 1 1]
s = |-211 0]

ss o= [1 -1 1 1]
sio= |1 -2 2 2]

c. The distance between the first and the second vector is:

d1,2=\/\S1—82|2:\/H4 -2 -2 —1”22\/%

Similarly we find that :

. 112

diz = \/W:\/ 10 -2 0| =V5
dig = \/W:\/-l 11 —3:2=\/ﬁ
by = VRl =
dys = \/W:\/_—:a 3 3 —2”2:\/3_1

r 2
dsg = \/|S3—S4|2=\/ 01 3 —3” =19

Thus, the minimum distance between any pair of vectors is dpyin = V5.

2

V14

-3 2 01

Problem 2.12

As a set of orthonormal functions we consider the waveforms
1 0<t«1 1 1<t<?2 1 2<t<3
fit) = fa(t) = f3(t) =

0 ow 0 ow 0 ow

The vector representation of the signals is

s1 = _222_
S2 = :200:
S3 = _0 —2 —2]
S84 = -220-
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11

Note that s3(t) = sa(t) — s1(t) and that the dimensionality of the waveforms is 3.

Problem 2.13

1. P(E5) = P(R2,R3, R4) = 3/7.

2. P(E3|Ey) = Pg;gy — ng) =1

3. Here Ey = {R2, R4, B2, R1, B1} and P(E,|E4E3) = Pﬁgfgf;) - P(mg(;gwl) -1

4. E5 = {Ra, Ry, Bo}. We have P(E3Es) = P(Ry, Bo) = 2 and P(E3) = P(R1, R2,B1,B2) = 1
and P(E5) = 2. Obviously P(E3Es) # P(FEs3)P(Es) and the events are not independent.

Problem 2.14

1. P(R) = P(A)P(R|A) + P(B)P(R|B) + P(C)P(R|C) = 0.2 x 0.05 + 0.3 x 0.1 + 0.5 x 0.15 =
0.01 + 0.03 + 0.075 = 0.115.

A A
2. P(AIR) = 55051 = s ~ 0.087,

Problem 2.15

The relationship holds for n = 2 (2-1-34) : p(x1,z2) = p(x2|x1)p(x1)
Suppose it holds for n = k,i.e : p(z1,z2,...,z) = p(Tk|TR—1, ..., T1)D(T)—1|TR—2, ..., 1) ..p(T1)
Then forn =k +1:

(1,22, o Tpe, Thy1) = P(Thy1|Th Thm1, oy ©1)P(Th, Th—1--, T1)

= p(rs1|Tr, To—1, s 21)P(TR|TR—15 s 1) P(TR—1|TR—2, s T1) -oD(21)

Hence the relationship holds for n = k 4+ 1, and by induction it holds for any n.
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Problem 2.16

1. Let T and R denote channel input and outputs respectively. Using Bayes rule we have

p(T = 0)p(R = A|T = 0)

p(T'=0R=A) =
(L=01R=A) = o =GR = AT = 0) + p(T = Dp(R = AT = 1)
B 0.4><%
0.4 % §40.6 x 3
1
4

and therefore p(T = 1|R = A) = 3, obviously if R = A is observed, the best decision would
be to declare that a 1 was sent, i.e., T' = 1, because T" = 1 is more probable that T' = 0.
Similarly it can be verified that p(T' = 0|R = B) = 2 and p(T = 0|R = C) = %. Therefore,
when the output is B, the best decision is 0 and when the output is C, the best decision is
T = 1. Therefore the decision function d can be defined as

1, R=AorC
d(R) = or
0, R=B
This is the optimal decision scheme.

2. Here we know that a 0 is transmitted, therefore we are looking for p(error|T" = 0), this is
the probability that the receiver declares a 1 was sent when actually a 0 was transmitted.
Since by the decision method described in part 1 the receiver declares that a 1 was sent when
R = Aor R =C, therefore, p(error|T = 0) = p(R = A|T = 0) + p(R = C|T = 0) = 1.

3. We have p(error|T = 0) = %, and p(error|T' = 1) = p(R = B|T = 1) = £. Therefore, by the
total probability theorem

p(error) = p(T = 0)p(error|T" = 0) + p(T" = 1)p(error|T" = 1)

—04><1—|-06><1
= 0. 3 . 3
1
3

Problem 2.17

Following the same procedure as in example 2-1-1, we prove :

py(y) = —px <y—"’)

lal a
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Problem 2.18

Relationship (2-1-44) gives :

B 1 y—>b 1/3
py(y)—ga[(y_b)/a]Q/gpx [( - ) ]

. . . : . g2
X is a gaussian r.v. with zero mean and unit variance : px(z) = \/%76 2%/2

Hence :
1

" 3av2r [(y — b) /]

5"

py (y) €

pdf of Y
T

0.5

Problem 2.19

1) The random variable X is Gaussian with zero mean and variance o2 = 10~%. Thus p(X > z) =

Q(%) and

—4
p(X>1071) = Q@ <18—_4> = Q(1) = .159

—4
p(X >4x107" = Q <%> =Q(4) =3.17x107°
p(—2x107' < X <107 = 1-Q(1) —Q(2) = .8182

. X>10"% X>0) p(X>10"%) .15
X > 10-4[x > 0) = & ’ = =2 = 318
p | ) p(X > 0) p(X > 0) 5
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Problem 2.20

1) y = g(z) = az®. Assume without loss of generality that a > 0. Then, if y < 0 the equation

y = ax? has no real solutions and fy (y) = 0. If y > 0 there are two solutions to the system, namely

x12 = \/y/a. Hence,

fx(z1) +fX(fC2)
g (z1)] 19’ (22)]
FelVuT) | =570
NN

1 y

= e — 2a02

JVayV22no?

Ir(y)

2) The equation y = g(x) has no solutions if y < —b. Thus Fy (y) and fy (y) are zero for y < —b. If
—b <y < b, then for a fixed y, g(z) < y if x < y; hence Fy(y) = Fx(y). If y > b then g(z) <b<y
for every x; hence Fy (y) = 1. At the points y = +b, Fy (y) is discontinuous and the discontinuities
equal to

Fy(=b%) — Fy(=b") = Fx(~b)

and
Fy(b") — Fy(b™) =1— Fx(b)

The PDF of y = g(z) is
fr(y) = Fx(=b)d(y +b) + (1 — Fx(b))o(y —b) + fx (y)[u-1(y +b) — u_1(y — b)]
= Q(3) 6l+v o)+ =

e 20 [u_y(y +b) — u_y(y — b)]
2ro?

3) In the case of the hard limiter

Thus Fy (y) is a staircase function and

fr(y) = Fx(0)d(y — ) + (1 - Fx(0))d(y —a)
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4) The random variable y = g(z) takes the values y,, = x, with probability
p(Y = yn) = p(an <X< an+1) = FX(anJrl) - FX(an)

Thus, Fy (y) is a staircase function with Fy(y) =0 if y < 1 and Fy(y) =1 if y > xn. The PDF
is a sequence of impulse functions, that is

N
fry) = Z[Fx(am)—Fx(ai)]é(y—xi)

= o) - e () st

Problem 2.21

For n odd, ™ is odd and since the zero-mean Gaussian PDF is even their product is odd. Since
the integral of an odd function over the interval [—oo, 00| is zero, we obtain E[X"] = 0 for n odd.
Let I, = [%_a"exp(—a?/20?)dx. Obviously I, is a constant and its derivative with respect to x
is zero, i.e.,

d [e'e) 22 1 22
d—In = / [nﬂc”_le_%_Q — —2:5”“6_20_2 der =0
X —00 o

which results in the recursion
2
Iyt =no L,

This is true for all n. Now let n = 2k — 1, we will have Ip, = (2k — 1)0%I;_o, with the initial
condition Iy = v2wo2. Substituting we have

I = 0*V2mo?
Iy = 30621, = 306*V 2702
Is =5 % 3021, = 5 x 365V 2no2

Is=7x 0%l =7 x5 x 365V 2mro2

and in general if Iy, = (2k —1)(2k —3)(2k —5) x - - - x 3 x 1622102, then Loy o = (2k+1)02 Iy, =
(2k+1)(2k —1)(2k —3)(2k —5) x - - - x 3 x 16?**2y/27152. Using the fact that E[X?}] = I, /v 2m02,
we obtain

I,=1x3x5x---x(n—-1)c"

for n even.
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Problem 2.22

a. Since (X, X;) are statistically independent :

1 (2422 2
px(qu’xz) = pX(xT)pX(xZ) = 27TO_26 (xr‘i’wz)/ZU

Also :
Y, +5Y; = (X, + X;)e/¢ =

X, +X; =Y, +jY) e ?® =Y, cos ¢+ Ysinp + j(—Y, sin¢ + Y; cos ¢) =
X, = Y,cosp+Y;sing
X;= =Y,.sin¢+ Y;cos ¢
The Jacobian of the above transformation is :

0X, 0Xi

g | | cos¢ —sing 1
T oaxr x| | -
Y, o sing cos¢

Hence, by (2-1-55) :

py(yr,yi) = px((Yrcos¢ +Yising), (=Y, sin¢ + Yjcos ¢))
= 1 (v+y})/20°
2702

b. Y =AX and X = A"'Y

’ 2 . . . .
Now, px(x) —X'%/20" (the covariance matrix M of the random variables z1, ..., z, is

_ 1
- (271-0-2)71./2

M = 21, since they are i.i.d) and J = 1/|det(A)|. Hence :

]. ]. 7y'(A71)/A71y/202
(2702)/2 [det(A)]©

For the pdf’s of X and Y to be identical we require that :

py(y) =

|det(A)|=1and (A"YA I =1 = A 1=A'

Hence, A must be a unitary (orthogonal) matrix .

Problem 2.23

Since we are dealing with linear combinations of jointly Gaussian random variables, it is clear
that Y is jointly Gaussian. We clearly have my = E[AX]| = Amx. This means that Y — my =
A (X —mx). Also note that

Cy=E[Y-my)(Y —my)]=E[A(X —mx) (X —mx) A
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resulting in Cy = ACxA’.

Problem 2.24

a.
Uy (o) = B[] = B[ =] = B [T e | = [T B[] = (ux(e)"
i=1 i=1
But,
px(z) =pd(x — 1)+ (1 —p)i(x) = wX(ej”) =1+ p+ pel?
= Py (jv) = (1 +p+pe*)"
b.
d jv ) o] .
E(Y)= —J%\U:o = —jn(l —p+pe’)" 1 jpel’|,—o = np
and
d? jv d .. o
E(Y2) — _%‘UO — _% []n(l _p+pe]U)n lpe]ll] v— = np + np(n — 1)p

= E(Y?) = n?p* + np(1 - p)

Problem 2.25

1. In the figure shown below

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



18

let us consider the region u > x,v > x shown as the colored region extending to infinity, call
2

u2 v
this region R, and let us integrate e~ > over this region. We have

u2+v2 T2
//e_ 2 dudv://e_2rdrd0
R R
00 2 %
S/ re” 2z dr/ db
:t\/§ 0

15
= — |—e 2
2 /3

™ o _ .2
:_eit

2

where we have used the fact that region R is included in the region outside the quarter circle
as shown in the figure. On the other hand we have

_u?40? W2 0 W2
//e 2dudv:/e2du e~ 2 dv
x xT
R

22

and therefore, Q(z) < 3¢z
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¥

2
2. In fxoo e T z—g defineu = e~ 7 and dv = z—g and use the integration by parts relation [wdv =

2
uwv — [vdu. We have v = —é and du = —ye_yT dy. Therefore

2 oo 2
. 2 g _y? oo ) _a?
/ 67%_2: e —/ eiy?dy:e —V21Q(x)
x Y Y x x
xr
2
Now note that fxoo e~ T ;l—g > (0 which results in
22
e 2 1 22
—V271Q(x) > 0= Q(x) < e 2
T 2mx

On the other hand, note that

/OO _v dy 1 & y? V2T
e 2 e 2ay
T

which results in

[

_x

or, \/2m 1+$2Q(az) > -2 which results in

T2

3. From
X z2 ]_ z2
e 2 < x) < e 2
V27 (1 + 2?) Q@) 21w
we have
1 2 1 2
e T <Qx) < ez

V2r (1 + ) 2nx

As = becomes large % in the denominator of the left hand side becomes small and the two
bounds become equal, therefore for large x we have
1 o2
Q) ~ ——c 2

2rx

Problem 2.26
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1. Fyv,(y) =PlYn<yl=1-PY,>yl=1—Plz; >y, Xo>y,....,. X, >y =1— (P[X
where we have used the independence of X;’s in the last step. But P[X > y| = fy Yy

A
Therefore, Fy, (y) =1 — (A;{)n, and fy, (y) = dilyFyn (y) = nmfj#_l, 0<y<A.

Problem 2.27

V121 +v2T2+v3T3+v4T4)

W(jvr, jug, jus, jus) = E |

4841/}(j111,j7)2,j7)3,jv4) |
0v10v90v3004 v1=02=vs=04=0

From (2-1-151) of the text, and the zero-mean property of the given rv’s :

E(X1X2X3X4) = (—])

U(jv) = B

where v = [v1,v2,v3,v4]" , M = [p;5] -
We obtain the desired result by bringing the exponent to a scalar form and then performing
quadruple differentiation. We can simplify the procedure by noting that :

I(jv)
a’UZ‘

1.7
— _Hgve—iv Mv

where pf = [, fi2, fti3, pia] - Also note that :

/
i M
o, ij ji

Hence : . . . .
MY (juvr, jua, jus, jua)
81}1 87)281}387)4

[V=0 = H12/434 + p23pb14 + 2413
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Problem 2.28

1) By Chernov bound, for ¢ > 0,
P[X > a] < e E[e¥] = e O x (1)
This is true for all ¢ > 0, hence

> a] < min [~ S -
lnP[X_Oé]_Ithlél[ ta+InOx(t)] I?féi[m In ©x(t)]

2) Here

In P[S,, > a] =In P[Y > na| < — max [tna — In Oy ()]

where Y = X1 + Xo + -+ + X, and Oy (t) = E[ef1HX2t+Xn] = [©x(¢)]". Hence,

1
IHP[Sn > Cl] = —r{l;lgin[ta — lnex(t)] = —n[(a) = _P[Sn > a] < efnl(a)
= n
Ox(t) = fooo el e dp — %_t as long as t < 1. I(a) = max;>o(ta+ In(1 —¢)), hence %(ta +In(1 —
t)) = 0and t* = 21 Since a > 0, ¢* > 0 and also obviously t* < 1. I(a) =a—1+In(1-2=1) =

a — 1 —Ina, using the large deviation theorem

In P[Sn 2 Oé] = ein(aililna)JrO(n) = anefn(a71)+o(n)

Problem 2.29

For the central chi-square with n degress of freedom :

1

by = —
( ) (1 _ j2v0_2)n/2
. dip(jv) no” dy (jv)
Jv Jno . v ,
= E(Y)=— e
dv (1-— j2v02)"/2+1 = E{Y) T 0o lv=0 = no
Py(jv) _ —2n0' (n/2+1) o d(v) )
= B(y?) = _dviy), )
dv? (1 _j2,002)n/2+2 = ( ) dv? |v70 n(n+ )g

The variance is 02 = E (Y?) — [E (Y)]* = 2no*
For the non-central chi-square with n degrees of freedom :

1 2 5 2
¥ ju) = eJvs /(1—321}0 )
G) (1 —j2v02)n/2
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where by definition : s* = Y1 | m?
dl/}(jv) _ jn02 + j52 j’USQ/(l*jQ’UO'Q)
N o, 2\n/2+1 o o2tz | €
dv (1 —j2v0?) (1 —j2v0?)
Hence, E (Y) = —j%\vzo =no? + s*
d*y(jv) B —not (n +2) —52(n + 4)0? — ns’o? —st jus?/(1-j200?)
d’U2 - o 2 n/2+2 + . 2 n/2+3 + o 2 n/2+4 €
(1 — j2v0?) (1 — j2v0?) (1= j52v0?)
Hence,
(5
) (YQ) = —%bzo = 2not + 4s%0% + (n02 + 52)
v

and
o3 = E(Y?) - [E(Y)]? = 2no" + 40?5

Problem 2.30

a/m

x2 +a2 )

The Cauchy r.v. has : p(z) = —00 < T < 00

since p(z) is an even function.

E(Xx?) = /OO 22p(x)ds = = /OO .

21 42
oo T ) o ta
2 .
Note that for large x, 3% — 1 (i.e non-zero value). Hence,

E(XQ) :oo,a2 = 00

o0

wlio) =B (™) = [

2(1/77 2ejvzdx _ /OO -(1/71' : ejvxdx
o ta oo (@4 ja) (z — ja)

This integral can be evaluated by using the residue theorem in complex variable theory. Then, for
v>0:

P(jv) = 2mj <7a/ﬂ. ej”) =e
T —l-j(l r=ja

For v < 0:

(jo) = 2 (—“/” ) _ ey
r=—ja

T —ja
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Therefore :

b(jv) = eV
Note: an alternative way to find the characteristic function is to use the Fourier transform rela-
tionship between p(z), 1 (jv) and the Fourier pair :

1 c
—b|t| - _ _
e <—>7r762+f2,6—b/27r,f—27rv

Problem 2.31

Since Ry and R; are independent fr, g, (r0,71) = fro(70)fR, (1) and
u2 il
fro,R:(T0,71) = %IO (’;—Tgl) e 2Ze” 2T, ro,r >0
0, otherwise.
Now

P(Ry > Ry) = // f(ro,r1) dridrg

TO>T1

= [T [0,

= [Tt ([ ntrorane) ar,
- [T ([ e dry) d
_ /OOO Fra(m) [_e——r dr,

= / e_%_leRl (r1) dry

0
*® pryy et
= —2_[0 (—2) e 202 d?”l
0 o o

Now using the change of variable y = v/2r; and letting s = 4= we obtain

V2
o 2 2
Yy sy\ _z2249 dy
P(Ry>Ry) = | —Z-1I (—) 2t 2L
(Ro> R = [~ 2 (% v
1 _2 [y sy\ _s24y?
S =0 I Ca
1 _ 2
_= 56_202
o
= — 40
5¢
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S2 2
where we have used the fact that fooo % 1o (z—%) e 202 dy =1 because it is the integral of a Rician
pdf.

Problem 2.32

1. The joint pdf of a,b is :

pab(aa b) = pxy(a —my,b— mz) = px(a - mr)py(b - mz) =

2. u=+a?2+b%, ¢=tan "'b/a = a=ucos¢@, b=usin¢ The Jacobian of the transformation is

2 J(a,b) = 9a/Ou 9a/0¢ = u, hence :
ob/ou  Ob/O¢

pw(u ¢) _ u 6—2(%2[(ucos¢—mw)2+(usin¢—mi)2]
) 2

U o 2:%2 [u2+M2—2uM cos(¢>—6)]
2702

where we have used the transformation :

M = /m?+m? my = M cos 0
=

0 = tan ~tm;/m, m; = M sinf

27
pu(n) = /0 P (1 $)d

2 a2 2
U _uleM 1 _
_ e 202 / e 557 [—2uM cos(¢ 6)}d¢
0

2mo?
2 2 21
U _ui+M? ] _0) /2
= —e 202 €uMcos(qS 0)/o do
o 2 Jo

u _uZem?

= ;e 202 IO (’LLM/UQ)
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Problem 2.33

a. Y =131 X;, ¢y, (jv) = e

n n

by (o) = B [ Za | < [T B [¢3%] = [T ox,Go/n) = [eel/m]" = e

i=1 =1

a/m

b. Since ¢y (jv) = ¢x;(jv) = py (y) = px;(z:)) = Py (y) = Zhaz-

c. Asn — oo, py(y) = yg/ﬁ, which is not Gaussian ; hence, the central limit theorem does not

hold. The reason is that the Cauchy distribution does not have a finite variance.

Problem 2.34

Since Z and Ze’’ have the same pdf, we have E[Z] = E [Ze] = eI’ E[Z] for all §. Putting
0 = gives E[Z] = 0. We also have E [22'] = E | Ze? (Ze1°)'| or E [22"] = ¢4°E [221], for
all 6. Putting 0 = 3 gives I/ [ZZt] = 0. Since Z is zero-mean and F [ZZt] = 0, we conclude that
it is proper.

Problem 2.35

Using Equation 2.6-29 we note that for the zero-mean proper case if W = e?Z_ it is suf-
ficient to show that det(Cw) = det(Cz) and wiCyyw = zfC'2z. But Cw = WWH] =
Elei?Ze 19ZH] = E[ZZ"] = Cz, hence det(Cw ) = det(Cyz). Similarly, wCijw = e 1921 C ' ze? =
2" C,'z. Substituting into Equation 2.6-29, we conclude that p(w) = p(z).

Problem 2.36

Since Z is proper, we have E[(Z — E(Z))(Z — E(Z))!] = 0. Let W = AZ + b, then

E[(W — E(W))(W — E(W))'| = AE((Z - BE(2))(Z - E(Z))'|A"=0
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hence W is proper.

Problem 2.37

We assume that z(t),y(t), 2(t) are real-valued stochastic processes. The treatment of complex-
valued processes is similar.

Roo(7) = E{[z(t +7) +y(t + )] [2(t) + y(O)]} = Raw(7) + Ray(7) + Rya(T) + Ryy(7)

b. When z(t),y(t) are uncorrelated :
Ray(7) = Efz(t + 7)y(t)] = E [z(t + )] Ey()] = mam,

Similarly :
Ry (1) = mgmy,

Hence :
R..(T) = Ryx(T) + Ryy(7) + 2mym,,

c. When z(t),y(t) are uncorrelated and have zero means :

R..(T) = Ryu(T) + Ryy(7)

Problem 2.38

The power spectral density of the random process z(t) is :

Sez(f) = /OO Rm(T)eij”deT = Np/2.

—00

The power spectral density at the output of the filter will be :

Suf) = Seal PIH(NP = “2IH ()
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Hence, the total power at the output of the filter will be :

R =0) = [~ Spar =52 [~ ) Par = Sem) = Nop

2 —00

Problem 2.39

The power spectral density of X (t) corresponds to : Ry (t) = 2BNy2222BL From the result of

Problem 2.14 :

in 2Bt
o) = B, 0)+ 20, (r) = (2880 + 85°0¢ (2220
2w Bt
Also :
Syy(f) = R:?:a:(o)(s(f) + 2S:v:v(f) *® Sa:a:(f)
The following figure shows the power spectral density of Y (¢) :
(2BNo(f)
2N B
f
—-2B 0 2B
Problem 2.40
X1
My =FE[(X-m,;)(X—-m,)], X=| X, |, m, is the corresponding vector of mean values.
X3

Then :
(Y —my)(Y —m,)']

El
= EAX—m,)(A(X ~m,))]
E[A(X —m,)(X - m,)'A
= AE[(X - my)(X — my)] A/
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Hence :
M1 0 M1 + (13
MY = 0 4/122 0

g1+ p31 0 pnr + g3+ 31+ 33

Problem 2.41

Y(t) = X2(t), Rou(r) = E [2(t + 7)2(t)]
Ry, (1) = Ey(t+7)y(t)] = E [2°(t + 7)2°(t)]
Let X1 = Xy = 2(t), X3 = X4 = z(t + 7). Then, from problem 2.7 :
E(X1X2X3X4) = E(X1X2) E (X3Xy) + E (X1 X3) F (XoXy) + E (X1 X4) E (X2X3)

Hence :
Ryy(T) = Rg$(o) + QRET:II(T)

Problem 2.42

pr(r) = v (8)" 2R, X = o
We know that : px(z) = ﬁpR (1/‘:3/5) .
Hence :
1 2 m\m™m 2m—1 2 2 2
— e 0 —m(zvQ)%/Q _ m,2m—1_—mzx
px () 1/\/§I‘(m) (Q) (33 ) e I‘(m)m x e

Problem 2.43

The transfer function of the filter is :

H(f) = 1/jwC 1 B 1
- R4+1/jwC  jwRC+1  j2nfRC +1
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_ 2 _ 2 _ o
b.
-1 27 fT
Ryy(r) = F{Seal )} = / T

Let : a= RC, v=2nf. Then :

J2

_ jut _ Y _—alr| _ U_ —|r|/RC
Ry(7) = 35 /_oo 2+ 02¢ W= g5pet 2RC*

where the last integral is evaluated in the same way as in problem P-2.9 . Finally :

0.2

E[Y?(t)] = Ryy(0) = 3RO

Problem 2.44

If Sx(f) = 0 for |f| > W, then Sx(f)e 72"/ is also bandlimited. The corresponding autocorrelation
function can be represented as (remember that Sx(f) is deterministic) :

sin 2rW (T — QL)

w
_ 1
(r—a) n_zjoo RX —a) 27 W (T — ﬁ) (1)
Let us define : - ( )
R n sin27W (t — 5%
XO= 2 Yo w =)

We must show that :

or

E

First we have :

Z n—m 81n27TW( 5 )

th—— n

E [(X(t) - f((t)) X(%)} )
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But the right-hand-side of this equation is equal to zero by application of (1) with a = m/2W.
Since this is true for any m, it follows that E [(X(t) - X(t)) X(t)} = 0. Also

£ (X0 50) 0] a0 3 a2 )
=T W

Again, by applying (1) with a =t anf 7 = ¢, we observe that the right-hand-side of the equation is
also zero. Hence (2) holds.

Problem 2.45

Q(z) = \/%7 .= e /24t = P[N > z], where N is a Gaussian r.v with zero mean and unit variance.
From the Chernoff bound :
PIN > ] < e ™E (ef’N) (1)
where © is the solution to :
E(Ne"™) —zE (e"N) =0 (2)
Now :
42
E (GUN) = 7 ffooo evte=t /2t
v2/2_1 —(t—v)%/2
vors e V24t
— e'u2/2
and J
E (Ne”N) =—F (e”N) = ve?’/?
dv
Hence (2) gives :
V=1

and then :

Problem 2.46

Since H(0) =Y. _h(n) =0=m, =mzH(0) =0
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The autocorrelation of the output sequence is

oo

Ryy(k) = " h(i)h(j)Raw(k — j +14) = 02 Y h(i)h(k + 1)
]

1=—00

where the last equality stems from the autocorrelation function of X (n) :

o, j=k+i
Res(k—j+i)=020(k—j+i)=4 = 7
0, o.w.

31

Hence, Ry, (0) = 602, Ry, (1) = Ryy(—1) = —402, Ry (2) = Ryy(—2) = 02, Ryy(k) = 0 otherwise.

Finally, the frequency response of the discrete-time system is :

H(f) = Y% h(n)e72min
= 1— 27727 4 e7i4nf

= (1 eY?
— eimf (ejfrf — efjﬂf)2
= —de I sin?nf

which gives the power density spectrum of the output :

Syy(f) = Sux(HIH(f)|? = 02 [165in ‘7 f] = 1607 sin*x f

Problem 2.47
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The power density spectrum is

S(f) = X o R(k)es2nik
- —k —jor 0 k —jor
= Yitow (3) T R (3) e

= Yoz + Y (e 1

1 1
R R we— L L

2—cos2mf 1
5/4—cos 2w f

3
5—4cos2nf

Problem 2.48

We will denote the discrete-time process by the subscript d and the continuous-time (analog) process
by the subscript a. Also, f will denote the analog frequency and f; the discrete-time frequency.

Ra(k) = E[X*(n)X(n+ k)
E[X*(nT)X(nT + kT)]
= Ra(kT)

Hence, the autocorrelation function of the sampled signal is equal to the sampled autocorrelation
function of X (t).

b.
Ra(k) = Ro(kT) = [, So(F)e* M df

(2+1)/2T & o
= X2 f21 5 )//2T o(F)e72m IR df
= X [ Salf + )T

= S (SR Salf + 4)] PR df
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Let fg = fT. Then :

1/2
Ry(k) = /1/2

We know that the autocorrelation function of a discrete-time process is the inverse Fourier transform

= 3 Sullfat D/T)| Py, (1)

l=—00

of its power spectral density

1/2 '
Ra(k) = Sa(fa)e’* ™ dfy (2)
~1/2
Comparing (1),(2) :
1 !
Sulf =7 3 s Q
l=—00
c. From (3) we conclude that :
Sulfa) = 28a(22)
T T

iff -
Sa(f)=0, V[f:|fl>1/2T

Otherwise, the sum of the shifted copies of S, (in (3)) will overlap and aliasing will occur.

Problem 2.49

u(t) = X cos 2w ft — Y sin 2m ft
Elu(t)] = E(X)cos2nft — E(Y)sin 27 ft

and :

Ruu(t,t+7) = E{[Xcos2nft—Y sin2nft][X cos2nf(t+7)—Ysin2nf(t+7)|}
= E(X?)[cos2nf(2t+7)+ cos2n fr] + E (Y?) [~ cos2nm f(2t 4+ T) + cos 27 f 7]

—E(XY)sin2nf(2t +7)

For u(t) to be wide-sense stationary, we must have : E [u(t)] =constant and Ry, (t,t+7) = Ry (7).
We note that if E(X) = E(Y) = 0, and E(XY) = 0 and E(X?) = E(Y?), then the above
requirements for WSS hold; hence these conditions are necessary. Conversely, if any of the above
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conditions does not hold, then either E [u(t)] #constant, or Ry, (t,t + 7) # Ry.(7). Hence, the
conditions are also necessary.

Problem 2.50

Ro(1) = [ Sa(f)e?*™I7df
— ffVW 6j27rf7—df

sin 27Wr
T

By applying the result in problem 2.21, we have

sin 2nW kT

Ra(k) = £u(kT) = 2

b. If T = ﬁ, then :

oW =1/T, k=0

Rq(k) =
0, otherwise

Thus, the sequence X(n) is a white-noise sequence. The fact that this is the minimum value of
T can be shown from the following figure of the power spectral density of the sampled process:

| |
_fS_W _fs _fs+W _W W fs_W fs fs+W

We see that the maximum sampling rate f, that gives a spectrally flat sequence is obtained when :

1
/ =/ = oW
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c. The triangular-shaped spectrum S(f) = 1 — |—V];/‘, |f| < W may be obtained by convolv-

ing the rectangular-shaped spectrum Si(f) = 1/VW, |f| < W/2. Hence, R(t) = Ri(r) =

1 (sin Wt
w T
with autocorrelation function :

R(k:)—i sinTtWkT 2—W sin 7k 2_ W, k=0
an kT a mk a 0, otherwise

)Q.Therefore, sampling X(t) at a rate % = W samples/sec produces a white sequence

Problem 2.51

Let’s denote : y(t) = fr(t)f;j(t). Then :

| aonoa= [ y0d =y

where Y'(f) is the Fourier transform of y(t). Since : y(t) = fi(t)f;(t) «— Y (f) = Fi(f) * F;(f).
But :

o0

_iom 1

Fi.(f) Z/ fe(t)e 92t qt = 77 j2m fk/2W
—0o0

Then : -
Yﬁﬁﬁﬂﬂﬂwﬂz/mﬂWHﬂU—@m
and at f=0:
Y(flj=o = Joo Fj(—a)da
= (2 e—i2ma(k—35)/2W 4,
1/2W k=j

k#j

Problem 2.52

Bu=g [ (P

For the filter shown in Fig. P2-12 we have G = 1 and

szé H(f)df = B
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For the lowpass filter shown in Fig. P2-16 we have

_ 1 2 _ 1
H{f) = 1+ j27fRC () 1+ (2nfRC)?
SoG =1 and
Beq = fooo ‘H |2df
2 f HIPdf
m

where the last integral is evaluated in the same way as in problem P-2.9 .

Problem 2.53

Elzt)z(t+7)] = E[{z(t+7)+7y(t + 1)} {=(t) + jy(t)}]
= Bzt +7)] - Ely)yt +7)] +jE [z()y(t + 7)]
E [y(t)l‘(t +7)]
= Roa(T) = Ryy(7) +J [Rya(7) + Ray(7)]
But Ry (7) = Ryy(7)and Ry, (7) = —Rgy (7). Therefore :

Elz(t)z(t+71)] =0

V= / s

E(V?) //E )] dadb =0

from the result in (a) above. Also :

EWv*) = [ [T E[2(a)2*(b)] dadb
= [ Ji Nod(a — b)dadb
=[] Noda = NoT
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Problem 2.54

Elz(t+71)x(t)] = A2Elsin(2nf.(t +7) + 0)sin (27 f.t + 0)]
= é coS 27 foT — é E[cos (2mf(2t + T) + 20)]

where the last equality follows from the trigonometric identity :
sin Asin B = 1 [cos(A — B) — cos(A + B)]. But :

Elcos (2mfe(2t +7) +20)] = [77 cos (2mfo(2t + T) + 26) p(6)df
o f027r cos (2mfo(2t + 1)+ 20)df =0

Hence :
2

Elzx(t+71)z(t)] = A? oS 27 foT

Problem 2.55

1) We have E[Z(t)] = E[X(t)] + jE[Y (t)] =0+ j0 =0 and

Rz(t+7,t)=E[(X({t+7)+5Y(+7))(X(#)—5Y ()]
= Rx(7) + Ry (1)
= 2Rx(7)

because E [X(t + 7)Y (t)] = E[Y(t+7)X(t)] = E[X(t + 7)]E[Y(t)] = 0 (by independence) and
therefore Z(t) is obviously stationary. We also note that Ry (7) = Ry (1) = F 1 [NOH (%)] =
9T N sinc(20Wr)

2) To compute the power spectral density of Z(t), we have Sz(f) = F[2Rx(7)] = 2Sx(f) =
2NoII (%) Note that II(¢) is a rectangular pulse defined as

1, Jt<1
) =93 =
0, otherwise.
3) E[Z [f Z(t )dt] = [ EIZ)|R;(t)dt = 0 since Z(t) is zero-mean. For the
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correlation we have

oo

B2,2] = E [ /_ T 2ersyds [ 200 dt]

—00

_ / Z /OO Z Ry(s — t)R: (s)Ry(t) dsdt
:/OO Re(t) UOO Ry(s — O)R:(s) ds} it ()

—00 —00

Using Parseval’'s Theorem, [*_x(t)y*(t)dt = [* X(f)Y*(f)df, we have (S;(f) is the Fourier
transform of R;(t)).

/OO Rz(s —t)R}(s)ds = /OO e 12Tt NoII (%) S;(f)df

W .
<9 /_ . Noe 7?™IS*(f) df

Lo / Noe 2Tt (f) df

where (a) is due to the fact that II (#) is zero outside the [, W] interval and (b) follows from
R;(t) being bandlimited to [-W, W]. From above we have

/ Z Ry(s — )R!(s) ds = 2Ny [ / it (f) df} )

—0o0

— AN R(1)
Substituting this result in equation (**) we have
e}
Bl2,27) =2 / NoR: (1) Ry(t) dt
— 00
2Ny, =k
0, J#k

This shows that Z;’s are Gaussian random variables (since they are the result of linear operation
on a Gaussian process) with mean zero and variance 2Ny, i.e., Z; ~ N(0,2Np). Also note that for
Jj # k, Zj and Zj, are independent since they are Gaussian and uncorrelated.

4) This is done similar to part 3 (lengthy but straightforward) and the result is that for any k, Zg,
and Zj; are zero-mean, independent Gaussian random variables with E(Z2 ) = E(Z?,) = Ny and
therefore the random vector (Z1,, Z1;, Zor, Zoi, -+ » Znr, Zni) is a 2n-dimensional Gaussian vector
with independent zero-mean components each having variance Ny. In standard notation

(Zrry Z1iy Zag, Z2is -+ s Zingy Zni) ~ N (0, NoI)

where 0 is a 2n-dimensional zero vector and I is a 2n X 2n identity matrix.
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5) We have

where we have used

Now we have

oo

ElZ()Z]] = E [Z(t) / 7*(5) Ri(s) ds}

—00
[e.o]

= / Ry (t — s)Ri(s)ds

—0o0

_ /OO Ri(s)Ry (s — 1) ds

= 2/_00 Si(f)e??™ NI (%) df

w
— / NSy (f)e?? It dt
-w

29N, / Se(f)er? It af

= 2Ny Ry (t)

(a): because Ry(t) is bandlimited to [-W, W].

A~

From above it follows that E[Z(t)Z;] =0 for all k = 1,2,--- , N. This means that the error term
is independent of the projections.

Problem 2.56

L Sg(f) =1 —jsen(f)I?Sx(f) = Sx(f), hence Rg(r) = Rx (7).
2. Sy (f) = Sx(f)(=jsgn(f))* = jsgn(f)Sx(f), therefore, Ry ¢ (1) = —Rx (7).

3. Ryz(1)=FE [(X(t +7) + X (t+ T)) (X(t) —jX(t))], expanding we have

Rz(1) = Rx(7) + Rg(1) = j [Rx (1) — Ry x(7)]
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Using R¢(7) = Rx(7), and the fact that RXX( T) = —RX(T) is an odd function (since it is
the HT of an even signal) we have R (1) = Ry ¢ (—7) = —R ¢(7), we have

Rz (1) = 2Rx(7) = j2Ry ¢ (1) = 2Rx () + j2Rx(7)
Taking FT of both sides we have

Sz(f) = 28x(f) + 72 (=jsgn(f)Sx (f)) = 2 (1 +sgn(f)) Sx (f) = 48x (fu-1(f)

4. We have

Ry (t+7,t)=F [Z(t n T)e—j2ﬂfo(t+T)Z*(t)ejgﬂfot]

e eijQﬂ-fOTRZ(T)
This shows that X;(t) is WSS (we already know it is zero-mean). Taking FT, we have
Sx,(f) =S8z(f — fo) =4Sx(f — fo)u—1(f — fo), this shows that X;(t) is lowpass. Also from

above Rx () = $Re[Rz(t)] = iRe [Rx,(7)e/?™7]. This shows that Rx,(r) is twice the LP
equivalent of Rx (7).

Problem 2.57

1) The power spectral density S,(f) is depicted in the following figure. The output bandpass
process has non-zero power content for frequencies in the band 49 x 10° < |f| < 51 x 10%. The
power content is

—49x106 o f 51x106 N f
P = / 10~ (1—1——) df—l—/ 10~ (1——) df
—51x106 108 49x%106 108

—49x%106 1 —49%106 51x10° 1 51x109
= 107 %z + 10*165932 +107 %z — 10*165932
—51x106 —51x106 49x106 49x106
= 2x1072
0—8
|
8
—5.107 5.107 10

2) The output process N (t) can be written as

N(t) = Ne(t) cos(2m50 x 10¢) — Ny (t)sin(2750 x 10%¢)
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where N (t) and Ns(t) are the in-phase and quadrature components respectively, given by

Ny(t) = N(t)cos(2m50 x 10°) + N () sin(2750 x 10¢)

Ny(t) = N(t)cos(2r50 x 10°t) — N (t) sin(2750 x 105¢)
The power content of the in-phase component is given by

E[IN.(t)]}] = E[N(t)]?]cos?(2r50 x 105¢) + E[|N (t)[?] sin?(2750 x 10%t)
= E[|N®)]=2x10"2

where v;e have used the fact that E[|N(t)[>] = E[|N(t)[?]. Similarly we find that E[|N,(t)|*] =
2 x 107=.

3) The power spectral density of N.(¢) and Ng(t) is

Sn(f — 50 x 10%) + Sy (f + 50 x 10) |f| <50 x 106

0 otherwise

Sn.(f) = Sn.(f) =
Sn,(f) is depicted in the next figure. The power content of Sy, (f) can now be found easily as

106
Py, = Py, = / 1078df =2 x 1072
—106

108

4) The power spectral density of the output is given by
Sy (f) = Sx(HIH(f)|? =1075(|f] — 49 x 10°)(1078 — 10716|f|) for 49 x 10° < |f| < 51 x 10°

Hence, the power content of the output is

—49x106

Py = 106(/51 L (f 9 10%)(107 + 107 £)df)

51x108
+106(/ (f —49 x 10%)(1078 — 10716 £)df)
49x106

4
= 10752 x 10* — 5102)
The power spectral density of the in-phase and quadrature components of the output process is
given by
Sy.(f) =Sv.(f) = 107°(((f +50 x 10°) — 49 x 10°) (107 — 107 '6(f + 50 x 10%)))
+107((—(f — 50 x 10°) — 49 x 10%) (107® + 107 *(f — 50 x 10%)))
= 107%(—2x 107102 4 107%)
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for |f| < 105 and zero otherwise. The power content of the in-phase and quadrature component is

106
Py, =Py, = 106/ (=2 x 10710 f2 + 10 %)df
—106
1 106 106
= 107%(—2x 10716- 3 +1072f] )
37 | _q0s —106

4
= 10752 x 10% — 3102) = Py
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Problem 3.1

Assuming M is even we have

M M/2
P32 +52 4. M -1 =) =) (2k)?
i=1 k=1

M/2

M(M +1)(2M + 1) )

= 4>k
k=1

(@)

MM +1)EeM+1) 4M/2(M/2 +1)(M +1)
6 6

 M(M?*-1)

N 6

Problem 3.2

-
o= (E0)
(

(

S3 =
S4 = O, —\/E)
A f2
S3
fi
S2 S1
S4

As we see, this signal set is indeed equivalent to a 4-phase PSK signal.
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Problem 3.3

1.2. The signal space diagram, together with the Gray encoding of each signal point is given
in the following figure :

00

10

The signal points that may be transmitted at times ¢t = 2nT n = 0,1, ... are given with blank
circles, while the ones that may be transmitted at times t = 2nT + 1, n = 0,1,... are given with
filled circles.

Problem 3.4

1. Consider the QAM constellation of Fig. P3-4. Using the Pythagorean theorem we can find the

radius of the inner circle as:

1
a’4+a®=A"=a=-—F—A

V2

The radius of the outer circle can be found using the cosine rule. Since b is the third side of a
triangle with a and A the two other sides and angle between then equal to § = 75°, we obtain:

1+3
2

A

b2 =a?+ A% — 2aAcos75° = b =

2. If we denote by r the radius of the circle, then using the cosine theorem we obtain:

A2 =7? 4% —2rcosds’ = r =

22
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3. The average transmitted power of the PSK constellation is:

2
1 A A?

whereas the average transmitted power of the QAM constellation:

1 A2 (1+/3)?
PQAM:§(47+4TA2 :PQAM:

2+ (14 v3)?
8

A2

The relative power advantage of the PSK constellation over the QAM constellation is:

. Ppsk 8
gain = = = 1.5927 dB
Poam 2+ (1+v3)%)(2-v2)

Problem 3.5

1. Although it is possible to assign three bits to each point of the 8-PSK signal constellation so that
adjacent points differ in only one bit, (e.g. going in a clockwise direction : 000, 001, 011, 010, 110,
111, 101, 100). this is not the case for the 8-QAM constellation of Figure P3-4. This is because there
are fully connected graphs consisted of three points. To see this consider an equilateral triangle
with vertices A, B and C. If, without loss of generality, we assign the all zero sequence {0,0,...,0}
to point A, then point B and C should have the form

B=1{0,...,0,1,0,...,0} C=1{0,...,0,1,0,...,0}

where the position of the 1 in the sequences is not the same, otherwise B=C. Thus, the sequences
of B and C differ in two bits.

2. Since each symbol conveys 3 bits of information, the resulted symbol rate is :

90 x 106
Ry = XT = 30 x 10° symbols/sec

Problem 3.6

The constellation of Fig. P3-6(a) has four points at a distance 2A from the origin and four points
at a distance 2v/2A. Thus, the average transmitted power of the constellation is:

P, = % [4 % (24)2 1 4 x (2v/2A4)?] = 642
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The second constellation has four points at a distance v/7A from the origin, two points at a dis-
tance v/3A and two points at a distance A. Thus, the average transmitted power of the second
constellation is:

1
Py =3 4 x (VTA)2 +2 x (V3A)? 4242 :§A2

Since P, < P, the second constellation is more power efficient.

Problem 3.7

One way to label the points of the V.29 constellation using the Gray-code is depicted in the next
figure.

O 0110
O 0111
O 0101

O 0100

1101 1111 1110 1100 0000 0001 0011 0010
O O O O 0] 0] 0] O

O 1000
01001
O 1011

O 1010

Problem 3.8

We assume that the input bits 0, 1 are mapped to the symbols -1 and 1 respectively. The terminal
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phase of an MSK signal at time instant n is given by

k
O(n;a) = gZak + 6o
k=0

where 6 is the initial phase and aj is =1 depending on the input bit at the time instant k. The
following table shows 0(n;a) for two different values of 6y (0,7), and the four input pairs of data:
{00,01,10,11}.

Oo | bo b1 |ap a || O(n;a)
Ofo o0|-1 -1 -
oOfo 1-1 1 0
01 O 1 -1 0
01 1 1 1 T
=0 0]-1 -1 0
=0 1]-1 1 s
w1 0 1 -1 s
|1l 1 1 1 27

Problem 3.9

1.
(i) There are no correlative states in this system, since it is a full response CPM. Based on (3-3-16),

we obtain the phase states :
27 4w
C—)s = 07 o0 ) o
55

(ii) Based on (3-3-17), we obtain the phase states :

0. — 037T37T97T_7T 1567 7w 187 _w 21w 5w

TV 2 T T T2 a T
2.
(i) The combined states are S,, = (0, I,—1, I,_2), where {,In,l/n,g} take the values +1. Hence
there are 3 x 2 x 2 = 12 combined states in all.

(ii) The combined states are S,, = (6, [,—1, In—2), where {, In,l/n,g} take the values +1. Hence
there are 8x2 x 2 = 32 combined states in all.

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



Problem 3.10

The bandwidth required for transmission of an M-ary PAM signal is

R
=——— Hz
2logo M
Since,
R—8x 103 samples .8 bits 64 x 103 bits
sec sample sec
we obtain
16 KHz M =4
W =4 10.667 KHz M =38
8 KHz M =16

Problem 3.11

The autocorrelation function for ua(t) is

Rupup(t) = Elua(t+71)ux (1))

= Y>> 3= E(I,I})Eu(t+7—mT — A)u*(t —nT — A)]

n=—oo m=—0Q

= > S _Rim—n)Eult+71—mT—Au*t—nT— A

n=—oo m=—0o0

S Ru(m)> . Eu(t+7—mT —nT — A)u*(t —nT — A)]

m=—0oQ n=—oo

= Yoo Ru(m)>0 [, Tu(t—l—T—mT—nT Ayu*(t —nT — A)dA

Let a = A+ nT, da =dA, and a € (—00,00). Then :

Rupua(t) = > Ria(m)> 02 f(n+1 % t+7—mT —a)u*(t —a)da
= Do Rii(m)7 [% u(t + 7 —mT — a)u*(t — a)da

m=—0Q

= 7 Yoo Rii(m)Ryu(r — mT)
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Thus we have obtained the same autocorrelation function as given by (4.4.11). Consequently the
power spectral density of ua(t) is the same as the one given by (4.4.12) :

Susua (F) = 1 1G(PI Sl f)

Problem 3.12

The 16-QAM signal is represented as s(t) = I, cos 27 ft + @, sin 27 ft, where I,, = {£1,£3}, @, =
{£1,£3}. A superposition of two 4-QAM (4-PSK) signals is :

s(t) = G[Ap cos 2 ft + By, sin 27 ft] + C,, cos 27 ft + Cy, sin 2w ft

where A, B, Cy,, D, = {£1}. Clearly : I,, = GA, + C,, Qn, = GB,, + D,,. From these equations
it is easy to see that G = 2 gives the requires equivalence.

Problem 3.13

We have that Su,(f) = & |G(f)>Si(f) But B(I,) = 0, E(|In|2> — 1, hence : Ry(m) =

(1): Z;g . Therefore : Si-(f):1:>Suu(f):%|G(f)\2.

1. For the rectangular pulse :

72 sin 27 fT

_ ST ongrya 2 _ 42
G(f) = AT e’ = |G(NHI" =4 ([ T)

nfT

where the factor e 727/T/2 is due to the T'/2 shift of the rectangular pulse from the center t = 0.
Hence :
_ 2 sin %7 fT

Suu(f) (7TfT)2
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0.9+ 1
0.8+ 1
0.7+ -
0.6+ -
0.5+ -
0.4+ -
0.3+ -
0.2+ -
0.1+ 1

sv(f)

2. For the sinusoidal pulse : G(f) = fOT sin ”Tt exp(—j2m ft)dt. By using the trigonometric identity
exp(jz) —exp(—jz)

57 it is easily shown that :

sinx =

Hence :
2A>2 . Cos 27T f
(1—4712f2)?

0.45

0.4+
0.35-
0.3+
0.25-

sv(f)

0.2+
0.15¢
0.1+
0.05-

5 4

3. The 3-db frequency for (a) is :

sin 27 fagp T 1 0.44
i«le =3 = f3db = T
(7 faanT')
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(where this solution is obtained graphically), while the 3-db frequency for the sinusoidal pulse on
(b) is :
cos 2wTf 1 0.59
_— = — = = —
(4T 2 J3db T
The rectangular pulse spectrum has the first spectral null at f = 1/T', whereas the spectrum of the
sinusoidal pulse has the first null at f = 3/27 = 1.5/T. Clearly the spectrum for the rectangular

pulse has a narrower main lobe. However, it has higher sidelobes.

Problem 3.14

1. B, =1, + I,—1. Hence :

I, I,—1 B,
1 1 2
1 -1 0

-1 1 0

-1 -1 -2

The signal space representation is given in the following figure, with P(B,, = 2) = P(B,, = —2) =
1/4, P(B,=0)=1/2.

H=
Yy

Rpg (m) = F [Bn—l—mBn] =F [(In—I—m + In—l—m—l) (In + In—l)]
= Ru(m) + Ru(m — 1) + Ru(m + 1)

Since the sequence {I,,} consists of independent symbols :

E[Iner]E[In]:O'Ozoa m # 0

Rii(m) =
E[I%] =1, m = 0
Hence :
2, m=
Rpp(m)=4¢ 1, m=+1
0, 0.W
and
Sea(f) = Yoo Rp(m)exp(—j2nfmT) =2+ exp(j2n fT) + exp(—j2n fT)

= 2[1+4cos2nfT]| = 4cos?nfT
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A plot of the power spectral density Sp(f) is given in the following figure :

5

Power spectral density of B

a5k |
al |
3sh 1
al |
25} 1
2t |
15; 1
WL |
o5t |
05 04 03 02 01 0 01 02 03 04 05
Normalized frequency fT
3. The transition matrix is :
Inv In Bn Inyi Bana
-1 -1 -2 -1 -2
-1 -1 =2 1 0
-1 1 0 -1 0
-1 1 0 1 2
1 -1 0 -1 -2
1 -1 0 1 0
11 2 -1 0
1 1 2 1 2
The corresponding Markov chain model is illustr%ed in the following figure :
1
1/2 l__w 1/2
1/2 \ / 1/2
- ~—
L, |
1/4 1/4

Problem 3.15

1. 1,

apn, — an—2, with the sequence {a, } being uncorrelated random variables (i.e E (ap4man) =
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d(m)). Hence :

Rii(m) = EllLiymln] = E(antm — anim—2) (an — an—2)]
= 2§(m) —d(m —2) —d(m + 2)
2, m=20
= -1, m=42
0, 0.W.

2. Suu(f) = £ |G(f)| Sii(f) where :

Si(f) = Y=o Rii(m) exp(—j2m fmT) = 2 — exp(jdn fT) — exp(—jdr fT)
= 2[1 —cosdnfT] = 4sin?2nfT

and )
2 2 sin 7TfT
G = (AT (2277
Therefore : ' )
Suulf) = 4A°T (SIZ%T> sin 227 fT

3. If {a,} takes the values (0,1) with equal probability then FE(a,) = 1/2 and E(apntman) =

1/4, m#0 | m o -
12 m—o [1+ 6(m)] /4. Then :
Rii(m) = E[Litmly] = 2Rua(0) — Raa(2) — Raa(—2)
= 1[26(m)—68(m—2) —(m+ 2)]
and

Si(f) =300 Rii(m)exp(—j2nfmT) = sin*2n fT
. 2
Suu(f) = A2T (512;{1T> Sin227TfT
Thus, we obtain the same result as in (b) , but the magnitude of the various quantities is reduced
by a factor of 4 .

Problem 3.16

We may use the result in (3.4.27), where we set K =2, p; =py =1/2:

- Y Z 55 (7 ) 3(1-7)+ fgi P = Z3RelS1S3(0)

l=—o00
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To simplify the computations we may define the signals over the symmetric interval —7'/2 < ¢t <

T/2. Then :

s L [sm(f — )T sin7r(f—|—fi)T}

25 | w(f—f)T n(f+ fi)T

(the well-known rectangular pulse spectrum, modulated by sin 27 f;t) and :

S = @)2 (sinw(f—fi)T>2 N <sin7r(f+fi)T>2
sinw(f—f:)T sinw(f+f;)T

m(f— fi)T m(f+ fi)T
where the cross-term involving the product =TT =i )T is negligible when f; >> 0. Also

S (L) _ T sinw(%—%)T _ sinw(%—l—%)T
AT 2j | w(h—pT m(E+4)T

T [sin(wl—%) B sin(wl—f—%)]
(ml="3%) (ml+7})

— QZJ.QZ(—l)H'1 (sin ”2—”) /T (l2 - n2/4)
= %(_1)l+1 W(ls;inTQ/gl)

and similarly for So(£) (with m instead of n). Note that if n(m) is even then 51(2)(%) =0 for all /
except at [ = £n(m)/2, where 51(2)(7157;)) = j:%.. For this case

=& sy
7 2 2552'(?)

s(1-1) =5 (- ge) (4 g5) +5 (1) o (- o)

The third term in (3.4.27) involves the product of Si(f) and S3(f) which is negligible since they
have little spectral overlap. Hence :

S(f) = % (r-am)+o(r+o)+0(F—om) +0 (1 - o) +§ 1S10)P +15(/)P]

In comparison with the spectrum of the MSK signal, we note that this signal has impulses in the

spectrum.

Problem 3.17

MFSK signal with waveforms : s;(¢) = sin 27%“, 1=1,2,..M 0<t<T
The expression for the power density spectrum is given by (3.4.27) with K = M and p; = 1/M.
From Problem 4.23 we have that :

n_ I sinw(f — fi)T B sinw(f + fi)T
Silf) = 2j [ #(f=f)T m(f+ fi)T
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for a signal s;(t) shifted to the left by 7'/2 (which does not affect the power spectrum). We also
have that :

S, (ﬁ) _ +T/25, n=+i

0, 0.W.

Hence from (3.4.27) we obtain :

S = 2 (@) (%) S0 — £ +6(f + £)]
%(ﬁfzz S
-3 Zj:i—i—l (ﬁ)Z Re {Si(f)s;(f)}

+

= (2&) S e(f - fz)+5(f+fz)]+Tj42 SHL ISP
TM2 Zz 12] z+1R€|: f)]

Problem 3.18

QPRS signal v(t) =Y, (Bp + jCn) u(t —nT), By, = I, + In—1, Cp = Jy + Jp_1.

1. Similarly to Problem 3.11, the sequence B, can take the values : P(B, = 2) = P(B, =
—2)=1/4, P(B, =0)=1/2. The same holds for the sequence C,,; since these two sequences are
independent :

P{B, =1i,C, =j}=P{B,=1}P{C, = j}

Hence, since they are also in phase quadrature the signal space representation will be as shown in
the following figure (next to each symbol is the corresponding probability of occurrence) :
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Cn
1/16 1/8 o 1/16
o) b
1/8 1/4 1/8 Bn
1/16 1/8 o 1/16
o) D
—————————
2
2. If we name Z,, = B, + jC, :
RZZ(m) = %E [(Bn—I—m +an+m) (Bn - ]Cn)]

= % {E [Bn—l—mBn] +F [Cn—l—mcn]} = % (RBB (m) + RCC(m)) = Rpp (m) = RCC(m)

since the sequences B, C,, are independent, and have the same statistics. Now, from Problem 3.11

2, m=0
Rpp(m)=14 1, m=+1 p =Rcc(m)= Rzz(m)
0, 0.W

Hence, from (4-4-11) :

Rus(r) =7 > Risp(m)Ruu(7 —mT) = Ruclr) = Ru(7)
Also : )
Sus(f) = Suelf) = Sulf) = 7 [U(N)* Spa(f)

since the corresponding autocorrelations are the same . From Problem 3.11 : Spp(f) = 4cos?nfT,
{6}

Sualf) = Suelf) = u(1) = () cos>mfT

Therefore, the composite QPRS signal has the same power density spectrum as the in-phase and
quadrature components.

3. The transition probabilities for the B,,C, sequences are independent, so the probability of
a transition between one state of the QPRS signal to another state, will be the product of the
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probabilities of the respective B-transition and C-transition. Hence, the Markov chain model will
be the Cartesian product of the Markov model that was derived in Problem 3.11 for the sequence
B,, alone. For example, the transition probability from the state (B,,C,) = (0,0) to the same
state will be : P(By41 = 0|B, = 0) - P(Cpq1 = 0|C, = 0) = 21 = 1 and so on. Below, we give a
partial sketch of the Markov chain model; the rest of it can be derived easily, from the symmetries
of this model.

1/4
1/4
1/4 / N l__w /

=l @

1/4 1/8

1/8
1/16

()3

* /8 /

()

Problem 3.19
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1. Since : pg =0, 02 =1, we have : Sys(f) = 7 |G(f)|*. But :

_ TsinafT/2 _jonfT/4 _ TsinafT/2 _jorf3T/4
G(f) = 35 e T = S e T

1 T 4 ..
= Lorll2e—iniT (2 sin T fT/2)

_ ~TSif;2f7;{721/267j7rfT N

2 in2mf7/2\ 2
GIP = T (RHEL) =
2o\ 2
Sss(f) =T (%)
For non-independent information sequence the power spectrum of s(t) is given by : Sss(f) =

2.
T \G(f)|” Sw(f). But :

Ryy(m) = E[bntymbn]
= F [aneran] +kE [anerflan] +kE [aneranfl] + kQE [anerflanfl]

14 k2, m=20

= k, m==+1
0, 0.W.
Hence :
OO .
Sw(f) = Y Rup(m)e ™™ =1 4 k? 4 2k cos 2m fT
m=—00
We want :

Ses(1/T)=0=Sp(1/T) =0=> 1+ k> 4+2k=0=k=—1

and the resulting power spectrum is :

sin 27 fT/2

2
T2 > sin 27 fT

-

3. The requirement for zeros at f = /4T, | = +1,42 ... means : Sp(I/4T) = 0 = 1 + k> +
2k coswl/2 = 0, which cannot be satisfied for all I. We can avoid that by using precoding in the
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form :b, = a,, + kap—4. Then :

1+ k2, m=20

Rbb(m) = k, m=+4 = Sbb(f) =1+ k> + 2k cos 2w f4T
0, 0.W.
and , similarly to (b), a value of k = —1, will zero this spectrum in all multiples of 1/4T.

Problem 3.20

1. The power spectral density of the FSK signal may be evaluated by using equation (3-4-27) with
K = 2 (binary) signals and probabilities pg = p1 = % Thus, when the condition that the carrier
phase 6y and and #; are fixed, we obtain

= 2 O IS0 + SGRIPS(F — 1) + lSol ) - Si(1)P

n=—oo

where So(f) and Si(f) are the fourier transforms of so(¢) and s;(¢). In particular :

So(f) = /Tso(t)e eIt gy

\/ 2&’/ cos(2m fot + 0o)e??™ I dt, Jo=fe— ﬂ

[TEy [SIHWT(f—fo) + SH”TT(erfO)} o—ImIT b0
2 7(f — fo) m(f + fo)

Similarly :
T
Si(f) = / su(t)e= 2Tt iy
0
_TE [SinﬂT(f—fO n SinﬂT(f‘f‘fl)} T IT it
2 m(f — f1) 7(f + f1)

where f1 = f. + %. By expressing S(f) as

SU = o5 30 [ISa + 1SR + 2RelSo(2)7 (] 8( — 2

n=—oo

o= (15000 + 1S1(1)2 — 2Re[So( ) ST ()]
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we note that the carrier phases 6y and 6; affect only the terms Re(SpST). If we average over the
random phases, these terms drop out. Hence, we have :

() = 7 2 (IS0 +IS1CP] 67 — 2

n=—oo

o [1So(H2 + 151 ()P

where :
2

_I% . k=0,1

2

sinaT(f — fx) sin7aT(f + f)
7(f — fr) m(f + fx)

Note that the first term in S(f) consists of a sequence of samples and the second term constitutes

1Sk ()P

the continuous spectrum.

2. Note that :
_T&

ISP = =

<sin7rT(f - fk>>2 N (sian(f + fk>>2
m(f — fr) m(f + fr)
because the product

sinT(f — fx) y sin 7T (f + fx) _
m(f — fx) 7(f + fx)

‘ 2

1

if fi is large enough. Hence |Sk(f)|* decays proportionally to Tz =~ % for f > f.. Conse-

quently, S(f) exhibits the same behaviour.

Problem 3.21

1) The power spectral density of X (¢) is given by

The Fourier transform of u(t) is

sinﬂfTefjﬂfT

U(f) = Flu(t)] = ATZ 2

Hence,
[U(f)I? = (AT)?sinc®(fT)

and therefore,
S.(f) = AT S;(f)sinc?®(fT) = A*Tsinc?(fT)
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2) If u;(t) is used instead of u(t) and the symbol interval is T', then

§:(f) = ZSDINP

= %(AQT)QsinCQ( f2T) = 4ATsinc?(f27T)

3) If we precode the input sequence as b, = I, + al,_1, then

1+a®2 m=0
Rb(m) = o m = =+1
0 otherwise

and therefore, the power spectral density Sy(f) is
Sp(f) =1+ a® + 2acos(2mfT)

To obtain a null at f = %, the parameter a should be such that

1+ o® 4 2acos(2n fT) =0

—_1
Y

and « does not have a real-valued solution. Therefore the above precoding cannot result in a PAM
system with the desired spectral null.

4) The answer to this question is no. This is because Sp(f) is an analytic function and unless it
is identical to zero it can have at most a countable number of zeros. This property of the analytic
functions is also referred as the theorem of isolated zeros.

Problem 3.22

1. Since X (t) = Re[>.°° __ (an + jbp)u(t — nT)el?™/e!] the lowpass equivalent signal is X;(t) =

n=-—00
Yoo (an + jbp)u(t — nT). The in-phase and quadrature components are thus given by
Xi(t) =>00 _ancos2mfet and Xg(t) =Y 07 by sin 27 f.t.

2. Defining I,, = ay,, + jby, from the values of (ay,by) pair, it is clear that F[l,] = 0 and

1 m=0

Ri(m) = Ellpimly] = {0 m 0

and S;(f) = 1. Also note that U(f) = 2T sinc?>(2Tf) and from 3.4-16

1

Sxi(f) = =S(NIU()E = AT sinc' (27 )
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Using 2.9-14,

Sx(f) = i [AT sinc* (2T(f — f.)) + 4T sinc* (2T (f + f.))]
=T [sinc' 2T(f — f.)) + Tsinc* (2T (f + f.))]

3. This is equivalent to a precoding of the form J, = I, + al,_1 where J, = ¢, + jd,,. Using
3.4-20 we have

. 2
Sy, (f) = Sx,(f) ‘1 + ae*ﬂﬂfT‘
= 4T sinc*(2T'f) (1 + |a|* 42 Re[ae_ﬂ"fTD

To have no DC components the PSD must vanish at f = 0, or 1+ |a|? + 2 Re[a] = 0 resulting
in 1+ a2+ 2, +a? = 0. This relation is satisfied for infinitely many o’s, for instance o = —1.

Problem 3.23

1. Since s(t) = Y00 aug(t — nT) cos(27 fot + 0,,), we have s;(t) = 320 anelfng(t — nT).
We know that S, (f) = 7Sa(f)|G(f)|?, where a, = a,e/’s are all independent each

with probability of l. Since g(t) = A (tT%Z) therefore G(f) = e JWfTT sinc (Tf), and
G T2 ginc We need to find S, ©  Ry(m)e ¥ ImT hHyt
G = 5 sinct (5F). (f) = S oo Ralm) ,

Ro(m) = E[aerna:;]
Ellan?l, m=0

From here we have

1 — 1 1
Sulf) = gyl Y e (a2 - o)

m=—0oQ
[e.o]

2
=5 (o7=500) +ar 2 S0 7)
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and

§u(F) = 7Sl IG()P

- Lot (T [g( *—3168) + i jmé(f 7
[ b et () + 2 55 e ()7 5)

32
T(a?+b?)
() = T sinet ().
3. For a = b the constellation is on a circle at angles 45° apart, therefore it is 8PSK and
So(f) = T4 sine® ().

4. b,’s will still be independent and equiprobable, therefore the previous parts will not change.

2. In this case § = 0 and o2 = 2=+b

Problem 3.24

1. In general
1

Su(f) = T‘G(f)FSi(f)

00
Z Rz‘ (m)e—j%rfmT

m=—0Q

where

and R;(m) = E[I,I,4+n]. Since the sequence I, is iid we have
| (L) m#0 [0 m#0
Rilm) = {E[lg] m=0 {1(22+22):2 m—g 200"
Hence S;(f) = >op7_ o Ri(m)e ™™ = 2 and S,(f) = 7|G(f)’Si(f) = £|G(f)I?, where

m=—0oQ

G(f) = Flg(t)] = e 9™ T2 sinc(T f /2) + Te ™71 sine(Tf).
2. In this cases the signaling interval is 27" and J,, substitutes I,,. We have
Rj(m) = E[JanJrM] =F [(Infl +1In + In+1)(In+m71 + Inym + In+m+1)]
=3R;(m) 4+ 2R;(m+ 1)+ 2R;(m — 1) + Ri(m + 2) + R;(m — 2)
=60(m) +46(m — 1) +45(m + 1) 4+ 26(m — 2) + 26(m + 2)

6 m=20
B 4 m==+1
]2 m==2
0 otherwise
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Hence S;(f) = 3.2 R;j(m)e=2mmI>2T = 6 4 8 cos(4m fT) + 4 cos(8n fT) and

m=—0oQ

2
Su(f) = %\G(f)PSj(f) = % (3+4cosdnfT + 2cos 8 fT)

Problem 3.25

1. We have

Using Su(f) = 320°____ Ry(m)e™72™/™T e have

[ee)

19 1 .
Sa(f) = 1_6 + 1_6 Z e g2 fmT
=—00

:%%+ﬂﬁ (F-7)

and since g(t) = sinc(t/T), we have G(f) = TII(Tf), hence |G(f)|? = T*1(Tf) and

S0 = 7 (1) [ 15+ 5579 (7 - 7)

resulting in
§ulf) = T TT(TS) + 20(7)

16
2. The power spectral density is multiplied by !1 + e 327fT _ e‘j4”fT|2 = 3 — 2cos(4nfT).
Therefore 19

Su(f) = T (3 —2cosdn fT)TII(f) + 1—16(5(f)

3. In this case Sy, (f) is multiplied by ‘1 + je_JQWfT‘ (2 +2sin 27 fT) and

Suw(f) = %(1 +sin 27 fT)TII(f) + éé(f)
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Problem 3.26

First note that
1, n=m

R,(m) = Flapanim| =
(m) | +m) {0, otherwise.

1. For QPSK we have X; =Y 07 (agn + jagni1)gor(t—2nT) = > 07 I,gor(t—2nT) where
I, = asp + jasp+1 and therefore
Rz(m) = E[In-l—mj:b]

=K [(a2(n+m) + ja2n+2m+1)(a2n - j02n+1)]
— [2Ra(2m) + jRo(2m + 1) — jRa(2m — 1)]

)2, m=0
0, otherwise.

Therefore S;(f) = Yoo Ri(m)e 7*™/mT = 2. Also note that gor(t) = II (5F), and

therefore |Gor(f)|? = 472 sinc®(27'f). Substituting into Sx,(f) = £Si(f)|Gar(f)[*, we have
Sx,(f) = 8T sinc*(2T'f).

2. Here X;(t) = > 02 agngor(t —2nT) 4+ 5> 07 aspt192r(t — (2n + 1)T), and
Rx,(t+7,t) = E[X;(t +7) X/ ()]

0o 0
=F ( Z agnQQT(t—I—T—QTLT) +J Z a2n+1ggT(t+T— (2n+ 1)T)> X

n—=—oo n=—oo

( Z agmggT(t — 2mT) — j Z a2m+1ggT(t - (2m + 1)T)>

m=—o00 m=—0o0
o0
= Y lger(t +7 = 2nT)gor(t — 2nT)
n=-—00
+ gor(t+ 71— (2n+ 1)T)gor(t — (2n + 1)T)]
[e.e]
= Z gor(t + 7 —nT)gar(t — nT)
n=-—00

Same as BPSK with g(t) = gar(t), therefore we have the same spectrum as in part 1.

3. The only difference here is that instead of the Fourier transform of the rectangular signal we
have to use the Fourier transform of the sinusoidal pulse g (¢), nothing else changes. Noting

that sin(z) = ejzajcf_jz the Fourier transform of the sinusoidal pulse in the problem can be
obtained by direct application of the definition of Fourier transform
i) /QTS, T\ jonst gy AT cos2nTf iorpr
- 111 — € == — ¢
! 0 2T 71— 16T2f2
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and therefore
32T cos? 2T f

S() = 72 (1 — 16T2f2)2

4. The envelope of X, is in general | X;(¢)], so we need to show that |X;(¢)| is independent of t.

We have
[o¢] [o¢]
Xl(t) = Z agnggT(t — 2nT) —I—j Z a2n+1ggT(t — (2’[7, + 1)T)
n=—oo n=—oo
Therefore,
X (t)]? = ( > agnggT(t—QnT)> + ( D asniiger(t — (2n+ 1)T)>
n=—oo n=—0oo
o o0
= > grt—2nT)+ > gir(t—(2n+1)T)
n=-—o0 n=—oo
= |sin? W—t + cos? W—t for all ¢
N 2T 2T

=1
where we have used the following facts:

(a) the duration of gop(t) is 27" and hence gor(t — 2nT) and gop(t — 2mT') for m # n are
non-overlapping and therefore in the expansion of the squares the cross terms vanish
(same is true for gop(t — (2n + 1)T') and gor(t — (2m + 1)T).)

(b) For all n, a2 = 1.

Problem 3.27

Since a,;,’s are iid

% m=20
i, m # 0

E[a2], m =0 {
Elap]Elantm], m#0

Ro(m) = Elananim] = { =

1. b, = ap—1 ® ap, hence P(b, = 0) = P(a, = ap—1 = 0) + Pla, = ap—1 = 1) = % and
P, =1)= % This means that b,,’s individually have the same probabilities as a,’s but of
course unlike a,,’s they are not independent. In fact b,, depends on b,,_; and b, and since
Ry(m) = Ebpbnim) = El(an—1 ® an)(@ntm—1 ® anim)|, we conclude that if m # 0, £1 then
Ry(m) = E[by)[bpsm] = 1 and Ry(0) = E[b2] = 1. On the other hand, for m = +1, we have
to consider different values that a,—1, a,, and a,4+1 can assume. In order for b,b,1 to be
1, we have to have b, = 1 and b,41 = 1. This means that a,—1 = a1 # a, and this can

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



26

happen in two cases; an—1 = any1 = 1, ap = 0, and ayp—1 = apy1 = 0, a, = 1, each with
probability 1/8. Therefore, Ry(£1) = 1/4 and

Ry(m) = {

and S(f) = Sooc__ Ry(m)e 72m/mT = 14259 e i2m/mT Also, |G(f)|? = T?sinc*(T'f),
and

, M=
m

0
0

RIS

)

= N

T\G(f)PSb(f) = T'sinc*(T'f) i 41 S izt

We can simplify this using the relation > o0 /27" = 1% _ §(f — 2) to obtain

So(f) = T'sinc®(Tf) i+% 3 5(1‘—%)

T . 1. 5,..m s m
= 7 sine (Tf)+ 7 Sine (T?)MZZOO(S (f — T)
T 1
= sinc®(T'f) + 15(f)
2. Here, Rb(m) = E[(an + anfl)(aner + anerfl)] = 2Ra(m) + Ra(m + 1) + Ra(m - 1)7 and
hence
%, m=10
Ry(m) =432, m==+l1
1, otherwise
and
_ —jemfmT _ L | L ( gnfT | —jonfT —j2n fmT
S(f) mzzoo Ry(m)e 5+ 1 (T + eI 4 mzzooe
Therefore,

S.(f) = Tsin(Tf)

o
1+}<j2wa+€fj2wa) s ejZﬂfmT]
2 4

m=—0oQ

= T'sinc®(T'f) %—l—%cos(%rfT)—i—% Z 5<f—%)
= TN L cosnf T+ 3 s (1 - )

= % sinc®(Tf) [1 + cos(2m fT)] + 6(f)
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Problem 3.28

Here we have 8 equiprobable symbols given by the eight points in the constellation.

1. Obviously E(ay,) =0 and

Elaya.] = {E[an]E[am =0 n#m

" Bl = R n=m

Hence S,(f) = @ Also obviously |G(f)|> = T?sinc?(T'f). Therefore

Si(f) = T@ sinc(T'f)

2. S(f) = 18(f = fo) + 1S:(f + fo).
3. In this case S;(f) = Tr?sinc?(Tf). An example of the plot is shown below

2

1.8- 1

1.6 1

1.4 a

1.2r 1

1, 4

0.8F 4

0.6 1

0.4 1

0.2 4

Problem 3.29

The MSK and offset QPSK signals have the following form :

v(t) = [anu(t — 2nT) — jbyu(t — 2nT — T)]

n
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where for the QPSK :

and for MSK :
sinZt 0<t<2T
u(t) = = -
0, 0.W.
The derivation is identical to that given in Sec. 3.4.2 with 27" substituted for 7. Hence, the result

is:

va(T) = % anoz_oo Ru(m)Ruu(T — mQT)
= 25 Yoo (02 + 07) 6(m) Ry (T — m2T)
= ZRyu(r)
and :
Sun(F) = 22 [U(f)P
VU _— T

For the rectangular pulse of QPSK, we have :
Ryu(1) =2T (1 — %L) , 0< |7 <2T

For the MSK pulse :

Ruu(r) = [ u(t+r)u(t)dt = 777 sin 2L sin T gy

_ Il W\T\ 77|
= T(l 57 ) COS + sm 5T

(check for tha 1/2 factor in the defn. Of autocorr. Function!)

Problem 3.30

a. For simplicity we assume binary CPM. Since it is partial response :
= [ u(t)dt = 1/4
q(QT):fO u( )dt =1/2, q(ty =1/2, t>2T
so only the last two symbols will have an effect on the phase :

R(t;I) = 2mh ZZ,_OO Inq(t — kT), nT <t<nT+T

= I e+ 7 (Tnaq(t — (n = 1)T) + Lig(t — nT)),
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It is easy to see that, after the first symbol, the phase slope is : 0 if I, I;,_1 have different signs,
and sgn(l,)m/(2T) if I, I,—1 have the same sign. At the terminal point ¢ = (n+ 1)7" the phase is :

n—1
R((n+1)T;1) = g S Lo+ gln

t=0 t=T t=2T t=:

/4

5m/4

3r/4

—3m/4

—5m/4

—Tr/4

Hence the phase tree is as shown in the following figure :

b. The state trellis is obtained from the phase-tree modulo 27:
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t=0 t=T t=2T t=3T t=4T
3 =Tr/4
¢o = br/4
¢1 = 37T/4 )
¢0 = 7T/4
0 +1

(c) The state diagram is shown in the following figure (with the (I, I;,—1) or (I,,—1,1,) that cause
the respective transitions shown in parentheses)

(-1,1) (-1-1) (-1,1)

- WQ‘Q/_\QO —

(1,1) (-1.-1)

¢o =7/4

(_Lal)

Problem 3.31
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n
R(t;T) =2rh Y Iyq(t — kT)
k=—o00
1. Full response binary CPFSK (¢(T") = 1/2):
(i) h = 2/3. At the end of each bit interval the phase is : 2723 > ) Iy = 2 >0 Ij. Hence
the possible terminal phase states are {0, 27/3, 47 /3}.
(ii) h = 3/4. At the end of each bit interval the phase is : 27223 I =3T3 I Hence
the possible terminal phase states are {0, 7/4, 7/2, 3w/4, 7, b /4, 37/2, Tw/4}

2. Partial response L = 3, binary CPFSK : ¢(T') = 1/6, ¢q(2T") = 1/3, ¢(3T') = 1/2. Hence, at the
end of each bit interval the phase is :

n—2 n—2
7h
Th kz_:oo I+ 2wh (I—1/3 + I,,/6) = wh ];_:OO I+ 5 (21 + 1)

The symbol levels in the parenthesis can take the values {—3,—1,1,3}. So :
(i) h = 2/3. The possible terminal phase states are :

{0,27/9,47/9, 27 /3,87 /9,107/9, 47 /3,147 /9,167 /9}

(ii) h = 3/4. The possible terminal phase states are : {0,7/4,7/2,37/4, 7,57 /4,37 /2,7m/4}

Problem 3.32

We are given by Equation (3.3-33) that the pulses ¢ (t) are defined as

L-1
cr(t) = so(t) [ solt + (n + Lagy)l, 0<t<T min[L(2 - agy — 0]

n=1
Hence, the time support of the pulse ¢ (¢) is

0<t<T- -min[L(2 - ay,)—n
n

We need to find the index 7 which minimizes S = L(2 — ay,,) — n, or equivalently maximizes
S = Lak,n +n:
n =argmax(Lay, +n], n=1,..,L -1, a, =0,1
n

It is easy to show that
n=L—-1 (3.0.1)
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if all an, n=0,1,...,L — 1 are zero (for a specific k), and
n=max{n:ag, =1} (3.0.2)

otherwise.

The first case (1) is shown immediately, since if all a;,, n = 0,1,...,L — 1 are zero, then
max, S1 = max,n, n = 0,1,...,L — 1. For the second case (2), assume that there are ni,no
such that : ny < ng and ag,, = 1, agn, = 0. Then Si(n1) = L +ny > na(= Si(ng)), since
ng —nyp < L — 1 due to the allowable range of n.

So, finding the binary representation of k, k= 0,1,...,271 —1, we find # and the corresponding
S(n) which gives the extent of the time support of ¢ (t):

k=20 = ak7L,1:0,...,ak72:0, ak71:0 = n=L-1 = S=L+1
k=1 = ak,L_lzo,...,akg:O, ak71:1 = n=1 = S=L-1
k= 2/3 = Qg L-1 = 0,...,&]{72 =1, ai,1 = 0/1 = n=2 = S=L-2

and so on, using the binary representation of the integers between 1 and 2L~ — 1.

Problem 3.33

sp(t) = Iys(t) = Sk(f) = LS(f), E(lx) =i, o] = E(I})—p?

K
> peli

K
> peSk(f)
k=1 k=1

Therefore, the discrete frequency component becomes :

2

= |S(f)I*

2
=12 |S(f)]

> s (3)[ (7 -7)

The continuous frequency component is :

F O (=P [SKNP = 3 X iy pinsRe [Si(NS5()]

073
T2
n

LIFI1;
= HISUP [Si o Il = I 0 1] = 350 ey pims 1SOHP 552

= ISP [ e 10 = S 02 1l = 5 ey pis 1SN (LI + 1715
— H ISP { S - [S1 e[}

= 218
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Thus, we have obtained the result in (4.4.18)

Problem 3.34
The line spectrum in (3.4.27) consists of the term :

LY s (2)

n=—oo k=1

-3)

Now, if > K prsi(t) = 0, then YK ppSi(f) = 0, Vf. Therefore, the condition YK  prsy(t) =0
is sufficient for eliminating the line spectrum.

Now, suppose that EkK:lpksk(t) # 0 for some t € [to,t1]. For example, if si(t) = Ixs(t), then
S K prsk(t) = s(t) K prly, where oK ppI = p; # 0 and s(t) is a signal pulse. Then, the
line spectrum vanishes if S(n/T") = 0 for all n. A signal pulse that satisfies this condition is shown

4 s(t)

below :

Y
—+

In this case, S(f) =T (Si?r;?f ) sinwT'f, so that S(n/T) = 0 for all n. Therefore, the condition

S K pksk(t) = 0 is not necessary.
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Problem 4.1

Ny = Re [ /0 ! 2(t) f;(t)dt}

1. Define a,, = fo fr()dt. Then, Ny, = Re(am) = 5 [am + ab,] .

Nyw) = Re [ / E(z )dt]

since, F [z(t)] = 0. Also :

|kt (a)? + 2amas,
E(NZ,)=E n ]
But E (a2,) = [ Sy, £2 (@) £ (b )dadb} — 0, since E[z(a)z(b)] = 0 (Problem 4.3), and

the same is true for E [(am)ﬂ = 0, since E [z*(a)z*(b)] = 0 Hence :

E(N2,) = E[“’”“] LI0Jo B L2(@)2 (0)] £(a) fon (b)dadb
— NOfo |fm | da—2€N0

2. For m # k :
am~+a, axtay
E [NmrNk'r] = K [TTIC}
o Amag+a,, ag+amay+ay, ay
= p|mehegmeid]

But, similarly to part (1), E [amar] = E [a,a;] = 0, hence, E [Ny, Niy] = E [M] . Now :

Elamai] = [y Jy El2(a)2* ()] f(a) fr(b)dadb
= 2Ny Jy f(a)fx(a)da =0

since, for m # k, the waveforms are orthogonal.
Similarly : E[af,ar] = 0, hence : E [Ny, Ni,] = 0.

Problem 4.2

Since {f,(t)} constitute an orthonormal basis for the signal space : r(t) = Zf:f:l Trnfn(t), sm(t) =
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Zf:f:l Smn fn(t). Hence, for any m :

Cr,sm) = 2[] r(t)sm(t)dt — [ s2,(t)dt

m

= 2f0 n— 17"nfn( )Zl 15mlfl fo n—= 15mnfn( )Z{\il Smlfl(t)dt
= 2277, 17"nZz 15mlfo fa(t) dt_zn 15mn21 15mlfo fa(8) fi(t)dt

= 2 ZnNzl TnSmn — Eflvzl 8727’7,77,

where we have exploited the orthonormality of {f,(t)} : fo fa(t) fi(t)dt = d,;. The last form is
indeed the original form of the correlation metrics C(r,sp,).

Problem 4.3

r=(r1,r2) = (s +n1,s+n1+na)
The MAP rule for this problem is maxp(s|r). The question is whether decision based on the
observation of rq,ry is equivalent to the decision made based on the observation of r; alone. This
means whether the following conditions are equivalent
p1p(r1,r2]s1) > pap(ri, r2|s2)
p1p(ri|s1) > pap(ralsi)

using the chain rule, we check the equivalence of the following
p1p(r1s1)p(ralri, s1) > pap(rils2)p(r2|ri, s2)
p1p(ri|s1) > pap(ra|s1)
or

p(r1ls1) p2p(?”2\7“1,52)
p(r1]s2) plp(r2‘7'1751)
p(rfs1)
p(rifsz) ~

p(r]s1
p(r1]s2

For these to be equivalent we have to have p(r2|r1,51) = p(re|r1, s2) or equivalently if p(ng =
ro—rilny =711 —$1) = p(ng = ro —r1|n1 = 1 — s2) and since s; # so this is equivalent to ny being
independent of ny. Therefore if ny and ny are independent then 19 can be ignored, otherwise o
has to be used in an optimal decision scheme. A counterexample of dependent noises is the case
where no = —ny and hence 19 = s. Obviously in this case ry can not be ignored since it gives the
noise-free signal.
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Problem 4.4

a. The correlation type demodulator employes a filter :

1
fiy=q vE RS

0 0.W
as given in Example 5-1-1. Hence, the sampled outputs of the crosscorrelators are :
r=8n+n, m=20,1

where sg = 0, s1 = AVT and the noise term n is a zero-mean Gaussian random variable with
variance :
2 No
Tn g

The probability density function for the sampled output is :

_r2
e No

p(rlso) =

—~ A~
B

(r—AVT)?

rls = ——e Mo
pols) =

Since the signals are equally probable, the optimal detector decides in favor of sq if
PM(r,sp) = p(r|so) > p(r|s1) = PM(r,s1)

otherwise it decides in favor of s1. The decision rule may be expressed as:

S0
PM(r.s (r—AVT)2—r2 _ (2r—AVT)AVT
7( ’ 0) = e No — e No > 1
PM(r,s) <
S1
or equivalently :
S1
> 1
r “AVT
<
S0

The optimum threshold is %A\/T .
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b. The average probability of error is:

Ple) = 3Plelso)+ 3Plels1)

2
1 1 LAVT

- - dr+ - d
2/ ﬁp(Tl50) r+ 2/_00 p(r|s1)dr

1 [ R 1 2T 1 _peave?
— e Nodr + No dr

- e
LavT VTNo 2/ w VmNg

/\/7A\/_\/% : 2
_ Q[E\/;OAﬁ]zQ[\/m}

142
AT
No
Thus, the on-off signaling requires a factor of two more energy to achieve the same probability of

where

SNR =

error as the antipodal signaling.

Problem 4.5

1. Note that sa(t) = 2s1(¢) and s3(t) = 0s1(¢), hence the system is PAM and a singular basis
function of the form ¢4 (t) = A%/Tsl(t) would work

L 0<t<T/3
_ VT
o) {—L T/3<t<T

VT
Assuming E; = AT, we have s3 = 0, s1 = VE1, s = 2/E;. The constellation is shown
below.
S3 S1 S9
—@ } @ } —

0 VE!  V2E;

2. For equiprobable messages the optimal decision rule is the nearest neighbor rule and the
perpendicular bisectors are the boundaries of the decision regions as indicated in the figure.

3. This is ternary PAM system with the distance between adjacent pints in the constellation
being d = VE; = AVT. The average energy is Faye = (0 + A%T + 4A°T) = gAQT, and

Ervavg = Eavg/ 108y 3 310g 3A T, from which we obtain
3logy 3
& = °5g? Ehavg ~ 0.951 Epayg
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The error probability of the optimal detector is the average of the error probabilities of the

three signals. For the two outer signals error probability is P(n > d/2) = Q <\/%> and
0

for the middle point s; it is P(|n| > d/2) = 2Q (%) From this,
0

4 d? 4 0.951FEy, Eya
502 o ) -

4. R = Rslogeg M = 3000 x logy 3 =~ 4755 bps.

Problem 4.6

For binary phase modulation, the error probability is

& A2
P2=Q[\/2F§]:Q T?

With Py = 1075 we find from tables that

[ A2T
~ = 4.74 = A%T = 44.9352 x 10710
0

If the data rate is 10 Kbps, then the bit interval is T = 10~* and therefore, the signal amplitude is

A =/44.9352 x 1010 x 10* = 6.7034 x 103

Similarly we find that when the rate is 10° bps and 10° bps, the required amplitude of the signal
is A =212 x 1072 and A = 6.703 x 10~2 respectively.

Problem 4.7

1. The PDF of the noise n is :
A = Aln|

p(n) =5
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where \ = ? The optimal receiver uses the criterion :

A A
ngr(‘ﬂ_Ax)él) _ g Alr—Al=|r+Al] z 1 — z 0
—A —A
The average probability of error is :
Ple) = lp(em) + lP(e| A

= / f(r|A)dr + = / f(r
0 1
= —/ Ape A= Algp 4 = / Ape Ar+Algy
2) 2 Jo

A A
= Z/_Ooe da:—i—Z/A e dx

1 _ 1 —vaa
= —e )\A:—e o

2 2

2. The variance of the noise is :

)\ o
o2 = —/ e Ml p2dy
2 —0o0
o 2!
_ Az, .2 _ _ _ 2
= )\\/O (& zodr = )\ﬁ ﬁ g
Hence, the SNR is:
A2
o

and the probability of error is given by:

For P(e) = 1075 we obtain:
In(2 x 10°°) = —v2SNR => SNR = 58.534 = 17.6741 dB

If the noise was Gaussian, then the probability of error for antipodal signalling is:

Ple) =Q [\/%’)’] -0 [ SNR]

where SNR is the signal to noise ratio at the output of the matched filter. With P(e) = 107> we
find VSNR = 4.26 and therefore SNR = 18.1476 = 12.594 dB. Thus the required signal to noise
ratio is 5 dB less when the additive noise is Gaussian.
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Problem 4.8

1. Since dpin, = 2A4, from the union bound we have P, < 15Q) (\/ mm/2N0> = 15Q <\/2A2/N0>.

2. Three levels of energy are present, By = A% + A2 = 2A2?, Eg = A% + 942 = 1042, and
= 9A%? + 9A? = 18A2. The average energy is Eopg = E1 + 5 E2 + E3 = 10A42. Therefore
Ebavg = Favg/logy 16 = 2.5A%.

3. P. <15Q (v/242/No ) = 15Q (\/TFiyasg [5No).

4. For a 16-level PAL system

Pe%2Q< GIOgZMEbavg>:2Q< &Ebavg>

M? -1 Ny 256 Ny

The difference is 575 = 255/30 ~ 8.5 ~ 9.3 dB

Problem 4.9

s(t) + 2(t)
1. U = Re [fo )dt] where r(t) = ¢ —s(t) + 2(t) ¢ depending on which signal was sent.
2(t)

If we assume that s(t) was sent :
T T
U = Re [/ s(t)s*(t)dt] + Re [/ z(t)s*(t)dt} =2FE+N
0 0
where E = 3 fo t)dt, and N = Re [ fo (t)dt] is a Gaussian random variable with zero

mean and variance 2EN0 (as we have seen in Problem 5.7). Hence, given that s(¢) was sent, the
probability of error is :

Pel:P(2E+N<A):P(N<—(2E—A)):Q<2E_A>

V2NoE

When —s(t) is transmitted : U = —2E 4+ N, and the corresponding conditional error probability is

V2NoE
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and finally, when 0 is transmitted : U = N, and the corresponding error probability is :

Pe3:P(N>AorN<—A):2P(N>A):2Q<\/%>
0

1 2 2F — A A
Pezg(Pel+Pe2+Pe3):§ [Q<W>+Q<W>]

3. In order to minimize P, :

dP,
dA
where we differentiate Q(z) = [ \/% exp(—t2/2)dt with respect to x, using the Leibnitz rule :

4 (f;&) g(a)da) = —%g(f(m)). Using this threshold :

4 E 4 E
r.=39( 7wp) - §Q( W)

0=>A=F

Problem 4.10

1. The transmitted energy is :

& = LJ) i) dt = A*T/2
& = 3 J) lsa(t) dt = A%T/2

2. The correlation coefficient for the two signals is :

T
p=gz [ ssio@ =1/

Hence, the bit error probability for coherent detection is :

P2=Q< Nio(l—p>)=c2< %)

3. The bit error probability for non-coherent detection is given by (5-4-53) :

P2,nc = Ql(au b) - %67(a2+b2)/2-[0(ab)
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where @Q1(.) is the generalized Marcum Q function (given in (2-1-123)) and :

Problem 4.11

1. Taking the inverse Fourier transform of H(f), we obtain :

) = FUH(H) =F [ﬁ]—rl {%}

t— L
= sgn(t)—sgn(t—T)zQH( T2>

where sgn(zx) is the signum signal (1 if z > 0, -1 if x <0, and 0 if x = 0) and II(x) is a rectangular
pulse of unit height and width, centered at = = 0.

2. The signal waveform, to which h(t) is matched, is :

s(t) = (T —t) = 211 (%) = 211 <%;t) = h(t)

_T
where we have used the symmetry of I1 (t T2 ) with respect to the t =

axis.

o[~

Problem 4.12

1. The impulse response of the matched filter is :

AT —t)cos(2nfo(T —t)) 0<t<T
0

otherwise

h(t) = (T —t) =
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2. The output of the matched filter at ¢t =T is :

T
g9(T) = h(t) x s(t) ‘t:T = /0 h(T — 7)s(T)dr
2 T
- 4 /0 (T — 7)2 cos? (2 fu(T — 7))dr

e A2 T
=L = v? cos? (27 f.v)dv

72 J,
B A% [v3 v? 1 ) veos(4mfov)] |*
- T [€ + (4 X orf.  8x (27rfc)3> sin(dr fev) + A(2nf.)? } .
B A% [T3 T2 1 ) T cos(4n f.T)
= [F + <4 <2rf. 8x (27rfc)3> sin(rfeT) + — 1572 }

3. The output of the correlator at t =T is :

T
§T) = /0 $2(r)dr

A2 T
= ﬁ/ 7% cos®(2m for)dr
0

However, this is the same expression with the case of the output of the matched filter sampled at
t = T. Thus, the correlator can substitute the matched filter in a demodulation system and vice
versa.

Problem 4.13

1. Since the given waveforms are the equivalent lowpass signals :

&1 =14 [Tlsi(t))?dt = 142 [T dt = A’T)2
E =1 [Tlso(t)|* dt = 142 [T dt = A*T)2

Hence & = & = £. Also :p1a = 5= [ s1(t)s5(t)dt = 0.

2. Each matched filter has an equivalent lowpass impulse response : h;(t) = s;(T" —t) . The
following figure shows h;(t) :
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v () 4 ha(t)
A A
> ¢ - b
T T
A
3.
 M(0) *s2(0) p ety x o)
AT
A%T /2
> T - ¢
0 T 5T 0 T 2T
—A%T/2
4.
T
A Jo s1(7)sa(7)dr N fOTsl(T)SQ(T)dT
AT
A%T /2
> T - ¢
0 T 0 T

5. The outputs of the matched filters are different from the outputs of the correlators. The two
sets of outputs agree at the sampling time ¢t = T.
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6. Since the signals are orthogonal (p12 = 0) the error probability for AWGN is P, = Q ( Nio) ,
where & = A%T/2.

Problem 4.14

1. This is binary antipodal with equal probabilities, so r;, = 0 independent of noise level, and
[2F,

2. The threshold in equiprobable antipodal signaling is zero, and independent of noise level,

therefore the receiver of part (1) is also the optimal receiver in this case but since noise is

different we have P, = Q) (, / %) which is higher that P, since N1 > Ny and @ is decreasing.

3. As stated before the optimal receiver in this case is the same as the one designed in part (1).
Therefore P, = P;.

Nog I=p i
/B In - which now depends

on the noise level. Therefore the optimal receiver designed in case 1 will not be optimal in

4. When the probabilities are not equal the threshold is ry, =

case 2. In this case we have

E, —ry, E,+ry
Po=p@ [ L) (- p) (LI
% %
\/E — Tth E+Tth
P =pQ | === | +(1-p)Q | =

/Ny /Ny
2 2
If we assume that we had designed optimal detector for noise level Ny, i.e., we had selected

Ny 1-p ; — _No 1-p ot
W In - instead of ry, W In > then the probability of error P.; would have

been larger than P, due to higher noise level. But in this case we are using a suboptimal

Tth =

receiver for noise level Ny; hence the error probability is even higher that P.;. Therefore we
can say P > P, > P,.

Problem 4.15

The following graph shows the decision regions for the four signals :
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Uz A=Ul> +|U2| W
B=Ul< —|U2|
C=U2> +|U1| o A
D =U2< —|U1|

As we see, using the transformation Wy = Uy + Us, Wy = Uy — Us alters the decision regions to
(W1 >0,We >0 — s1(t); W7 > 0,Wy <0 — s5(t); etc.). Assuming that s1(¢) was transmitted,
the outputs of the matched filters will be :

Uy =2+ Ny,

Us = No,

where Ny, No, are uncorrelated (Prob. 5.7) Gaussian-distributed terms with zero mean and vari-
ance 26 Ny. Then :

Wy =2€ + (Nir + Noy)

WQ =2+ (Nlr - N2r)
will be Gaussian distributed with means : E[W;] = E [Ws] = 2€, and variances : E [W}]| =
E [WQZ] = 4ENy. Since Uy, Uy are independent, it is straightforward to prove that Wi, Wy are
independent, too. Hence, the probability that a correct decision is made, assuming that s;(¢) was

transmitted is :

Py = P[Wy>0]P[W,>0]=(P[W; >0])
_ (1—P[W1<0])2:(1—Q jgNO))Q

= (-e(VR) =(-e(VR))

where & = £/2 is the transmitted energy per bit. Then :

2
oo (12a((5)) () eV

This is the exact symbol error probability for the 4-PSK signal, which is expected since the vector
space representations of the 4-biorthogonal and 4-PSK signals are identical.

&
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Problem 4.16

1. The output of the matched filter can be expressed as :
y(t) = Re [v(t)eﬂﬁf“‘t}
where v(t) is the lowpass equivalent of the output :

t Jo Ae =D/ Tdr = AT (1—e7T), 0<t<T
v(t) = / so(T)h(t — T)dT = 0 7 —
(t) i o(T)h(t — 1) [T Ae~=D/Tdr = AT(e — 1)e~t/T, T <t

2. A sketch of v(t) is given in the following figure :
v(t)

3. y(t) = v(t)cos2nf.t, where f. >> 1/T. Hence the maximum value of y corresponds to the
maximum value of v, or Ymax = Y(T) = Vmax = v(T) = AT(1 —e71).

4. Working with lowpass equivalent signals, the noise term at the sampling instant will be :

T
on(T) = /0 2()M(T — T)dr

The mean is : E [oy(T)] = fOT E [z(7)]h(T — 7)dT = 0, and the second moment :
E [|UN(T)\2] - E [ JT 2T = rydr [T 2 (w)h(T — w)dw]
= 2Ny [} hA(T —7)dr
= NoT (1—e7?)

The variance of the real-valued noise component can be obtained using the relationship Re[N] =
L(N + N*) to obtain : 0%, = 1E |:|’UN(T)|2} = INT (1-e72)
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5. The SNR is defined as :
max|”  ATe—1

E|:|’UN(T)|2] Ny e+1

(the same result is obtained if we consider the real bandpass signal, when the energy term has
the additional factor 1/2 compared to the lowpass energy term, and the noise term is J?W =

LE [lon (1))
6. If we have a filter matched to so(t), then the output of the noise-free matched filter will be :

Umax = v(T) = /OT s2(t) = A*T

and the noise term will have second moment :

E [|UN(T)\2] - E [ I 2(7)s0(T = 7)dr [T 2* (w)so(T — w)dw
= 2N, f(;f s3(T — r)dr
= 2N A’T

giving an SNR of :

Vmax|® AT
Ejon(m)]P]  2No

Compared with the result we obtained in (e), using a sub-optimum filter, the loss in SNR is equal

to: (£3) (3)7" = 0925 or approximately 035 dB

Problem 4.17

The SNR at the filter output will be :
ly(T)[?
E [|n(T)P]

where y(t) is the part of the filter output that is due to the signal s;(¢), and n(t) is the part due to
the noise z(t). The denominator is :

SNR =

En(MP] = [ 3 B2 ) (T = a)hi (T — b)dadb
= 2No JJ (T —t)] dt

so we want to maximize :

R s~ ]
NG S (T = 1) dt
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From Schwartz inequality :
2

T T T
/Osl(t)hl(T—t)dt </O \hl(T—t)\Zdt/O 151 ()2 dt

Hence :

SNR<L/T\s(t)|2dt—i—SNR
72N0 0 ! _NO_ max

and the maximum occurs when :

si(t) = B (T = t) & hi(t) = s (T — )

Problem 4.18

The correlation of the two signals in binary FSK is:
sin(2rAfT)
2nAfT

To find the minimum value of the correlation, we set the derivative of p with respect to Af equal
to zero. Thus:

vp 0= cos(2rAfT)2nT  sin(2rAfT)

IAf AfT NI

and therefore :
2rAfT = tan(2rAfT)
Solving numerically (or graphically) the equation x = tan(z), we obtain z = 4.4934. Thus,

2w T = it — A = LTI

and the value of p is —0.2172.
We know that the probability of error can be expressed in terms of the distance djs between

the signal points, as :
d2
P = 12
e =0 |\ o Ny

where the distance between the two signal points is :

diy = 26,(1—p)

B 265(1-p)| 1.2172§,
Fe=@ W8 _Qh_TFJ

and therefore :
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Problem 4.19

1. It is straightforward to see that :

Set I : Four — level PAM
Set II : Orthogonal
Set IIT : Biorthogonal

2. The transmitted waveforms in the first set have energy : %AQ or %9A2. Hence for the first set

the average energy is :

1/.1 1
=-(22A4%2+4+2294%) =2.542
& 4< 3 + 29 > 5

All the waveforms in the second and third sets have the same energy : %A?Hence :

£y =E = A2)2

3. The average probability of a symbol error for M-PAM is (5-2-45) :

B 2(M —-1) 6Equ 3 A?
P4,PAM—TQ< m) —5@ Fo

4. For coherent detection, a union bound can be given by (5-2-25) :

A2

Paorn < (M = 1)Q (VE/R0) =3Q /55

while for non-coherent detection :

1 3
P4,07’th,nc < (M — ].) P2,nc = 356—55/2]\70 — §€—A2/4NO 99

5. It is not possible to use non-coherent detection for a biorthogonal signal set : e.g. without phase
knowledge, we cannot distinguish between the signals u(t) and wus(t) (or ua(t)/u4(t)).

6. The bit rate to bandwidth ratio for M-PAM is given by (5-2-85) :

R

<W>1 =2logoM = 2logod =4

For orthogonal signals we can use the expression given by (5-2-86) or notice that we use a symbol
interval 4 times larger than the one used in set I, resulting in a bit rate 4 times smaller :

E _210g2M_1
w), M
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Finally, the biorthogonal set has double the bandwidth efficiency of the orthogonal set :

R
(),
W)/,
Hence, set I is the most bandwidth efficient (at the expense of larger average power), but set III
will also be satisfactory.

Problem 4.20

The optimum decision boundary of a point is determined by the perpedicular bisectors of each line
segment connecting the point with its neighbors. The decision regions for this QAM constellation
are depicted in the next figure:

o

Problem 4.21

The transmitted signal energy is
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where T is the bit interval and A is the signal amplitude. Since both carriers are used to transmit

information over the same channel, the bit SNR, ]‘f,—’;, is constant if A?T is constant. Hence, the

desired relation between the carrier amplitudes and the supported transmission rate R = % is

Ao _ L _ B
AS_ TC_ RS

With

&_10><103_01
R, 100 x 103
we obtain A
£ —-0.3162
1 0.316

Problem 4.22

1. If the power spectral density of the additive noise is S,(f), then the PSD of the noise at the
output of the prewhitening filter is

Su(f) = Su(f)IHy(f)

In order for S,(f) to be flat (white noise), Hy(f) should be such that

2. Let hy(t) be the impulse response of the prewhitening filter H,(f). That is, h,(t) = F[H,(f)].
Then, the input to the matched filter is the signal 5(t) = s(t) * hy(t). The frequency response of
the filter matched to §(t) is

Sulf) = 57 (f)e Pt == S*(f)Hy(f)e 7>/
where t( is some nominal time-delay at which we sample the filter output.

3. The frequency response of the overall system, prewhitenig filter followed by the matched filter,

& o 26_ 27 fto S*(f) 6—j27rft0
G(f) = Sm(f)Hp(f) = S*(f) [ Hp(f)["e™? Sif)

4. The variance of the noise at the output of the generalized matched filter is

1S

o) o0 2
7= [~ suniewra = [ Ky
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At the sampling instant ¢t = tg = T, the signal component at the output of the matched filter is

oty = [ v@erta = [ smr -
© ). [ SO
/oo S5 = /oo s.nY

LRI ISP
SNR =25 ‘/oo 5.7

Hence, the output SNR is

Problem 4.23

1. The number of bits per symbol is

4800 4800

k R 2400

Thus, a 4-QAM constellation is used for transmission. The probability of error for an M-ary QAM
system with M = 2* is

2
1 3kE,
Py=1-(1-2(1-— -
. ( ( FMM <M—1>No])
With Py = 107° and k = 2 we obtain

== = 1 — = 9.7682
Q[ NJ 51070 = <2 = 9.768

2. If the bit rate of transmission is 9600 bps, then

9600
2400

In this case a 16-QAM constellation is used and the probability of error is
1 Bxixg|)
X 4 X cCp
Py=1—(1-2(1-- —_
M ( < 4) @ [ 15 x No D
3 X 5{, 1 _5 5{,
Q[\/ 15><N0] g X107 =, = 203088
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3. If the bit rate of transmission is 19200 bps, then

19200

2400

In this case a 256-QAM constellation is used and the probability of error is

2
1 3xX8xE&E
Py=1—-|(1-2(1-= el AN
M ( ( 16>Q[\/ 255><N0]>
With Py, = 107° we obtain

&
— = .8922
N 659.89

4. The following table gives the SNR per bit and the corresponding number of bits per symbol for
the constellations used in parts a)-c).

k 2 4 8
SNR (db) || 9.89 | 14.04 | 28.19

As it is observed there is an increase in transmitted power of approximately 3 dB per additional
bit per symbol.

Problem 4.24

1. Since ma(t) = —ms3(t) the dimensionality of the signal space is two.

2. As a basis of the signal space we consider the functions:

1 T
— <t =
t % O<t=<T t \/7_; T_ o
= = - = L <
fil#) 0 otherwise f2(t) VI 2% b=t
0 otherwise

The vector representation of the signals is:

3. The signal constellation is depicted in the next figure :
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4. The three possible outputs of the matched filters, corresponding to the three possible transmitted

signals are (ry,79) = (VT + n1,n2), (n1,VT + ny) and (ny, —v/T + ny), where ni, ny are zero-

mean Gaussian random variables with variance % If all the signals are equiprobable the optimum

decision rule selects the signal that maximizes the metric (see 5-1-44):
C(r,m;) = 2r - m; — |m;|?

or since |m;|? is the same for all i,

C'(r,m;) =r - m;

Thus the optimal decision region R; for my; is the set of points (r1,732), such that (r1,r2) - m; >
(T‘l,’l“g) i 115 and (?”1,7‘2) - 1My > (T‘l,’l“g) - 1ms. Since (?”1,7‘2) 1My = \/TTl, (?”1,7‘2) 1My = \/TTQ and
(r1,79) - mg = —/T'ry, the previous conditions are written as

ri>ryg and 11> —T9

Similarly we find that Ry is the set of points (r1,r2) that satisfy ro > 0, ro > r1 and Rj is the
region such that ro < 0 and 79 < —ry. The regions R;, Ro and R3 are shown in the next figure.

Ry

Ry

R3

(e) If the signals are equiprobable then:
P(ejm;) = P(|r — ml\2 > |r— mgﬂml) + P(|r — ml\2 > |r— mgﬂml)
When m; is transmitted then r = [V/T + ny,no] and therefore, P(e|m;) is written as:

P(e|m;) = P(ng —ny > VT) + P(ny +ny < —VT)
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Since, ni, ny are zero-mean statistically independent Gaussian random variables, each with variance
5 101, 102 ,

No
2
Hence:

the random variables £ = ni; — ng and y = n; 4+ ny are zero-mean Gaussian with variance Nj.

22 2
P(elm;) = e Nodzr + 2%, dy

1 VT _
V27TNO /oo ‘

=2Q I

1 /OO

\/27TNO VT
T

= @ VFO +Q

When my is transmitted then r = [ny,ng + \/T] and therefore:

T

0

No

P(elmy) = P(ny —ng > VT) + P(ng < —VT)
T 2T
V) eV

Similarly from the symmetry of the problem, we obtain:
/T
No

T

No

- Q +Q

2T

0

P(elmy) = P(elm3) = Q +Q

Since @[] is momononically decreasing, we obtain:

2T

QNO

<Q

and therefore, the probability of error P(elm;) is larger than P(e|mg) and P(e|mgs). Hence, the
message m; is more vulnerable to errors. The reason for that is that it has both threshold lines
close to it, while the other two signals have one of the their threshold lines further away.

Problem 4.25

1. In QPSK, P. ~ 2Q(y/2Ey/Ny). Here Ey = 1E = 1 A?T and P. ~ 2Q(\/A2T/2Ny).
2. For Gray coding, P, = Q(\/2Ep/No) = Q(\/A%T/2Ny).
3. From 4.6-6, W = NR;/2 where Ry = 1/T, hence W =1/T.

4. Here we have orthogonal signaling with Fj, = B?T}/2. The rate is R = Rs = 1/T;. The rate
for QPSK is R = 2R, = 2/T. For equality of the rate and bit error probability we must have

2/T = 1/Ty and Q(\/A2T/2Ny) = Q(+/B2T1/2Ny) resulting in Ty = T//2 and B? = 242, or
B = AV2.
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Problem 4.26

1. Signals have equal energy F = fo t)dt = T/24dt + fT/2 = 5T/2. We also have
By, = ﬁ =F = % and R = M = %, therefore T' = }%. Substituting we obtain,
Eb _R and Eb = QRs}Vo’

2. Binary equiprobable, hence P, = Q) (w/ ) We have

- T B 5 B T/2 5 T e B
d _/0 (s1(t) — (1)) dt_/o (1) dt+/ (—1)%dt =T

T/2
and hence P, = Q) (&) =Q (,/ﬁ).
3. From part 1 and 2, we have P, = @ (,/ﬁ) = Q (@) = Q( 110 2151’) Since for

binary antipodal P, = ,/%)”), we see that the current system underperforms the binary

antipodal signaling by a factor of 10, or equivalently 10 dB.

4. We have Ryew = %22 = 2 = 2R.

5. We need to find dinn in the new constellation. Obviously, d3, = d3, = T. We also have

d23 = d fo 481 t)dt = 4E = 10T. The only distances to be found are dj, = d23 =
fo s1(t) + so(t))? dt = fo 9dt = 9T. From these, we notice that d2,; = di, =T = &. The

union bound gives
2
mln

Pe < (M _ 1) iNg = 3¢ 4RNO

Problem 4.27

1. By inspection a two dimensional basis of the form

¢1(t):{1 0<t<l1 ¢2(t):{1/\/§ 1<t<3

0 otherwise 0 otherwise

works for this set of signals.

2. We have s; = (1,v2), 85 = (—1,2v/2), s3 = (1,0), s4 = (2,v/2). The constellation is shown
below
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"
S2 4]
L[]
S1 S4
L] L]
11
83
2 a 1 2 N\a

-1

3. The perpendicular bisectors defining the decision regions are shown on the figure. s; has the
smallest decision region and hence is most subject to error.

4. D, is given by
Dy ={(r1,r2) : r.51—F1/2 > r.89—FE3/2,r.51—F1/2 > r.s3—F3/2,1.81—FE1/2 > r.s4—F4/2}
or
Dy = {(r1,72) : 71 + V29 — 3/2 > —r1 +2v2ry — 9/2,71 + V2ry — 3/2 > 1 — 1/2,
1+ V2r —3/2 > 2r1 + V215 — 6/2}
resulting in
D ={(r1,m2): 2r1 —V2ry +3> 0,V2ry — 1> 0, -1 +3/2 > 0}

resulting in the same region shown in the figure.

Problem 4.28

Using the Pythagorean theorem for the four-phase constellation, we find:

d
Pl =d’=r=—

V2
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The radius of the 8-PSK constellation is found using the cosine rule. Thus:
d
2-+2
The average transmitted power of the 4-PSK and the 8-PSK constellation is given by:
%27 Py = %
Thus, the additional transmitted power needed by the 8-PSK signal is:

2d?

We obtain the same results if we use the probability of error given by (see 5-2-61) :

. T
PM:2Q[ QVSSIDM}

where v, is the SNR per symbol. In this case, equal error probability for the two signaling schemes,
implies that

d? = r2 + 13 — 2r3cos(45°) => 1y =

P4,av =

a T
SlIl4

183 — 9010y, — 5.3329 dB

.o T .o T
4.5 SIN7 — = sin“ — = 101o -
Vs 4 T8 3 €10 Yis Sin 2

Since we consider that error ocuur only between adjacent points, the above result is equal to the
additional transmitted power we need for the 8-PSK scheme to achieve the same distance d between
adjacent points.

Problem 4.29

For 4-phase PSK (M = 4) we have the following realtionship between the symbol rate 1/7T, the
required bandwith W and the bit rate R = k- 1/T = 22 (see 5-2-84):

R
~ logaM

For binary FSK (M = 2) the required frequency separation is 1/27" (assuming coherent receiver)
and (see 5-2-86):

— R = Wloga M = 2W = 200 kbits/sec

_ M R R— 2Wloga M
logo M M

Finally, for 4-frequency non-coherent FSK, the required frequency separation is 1/7', so the

symbol rate is half that of binary coherent FSK, but since we have two bits/symbol, the bit ate is

tha same as in binary FSK :

= W = 100 kbits/sec

R =W = 100 kbits/sec
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Problem 4.30

1. The envelope of the signal is

s =

28,
= — COS
Ty

VIseP + lss(t)2

_ &
- E

Thus, the signal has constant amplitude.

o [ T
)

2§,
+ Tbb Sin2 <

27,

)

28

2. The signal s(t) is equivalent to an MSK signal. A block diagram of the modulator for synthesizing
the signal is given in the next figure.

42n (%)} (%)
A
Serial Serial / : s(t)
—>{ Parallel v cos(;—ﬁ) cos(27 f.t)
data a, Demux _m T
2 2
a2n+1
3. A sketch of the demodulator is shown in the next figure.
t = 2T,

Y

—O

cos(2m fet))

Problem 4.31

2T,
M X Jo

()dt

—¥ Threshold

t = 2T,

Y

Parallel to
Serial

A

2Ty
Jo*

()dt

—¥ Threshold
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A biorthogonal signal set with M = 8 signal points has vector space dimensionallity 4. Hence, the
detector first checks which one of the four correlation metrics is the largest in absolute value, and
then decides about the two possible symbols associated with this correlation metric,based on the
sign of this metric. Hence, the error probability is the probability of the union of the event F; that
another correlation metric is greater in absolute value and the event E5 that the signal correlation
metric has the wrong sign. A union bound on the symbol error probability can be given by :

Py < P(Ey) + P(E»)

But P(FEj>) is simply the probability of error for an antipodal signal set : P(F3) = Q (1 / %) and
the probability of the event E; can be union bounded by :

P(El) <3 [P(|CQ| > |Cl|)] = 3[2P(02 > 01)] = 6P (CQ > 01) = GQ ( ;—i))

where C} is the correlation metric corresponding to the i-th vector space dimension; the probability

that a correlation metric is greater that the correct one is given by the error probability for orthog-

onal signals Q( é)(simce these correlation metrics correspond to orthogonal signals). Hence

No
Es 2&,
PM<6Q< M)%—Q( NO)

(sum of the probabilities to chose one of the 6 orthogonal, to the correct one, signal points and the

probability to chose the signal point which is antipodal to the correct one).

Problem 4.32

It is convenient to find first the probability of a correct decision. Since all signals are equiprobable,
Mo
PO) =2 7P (Cls)
1=

All the P(Cls;), @ = 1,..., M are identical because of the symmetry of the constellation. By
translating the vector s; to the origin we can find the probability of a correct decison, given that
s; was transmitted, as :

oo

PCls) = [ sdn [ gusyana . [ flanyin

[S]ISW

where the number of the integrals on the right side of the equation is N, d is the minimum distance

between the points and :
1 } 1
f(nl) = ——€ 202 = e_N_O

V2mo? TN
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Hence :

o N 7% N
P(Cls;) = (_é (n)dn) :<1—/_ f(n)dn)

- (-efl)

and therefore, the probability of error is given by :

P(e) = 1—P<C>=1—§:$<1‘Q[¢;TODN

Note that since :

Problem 4.33

Consider first the signal :
n
y(t) = crd(t — kT)
k=1

The signal y(t) has duration 7' = nT, and its matched filter is :

g(t) = y(T—t)=ynl.—t)= Z crd(nTe — kT, —t)
k=1

n n

= > Cni1d((i = DT —t) =Y cnip1d(t — (i — )T)

i=1 =1

that is, a sequence of impulses starting at ¢ = 0 and weighted by the mirror image sequence of {c¢;}.

Since,
n n

s(t) = exp(t — kT.) = p(t) « Y cxd(t — kT.)

k=1 k=1
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the Fourier transform of the signal s(t) is :

n

S(f) = P(f))_ cxe 72mIHTe

k=1

and therefore, the Fourier transform of the signal matched to s(t) is :

H(f) — S*(f)eijWfT _ S*(f)eij“f"Tc

— P*(f) Z CkejZWfche—j%rfnTc
k=1

_ P*(f) i cn_i+lefj27rf(i71)TC
= P(f)Flg(t)]

Thus, the matched filter H(f) can be considered as the cascade of a filter,with impulse response
p(—t), matched to the pulse p(t) and a filter, with impulse response g(t), matched to the signal
y(t) = > F_, ekd(t — kTe). The output of the matched filter at t = nTy is (see 5-1-27) :

/_Oo s = ch/ 2(4 _ KTt
= TCZcz
k=1

where we have used the fact that p(t) is a rectangular pulse of unit amplitude and duration T..

Problem 4.34

1. The inner product of s;(t) and s;(t) is

n

/OO si(t)s;(t)dt = / Zcikp(t — kT, chlp t—1T.)d

o k=1 =1

- chzkcﬂ/ (t — kT.)p(t — IT.)dt

k=11=1

= Z Z CikCj1EpOk

k=11=1

n
= gp Z Ciijk
k=1
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The quantity Y ,_; cixcj is the inner product of the row vectors C; and C ;- Since the rows of the
matrix H,, are orthogonal by construction, we obtain

) n
/ Si(t)Sj(t)dt = Ep Z C?k(sij = né’pél

- k=1

Thus, the waveforms s;(t) and s;(t) are orthogonal.

2. Using the results of Problem 5.35, we obtain that the filter matched to the waveform

n

si(t) = cap(t — kT.)

k=1

can be realized as the cascade of a filter matched to p(t) followed by a discrete-time filter matched
to the vector C; = [ci1,. .., Cin]. Since the pulse p(t) is common to all the signal waveforms s;(t),
we conclude that the n matched filters can be realized by a filter matched to p(t) followed by n
discrete-time filters matched to the vectors C;, 1 =1,...,n.

Problem 4.35

1. The optimal ML detector (see 5-1-41) selects the sequence C; that minimizes the quantity:

n

D(r,C;) = > (rk — V&Ca)?

k=1

The metrics of the two possible transmitted sequences are

D(r,Cy) =Y (= V&) + D (= V&)
k=1 k=w+1
and y .
D(r,Co) =Y (rk— V&) + D (r+ V&)
k=1 k=w+1

Since the first term of the right side is common for the two equations, we conclude that the optimal
ML detector can base its decisions only on the last n — w received elements of r. That is

Cy
n n
Yook =VE = > e+ VE) z 0
k=w+1 k=w+1
C
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or equivalently

(&3]
- >
Z Tk 0
k=w+1
G,

2. Since r, = /&y + ng, the probability of error P(e|C) is

P(e|C)) = P V&Mm—-w)+ Y mnp<0

k=w+1

= P Z ng < —(n—w)\/&

k=w+1

The random variable u = > )'_ . ny is zero-mean Gaussian with variance 03 = (n —w)o?. Hence

x? Ep(n —w)

1 —VE(n—w)
R — e e —
V2m(n —w)o? /_Oo xp( 21 (n — w)o 2

PlelCy) =

g

Similarly we find that P(e|Cy) = P(e|C;) and since the two sequences are equiprobable

Ep(n — w)
Ple) =@ 2
3. The probability of error P(e) is minimized when w is maximized, that is for w = 0. This

implies that C; = —Cy and thus the distance between the two sequences is the maximum possible.

Problem 4.36

1. The noncoherent envelope detector for the on-off keying signal is depicted in the next figure.
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t="T
= [
r(t) \/gcos(Qﬂfct) r
-z Vi
t="1T Threshold
=é > fot(')dT _\_ ()2 ] Device
Ts

2. 1If s¢(t) is sent, then the received signal is r(t) = n(t) and therefore the sampled outputs 7,
rs are zero-mean independent Gaussian random variables with variance %. Hence, the random

variable r = /r2 4+ r2 is Rayleigh distributed and the PDF is given by :

r o _x 2r _r2
t = — 202 = — No
p(T|SO( )) 0_26 Noe

If s1(t) is transmitted, then the received signal is :

r(t) = \/% cos(2nfut + &) + n(t)

Crosscorrelating 7(t) by \/% cos(27 f.t) and sampling the output at t = T, results in
Te = / — cos(27rfC )dt

[

- 2T ; (cos(2m2fct + @) + cos(¢)) dt + n.

= \/E—bcos(gb) + ne

where n. is zero-mean Gaussian random variable with variance % Similarly, for the quadrature

r [2
b cos (27 fet + @) cos(2m fot)dt + / n(t) T cos (27 f.t)dt
0

component we have :
rs = /& Sln(¢) + N
The PDF of the random variable 7 = /12 + 12 = /&, + n2 + n2 follows the Rician distibution :

ro_rtg (7“\/_> 2r _r’+g <2r\/€—b)
I —€ No I()

p(rlsi(t) = Zpe~ 5 0 (250 ) = 5 v

3. For equiprobable signals the probability of error is given by:

1% 00
P(error) = %/ p(r|s1(t))dr + % /VT p(r]so(t))dr

—0o0
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Since r > 0 the expression for the probability of error takes the form

1% o)
Plerror) = + /0 p('r\sl(t))dr—i—% / p(rs0(8))dr

2 Vi

1 [Vrop _rP+g rvE& 1 [ r _2
= —/ —e 202b10 2b dr + —/ —e 222dr
2 )y o o 2 )y, o
The optimum threshold level is the value of Vp that minimizes the probability of error. However,
when ff—’; > 1 the optimum value is close to: @ and we will use this threshold to simplify the

analysis. The integral involving the Bessel function cannot be evaluated in closed form. Instead of

Iy(z) we will use the approximation :

In(z) =

2rx

which is valid for large x, that is for high SNR. In this case :

\% 72 /€
1/ T%ei ngblo (T ) / —(7‘ /20’ d
2y o 27ra2\/

This integral is further simplified if we observe that for high SNR, the integrand is dominant in the
vicinity of /&, and therefore, the lower limit can be substituted by —oo. Also

T /1
\ 2702\/&, “V 2702

and therefore :

/ OV gy / V20 g
27ra 271'02
Finally :
1 1 [ 2r _r2
P(error) = 5@[ 2%’0] 3 \/%F:)e No dr
5
1 &y 1 _ %
< = Z o AN,
= QQ[ Ny | T2t

Problem 4.37

1. In binary DPSK, the information bit 1 is transmitted by shifting the phase of the carrier by
7 radians relative to the phase in the previous interval, while if the information bit is 0 then the

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



36

phase is not shifted. With this in mind :

Data : 11 01 0001O0T1T10O0
Phasef:(x) 0O = = 0 0 0 O = « O =« =

Note : since the phase in the first bit interval is 0, we conclude that the phase before that was 7.

2. We know that the power spectrum of the equivalent lowpass signal wu(t) is :

Dualf) = TGP ()

T
®,;(f) is the power spectral density of the information sequence. It is straightforward to see that

where G(f) = AT Sii}rf T, is the spectrum of the rectangular pulse of amplitude A that is used, and

the information sequence I,, is simply the phase of the lowpass signal, i.e. it is /™ or e/? depending
on the bit to be transmitted a,(= 0,1). We have :

In — ejen — ejﬂ'anejenfl — ejﬂ—Zk a

The statistics of I,, are (remember that {a,} are uncorrelated) :

E [In] = F [ejfer ak] — Hk E [ejﬂak] — Hk [%ejﬂ- . %ejo} _ Hk 0=0
I A
E [InerI;] = E [ejﬂzzi(r)n ake_jﬂ' ZZ:O ak} — E [ejﬂzzlzn-‘—l aki| — HZL:n+1 E [ejﬂ—ak] _ O

Hence, I,, is an uncorrelated sequence with zero mean and unit variance, so ®;(f) = 1, and
Py (f) G(f)IP = A2TngfL
(I)ss(f) = [(I)uu(f - fc) + q’uu(_f - fc)]

A sketch of the signal power spectrum ®44(f) is given in the following figure :

Power spectral density of s(t)
T T T

1
T
1
2
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Problem 4.38

1. D = Re (V;,V;_,) where Vi, = X, + jYp,. Then :

D = Re((Xm+ jYm)(Xm-1—jYm-1))
= Xme—l + YmYm—l

_ Xm+Xm—1 2 o Xm*Xm—l 2 + Ym+ym—l 2 o Ym*Ym—l 2
- 2 2 2 2

2. Vi = Xi + jYi = 2aE cos(0 — @) + j2aFE sin(§ — ¢) + N rear + Nk imag- Hence :

Uy = Zntim=t - B(U)) = 2aE cos(6 — ¢)
Up = t2tim=tl - E(U;) = 2aEsin(9 — ¢)
Us = 2mgm=l - E(Us) =0
Up=Yn=ym=t  E(Uy) =0

The variance of Uy is : E[U; — E(U)))* = E [+ (Nyreal + Non1reat)]” = E [Nonreat]” = 26N,
and similarly : E[U; — E(U;)]? = 2ENy, i = 2,3,4. The covariances are (e.g for Uy, Us):
cov(Uy,Us) = E[(Uy — E(Uh)) (Us — E(Us))] = E [ (Nimy + Non—1,) (Nmyi + Nim—1,,)] = 0, since
the noise components are uncorrelated and have zero mean. Similarly for any 4, j : cov(U;, U;) =0
. The condition cov(U;,U;) = 0, implies that these random variables {U;} are uncorrelated, and
since they are Gaussian, they are also statistically independent.

Since Uz and Uy are zero-mean Gaussian, the random variable Ry = +/ U32 +U f has a Rayleigh
distribution; on the other hand Ry = \/U? + U7 has a Rice distribution.

3. Wy = U} + U2, with Up,Us being statistically independent Gaussian variables with means
2aE cos( — ¢),2aE(sin @ — ¢) and identical variances 02 = 2ENy. Then, W follows a non-central
chi-square distribution with pdf given by (2-1-118):

- (402 E2+w1 ) /AENy a
= Iy | — >
p(wy) 1 Noe 0 Now/wl ,wp >0

Also, Wy = U3 + U}, with Us, Uy being zero-mean Gaussian with the same variance. Hence, W
follows a central chi-square distribution, with pfd given by (2-1-110) :

1
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P, = P(D<0)=PW,—W5<0)
= Jo P(wz > wifw)p(wr)dw;
= f (fu(f P(w2)dw2> p(wy)dwy
= Jo e W /AENop(wy)duy

= Y(jv)|v=j/aEN,

1 jvda? E? )
= (1—2jva2)exp<1—2jv02 o= /4N,

— le—GQE/NO
-2
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where we have used the characteristic function of the non-central chi-square distribution given by
(2-1-117) in the book.

Problem 4.39

From 4.6-7, W = RN/2log, M, therefor we have

1.

2.

BFSK, M =2,N =2,W = R.

8PSK, M =8, N = 2,W = R/3.

. QPSK, M =4,N = 2,W = R/2.
. 64QAM, M =64, N =2, W = R/6.

. BPSK, M =2, N =2, W = R (here we have excluded the possibility of SSB transmission)

16FSK, M = 16, N = 16, = 2R.

Problem 4.40
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1. These are given by Equations 4.2-32 and 4.2-33
Tth = No In 1;1)
AWE  p
P =pQ ((VE = 1) /VNo/2) + (1= p)Q ((VE + 1) [ VN 2)

2. When the receiver receives noise only with no trace of signal, it can make any decision and its

error probability will be 1/2 regardless of its decision. Therefore without any loss in optimality
of the system we can assume that regardless of whether the channel is in service or not, a
decision based on 7y, given above is optimal. Then in half of the times the error probability
will be 1/2 and in the remaining half it will be P, given above, i.e., P, = P./2 + 1/4.

Problem 4.41

1. Binary equiprobable, hence P, = Q) ( %), where

d* = /(sl(t) — s9(t))*dt = /242 dt =16
1

Hence P, = Q@ (,/%) = Q( Nio) Note that here E, = [s3(t)dt = 5 and therefore

P.=Q (, / 1%%) which shows a power reduction by a factor of 0.8 or equivalently 0.97 dB

compared to binary antipodal signaling. This is obvious from the signaling scheme as well. In
the interval from 0 to 1 the signals are equal (complete waste of energy) and do not contribute
to the detection at all. In the interval from 1 to 2 the two signals are antipodal. But the
energy in the second interval is 80% of the total energy and this is the 0.8 factor.

2. Note that the only relevant information is in the interval from 1 to 2. In the interval from 0
to 1 the two signals are equal and hence the received signals in that interval will be be equal
regardless of the signal sent. In the interval from 1 to 2 we can define the single basis function

¢(t)={1 1<t<2

0 otherwise

as the only required basis. With this basis s; = 2 and sy = —2. Projecting on this basis
we have r; = s, + n;, for i = 1,2 corresponding to the two paths. Here n; and no are
independent Gaussian RV’s each N (0, %) The decision region D; is defined as D; <

p(Tl,Tg‘Sl) > p(rl,r2‘32)7 or

_(r1=2)2%+(rg-2)2 _ (r14+2)2+(rp+2)?

D & Ke No > Ke No
S 422+ +22—(r1 -2 = (1 —2)%>0
Sri+1ry >0
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and the error probability (using symmetry) is

P, = P(ry + 12 > 0|s2 sent)
=P(-2+n; —2+ny>0)
= P(m + ng > 4)

Since n1 and ne are independent ni + ng is zero mean Gaussian with variance Ny and P, =

P(ny+mn2 >4)=0Q ( \/ZJL\TO) =Q ( b—i) which shows a performance improvement of 3 dB

compared to single transmission.

3. Here r1 = As,, +nq and ro = s, + 1o for m = 1,2, and A is known to the detector. Again
here Dy < p(ry,r2|s1) > p(ri,re|s2), or

_ (r1-24)24(rg—2)2 _ (r1+24)2 4 (rp+2)?
D1 & Ke No > Ke No

S +24)2 +(rp+2)2 = (r —24)2 — (i, —2)2 >0
S Ari+1re >0

This is the optimal detection scheme for the reciever who knows A and hence it can compute
Ary + r9. The error probability (for someone who does not know A) is

1
P. = /P(e|A)f(A) dA = / P(e|A)dA
0
Therefore, we first find P(e|A) as

P(e|A) = P(r1A+r3 > 0|sg sent)

P(A(=2+4n1) 4+ (=2 +n2) > 0)
P(Am =+ ng > 2A+2)
P

(N (0, %(1 + AZ)) > 24 2A)

8 (1+A)?
Ny 1+ A?

=Q
Note that this relation for A = 0 and A = 1 reduces to the results of parts 1 and 2. Now we

have
1
8 (1+ A)?
P, = ——— | dA
/0 Q N() 1—|—A2

4. Again Dy < p(ri,72|s1) > p(ri,r2|s2) but since the detector does not know A we are in a
situation like noncoherent detection, the difference being that here A is random instead of ¢.
We have

1
p(r1,ralsm) = / p(r1, ralsm; A) dA
0
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hence,
L (r—24)24(9—-2)? L r+24)2+(0+2)?
Dl(:)/e No dA>/e No dA
0 0
ary 1 44244 —ary 1 4A%4ara
(:)eNO/ e N dA>e M / e No  dA
0 0
47 1 44%-4r 4 Ar 1 aA%44r A
& 24 e Yo dA>——2+1n e No  dA
No 0 No 0
N T
Sry>—1In 9(r1)
8  g(—r)
where

Problem 4.42

1. This is binary equiprobable antipodal signaling, hence the threshold is zero and P, = P(n >
A) = Q(A/0).

2. Intuitively, it is obvious that in this case no information is transmitted and therefore any
decision at the receiver is irrelevant. To make this statement more precise, we make a decision
in favor of A is p(y|A) > p(y| — A), or if 1/2p(y|A,p = 1) +1/2p(y|A,p = —1) > 1/2p(y| —
Ap=1)+1/2p(y| — A,p=—1). From Y = pX + N, the above relation simplifies to

exp[—(y — A)?/20°] + exp[—(y + A)*/20%] > exp[—(y + A)*/20°] + exp[—(y — A)*/207]
Since both sides of inequality are equal, any received Y can be equally detected as A or —A,

and the error probability will be 1/2.

3. When p = 0 no information is transmitted and any decision is irrelevant. When p = 1, the
threshold is zero, thus we can take the threshold to be zero regardless of the value of p (which
we do not know). Then in half of the cases the error probability will be 1/2 and in the
remaining half it will be Q(A/o), hence P, = 1/4 4+ 1/2Q(A/0).

4. This is like part 3 but with decision on favor of A when 1/2p(y|A,p = 1) + 1/2p(y|A, p =
—1) > 1/2p(y|0,p = 1) + 1/2p(y|0, p = —1) resulting in
exp[—(y — 4)*/20%] + exp[~(y + A)*/20°] > 2exp[~y*/207]

which simplifies to the following decision rule for decision in favor of A
yA A?
cosh <¥> > exp <ﬁ)
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Problem 4.43

1. We have equiprobable and equal energy signaling, therefore 1y = 12 and the decision region
D is given by
Di={r:r-s >r-s}

z(b —1t) —>—O\—

hi(t)

x(4—1t) —'—O\—

ha(t)

The sign of the output determines the message.

2. This is binary, equiprobable signaling, hence p. = Q (, / %), where d? = [(s1(t) — sa2(t))?dL.
It is easy to see that sq(t) — sa(t) is as shown below

S1 (t) — 89 (t)

We can easily find this integral as d? = 4 fol t2dt = % and P, = Q (&)
3. Just use h(t) = hi(t) — ha(t).
4. Here we have
Dy < p(r|m1) > p(r|ma)
~ plrlen) > sp(rlws) + 5p(rlzs)
1 1

~ Splrlz) > Sp(rlzs)
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where @1 and @, are vector representations for x(¢) and z(t—1). This means that the decision
regions will not change. For the error probability we have two cases, if so(t) is x(t), then

d=0and p. = Q(0) = 3. If s5(t) = z(t — 1), then p. = Q (,/ﬁ). Therefore,

U L Y Y BV A BRSNS
Pe=5 7575 3N, ) 49 3N,

This indicates a major deterioration in performance.

Problem 4.44

oo 1

i2
1. Using the definition of Q-function Q(z) = [ =€ ? dt we have

T

BQ)] = | Qo) e F da

[ee] 1 oo t2 T a:2
= — e 2 dt| —e 202 dx
/O |:\/27T /;B ] 02

where the region of integration is 0 < z < oo and fz <t < co. Reordering integrals we have
* 1 t2 % x x?
E X)| = e 2 —e 22 dx| dit
QX = [ —= [ | = ]
1 42 _ 2
= e~z (1—e 26%2 ) dt
V2T /0 < >
= l_i Ooef%(lJrngUQ)dt
2 V27 Jo

1 3202 1 2
- — L 2
2 ].+/820'2 \/27‘1’ 0

1 ) 3202
T2\ V143202

where we have used the change of variables s =t 4/ 1;?53 2

2. This is similar to case 1 with g = QTEO”, therefore
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3. Obviously here

E[PR) = %

4. Note that for 025—2 > 1, we have

1

1
1—1—022TEO”

1

a 2—}—402%

%

where we have used the approximation that for small €, /1 — e~ 1 — 5. From the above we

have
1 SNR_ ) o _1 :
B[P, - 5 (1 — 4/ 1@> R oW antipodal
% (1 — ,/ﬁ%) R~ 251\171% orthogonal
5. We have
E [e_ﬂXQ] = /Oo e_ﬁgﬁQie*% dx
0 o’
— /OO itf%(pﬂﬁﬁ) dx
o o°
1 /OO 2 d
=—— [ te =z dt
]. + 2ﬂ0’2 0
B 1
1+ 2B02
1
~ —2502 for fo? > 1
where we have used the change of variables t = x % We will see later that the error
(o2
_ B
probability for noncoherent detection of BFSK is P, = %e 2No and for binary DPSK is
E,

_B
P, = 1e” M. If we have Rayleigh attenuation as in part 2, we can substitute § = Lv and
5 g 2N

0= % and obtain

L1
E[B) = 2+Si\I—R ~ Wl noncoherent BFSK
212SNR ° 2SNR binary DPSK

As noticed from parts 4 and 5, all error probabilities are inversely proportional to SNR.
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Problem 4.45

Here the noise is not Gaussian, therefore none of the results of Gaussian noise can be used. We
start from the MAP rule

Dy ={r:p(silr) > p(s2|7)}
= {r:p(si)p(r|s1) > p(s2)p(r|s2)}
= {r:p(r|s1) > p(r|s2)} since the signals are equiprobable

I TN 1 _ . . .
={r:-e ri=tl=lr2=1] 5, 1€ Ir1+1| |’"2+1|} since noise components are independent

={r:lr+ 1+ lra+ 1> Jr1 =1 +[rg = 1[}

If ry,rg>1,then Dy ={r:ri+1+rg+1>r —1+4ry— 1} which is always satisfied. Therefore
the entire 1,79 > 1 region belongs to D. Similarly it can be shown that the entire ri,ry < —1
region belongs to Dy. For ry > land ro < —1wehave Dy ={r:ri+1—ro—1>r; —1—ry+1}
or 0 >0, i.e.,ri,r9 < —1 can be either in D; or Dy. Similarly we can consider other regions of the
plane. The final result is shown in the figure below. Regions D; and Dy are shown in the figure
and the rest of the plane can be either D or Ds.

Problem 4.46

The vector r = [rq,r2] at the output of the integrators is

15 2
r=[r,re = [/0 r(t)dt, /1 r(t)dt]
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If s1(t) is transmitted, then

1.5 1.5 L5
/0 r(t)ydt = /0 [81(t)+n(t)]dt=1+/0 n(t)dt

= 14+m

2 2 2
/lr(t)dt = /1[51(t)+n(t)]dt:/1 n(t)dt

= n2

where nq is a zero-mean Gaussian random variable with variance

15 15 N, [15
o2 =E [/ / n(T)n(v)dev] = —/ dr=1.5
o Jo 2 Jo

and n9 is is a zero-mean Gaussian random variable with variance

o2, =FE [/12 /12n(7)n(v)d7dv] = %/12 dr =1

The important fact here is that due to the overlap in the integration region n; and ng are not
independent. We first find the correlation between the two noise components. We have

1.5
N
E[nlng] = / ?0 dt =0.5
1

and the covariance matrix of the noise vector will be

1.5 0.5
C =
05 1
therefore det C = 1.25 and
o1 08 —-04
-04 1.2

and the joint density function of the noise components is

. [ } 0.8 —=04]|nl
Fnpimg) — 1 AU o 12 | e
12 _QWX\/ﬁe

Thus, the vector representation of the received signal (at the output of the integrators) is
r= [1 +n1, n2]
Similarly we find that if sa(¢) is transmitted, then

r= [0.5—|—n1, 1—|—TL2]
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The optimal decision region compares f(r|s;) and f(r|s2). But we have

f(rls1) = faina(r1 —1,12)
f(rls2) = faina(r1 —0.5,72 — 1)
where fy, n, is given above. Substituting in the expression for f(n;,n2) and simplifying we obtain
f(r|s1) > f(r|s2) & 1.6r1 —2.8r2+0.2 >0

which is the optimal decision rule based on observation of r1 and ro.

Problem 4.47

1) The dimensionality of the signal space is two. An orthonormal basis set for the signal space is
formed by the signals

2 T 2 T
2 g<t<Zl \ﬁ T<ioT
Un(t) = \/; ? Pa(t) = v
0, otherwise 0, otherwise
2) The optimal receiver is shown in the next figure
t=1
2
r
11 (% —t P_K - ™ Select
r(t)
— P the
vo(T — t)—(? T2 > largest

(of course we van use ¥1(T — t) and sample at 7" in the upper branch since ¥ (T — t) is causal.
However the implementation shown above is more useful in answering part 4).

3) This is a binary equiprobable system therefore we can use P, = @ ( \/21170)' We have
d® = |[s1 — 5o

-/ (1) — sa()?

— 00

= AT

-0 (45) -0 (/)

4) The signal waveform 11 (% — t) matched to 1 () is exactly the same with the signal waveform
Y9 (T — t) matched to 15(t). That is,

2 0 T
(G -1) =i =n = VI U=

0, otherwise
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Thus, the optimal receiver can be implemented by using just one filter with impulse response 1 (t)
followed by two samplers which sample the output of the matched filter at ¢t = % and t =T to
produce random variables r; and 73, respectively.

5) If s1(t) is transmitted, the received signal r(t) is

r(t) = sy(t) + %sl <t - %) ()

and if so(t) is transmitted the received signal is

r(t) = sa(t) + %@ <t - %) ()

The outputs of the two samplers at ¢t = % and ¢t = T, which are equal to ffooo

f_oooo r(t)yo(t) dt, respectively, are given by

r(t)yn (t) dt and

(= _ Ja+mnr si(t) sent
e /oo r(tyn(e) dt = {nl s9(t) sent
[~ ) §+mn2 si(t) sent
"o /—oo r{thva(t) dt = {a +n2  sa(t) sent

where o« = A\/g and ni and no are independent Gaussian random variables with mean zero and

variance Ny/2. Here r; and ry are all the information observed by the receiver, hence the decision
is based on maximizing f(r1,r2|$;,). Therefore,

Dy & f(ri,mals1) > f(ri,r2]s2)

or
_(r1—a)?+(ra—§)? ¥4 (rg—a)?
Dy & Ke No > Ke No
Simplifying this we obtain the optimal decision rule as
Q AT
Di&2ri—rg>—&2r—ry> —1/—
1 L=r2 >0 1= > 75

6) Here again we are comparing f(r1,r2|s1) and f(r1,72|s2). But since a is random we have to use

1
f(rl,rg\sm):/f(a,rl,rg\sm)da:/f(rl,r2|a,sm)f(a)da:/0 flri,mala, sy) da

Similar to case 5, we have

" /OO r(t)a(t)dt = {O‘ tm Sl(t; sent

—00 n1 59 (t

" / " r(ea(t)dt = {“a +n2 Slit) sent

-0 a+ ng S92
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where a = A\/g . Therefore,

_ (r1—a)?+(rg—ac)?

f(ri,rals1,a) = Ke No

_ 7‘%-‘—(7‘2—(1)2
f(ri,ralse,a) = Ke No

From the second equation we have

'r%+('r27o¢)2

1
/ flri,ralse,a)da = Ke No
0
and from the first equation

' _m—? b (rp—a)?
/ f(ri,ra|s1,a)da = Ke Mo / e Yo da
0 0

Introducing a change of variable of the form 8 = :/2%72 and manipulating we obtain
0

]2\,—%(7‘1—7‘2) rg —« o T2 —]7\1,—%0
Dreve MW) Q(W)]

where as before a = A\/g . This approach is quite similar to the approach taken when analyzing
noncoherent systems and as you see the resulting equations are nonlinear as in that case.

Problem 4.48

1. The receiver does not know the status of the switch: A decision in favor of s;(¢) is made if

1 1
ip(rl,rg\s =VE, S = closed) + 5]9(7“1,7“2\8 =+VE,S = open) >

1 1
§p(r1,r2|s = —VE, S = closed) + §p(r1,r2\s = —VE, S = open)

resulting in
R 2 4 (o — 2 2 4 (o — 2
eXp(_( 1~ VE) ;O< 2~ VE) )+exp<_ 1+<§V0 VE) ) .
o (_ (n+VE? + (r2 + \/E)Q) +exp <_ r3 4 (ra + @)2)

No NO
which can be simplified to the following form after eliminating common terms from both sides

exp <4r2\/E) - 1+ exp(—E/Ny) exp(—2r1vVE /Ny)
No 1+ exp(—E/No) exp(2r1VE/No)
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2. The receiver knows the position of the switch: If the switch is open, then r1 = n; is irrelevant
that can be ignored by the receiver, thus receiver decides based on 79 only and the decision
threshold is 0. If S is closed then the receiver detects s1(t) if

p(r1,mals = VE) > p(r1,ra|s = —VE)
exp ((m - \/5)2/2]\70) exp ((rg - \/E)Q/QN()) > exp ((m + \/E)2/2N0) exp ((?“2 + \/E)Q/QN())
resulting in
exp (("”1 + ?”2)\/E/N0) >1

or simply r1 + 7o > 0. In this case an error occurs if —vF is sent and 71 + 9 > 0, i.e.,
if ~—vVE+n, —VE+ng >0o0rif ni +n9 > 2vVE. Since n; and ny are iild Gaussian
with mean 0 and variance Ny/2, ni + ng is a zero-mean Gaussian with variance Ny and

P(e|S closed) = Q (2\/@/\/]\[0) =Q ( %) For the case when the switch is open we have
P(e|S open) = Q (1/%), and

1 2F 1 4F
o) ()

3. Transmitter and receiver both know the position of S: If S is open, then the transmitter sends
all energy on the second channel, i.e., @ = 0 and 3 = /2. The resulting error probability in
this case is Q(\/4E/Ny). If S is closed the decision rule in favor of s1(t) becomes

exp ((m - a\/E)Q/QNO) exp ((?”2 - B\/E)2/2N0> > exp ((m + a\/E)Q/QN(]) exp ((r2 + ﬂ\/E)Q/QNO)

following the method of part 2 the decision rule simplifies to ar; + Bro > 0. Again similar
to part 2 an error occurs if any + fng > (a + B)VE. Note that an; + fnsy is Gaussian with
mean zero and variance Ny, hence the error probability when the switch is open is given by

P.=qQ ((a + ) Nﬁo) The overall error probability in this case is given by

1 4E 1 E
P.=3Q <\/%0) +5Q ((a +ﬁ)\/%o>

To minimize the error probability we have to maximize a + 3 subject to a? + 3% = 1. This
can be done by the Lagrange multipliers method by differentiating o + 3 + A(a? + 3?) to
obtain 1 4+ 2aA =0 and 1 4 28X = 0, resulting in « = § = 1, hence

P :Q(\/4E/NO)
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Problem 4.49

r(t) = (ri(t), r2(t)) = (s(t) + n1(t), As(t) + nao(t)), where s(t) = £/ E¢(t). Projecting on ¢(t)
gives © = (r1,72) = (5 + ny, As + ny), with s = £V/E.

1. § =argmaxp(r[s) = pp, (11 — 8) (3Pns(r2 — 8) + 3pny(r2 + 8)). Since s = £VE, the term in
the parenthesis can be ignored and § = arg max p(r|s) = py, (r1 — s), resulting in the decision

rule D; < 71 > 0, and p. = Q (,/%).
1 1 4 _2
2. Here C = ) 2l and C~1 = 32 43 . This results in
19 _2 4
2 3 3

_2(n2 42—
p(ny, ng) o e”5(MFnz—mn2)

and the decision rule becomes § = arg max $p(r1 — s,72 — ) + 3p(r1 — 5,72+ s). This relation
cannot be much simplified. Some reduction is possible resulting in

sinh (%\/E(rl + 7“2))
sinh (2\/@(7“2 — r1)>

D &

3. Here r(t) = (1 + A)s(t) + n(t) where the PSD of n(t) is w The decision rule is
arg max £p,, (r — 2s) + $pn(r), resulting in arg max p,(r — 2s), which reduces to Dy < r > 0.
Note that although the decision rule in this case is very similar to case 1, but the error
probability in this case is much higher.

4. The setting is similar to case 1. The decision rule is arg max p,,, (r1—s) (pn, (12 — 8) + Pny (12))-
Some reduction is possible,

COSh (%) 747‘1\/E74r2\/ﬁ+£
D & >e M Ny 7 N2
2rovV E+E
cosh N,
2

5. In this case r = ((1—A)s+n1, As+ns), and the decision rule becomes arg max %pm (11)Pny (r2—
s) + %pm(rl — 8)Pny(r2). This reduces to

27”1\/E> + sinh (2?”2\/E

2

Dlﬁsinh( >>0<:>T1+T2>0

1

Problem 4.50
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1. Since a takes only nonnegative values the threshold of the binary antipodal signaling scheme
always remains at zero and the decision rule is similar to an AWGN channel.

2. For a given value of a we have P, = Q) (a\/Eb /N()). We have to average the above value
over all a’s to obtain the error probability. This is done similar to the integration in part 1

of Problem 4.44 to give
1 Ey/N
p=t (1 | Be/No
2 1+ Eb/NO

where we have used the fact that o? parameter in the Rayleigh distribution given above is
1/2.

3. For large SNR values

Ey /N 1 ~ N
1 +bEb/3vo =TT E Ny T 1/(Ey/No) = (1 —1/(2E,/Np))?

Hence,

Pyr (1= 14 1/(2B,/No)) = m

[\

4. For an AWGN channel an error probability of 107 is achieved at Ej/Ny of 9.6 dB. For a
fading channel from 107° = ; Ebl/No we have Ej,/Ng = 10° /4 = 25000 or 44 dB, a difference of
34.4 dB.

5. For orthogonal signaling and noncoherent detection P, = %e‘“QEb/ 2No - We need to average

this using the PDF of a to determine the error probability. This is done similar to part 5 of
Problem 4.44. The result is P, = 1/(2 + Ep/No).

Problem 4.51

Define ¢1(t) = ¢1(t) and o = [ g2(t)g1(¢) dt, then by Gram-Schmidt go(t) = api(t) + Bpa(t)
where ¢9(t) is the normalized version of go(t) — agi(t), and § = V1 —«a?. Now from r(t) =
s1(t) + s2(t) + n(t) we have the following mappings

and r = s + n.
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1. For detection of m, we treat mo as a RV taking 1 or 2 with equal probability. The detection
rule is

arg{ma)i Py (11 — 81 — @)y (12 = B) + Py (r1 — 814 @)ppy (12 + B)
s1e{—1,1

similarly for detection of my we have

arg max Py (11— 1= 821)Pny (12 — 822) + Py (11 + 1 — 521)Pny (2 — 522)
(s21,522)€{(e,0),(—,— )}

These relations reduce to

2ry <20¢7“1 — 200 + 257“2) 2ry (2ar1 + 20 + 2ﬂr2>

D.; < eNo cosh > e Mo cosh
+1 N, N

and

2y 2 —2 2 _2n 2 2 2
Dag) < —e o sinh( an ]\;l + 57“2) >e o sinh ( an —i—Na i BTQ)
0 0

2. This case easy and straightforward. We have four equiprobable signals whose coordinates are
given in Equations 1-4, therefore the optimal decision rule is the nearest neighbor rule for
this constellation. The decision region boundaries are line segments.

3. The “real” optimal detector is the one designed in part 1, since it minimizes each error
probability individually. However, it has a more complex structure due to nonlinear relations
that define the decision boundaries.

The following figure shows the four points in the constellation together with the optimal deci-
sion region boundaries for different cases. The red curve shows the decision region boundary
for mq, the region on the left side of this curve denotes mi = 2 and region on the right
denotes m; = 1. The blue curve denotes the boundary of the two decision regions for ms.
The region above this curve corresponds to m9 = 1 and the region below it corresponds to
mgy = 2. The green lines denote the four decision regions described in case 2 (the plot is given
for « =0.6,5 =0.8 and Ny = 1).

1

0.5

I
©
(9)]

T

-1
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4. This is an example of a communication situation that even in the binary case one cannot
derive a closed form expression for the error probability. In case 2 we cannot find a closed
form expression for the error probability either due to the irregular decision regions. Only
in the very special case of @ = 0 and § = 1 an expression for the error probability can be
derived (the problem reduces to QPSK in this case).

Problem 4.52

1. From the law of sines in triangles we obtain R = %

2. Let the origin be at +/E then the error probability is P[(n1,ns) € shaded area]. In polar
coordinates 7 = y/n} + n3 and ¢ = arctan Z—f are independent with Rayleigh and uniform on
[0, 27] distributions.

7,2
r e r>0,0<¢<2n

fr,¢) = 2707 €

0 otherwise

2:

where o %. The error probability is twice the integral over half of the shaded region

™ (e} r r2
Pe:2/ dqb/ z€ o dr

i R 270

M

1 T Esin2 ﬁ
— " 202sin2(¢—n/M
— _/ e @—=/M) dh

e ™

M

Using change of variable 8 = ¢ — /M, the desired result is obtained.

3. For M =2,

2F,

P, = —

=\

and from above we have
1 [2 _B_1_
P, = —/ e NosinZ0 df
™ Jo

, by equating these two results and noting that £ = Ej, the desired result for Q(z) is obtained.

Problem 4.53
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1. We have to look for argmax,, p(r1,72|8m) = argmax,, Pn, ("1 — Sm)Pn, (2 — Sm) by the
|71—5m[? \7’2—3m|2>
- - or

independence of the noise processes. This reduces to arg max,, exp oy Nos

[r1—8m > 4 [ro—sm|?

Not which simplifies to

<7‘1-Sm+7‘2'8m> Em<1 N 1)
arg max -2 — 4+ =
& No1 Noz 2 \Not Nz

2. In this case the relation reduces to arg max,,(r1 + r2) - 8y, — Em.

arg min,,

3. Obviously only 71 + 75 is needed.

4. Here we are dealing with a one dimensional case and comparing

1 T9 Em 1 1 )
— 4+ — | VE ——<—+— >0
<N01 N02) "2 \Not  Nop
which is equivalent to

1+ arg >y

= VBn(1 4 ).

. _ N
with o = N—g; and 7y,
5. Of course a = 1 and 74, = vV E,,. The detection rule is 1 + ro > +/FE,,. An error occurs
when ny + ng > /E,,. But nq + no is Gaussian with variance Ny, hence P, = @) (,/%—?).

For on-off keying with one antenna, P. = Q) (1 / fﬁ) Hence having two antennas enhances
the performance by 3dB.

Problem 4.54

1. Since the two intervals are non-overlapping we can use two basis for representation of the
signal in the two intervals, the vector representation of the received signal will be (r1,7r3) =
(1 4+ n1, A+ ny) when s1(t) is transmitted and (r1,7r2) = (=1 + ny, —A + ng) when sy(t) is
transmitted. The optimal decision rule for s (t) is given by

(o0} (o0}
/ p(ri,m2la, s = 1)e” “da > / p(ri,m2la, s = —1)e “da
0 0

or

00 (r—1)%+(rg—a)? 00 (r1+1)2+(rg+a)?
/ e No e “da > / e No e %da
0 0
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2. Since the amplitude of the multipath link is always positive, it always helps the decision. In
fact the system with multipath as described above cannot perform worse than the system
without multipath because there is no interference between the direct path and the reflected
path and the receiver can always base its decision on the direct path. Therefore the perfor-
mance of the multipath system is generally superior to the performance of the system without
multipath.

Problem 4.55

1. For coherent detection the energy in each signal is Ej and the error probability is P, =
Qv Eb/No).

2. In this case the two signals are multiplied by /2 cos(27 f.t 4 ) by the demodulator and then
passed through a LPF (the v/2 factor is introduced to keep energy intact). The output of the
LPF, in the absence of noise, will be /Ey;(t) cos 8, i = 1,2. This is equivalent to a reduction
in signal energy by a factor of cos?#. Note that this will not affect to noise power since by
Problem 2.22 noise statistics is invariant to rotations. The error probability is given by

P=Q (cos@”%)

and the worst case happens when cos = 0, i.e., for § = 7/2.

3. For 0 = /2, we have P, = %

Problem 4.56

1. A change of variable of the form y; = Rz;, 1 <1i < n shows taht

Va(R) = /// dridxsy . ..dx, = R" /// dyrdys . . . dy, = B,R"

o tad++af <R? yi+y3+Fyi <l

B, = /// dyndys . .. dyy

vityd+tyn <t

where

denotes V'(1).
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2. Note that

and
Vi(R) — V(R — €) = B,y (R” - R”<R—€>) ~ BynR" e

where we have used d(R") = nR" .

3. By spherical symmetry of the PDF p(y) is a function of the length of the vector y and not the
direction of it, hence it is a function of ||y||. The relation P[R—e€ < [[Y| < R] = p (R)e
follows directly from the definition of the PDF.

4. Equating the expressions for P [R — e < ||Y'|| < R] in parts 2 and 3 gives the desired result.

5. This follows directly from part 4 and
o
/0 Py (r)dr=1

6. We introduce the change of variable u = r2/2, from which rdr = du and hence r"~!tdr =
25 lyz 1 du, hence

o0 o0
/ Tnflefr2/2 dr — on/2-1 / W2l gy,
0 0
= V271D (n/2)
Using the result of part 5, we have

nB,
(27‘(‘)”/2

271D (n)2) = 1

from which the desired result is obtained after noting that 5I' (%) =T (% + 1).

Problem 4.57

1. Each edge of the n-dimensional cube contains L points of the lattice, the cube contains
L™ = 2™ pints or nf bits. The number of bits per two dimensions is thus g = nf/(n/2) = 2.

2. By definition,
dpin(€)

min

CFM(C) N gavg/ZD(C> (*)
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It is clear that dyin(C) = 1 and by 4.7-25,

2
Evvefon o [zl da

L/2 rLJ2 L/2
= / / (23 + 23+ ... 22) deyday . .. da,
—n2J-rp2 L/2

n

9 L/2 L/2 L/2 L/2
= Z/ da:l/ dazg.../ mfda:z/ dx,
L™ = J_r ~L)2 —L/2 ~L)2

-2 (5 - (4]

2Ln+2
- 121
L 28
T 6 6
Substituting into (*) we have
1 6
6
3. From 4.7-40, we have
2
Ry = 2V
12 [, [« dz

(nLn)lJr%
~ 12 x oL

12
=1
Problem 4.58
sin AL 0<t<T,
o(t) = S, [Teu(t — 2kT) + jJu(t — 2T, — T)] where u(t) = 2 T =" =70 Note
0, 0.W.

that T

t— ¢

u(t —Tp) :sin”(T,bb) - —cos;—Tb, T, <t < 3T,

Hence, v(t) may be expressed as :

t — 2kT; t — 2kT;
’U(t) = Z |:Ik Sinﬂ-(Tj}]b) —]Jk 00871-(277}]1])
k
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The transmitted signal is :

2k} t — 2kT;
Re [ )ed2mfet ] zk: [Ik sme)cos%rfCt—i—Jk cosﬂT}]b)siDQWﬁ;t
1.
(2k4+2)T;, / Threshold
2kT, ()dt gl Detector .
Sampler I
t=(2k+2)Ty
Input

N us
Singr cos2m f.t

(2k+2)Ty ()dt / Threshold
— ! —

2KTy, Detector .
Sampler

t= (2/€ + 2)Tb

.
CoS 7= sin2m f .t

2. The offset QPSK signal is equivalent to two independent binary PSK systems. Hence for
coherent detection, the error probability is :

gb 1 T 2
P=Q (V) = f= [ ol ar

3. Viterbi decoding (MLSE) of the MSK signal yields identical performance to that of part (2).

4. MSK is basically binary FSK with frequency separation of Af = 1/2T. For this frequency
separation the binary signals are orthogonal with coherent detection. Consequently, the error
probability for symbol-by-symbol detection of the MSK signal yields an error probability of

Pe:Q(\/%)

which is 3dB poorer relative to the optimum Viterbi detection scheme.
For non-coherent detection of the MSK signal, the correlation coefficient for Af =1/2T is :
sin /2

ol = 7

From the results in Sec. 5-4-4 we observe that the performance of the non coherent detector method
is about 4 dB worse than the coherent FSK detector. hence the loss is about 7 dB compared to
the optimum demodulator for the MSK signal.

= 0.637
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Problem 4.59

1. For n repeaters in cascade, the probability of ¢ out of n repeaters to produce an error is given
by the binomial distribution
n

= |pra-p
7

However, there is a bit error at the output of the terminal receiver only when an odd number of
repeaters produces an error. Hence, the overall probability of error is

n , »
Py=Puaa= » |  |P@-p""
i=odd \ *

Let Peyen be the probability that an even number of repeaters produces an error. Then

n . .
Peven = Z . pz(l - p)n—z
7

i=even
and therefore,
n
n . .
Peven+Podd:Z . pz(l_p)n—z:(p+1_p)n:1
i=0 \ *

One more relation between Peyen and P,qq can be provided if we consider the difference Peyen — Podd-
Clearly,

Poen = Poaa = > | . |p=p""=> |  |Pa-p""
i=even ? i=odd ?
n , » n . »
£ 3 Ea-pr T > | Gt -p)
i=even ? 1=odd ?

= (A-p-p)"=0-2p)"
where the equality (a) follows from the fact that (—1)% is 1 for i even and —1 when i is odd. Solving
the system
Peven + Poaa = 1
Peven — Poad = (1 - 2p)n

we obtain )
P, = Pyqqa = 5(1 —(1—=2p)")

2. Expanding the quantity (1 — 2p)™, we obtain

(n—1)

(1—2p)n:1—n2p—|—nT(2p)2+"'
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Since, p < 1 we can ignore all the powers of p which are greater than one. Hence,

Py~ =(1—1+n2p)=np=100x 107% =10"*

DN | =

Problem 4.60
The overall probability of error is approximated by (see 5-5-2)

P(e) = KQ [ %]

Thus, with P(e) = 1075 and K = 100, we obtain the probability of each repeater P, = Q [1 / %’)’] =

10~8. The argument of the function @[] that provides a value of 1078 is found from tables to be

25,
o2 =5.61
N =56

Hence, the required f,—’; is 5.612/2 = 15.7

Problem 4.61

1. The antenna gain for a parabolic antenna of diameter D is :

D 2
GRZ??(%)

If we assume that the efficiency factor is 0.5, then with :

¢ 3x10°

we obtain :

Gr = Gr = 45.8458 = 16.61 dB

2. The effective radiated power is :

EIRP = PrGr = G = 16.61 dB
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3. The received power is :

_ PrGrGgr

(54)°

R =2.995 x 107? = —85.23 dB = —55.23 dBm

Note that :

actual power in Watts
103

dBm = 10logq < ) = 30 + 10log o (power in Watts )

Problem 4.62

1. The antenna gain for a parabolic antenna of diameter D is :

D 2
GRZ”(%)

If we assume that the efficiency factor is 0.5, then with :
A=—-=———=03m and D=1m

we obtain :

Gr=Gr =54.83 =17.39 dB

2. The effective radiated power is :

EIRP = PrGr = 0.1 x 54.83 = 7.39 dB

3. The received power is :

_ PrGrGg

(5

o =1.904 x 10719 = —97.20 dB = —67.20 dBm

Problem 4.63

The wavelength of the transmitted signal is:

3% 108
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The gain of the parabolic antenna is:

2 2
7D 710
Gr=n|—) =06 —) =6.58 x 10° = 58.18 dB
i 77( Y > <0.03> %

The received power at the output of the receiver antenna is:

PrGrG 3 x 101° x 6.58 x 10°
Pp= tLETUR _ OX T X0 X T 999 % 10718 = ~126.53 dB

(4r$)? (4 x 3.14159 x 10Ty

Problem 4.64

1. Since T = 300° K, it follows that
No=kT =1.38 x 10723 x 300 = 4.14 x 107! W/Hz

If we assume that the receiving antenna has an efficiency n = 0.5, then its gain is given by :

2
D\? 3.14159 x 50
Gr=n (%) =05 (TOSX> — 5.483 x 10° = 57.39 dB

2% 109

Hence, the received power level is :

_ PrGrGr 10 x 10 x 5.483 x 10°

(drd)? (4 x 3.14159 x 10)2

R = 7.8125 x 1071 = —121.07 dB

2. If & =10 dB = 10, then
0

R

P, 1 78125 x 10713
R <5b> _ TBI25 10 T -1 1 8871 x 107 = 18.871 Mbits/sec

~ N \ N, 414 x 1021

Problem 4.65

The wavelength of the transmission is :

/\:E_3><108
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If 1 MHz is the passband bandwidth, then the rate of binary transmission is R, = W = 10° bps.
Hence, with Ny = 4.1 x 1072 W/Hz we obtain :

P g
R R — 105 x 4.1 x 10721 x 1015 = 1.2965 x 10713
No No

The transmitted power is related to the received power through the relation (see 5-5-6) :

PrGrGr Pg < d>2
BT Tandy "= GrGr \X

Substituting in this expression the values Gr = 10%¢, Gr = 10°, d = 36 x 10° and A = 0.75 we
obtain
Pr=0.1185 = —9.26 dBW
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Problem 5.1

Using the relationship r(t) = Zivzl rnfn(t) and s(t; ) = Zgzl Sn (V) frn(t) we have :

2

= [ st = = f [ZnNzl(rn—sn(lb))fn(t) dt
= N (= 50 (1)) (i — 8 () fu () frn(t)dt
= e L N (= $n (1)) (P — 5 (1)) Gran
= 1 Xl = () = sa(¥))
= 5 Sonei [rn — s (@)

where we have exploited the orthonormality of the basis functions f,(t) : fTo Frn@®) frn(®)dt = 6mn

and o2 = %

Problem 5.2

A block diagram of a binary PSK receiver that employs match filtering is given in the following

figure :
Received signal Output dat
Matched filter Sampler and utput data
> QQ_> h(t) = g(T —1) Detector
A
[, Carrier phase cos(2m fot + )
recovery

R Symbol
" | synchronization

As we note, the received signal is, first, multiplied with cos(27 f.t + (ZS) and then fed the matched
filter. This allows us to have the filter matched to the baseband pulse ¢(t) and not to the passband
signal.
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If we want to have the filter matched to the passband signal, then the carrier phase estimate is
fed into the matched filter, which should have an impulse response:

h(t) = s(T —t)=g(T —t)cos(2nf(T —t) + ¢)
= g(T —t)[cos(2n f.T)cos(—2n fut + &) + sin(2x f.T)sin(—2x fot + ¢)
= g(T —t)cos(=2n fot + @) = g(T — t)cos(2m fol — ¢)
where we have assumed that f.T is an integer so that : cos(2nf.T) = 1, sin(2xf.T) = 0. As we
note, in this case the impulse response of the filter should change according to the carrier phase

estimate, something that is difficult to implement in practise. Hence, the initial realization (shown
in the figure) is preferable.

Problem 5.3

a. The closed loop transfer function is :

G(s)/s G(s) 1

TI11G06)/s s+G6) £21+v2s+1

The poles of the system are the roots of the denominator, that is

—V2+v2-4 1 1

P1,2 = 2 \/5 J \/5

Since the real part of the roots is negative, the poles lie in the left half plane and therefore, the
system is stable.

H(s)

b. Writing the denominator in the form :
D = s% + 2(wps + w2
we identify the natural frequency of the loop as w, = 1 and the damping factor as { = %

Problem 5.4

a. The closed loop transfer function is :

K
g GO _ G k&
1+G(s)/s s+G(s) mns2+s+K 52+TL15+T_I§

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



The gain of the system at f =0 is :

[H(0)] = [H(s)|s=0 = 1

b. The poles of the system are the roots of the denominator, that is

-1++v1-4Kn

27

P12 =

In order for the system to be stable the real part of the poles must be negative. Since K is greater
than zero, the latter implies that 7 is positive. If in addition we require that the damping factor

C=3 \/;7 is less than 1, then the gain K should satisfy the condition :
1
K>—
47

Problem 5.5

The transfer function of the RC circuit is :

_ Rg—i-é _ 1+ RyC's _1+TQS
SR+ R+ & 1+ (Ri+R)Cs  1+4Tis

G(s)

From the last equality we identify the time constants as :

T2 = RoC, 71 = (R1 + Ry)C

Problem 5.6

Assuming that the input resistance of the operational amplifier is high so that no current flows
through it, then the voltage-current equations of the circuit are :

Vo = —AW
1 .
Vl - V2 = <R1 + a) 2
Vi—-Vo = iR
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where, V1, V5 is the input and output voltage of the amplifier respectively, and Vj is the signal at
the input of the filter. Eliminating ¢ and V7, we obtain :

Ry +-L

V2 1;05

Vi

1 _R1+é
L+ % AR

If we let A — oo (ideal amplifier), then :
Vs B 1+ R.Cs B 1+ 7m9s

Vi RCs 18

Hence, the constants 71, 7 of the active filter are given by :

T1:RC, ngRlC

Problem 5.7

In the non decision-directed timing recovery method we maximize the function :
2
= Z ym(T)
m
with respect to 7. Thus, we obtain the condition :

dA dm

Suppose now that we approximate the derivative of the log-likelihood Ay (7) by the finite difference

dAL(T) N AL(T+5) —AL(T — (5)

dr 26
Then, if we substitute the expression of Az (7) in the previous approximation, we obtain :
dAL(T) o ¥m(T+0) = 3 Ym(T —0)
dr 26

_ %zm: [(/T(t)g(t_mT_T_a)dt>2— </T(t)9(t—mT—T+5)dt>2]

where g(—t) is the impulse response of the matched filter in the receiver. However, this is the
expression of the early-late gate synchronizer, where the lowpass filter has been substituted by the
summation operator. Thus, the early-late gate synchronizer is a close approximation to the timing
recovery system.
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Problem 5.8

An on-off keying signal is represented as :

s1(t) = Acos(2mfot + ¢e), 0 <t <T (binary 1)
so(t) =0, 0 <t < T (binary 0)

Let 7(t) be the received signal, that is r(t) = s(¢; ¢.) +n(t) where s(t; ¢.) is either s1(t) or so(t) and
2. The likelihood function, that is to be maximized
with respect to ¢, over the inteval [0, 7], is proportional to :

n(t) is white Gaussian noise with variance ]\; .
2 [T 2
A = exp [ [ [r(t) — s(t: 6ol
0Jo

Maximization of A(¢.) is equivalent to the maximization of the log-likelihood function :
T
Ar(ope) = ——/ [r(t) — s(t; pc))*dt
0

T 4 (T 9 (T
- _ = 2 - . .~ 2(4.
= No/o r(t)dt + No/o r(t)s(t; pc)dt No/o s%(t; pe)dt

Since the first term does not involve the parameter of interest ¢. and the last term is simply a
constant equal to the signal energy of the signal over [0,7] which is independent of the carrier
phase, we can carry the maximization over the function :

T
V(de) = / r(8)s(t; de)dt

Note that s(t; ¢.) can take two different values, s1(¢) and so(t), depending on the transmission of
a binary 1 or 0. Thus, a more appropriate function to maximize is the average log-likelihood

T T
V@JZ%AT@&@&+%AT@@@&

Since s3(t) = 0, the function V(¢.) takes the form :

T
V(6e) = % / P(£)A cos(27 ful + b0t
0

Setting the derivative of V(¢.) with respect to ¢. equal to zero, we obtain :

WV (¢e T :
gg(ii) ) =0 = %/0 r(t)Asin(27 fot + ¢c)dt
= cos gbc% /Tr(t)A sin (2 ft)dt 4 sin gbc% /Tr(t)A cos(2m f.t)dt
0 0
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Thus, the maximum likelihood estimate of the carrier phase is :

T .
Cg ML = —arctan fo 7(t) sin(27 fet)dt
) Jo () cos(2m fot)dt
Problem 5.9
a. The wavelength \ is :
N 3x1w® 3
109 m= 10 m

Hence, the Doppler frequency shift is :

u 100 Km /hr 100 x 10% x 10
—4+-_ =4 = - Hz = +£92.5926 H
o =£3 3 m 3 %3600 “

The plus sign holds when the vehicle travels towards the transmitter whereas the minus sign holds
when the vehicle moves away from the transmitter.

b. The maximum difference in the Doppler frequency shift, when the vehicle travels at speed 100
km/hr and f =1 GHz, is :
Afpmax = 2fp = 185.1852 Hz

This should be the bandwith of the Doppler frequency tracking loop.

c. The maximum Doppler frequency shift is obtained when f =1 GHz + 1 MHz and the vehicle
moves towards the transmitter. In this case :

3 x 108
Amin = 10° = 106 m = 0.2997 m
and therefore : 5
100 x 10
fDmax = XY 996853 Hy

0.2997 x 3600
Thus, the Doppler frequency spread is By = 2fp,,.x = 185.3706 Hz.

Problem 5.10

The maximum likelihood phase estimate given by (6-2-38) is :
Im [R5 Iy

Re [Zf;ol fxyn}

QBML = —tan !
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where y,, = fn(;ﬂ)T r(t)g*(t—nT)dt. The Re(y,), Im(yy) are statistically independent components

of y,. Since r(t) = e 9?>" I,g(t —nT) + z(t) it follows that y,, = I,,e ¢ + z,, where the pulse
energy is normalized to unity. Then :

K-1 K-1
> Lyn =3 [l e+ Iz
n=0 n=0

Hence :
[ |I ?e 9% 4 I;zn}] } = K |I,|*sin¢

and {
s

|I B ej‘z’—i-l,’;zn}]} = —K!fnfcosgb

Consequently : [qu L} = —tan "~ %rf ¢, and hence, (b ML is an unbiased estimate of the true

phase ¢.

Problem 5.11

The procedure that is used in Sec. 5-2-7 to derive the pdf p(©,.) for the phase of a PSK signal may
be used to determine the pdf p(¢asr). Specifically, we have :

Im [ZK ! I:yn}
Re [ZK ! I;yn}

where y,, = f(n+1 Tr(t g*(t — nT)dt and r(t) = e9?Y" I,9(t — nT) + z(t). Substitution of r(t)
into y,, yields : = I,e 9% + z,. Hence :

K-1 ‘ K-1 K-1
D Lm=e0 Y LT+ Y Iz
n=0 n=0 n=0

U+jV=Ce®+z2=Ccos¢+az+jy—Csing)

where ¢ = S5 1,12 and 2 = 57 2, = 2 4 jy. The random variables (x,y) are zero-mean,

Gaussian random variables with variances o2.Hence :

p(U, V) _ 1 e—[(U—Ccos¢)2—(V—Csinq5)2]

-1

darr = —tan

2mo?
By defining R = vU? + V? and (bML = tan "% and making the change in variables, we obtain
p(R, gZA)ML) and finally, p ngL fo qﬁML dr Upon performing the integration over R, as in
Sec. 5-2-7, we obtain :
p(QZA)ML) - ie_}YSiHQQB]\/[L /oo Te*(T*\/HcosdA)ML)Q/?dr
2m 0
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where v = C?/20%. The graph of p(gZA)ML) is identical to that given on page 271, Fig. 5-2-9. We
observe that E(¢prr) = ¢, so that the estimate is unbiased.

Problem 5.12

We begin with the log-likelihood function given in (6-2-35), namely :

AL(é) = Re { [Nio /T O r(t)s}“(t)dt} ej‘b}

where s;(t) is given as : si(t) = >, Ing(t — nT) + j >, Jou(t — nT — T/2). Again we define

Yn = fé;H)TT(t)sZ‘(t —nT)dt. Also, let : z, = f((,;ff’/;)g r(t)s;(t —nT —T/2)dt. Then :

A(9) = Re {5t [Sh L — 5 05 T }
= Re[Acos ¢+ jAsin @]
where A = Y57 1y, — 5K re,. Thus : AL(¢) = Re(A) cos ¢ — Im(A)sin ¢ and :

dAr(®)
do

= —Re(A)sing — Im(A)cos¢p =0 =

I SIS Lo — 55085 T

Re [SSRS) T — 5 085 |

1

CgML = —tan

Problem 5.13

Assume that the signal w,,(t) is the input to the Costas loop. Then w,,(t) is multiplied by
cos(2m fot + ¢) and sin(27 fet + ¢), where cos(27 f.t + ¢) is the output of the VCO. Hence :

Une(t)
= Angr(t) cos(2m fot) cos(2m fot + ¢) — Apmgr(t) sin(27 fot) cos(2m fot + @)

- AmgTT(t) [cos(27r2 fet +¢) + COS(@} - Am“&TT(t) [Sin(27r2fct +¢)— sin(é)}
Upms (1)

= Apgr(t) cos(2m fot) sin(2m fot + ¢) — Apgr(t) sin(27 fot) sin(27 fot + ¢)

= A0 o mapit +d) + sin(d)] — 229 [cos(d) — cos(2m2fit + &)
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10

The lowpass filters of the Costas loop will reject the double frequency components, so that :

imelt) = A2 cog) 4 AmIT) g
wo(t) = I gy AnIT) o

Note that when the carrier phase has been extracted correctly, ¢ = 0 and therefore :
Amgr(t) Amgr(t)

2 7 2
If the second signal, y,,s(t) is passed through a Hilbert transformer, then :

@ms(t) _ _Am.zT(t) _ AmgQT(t)

ymc(t) = yms(t) = -

and by adding this signal to y,,.(tf) we obtain the original unmodulated signal.

Problem 5.14

a. The signal r(t) can be written as :

r(t) = £v/2Pscos(2mfet + ¢) + /2P, sin(27 f.t + @)

P,
= V2(P.+ Py)sin (27cht+¢>+antan1< F))
C

P,
= +4/2Ppsin <27cht—|-¢)—i—ancosl< _C)>
Pr

where a,, = 1 are the information symbols and Pr is the total transmitted power. As it is observed
the signal has the form of a PM signal where :

P
0, = a, cos™! ( P_;>

Any method used to extract the carrier phase from the received signal can be employed at the
receiver. The following figure shows the structure of a receiver that employs a decision-feedback
PLL. The operation of the PLL is described in the next part.

t=T,
ot) > x fOTb(-)dt _¥, Threshold [
> DFPLL R
cos(27 fet + @)
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b. At the receiver (DFPLL) the signal is demodulated by crosscorrelating the received signal :

r(t) = /2Py sin (27cht+ ¢ + an cos ™ (\/P?T)> + n(t)

with cos(27 f.t + qg) and sin(27 f.t + gZA)) The sampled values at the ouput of the correlators are :

no= g [VEPr - na(0)] sin( — &+ 0,) + gnelt) cos(6 — b+ 6,)
ry = % [\/QPT _ ns(t)] cos(d — b+ 0,) + %nc(t) sin(é — ¢ — 6,,)

where n.(t), ns(t) are the in-phase and quadrature components of the noise n(t). If the detector
has made the correct decision on the transmitted point, then by multiplying 71 by cos(6,) and 7o
by sin(f,,) and subtracting the results, we obtain (after ignoring the noise) :

ricos(6,) = 1\/ 2Pp [sin(gb — $) cos?(6,) + cos(¢ — ) sin(6,,) cos(@n)]

2
rosin(f,) = %\/2PT [cos(qb — @) cos(0y,) sin(6,) — sin(¢ — ¢) sin2(0n)]

e(t) = ricos(f,) — rosin(6, \/ 2Py sin(¢

The error e(t) is passed to the loop filter of the DFPLL that drives the VCO. As it is seen only the
phase 6, is used to estimate the carrier phase.

c. Having a correct carrier phase estimate, the output of the lowpass filter sampled at t = T} is :

1 | P,
r = j:§ 2PTsincos_1( P—;)—i—n

1 P.
= +—+/2Pp4/1 ——
5 T PT+n

1 P,
= +—4/2Pr(1——
2\/ T< PT>+n

where n is a zero-mean Gaussian random variable with variance :

T, Ty
o2 = [/ / T) cos(2m ft + @) cos(2m for + ¢)dtdr
= 5 /0 cos?(2m fot + ¢)dt
T4

Note that T}, has been normalized to 1 since the problem has been stated in terms of the power of
the involved signals. The probability of error is given by :

2Pr (| _ P

No Pr
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The loss due to the allocation of power to the pilot signal is :

P
SNRjess = 101logyq (1 — —C)
Pr

When P./Pr = 0.1, then SNRj,ss = 10log;((0.9) = —0.4576 dB. The negative sign indicates that
the SNR is decreased by 0.4576 dB.

Problem 5.15

The received signal-plus-noise vector at the output of the matched filter may be represented as (see

(5-2-63) for example) : '
Tn = \/ 5367(9”_¢) + Nn

where 6,, = 0,7/2,m,3m/2 for QPSK, and ¢ is the carrier phase. By raising r, to the fourth power
and neglecting all products of noise terms, we obtain :

4 a6, — 3
o~ (VE) 09 14 (VE)” N,
(VE)® [VEe 74 4+ 4N,]
If the estimate is formed by averaging the received vectors {rﬁ} over K signal intervals, we have
the resultant vector U = K+/E,e 7% 4 4 Zfl{:l N,. Let ¢4 = 4¢. Then, the estimate of ¢4 is :

T —1Im(U)
1= —tan R

N, is a complex-valued Gaussian noise component with zero mean and variance 02 = Ny/2. Hence,
the pdf of ¢4 is given by (5-2-55) where :

_(KVE)? K%, KE,
7T 16(2K02) T 16KN, 16N,

To a first approximation, the variance of the estimate is :
9 1 16

%607 5, T K&, /N

Problem 5.16

The PDF of the carrier phase error ¢, is given by :

82
1 by

e [
V2moy

p(¢e) =
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Thus the average probability of error is :

Bo= [ Papeods,

—00

_ /ZQ[\/%IP(%M%
- 277%/ /\/T%exp[ ( qi)

dzds.

Problem 5.17

The log-likelihood function of the symbol timing may be expressed in terms of the equivalent
low-pass signals as

Ar(r) = Re [N% fTOr(t)sl*(t;T)dt]
— Re []&0 Sy () X0 In"g (t—nT—r)dt]
= Re |25 X L"ya(7)]

where y, (1) = [, (t)g*(t —nT — 7)dt.
A necessary condltlon for 7 to be the ML estimate of 7 is

dAi(T) — 0 =
LS Lya(r) + 2, Inyn*( ) = 0 =
Z In*ddT n(T )+Z ”dr (1) = 0

If we express y,(7) into its real and imaginary parts : y,(7) = an,(7) + jb,(7), the above
expression simplifies to the following condition for the ML estimate of the timing 7

) Re[In]%an(T) £y Im[In]dinn(T) —0

Problem 5.18

We follow the exact same steps of the derivation found in Sec. 6.4. For a PAM signal I,* = I,
and J, = 0. Since the pulse g(¢) is real, it follows that B(7) in expression (6.4-6) is zero, therefore
(6.4-7) can be rewritten as
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Ar(¢,7) = A(T) cos ¢
where

A(r) = 3 3 L)

Then the necessary conditions for the estimates of ¢ and 7 to be the ML estimates (6.4-8) and
(6.4-9) give

by =0

and
d

Z InE[yn(T)]T:%ML =0

Problem 5.19

The derivation for the ML estimates of ¢ and 7 for an offset QPSK signal follow the derivation
found in Sec. 6.4, with the added simplification that, since w(t) = g(t — 7//2), we have that

Tn(T) = yn(T + T/2).
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Problem 6.1

Let f(u) =u — 1 —Inwu. The first and second derivatives of f(u) are

df _ 1
du U
and )
2f 1
—=—=>0,Vu>0
du?  u?
In(u) vs. (u-1)
4 T T T
3l i
(u-1)
oL i
1r In(u) q
ol i
1k i
ok i
_3 . . . . . . , , ,
0 0.5 1 15 2 25 3 3.5 4 4.5 5

u

Hence this function achieves its minimum at % =0 = u = 1. The minimum value is f(u = 1) = 0 so

Inu =u—1, at u = 1. For all other values of u : 0 < u < 00, u # 1, we have f(u) > 0= u—1 > Inu.

Problem 6.2

We will show that —I(X;Y) <0

P(xiy;
—-I(X;Y) = —ZiZjP(xivyj)logQ#l%

P(xi)P(y;
_ ﬁzzzj P(l‘iyyj)lnlg(#ﬂ(jy)])

We use the inequality Inu < u — 1. We need only consider those terms for which P(x;,y;) > 0;
then, applying the inequality to each term in I(X;Y):

P(x;)P(y;
—I(X;Y) < 53X Plwi,y) [%‘1

= Tz i oy [P(@i)P(y;) — Pl y;)] <0
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The first inequality becomes equality if and only if

P(xi) P(y;)

Plryy) | TP = Few)

when P(z;,y;) > 0. Also, since the summations

YD [P Ply;) — Paiyy)))
i

contain only the terms for which P(z;,;) > 0, this term equals zero if and only if P(X;)P(Y;) =0,
when P(z;,y;) = 0. Therefore, both inequalitites become equalities and hence, I(X;Y) = 0 if and
only if X and Y are statistically independent.

Problem 6.3

We shall prove that H(X) —logn <0 :
H(X)—logn = E?:lpilogpii —logn
= Yipilogy = pilogn
= Yipilog o

_ 1 n . 1
= Tn2 Zi:l piln s

IN

1 1
n2 Z?:l P (n_m - 1)

Hence, H(X) <logn. Also, if p; =1/n Vi= H(X) = logn.

Problem 6.4
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1.
H(X) = —g:lp(l =) Hogy(p(1 — p)* )
= —plog,(p) kil(l —p)F 1 = plogy(1 — p) 2(/6 - 1)1 —p)*!
= Pl 7 ~Plel -p)g 1(1__pp))2
= —logy(p) — —L logy(1 - p)

2. Clearly P(X = k|X > K)=0for k < K. If k > K, then

P(X=kX>K 1—p)k-t
P(X = kX > K) = ( X >K) p(l-p)

P(X > K) P(X > K)
But,
o) o) K
PX>K) = Y pl-ph't= (Z(l -pFt=>"n —p)’H)
k=K+1 k=1 k=1
_ 1 1-(1-p~\ _
- p<1—<1—p>‘ 1—(1—p>>‘<1‘p)K
so that -
_ _p(l—p)*”
P(X_k\X>K)_1_7p)K

If we let k = K + 1 with [ = 1,2,..., then

p(1=p)(1—p)t

P(X =k|X >K) = = p(1—p)~!
(X = kX > K) T (1-p)
that is P(X = k|X > K) is the geometrically distributed. Hence, using the results of the first part
we obtain
e}
HXIX >K) = =) p(l—p) " logy(p(1—p)'™)
=1
l-p
= —logy(p) — logs(1 —p)
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Problem 6.5

The marginal probabilities are given by

2
P(X =0) = ZP(X:O,Y:k;):P(X:0,1/:0)+P(X:0,Y:1):§
k
1
P(X=1) = PX=1Y=k=PX=1Y=1)=-
( ) zk:( : ) = P( ; ) =3
1
P(Y =0) = PX=kY=0=PX=0,Y=0)==
(Y =0) zk: ( ; ) = P( ; )=3
2
P(Y =1) = ZP(X:k,Yzl):P(X:O,Y:1)+P(X:1,Y:1):§
k
Hence,
: 1, 1 1. 1
H(X) = —;PiloggPi:—(gloggg—i—gloggg):.9183
1
1. 1 1. 1
H(X) = - ;Pi logy P; = (3 logz 5 + 3 logy 7) = .9183
21, 1
H(X,Y) = — ; 5 logy 5 = 1.5850

H(X|Y) = H(X,Y)— H(Y)=1.5850 — 0.9183 = 0.6667
H(Y|X) = H(X,Y)— H(X) = 1.5850 — 0.9183 = 0.6667

Problem 6.6

1. The marginal distribution P(z) is given by P(z) = >_, P(z,y). Hence,
H(X) = =) P(x)logP(z)=-)_> P(x,y)log P(x)
T Ty
= =) P(x,y)log P(x)

x7y

Similarly it is proved that H(Y) = -3, P(z,y)log P(y).

2. Using the inequality Inw < w — 1 with w = %, we obtain

P()Ply) . P(x)Ply)
P(z,y) = P(z,y)

In
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Multiplying the previous by P(a: y) and adding over z, y, we obtain

ZPQ:ylnP ZPwylnPwy <ZP )—ZP(m,y)ZO
.y

7y
Hence,

H(X,)Y) < =Y Plz,y)lnP(x)P(y) ==Y Plz,y)(In P(z) + In P(y))

7y 7y
= —ZPazylnP ZPQ:ylnP() H(X)+H(Y)
@,y Y

Equality holds when PP =1, i.e when X, Y are independent.

3.
H(X,Y)=HX)+HY|X)=HY)+ HX|Y)

Also, from part 2., H(X,Y) < H(X) + H(Y). Combining the two relations, we obtain
HY)+HX|Y)<HX)+H(Y)= H(X|Y) < HX)
Suppose now that the previous relation holds with equality. Then,

_ZP( Ylog P(z|y) = ZP ) log P(z :>ZP ) log ( (|;))_0

However, P(z) is always greater or equal to P(x|y), so that log(P(x)/P(z|y)) is non-negative. Since
P(z) > 0, the above equality holds if and only if log(P(x)/P(z]y)) = 0 or equivalently if and only
if P(x)/P(x|y) = 1. This implies that P(z|y) = P(z) meaning that X and Y are independent.

Problem 6.7

H(X)Y) = H(X,9(X))=H(X)+ H(g(X)|X)
= H(g9(X)) + H(X|g(X))
But, H(g(X)|X) = 0, since ¢(-) is deterministic. Therefore,
H(X) = H(g9(X)) + H(X[g(X))
Since each term in the previous equation is non-negative we obtain
H(X) > H(g9(X))

Equality holds when H(X|g(X)) = 0. This means that the values g(X) uniquely determine X, or
that g(-) is a one to one mapping.
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Problem 6.8

m1 M2 Mn
H(XlXQXn) = — Z Z Z P(xl,xg, ,I‘n) logP(xl,xQ, ,I‘n)
J1=1ljo=1 jp=1

Since the {z;} are statistically independent :
P(z1,22,...; xn) = P(x1)P(22)...P(zn)

and

> Z P(x1)P(x2)...P(x,) = P(x1)

J2=1 Jn=1

(similarly for the other x;). Then :

= —2jim Plan)log P(z1) = 3252, P(x2)log P(xa)... — 35, P(xn)log P(xs)

= i H(X))

Problem 6.9

The conditional mutual information between zs and xo given x1 is defined as :

P(x3,z2]21) P(x3|wo71)
I(x3;22|T1) =lo =1lo
(w35 22|21) & Plasle))Plzalzr) 0 Plaslar)
Hence :
I(xs; xo)|2y) = I(as|ey) — I(x3]|zem)
and

P
I(X3; X021 X1) = ZﬂZﬂZﬁP(@”h@’m)lOg%

3 P(xl, o, 1‘3) log P(xg‘l‘l)

— Za:l Za:? Za:
+Z Z Z 3P(x1,3:2,1‘3) IOgP(xg‘l‘Ql‘l)

zl 2 T

= H(X3|X1) — H(X3|X2X7)
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Since I(X3; X2|X7) > 0, it follows that :
H(X3|X1) > H(X3|XoX1)

Problem 6.10

Assume that a > 0. Then we know that in the linear transformation ¥ = aX + b :

priy) = émy‘b)

a

Hence :
HY) = — [ py(y)logpy(y)dy

= — [ tpx () log Ipx (B52)dy
Let u = yT_b. Then dy = adu, and :

HY) = - ffooo épx(u) [log px (u) — log a] adu
= — [% px(u)logpx(u)du+ [ px(u)logadu
= H(X)+loga

In a similar way, we can prove that for a < 0 :

Problem 6.11

The linear transformation produces the symbols :
¥y, =ax; +b, 1=1,2,3

with corresponding probabilities p; = 0.45, ps = 0.35, ps = 0.20. since the {y;} have the same
probability distribution as the {x;}, it follows that : H(Y) = H(X). Hence, the entropy of a DMS
is not affected by the linear transformation.
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Problem 6.12

H = lim H(Xn|X1,..., X0 1)
n—oo
= lim |- Z P(J:l,...,xn)logQP(azn|x1,...,xn1)]
e L L1ye-9Tn

= lim |- g P(ml,...,xn)logQP(a:nb:n_l)]
n—oo
Tlsee9Tn

= lim |- Z P(xp, xp—1)logy P(xp|Tn—1)
n—oo
L Tn,Tn—1
= lim H(Xp|Xn1)
n—oo

However, for a stationary process P(zy,z,—1) and P(x,|z,—1) are independent of n, so that

H = lim H(Xy|Xo1) = H(Xa|Xo1)

Problem 6.13

First, we need the state probabilities P(x;), ¢ = 1,2. For stationary Markov processes, these can
be found, in general, by the solution of the system :

PI=P, Y P=1
7

where P is the state probability vector and II is the transition matrix : II[ij] = P(x;|z;). However,
in the case of a two-state Markov source, we can find P(z;) in a simpler way by noting that the
probability of a transition from state 1 to state 2 equals the probability of a transition from state
2 to state 1(so that the probability of each state will remain the same). Hence :
Then :
HX) = P(z1) [-P(x1|z1)log P(x1|x1) — P(x2]x1)log P(za|z1)] +

P(xz2) [—P(x1|z2)log P(x1|xe) — P(x2|xe)log P(xz2|z2)]

= 0.6[—0.8log0.8 — 0.21og 0.2] + 0.4 [—0.310g 0.3 — 0.71og 0.7]

= 0.7857 bits/letter
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10

If the source is a binary DMS with output letter probabilities P(x1) = 0.6, P(x2) = 0.4, its entropy
will be :
Hpys(X) =—0.6log0.6 — 0.41og 0.4 = 0.971 bits/letter

We see that the entropy of the Markov source is smaller, since the memory inherent in it reduces
the information content of each output.

Problem 6.14

Let X = (X1,X2,....,Xn), Y = (Y1,Y5,...,Y,). Since the channel is memoryless : P(Y|X) =
[T7, P(Yi[X;) and

I(X;Y) = Yx Sy P(X,Y)log LX)

[1; P(Yi| Xi)

= 2x 2y PX,Y)log iP(Yi)

For statistically independent input symbols :

S I(XGY:) = S Sy, Dy, P(XG, V) log TEE5

- P(Y; | X;
= Ex Ty PXY)log Hps?

Then :

IX;Y) =Y I(XYs) = > x>y PX, Y)lognf())

= Yy P log Lis) = 570 P(v)m i tog e

IN

> v P(Y) [Hi g(gi) - 1] loge

= Oy L PY:) =2y P(Y))loge= (1 —1)loge =0

where we have exploited the fact that : Inu < u— 1, with equality iff u = 1. Therefore : I(X;Y) <
o I(X;;Y;) with equality iff the set of input symbols is statistically independent.

Problem 6.15
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By definition, the differential entropy is

| "~ p(@) log pla)da

—0o0

For the uniformly distributed random variable :

a

“1 1
H(X)=—- [ —log—dx=1loga
0 a

1. Fora=1, H(X)=0

2. Fora=4, H(X)=Ilog4=2log2

3. Fora=1/4, H(X)=1log$=—2log2

Problem 6.16

The source entropy is :

5
1
H(X)=> pilog - log 5 = 2.32 bits/letter
i=1 v

1. When we encode one letter at a time we require R = 3 bits/letter . Hence, the efficiency is
2.32/3 =0.77 (T7%).

2. If we encode two letters at a time, we have 25 possible sequences. Hence, we need 5 bits per
2-letter symbol, or R = 2.5 bits/letter ; the efficiency is 2.32/2.5 = 0.93.

3. In the case of encoding three letters at a time we have 125 possible sequences. Hence we need
7 bits per 3-letter symbol, so R = 7/3 bits/letter; the efficiency is 2.32/(7/3) = 0.994.

Problem 6.17

Given (ni,ns2,n3,n4) = (1,2,2,3) we have :

4

9
Zz—”k :2—1+2—2+2—2+2—3=g >1
k=1
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12

Since the Craft inequality is not satisfied, a binary code with code word lengths (1,2,2,3) that
satisfies the prefix condition does not exist.

Problem 6.18

2m 2n
Z 2k — 22—” =92n2 " =1
k=1 k=1

Therefore the Kraft inequality is satisfied.

Problem 6.19

1. The following figure depicts the design of a ternary Huffman code (we follow the convention
that the lower-probability branch is assigned a 1) :

Codeword Probability
01 0.25 1
0.58
11 0.20 ) 0
001 0.15 1 0.42 )
100 0.12 0
0.22 0
101 0.10 1
0.33
0001 0.08 ) 0
0.18 .
0.1 0
00001 0.05
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2. The average number of binary digits per source letter is :

Z P(x;)n; = 2(0.45) + 3(0.37) + 4(0.08) + 5(0.1) = 2.83 bits/letter

3. The entropy of the source is :

Z P(z;)logP(x;) = 2.80 bits/letter

As it is expected the entropy of the source is less than the average length of each codeword.

Problem 6.20

1. The Huffman tree and the corresponding code is shown below:
0.15 0

0 e
0.12 0

10 @

110 ® 0.1 0 0.3

1110 ® 0.05 0 0.2

0.1
11110 @ 0.04 0 1

0.05

1
11111 @ 0.01

The average codeword length is given by
R=0.7x1+0.1x (24 3)+0.0.05 x4+ 5(0.01 +0.04) = 1.65

and the minimum possible average codeword length is equal to the entropy of the source
computed as

H(X)=-> pilog,p; ~ 1.493
2. Yes since 1.5 exceeds the entropy of the source.

3. Not by using the Huffman code in part 1, since 1.65 > 1.5.
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Problem 6.21

The Huffman tree is shown below

0.20
00 1 @

14

0.17 o
Ty e—
0.32

100

0.15
Ty &—

101 1
0.13

0.42

110 =7 @
0.12
Ty e—
0.22

010

0.58

—_

xﬁO.lO /

011 1

1110 =

1111

The average codeword length is given by

R=2x0.2+3(0.17 + 0.15 + 0.13 + 0.12 + 0.1) + 4(0.07 4 0.06) = 2.93

and the entropy is given by

H(X) =

and

Problem 6.22

— " 8p;log, p; ~ 2.9035
=1

. 2.9035

~ 0.991
2.93 0-99

1. The following figure depicts the design of the Huffman code, when encoding a single level at a

time :
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Codeword Level Probability .
1 a1 0.3365
0
00 as 0.3365
0.6635
0
010 as 01635 ———— 0
0.327
011 a4 0.1635 1
1

The average number of binary digits per source level is :

R =" P(a;)n; = 1.9905 bits/level

)

The entropy of the source is :

H(X)=— Z P(a;)logP(a;) = 1.9118 bits/level

2. Encoding two levels at a time :
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Codeword Levels Probability
001 ajal 0.11323
010 aiag 0.11323
0.22646 1
011 azai 0.11323
100 aza2 0.11323
0.22327
0.55987
1011 ajas 0.05502
0.11004
1010 a1a4 0.05502
0.33331
0
00000 az2a3 0.05502
0.11004
00001 a2a4 0.05502
0.22008
00010 asai 0.05502
0.11004 0.44023
1 1
00011 azasg 0.05502 1
1100 aqay 0.05502 0
0.11004
1101 agaz 0.05502 1
0.21696
11100 asas 0.02673
0.05346 1
11101 asa4 0.02673 1
0.10692
1
11110 agas 0.02673
0.05346
11111 asas 0.02673 1

The average number of binary digits per level pair is Ry = >, P(ax)n; = 3.874 bits/pair resulting
in an average number :
R = 1.937 bits/level

As J — oo, 1 H(X) = 19118 bits/level.
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Problem 6.23

1. The entropy is

7
H(X)=-> pilogyp; = 25703
=1

2. The Huffman tree is shown below

0.25
00 27 ® 0

0.21 0
1074 @ 0.59

0.19
010 ~e 0

0.34
0.15
011 Z5 0.41 1

0.11 0

—_

110 2

0.07 —
1110 23

0.02
1111 21

and

R =2(0.25+0.21) + 3(0.19 4+ 0.15 4+ 0.11) + 4(0.07 + 0.02) = 2.63

3. We have P(y;) = 0.02 + 0.11 + 0.15 = 0.28, P(ys) = 0.07 + 0.025 = 0.32, and P(y3) =
0.21 4+ 0.19 = 0.4. Therefore, H(Y) = — Z?Zl P(Y;)logy P(Y;) =~ 1.569.

4. Y is more predictable because its entropy is lower

Problem 6.24
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1. We have
e Pdr=1-—e1=0.6321

e dr=e1—e2=02325

e Fdr=e2—e*=0.0315

e dr=e*=0.0183

/

J

N 3
P(X =25) = / e Pdr=e"?—e? =0.0855

2

/

/

and the Huffman tree is shown below

005 0
10 15 ® 0
0.3678
110 2.5 0 1
. 0.1353
1110 3.5
0.0498 1
111 6 1
1

2. H(X) =—),pilogp; =~ 1.4738.

3. R=0.6321+2 x 0.2325 + 3 x 0.0855 + 4(0.0183 + 0.0314) ~ 1.5528 and 1 = 1.4738/1.5528 ~
0.9491.

4. Note that X is a deterministic function of X since if we map values of 4.5,5.5,6.5,7.5,8.5, ...
of X to 6 we obtain X, therefore by the result of problem 6.7, H(X) < H(X).

Problem 6.25

1. Since the source is continuous, each source symbol carries infinite number of bits. In order
to reconstruct these real numbers with no distortion infinite precision and therefore infinite
bits are required and therefore R = cc.
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2. For squared error distortion, the best estimate in the absence of any side information is the
expected value which is zero in this case and the resulting distortion is equal to variance
which is given by

Jg(ziz—

3. An optimal uniform quantizer generates five equiprobable outputs each with probability 1/5.
The Huffman code is designed in the following diagram

00 0
1/5 @
3/5 0
010 0
1/5
/5 1
011 1
1/5
10 0
1/5
N2/5 1
11 1
1/5 e

The average codeword length is %(2 +2+2+3+3) =12/5 = 2.4 binary symbols/source

symbol, and the resulting transmission rate is 2.4 x 10000 = 24000 binary symbols/second.
The resulting distortion is
(8/5)* 16

12 75

4. If Huffman code for long sequences is used, the rate will be equal to the entropy (asymptoti-
cally) and R = logy 5 = 2.3219 and the resulting rate is 23219 bits per second, the distortion
is as in case 3.

Problem 6.26
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H(X) = —(.05logy.05+ .1logy.1+ .1logy.1+ .151l0g, .15
+.051log, .05 + .25 logy .25 + .3log, .3) = 2.5282

2. After quantization, the new alphabet is B = {—4,0,4} and the corresponding symbol probabil-
ities are given by

P(—4) = P(=5)4 P(=3)=.05+.1 = .15
P(0) = P(=1)+P(0)+P(1)=.1+.15+.05=.3
P(4) = P(3)+P(5) = .25+.3 = .55

Hence, H(Q(X)) = 1.4060. As it is observed quantization decreases the entropy of the source.

Problem 6.27

The following figure depicts the design of a ternary Huffman code.

0 22 0
10 18 — 0
TR 1 50 |1
12 15 —-2
20 13 ——0
21 1 1 28 |,
2 05 —2

The average codeword length is

R(X) = ) Px)n, =.22+2(18+ .17+ .15+ .13+ .10 + .05)
T

= 1.78 (ternary symbols/output)

For a fair comparison of the average codeword length with the entropy of the source, we compute
the latter with logarithms in base 3. Hence,

H(X)=->_ P(x)logy P(z) = 1.7047

As it is expected H(X) < R(X).
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Problem 6.28

1. We have H(X) = — Y, ;527" logy 27" — 35 logy 35 = 31/16 = 1.9375 and H(Y) = log, 6 =
2.58. Obviously Y is less predictable since its entropy is higher.

2. For X the Huffman tree is

0 e 0
10 e 0
110 0 1z
1/4
1110 0 1
1/8
11110 0 1
1/16
11111 1
1
and for Y
0
00 e
1/3
/ 0
01 e {
100 0
101
110
111

For X we have R=1/2+2x1/4+3x1/8+4x1/16+5 x 2/32 = 31/16, hence n = 1. For
Y, R=2x1/3+3x2/3 = 2.666 and 1 = 2.58/2.666 ~ 0.9675.

3. The first source has no room for improvement. Therefore we observe an improvement for Y.

4. From elementary probability we know that the PDF of the sum of two independent random
variables is the convolution of their PDF’s. We can easily obtain the convolution of two
sequences

(1/6,1/6,1/6.1/6,1/6,1/6)
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and

(1/2,1/4,1/8,1/16,1/32,1/32)

to be
(1/12,1/8,7/48,5/32,31/192,1/6,1/12,1/24,1/48,1/96,1/192)

The entropy of this PDF is found to be 3.0671. WE observe that H(X) + H(Y) = 4.5225
and thus H(X +Y) < H(X)+ H(Y).

5. We note that X + Y is a function of X and Y and by problem 6.7, H(X +Y) < H(X,Y) <
H(X)+H(Y). For equality we must have 1) (X,Y') be a deterministic function of X +Y, i.e.,
we must be able to uniquely determine both X and Y from their sum. This means that no

two pairs of X and Y should result in the same sum, and 2) X and Y have to be independent.
Clearly H(X +Y) > H(X) + H(Y) can never happen.

Problem 6.29

1. Simple differentiation proves that %Hb(p) = —;E)f’f;) < 0 and therefore the function is
concave.
2. We have
1
Qla) = R at

resulting in

d2 X 2
Q) = e/

which is positive for > 0, hence Q(z) is convex.

3. Assume that X is equal to z1 and xo with probabilities A and 1 — XA where 0 < A < 1, then
g(E[X]) = g(Ax1 + (1 — N)zx2) and E[g(X)] = Ag(z1) + (1 — AN)g(z2). From the definition of
convexity we readily have .

4. The proof is by induction. We assume that g(E[X]) < E[g(X)] for all random variables with
n possible values and prove that it holds also for RV’s with n + 1 possible values. Let the
possible values be z;, 1 <7 <n 4 1 and the corresponding probabilities be p;, 1 <i <n+ 1.
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We have

n+1
9(E[X]) =g <sz$z)
i—1
=g <(1 — Pnt1) (Z sz) +pn+133n+1>

o L= Pt
< (1 —=pnut1)g ———2; | + pns19(Tni1)
< . Di
<1 =pn1) ) T 9(i) + Pas1g(@ni)
i=1 Pn+1

n+1

= Zpig(fb‘z‘)
i=1

where in the first inequality we have applied the inequality for a variable with two values
and in the second inequality we have applied it to the case with n points. The proof for a
general continuous random variable follows from a limiting argument and using the continuity
of convex functions on open intervals.

5. This is a direct consequence of Jensen’s inequality and the convexity of Q(z) for positive
arguments.

Problem 6.30

Parsing the sequence by the rules of the Lempel-Ziv coding scheme we obtain the phrases
0, 00, 1, 001, 000, 0001, 10, 00010, 0000, 0010, 00000, 101, 00001,
000000, 11, 01, 0000000, 110, ...

The number of the phrases is 18. For each phrase we need 5 bits plus an extra bit to represent the
new source output.
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Problem 6.31

Dictionary | Dictionary | Codeword
Location Contents
1 00001 0 00000 0
2 00010 00 00001 0
3 00011 1 00000 1
4 00100 001 00010 1
5 00101 000 00010 0
6 00110 0001 00101 1
7 00111 10 00011 O
8 01000 00010 00110 0
9 01001 0000 00101 0
10 01010 0010 00100 0
11 01011 00000 01001 0
12 01100 101 00111 1
13 01101 00001 01001 1
14 01110 000000 01011 0
15 01111 11 00011 1
16 10000 01 00001 1
17 10001 0000000 01110 0
18 10010 110 01111 0

1. For lossless transmission of a continuous source R = oo.

A~

24

2. For a discrete source R = H(X) is the minimum rate. We have to find the probabilities of
X. We have

) 1 . .
P(X =05) = /1—6—5 dz = [—6_5]0 1=1—e¢"3 =0.3935
0

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



25

and

H(X) = —0.3935 x log, 0.3935 — 0.2387 x log, 0.2387 — 0.1447 x log, 0.1447
—0.2231 X log, 0.2231 = 1.9092 bits/source output

3. Note that having X we know the i such that i < X < i + 1, and therefore we know X. But
having X we do not always know X, for instance when X = 6. This shows that the uncertainty
in X is more than the uncertainty in X and hence H(X) > H(X). More rigourously, since
knowledge of X determines X, we have H(X|X) = 0 but H(X|X) > 0. Now expand H(X, X)
in two ways as

H(X,X)=H(X)+ H(X) > H(X)
= H(X) + H(X|X)
= H(X)

Therefore H(X) > H(X).

4. From part 3, knowledge of X uniquely determines X and hence it also uniquely determines
Y. Also note that Y uniquely determines ¢ such that ¢ < X < ¢+ 1, since for different values
of i values of Y are different. Since Y uniquely determines ¢, it also uniquely determines
X, hence Y < X and H(Y) = H(X). Obviously other relations cannot be true since

0< H(X) < HX).

Problem 6.32

1 1 .
= ln/\—i_X/o Xefixda:

= ln)\—l—i)\:l—i—ln)\

where we have used the fact [;° $e 3dz =1 and E[X] = [;zte 3dz = .

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



26

2.
1 w1l
H(X) —/oo e ln(ﬁe )dx
= —ln(ﬁ)/wﬁedaz—i—x/wmﬁekdz‘
[ /° 1 o
= ln(2)\)+x [/w—xﬁekdaz—i—/o r—e Adx]
2\ 4+ A A= 14+ In(2\)
- Tt
3.

O 24+ A -z 4 A
- / Tt In(x + \)dx — / Tt In(—z + \)dx
Y

= In(\?) —In()\) + 3

Problem 6.33

1. Since R(D) =log 4 and D = %, we obtain R(D) = log(%ﬂ) = log(2) = 1 bit/sample.

2. The following figure depicts R(D) for A = 0.1, .2 and .3. As it is observed from the figure, an
increase of the parameter A increases the required rate for a given distortion.
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R(D)

015 02 0.25 03
Distortion D

Problem 6.34

1. Here R(D) = Hy(p) — Hy(D) where D is the Hamming distortion, which is equal to p.. Hence
R = Hy(4) — Hy(.1) = 0.502.

2. For Gaussian sources with squared error distortion, R(D) = %logQ % = %logg % = 0.7075.

3. P(Z <0)=.4and P(Z > 0) = .6. Since the quantizer is uniform, there are four levels less
than zero and four levels higher than zero, for the levels less than zero, p = .4/4 = .1 and for

positive levels p = .6/4 = .15. Sine we need error free transmission, R = H(X) and hence,

R =—-4x0.11logy0.1 —4 x 0.151og, 0.15 = 2.971

Problem 6.35

1. For a Gaussian random variable of zero mean and variance o2 the rate-distortion function is
given by R(D) = % log, %. Hence, the upper bound is satisfied with equality. For the lower bound
recall that H(X) = 1 log,(2mes?). Thus,

1 1 1
H(X) — =logy(2meD) = =log,(2mes?) — = logy(2meD
9 2 9 2 2
1 2meo?
2 Og2<27r€D> k(D)
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As it is observed the upper and the lower bounds coincide.

2. The differential entropy of a Laplacian source with parameter A\ is H(X) = 1 4+ In(2)\). The
variance of the Laplacian distribution is

2 T ol sl 2
o = r'—e A dl’ = 2)\
)

Hence, with 02 = 1, we obtain A = \/1/2 and H(X) = 1+In(2\) = 1+In(v/2) = 1.3466 nats/symbol =
1.5 bits/symbol. A plot of the lower and upper bound of R(D) is given in the next figure.

Laplacian Distribution, unit variance

R(D)
N

«-.____Upper Bound

0 01 02 03 04 05 06 07 08 09 1
Distortion D

3. The variance of the triangular distribution is given by

0 A
A - A
o’ = / <x}—|\—2 >x2d3:+/ < x)\—; >$2dl‘
- 0

IR 2RI N DA SRR AN
)\2
— E

Hence, with 02 = 1, we obtain A = v/6 and H(X) = In(6)—In(v/6)+1/2 = 1.7925 bits /source output.
A plot of the lower and upper bound of R(D) is given in the next figure.

Problem 6.36
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Triangular distribution, unit variance

-.___ Upper Bound

03¢ Lower Bound
oo T T
) S —
0 01 02 03 04 05 06 07 08 09 1

Distortion D

Codeword Letter Probability

2 1 0.25
2
00 o 0.20 0
1 0.47
01 3 0.15
0
9
0
10 5 0.10
9
12 6 0.08
0 0.28
110 ©7 0.05
1
1 1
111 T8 0.05
0.1
9
T9 0

R = 1.85 ternary symbols/letter

Problem 6.37
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But :

and

Hence :

Problem 6.38

30

1 _lx/M—lx
p X = — ¢ 2
%) (2m)n/2 | M|

H(X) = —/Oo /OO p(X) log p(X)dX
log p(X) = —% log(2m)™ | M| — (% log e> X'M~1X

[ee] (e} 1 n
/ / <— log e> X'M™ X p(X)dX = ~ loge
—00 —00 2 2

H(X) = 1ilog(2m)"|M|+ %loge”
= 1log(2me)" | M|

1-D
R(D) =logM + Dlog D + (1 — D)log%
3
2.5 q
s i
M=8 ///
21.5* o

— P .
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
D
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Problem 6.39

Let W = P'P. Then :
dw(X,X) = (X-X)PP(X-X)
- (P(X X)> P(X - X)
1

(Y 3?) (Y Y)

where by definition : Y=nPX, Y = /nPX . Hence : diy(X,X) = do(Y,Y).

Problem 6.40

1. The Huffman tree is shown below

0.8
° 0

0.1
10 @ Q

0.05 0 0.2

110

0.04
1110

0.01 1
1111

The average codeword length is R = 0.8 x 142 x 0.1+ 3 x 0.05+4(0.01+0.04) = 1.35 and the
minimum possible average codeword length given by the entropy is H(X) = — > p;logy p; =
1.058. Obviously H(X) < R as expected.

2. The capacity of the channel is C' =1 — H,(0.3) = 0.1187. Since H(X) > C' it is not possible
to transmit the source reliably.

3. No since R > C.
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Problem 6.41

1. Solving % log2 =1 — Hy(e) we obtain

D = 22(1—Hy(e)) ;2

2. Here we have to solve 3 log, % = 1 logy(1 + P/0?2) resulting in

J2

T 1+ Pjo?

3. The memory in the source makes it more predictable, thus we expect the distortion to be
decreased.

Problem 6.42

H(X|G) = / / (7, g)log p(z|g)dxdg

But X, G are independent, so : p(z,g) = p(z)p(g), p(z|g) = p(x).Hence :

e [f p(x) log p(a)dz| dg

= H(X) = %log(%reag)
where the last equality stems from the Gaussian pdf of X.

2.
I(X;Y)=H(Y) - HY|X)

Since Y is the sum of two independent, zero-mean Gaussian r.v’s , it is also a zero-mean Gaussian

r.v. with variance : 07 = o7 + 0. Hence : H(Y) = log (2me (02 + 02)) . Also, since y =z + g :
0l2) = oy — ) = ——e T
x) = —x) = e

204
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Hence :

HY|IX) = - /OO /Oo ple. ) log p(y|z)ddy

= = [T aterone [ st (o ent- L0 ) dyas

_ /Oop(x)loge[/oopg( )(ln(\/_an) %)dy}dm

n

_ /gp( )1oge[1n(\/_an)+2—20n} dz
_ [1og(\/%an)+%1oge] / h p(z)dz
1

—00

where we have used the fact that : [ py(y —x)dy =1, [*_(y—2)’py(y — x)dy = E [G?] = o2.
From H(Y), HY|X) :

1 1 1
[(X;Y)=H(Y) - H(Y|X) = 7 log (2me(02 + 02)) — 5108 (2meoy) = 5108 <1 +

3qto | &qw

Problem 6.43

By symmetry of the inputs B and C, their probabilities have to be equal. Therefore we assume
P(A) =1—-p, P(B) = P(C) = p/2. We then have P(Y = 1) =1—-p+p/2 =1—p/2 and
P(Y =0) =p/2, thus H(Y) = Hy(p/2). We also note that H(Y|X = A)=0and HY|X =B) =
HY|X=C)=1,hence HY|X)=(1-pHY|X = A)0+p/2HY|X =B)+p/2HY|X =C) =
p. Therefore,

C=maxI(X;Y)
2
=max H(Y) - HY|X)
2

= max Hy(p/2) —

straightforward differentiation results in

p/2

1=0
1—p/2

1
——1 1
5 logz eln

resulting in p = 0.4 and C' = Hy(0.2) — 0.4 = 0.3219.
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Problem 6.44

1. The Huffman tree is shown below

0.25 0
00 e

0.2 0
10 @

0.15

0.58

010

0.1
110

0.1
0110

0.08
0111

0.07
1110

0.05 1
1111

and R = 2(0.25 +0.2) + 3(0.15 + 0.1) + 4(0.1 + 0.08 + 0.07 + 0.05) = 0.9 4 0.75 + 1.2 = 2.85.
The minimum average codeword length is H(X) = — ). p; logy p; = 2.8155.

2. The minimum required channel capacity is equal to the entropy, i.e., C = 2.8155. Since the
capacity of a BSC is at most 1, this source cannot be transmitted via a BSC.

3. We have to solve %logg % = 2.8155 resulting in D = 272x2:8155 = (,0202.

Problem 6.45

For channel A, by symmetry of A and B inputs, we need to assume P(X = A) = P(X =B) =p
and P(X =C) =1-2p, for 0 < p < 0.5, and regardless of the value of p we will have H(Y') = 1.
We note that H(Y|X = A)=H(Y|X=B)=0and HY|X =C)=1,or HY|X) =1-2p and
I(X;Y)=HY)—-HY|X)=1- (1 —-2p) = 2p which is maximized for p = 1/2. Therefore we
must choose A and B each with probability of 1/2 and we should not use C. The capacity is 1.

For channel B, the two outputs B’ and C’ are identical and can be combined resulting a noiseless
channel with capacity 1.

For the cascade of two channels the same arguments result in C' = 1.
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Problem 6.46

1. To have a distortion of 1 we have to maintain a rate of at least R(D) = 3logy 0?/D when
D=1 or R= %logQ 4/1 =1 bits per sample which is equivalent to 8000 bits per second.

This means that the channel capacity must be at least 8000 bits per second or
8000 = 4000logy(1 + P/NoW')
resulting in P/NoW = 3.

2. For BPSK with hard decision decoding the channel model reduces to a BSC channel with
crossover probability of ¢ = Q(y/2Ep/Np). The maximum possible signaling rate over a
channel with bandwidth of 4000 Hz from Equation 4.6-6 is R = 2W = 8000, and we have
8000 = 8000(1 — Hp(€)) or € = 0 resulting in Ep/Ny = oc.

Problem 6.47

1. We have
C=maxI(X;Y)
p(z)

:m(a?H(X) — H(X|Y)
p(x

< max H(X)
p(z)

=log, 3
2. The input probability that achieves this must be a uniform probability and must satisfy

H(X|Y) = 0, ie.,, X must be a deterministic function of Y is known. For instance the
following probability transition matrix would result in C' = log, 3.

1 000
P=10 100
0010

3. The minimum achievable distortion is the solution of %logQ % = log, 3, resulting in D = 277,
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Problem 6.48

1. The entropy of the source is :
H(X)= H(0.3) =0.8813
and the capacity of the channel :
C=1-—H(0.1) =1-0.469 = 0.531

If the source is directly connected to the channel, then the probability of error at the destination
is :

P(error) = P(X=0PY =1X=0)+P(X=1)P(Y =0|X =1)
= 03x014+0.7x01=0.1

2. Since H(X) > C, some distortion at the output of the channel is inevitable. To find the
minimum distortion, we set R(D) = C. For a Bernoulli type of source :

R(D) = H(p) —H(D) 0<D <min(p,1-p)
0 otherwise

and therefore, R(D) = H(p) — H(D) = H(0.3) — H(D). If we let R(D) = C = 0.531, we obtain
H(D) = 0.3503 = D = min(0.07,0.93) = 0.07
The probability of error is :

P(error) < D = 0.07

3. For reliable transmission we must have : H(X) = C =1 — H(e). Hence, with H(X) = 0.8813
we obtain

0.8813 = 1 — H(e) => € < 0.016 or € > 0.984

Problem 6.49

1. We have H(S1) = — >, ;52 " logy 27" — 35 logy 35 = 31/16 = 1.9375 and H(S>) = log, 6 =
2.58. Obviously S5 is less predictable since its entropy is higher.

2. For X the Huffman tree is
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0 e 0
10 e 0
110 o 0 12
1/4
1110 0 1
1/8
11110 0 1
1/16
11111 1
1
and for Y
0
00 e
1/3
/ 0
01 e {
100 0
101
110
111

For S; we have R=1/2+2x1/4+3x1/8+4x 1/16+ 5 x 2/32 = 31/16, hence n = 1. For

Sa, R=2x1/3+3x2/3=2.666 and n = 2.58/2.666 ~ 0.9675. The Huffman code for the
first source is more efficient.

3. The first source has no room for improvement. Therefore we observe an improvement for Ss.

Problem 6.50

From 6.5-30, it is sufficient to show that

/ " plA) logy P9 4y — gas0)
oo p(y)
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We have
%0 (y]A) © 1 a2 2"
b\y _ W= e o
p(y|A) log dy = / e 2% log dy
/oo ? ply) —c0 V2102 ? ef(y;;ﬂ +e—(y;;;>2
© 1 _(y=4)? 2
= / e 37 logy ——a W
—c0 V2102 14+e o2

Defining v = y/o and x = A/o gives the desired result.

Problem 6.51

1. By symmetry the capacity is achieved with uniform input distribution. Also note that
HY|X =0) =HY|X =1) =1, thus HY|X) = 1. Uniform input distribution results
in an output distribution of (1/4,1/2,1/4). Therefore, C = H(Y) —-1=3/2—-1=0.5.

2. For symmetric binary input channels from Equation 6.8-27, we have Ry = 1 — logy(1 + A),

A=Y Vplyle)p(ylez)

1 1 1 1 1
A—V0X5+V§X5+V§X°—5

and Ry =1 —log, 3 = 0.415.

where

In this case

3. We need to solve R(D) = 2C = 1. From 1 logy 4 =1 we have D = 1.

Problem 6.52

_ P(y;|x;)
I(zj;Y) = fiolp(yi\mj)log?y‘i)ﬂ

Since

i
L

P(zj)= Y, P(X;)=1

P(z;)7#0

<.
Il
o
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we have :
I(X;Y) = XI55 P)I(x3Y) = X pras)z0 CP()
= CZP(IJ,)#O P(x;) = C = maxp( ;) [(X;Y)
Thus, the given set of P(x;) maximizes I(X;Y’) and the condition is sufficient.

To prove that the condition is necessary, we proceed as follows : Since P(x;) satisfies the
condition E?;é P(xz;) =1, we form the cost function :

q—1

C(X)=I(X;Y) =X |>_ Pla;) —

J=0

and use the Lagrange multiplier method to maximize C'(X). The partial derivative of C'(X) with
respect to all P(Xj) is

o0C (X 1
SFeg = o T Pl o) = AT P(ej) + ]
= (oY) + X2 Plag) gply L@ Y) = A =0
But :
- - - P(y;) Pyilz;) 0P(yi
S Plag) gptar (e Y) = —loge 07 Play) %! Plyiley) prds Dinln), SEw)
— —1 P(xz;)P(y;|z;
= —loge 2" [ Perled | Py
= —loge % BULP(yilay) = —loge
Therefore:
q—1
I(mk'Y)—i—ZP(x')LI(x"Y)—)\:0:>I(a:k'Y):)\—I—loge Yz,
9 jZO J 8P(mk) VAR 9 )

Now, we consider two cases :
(i) If there exists a set of P(z) such that :

-1
P(xp)=1,0< P(zy) <1, k=0,1,...,g — 1 and
0

Q

aC(X)

oP(ey) "

B
Il

then this set will maximize I(X;Y), since I(X;Y") is a convex function of P(xy). We have :

C = maxp(,) I(X;Y) = Zg;é P(zj)I(xzj;Y)

— Zg;é P(xj) [)\ + log e] = \+loge = I(xj;Y)

This provides a sufficient condition for finding a set of P(x;) which maximizes I(X;Y), for a
symmetric memoryless channel.
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(ii) If the set {P(x)} does not satisfy 0 < P(zx) < 1, k =0,1,...,¢g — 1, since I(X;Y) is a
convex function of P(xy), necessary and sufficient conditions on P(zy) for maximizing I(X;Y") are

OI(X:Y)
OP(xy,)

AI(X;Y)

= u, for P(zx) > 0, 9P (r)

<, for P(zy) =0

Hence :
I(rg;Y) = p+loge, P(xy) #0
I(zg;Y) < p+loge, Plxy) =0

is the necessary and sufficient condition on P(zy) for maximizing I(X;Y) and p + loge = C.

Problem 6.53

a. For a set of equally probable inputs with probability 1/M, we have :

Iag;Y) = S5 Plyilay) log Zize)

= P(yglax)log T 1 57 P(yi]ay) log D)

But Vi:
M-1
1 1 1 P 1
P(y;) = P(yilz;) = 37 P(yile:) + sz(yi|xj) = <1 —p+ (M -1 1) =M
j=0 J#i
Hence :
IaY) = (1-p)log G + (M — 1) 5 log 24

= (1—p)log (M(1—p)) +plog ()
= logM + (1 —p)log(1—p)+ plog (ﬁ)

which is the same for all £ = 0,1,...M — 1. Hence, this set of { P(xy) = 1/M } satisfies the condition
of Probl. 7.1.

b. From part (a) :

C=logM + (1—p)log(l—p)+plog P
M -1
A plot of the capacity is given in the following figure. We note that the capacity of the channel is
zero when all transitions are equally likely (i.e. when 1 —p = ﬁ =p= % or: p=20.5 M=
2, p=0.75,M=4; p=0.875,M =38).
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Problem 7.2
T

2.5F b
M=8

15 M=4

Capacity (bits/channel use)

—

. . . .
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Error probability p

Problem 6.54

In all of these channels, we assume a set of { P(x;)} which, we think, may give the maximum 7(X;Y")
and see if this set of {P(z;)} satisfies the condition of Probl. 7.1(or relationship 7-1-21). Since
all the channels exhibit symmetries, the set of {P(x;)} that we examine first, is the equiprobable
distribution.

a. Suppose P(z;) = 1/4,Vi. Then : P(y1) = P(yi|lx1)P(z1) + P(y1|z4)P(z4) = 1/4. Similarly
P(y;) =1/4,Vj . Hence :

4
Plyjler) 1. 1/2 1. 1/2
I(z1;Y) =) P(yjlz1)log —2——* = ~log = + = log -~ =log2 =1

(1;Y) ; Wiler)log —pr 5= = gloe gz +3los g7 = 1o
Similarly : I(z;;Y) = 1,4 = 2,3,4. Hence this set of input probabilities satisfies the condition of
Probl. 7.1 and :

C =1 bit/symbol sent (bit/channel use)

b. We assume that P(z;) = 1/2, i = 1,2. Then P(y;) = % (3 + &) = 1 and similarly P(y;) =
1/4, j = 2,3,4. Hence :

4

I(z1;Y) =) P(yj|z1)log
j=1

TR 9216 22 4 97 10g L2 = 0.0817
P(y;) 3874 7% %1

and the same is true for I(z2;Y"). Thus :

C' = 0.0817 bits/symbol sent
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c. We assume that P(z;) = 1/3, i = 1,2,3. Then P(y;) = 3 (3+3+ %) = % and similarly
P(y;) =1/3, j =2,3. Hence :

3
P(y;|z1) log —21 %) —1 =
ey ; (gl o = P(y;) g1/3+ & 13 6% 13~

and the same is true for [(z9;Y), I(z3;Y). Thus :

C = 0.1258 bits/symbol sent

Problem 6.55

We expect the first channel (with exhibits a certain symmetry) to achieve its capacity through
equiprobable input symbols; the second one not.

a. We assume that P(z;) = 1/2, i = 1,2. Then P(y;) = 3 (0.6 +0.1) = 0.35 and similarly
P(y3) = 0.35,. P(y2) = 0.3. Hence :

0.6 0.3 0.1
PWile) _ 66106 28 4 0310 g 55 T 0-1log 5o = 0.2858

3
I(z;Y) = Py, 1
(xla ) Z (y]|x1) Og P(y]) 0 35 0 35

j=1
and the same is true for I(x9;Y"). Thus, equally likely input symbols maximize the information rate

through the channel and :
C' = 0.2858 bits/symbol sent

b. We assume that P(z;) = 1/2, i = 1,2. Then P(y;) = (0.6 +0.3) = 0.45, and similarly
P(y2) = 0.2, P(y3) = 0.35. Hence :

3

P(y;|z1) 0.6 0.3 0.1
I(x1:Y) = P(y; log —22"~2 — .61 0.3log — + 0.1log —— = 0.244
(z1;Y) ; (yjlz1) log P(y;) 8 gap T Ulos g TO-Hles gy
But :
3
P(y;|z2) 0.3 0.1 0.6
I(z9:Y) = P(y; log —Z"=2 = 0.3 log 0.1log — + 0.61log —_0191

Since I(x1;Y) # I(x2;Y") the equiprobable input distribution does not maximize the information
rate through the channel. To determine P(z1), P(z2) that give the channel capacity, we assume
that P(z1) = a, P(z2) = 1 — a; then we find P(y;), express I(X;Y) as a function of a and set its
derivative with respect to a equal to zero.
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Problem 6.56

Relationship (7-1-31) gives :

Py
C =Wlog <1 + W]:f()) = 25.9 Kbits/ sec

Problem 6.57

1. We assume that P(v;) = 1/2, i = 1,2. Then P(y1) = 2 (3(1 —p) + 3p) = 1 and similarly
P(y;) =1/4, j =2,3,4. Hence :

P . —
[a;;Y) = Yj_; Plyle1)log THa5) = 21(1 - p)log U572 + 21plog 17
= 1+ plogp+ (1 —p)log(l—p)
and the same is true for [(z9;Y"). Thus, equiprobable input symbols achieve the channel capacity

C=1+plogp+ (1 —p)log(l— p) bits/symbol sent

2. We note that the above capacity is the same to the capacity of the binary symmetric channel.
Indeed, if we consider the grouping of the output symbols into a = {y1,y2} and b = {ys3,ys} we
get a binary symmetric channel, with transition probabilities: P(a|z1) = P(y1|z1) + P(y2|z1) =
(1 —=p), P(alxs) = p, etc.

Problem 6.58

We assume that P(z;) = 1/3, i = 1,2,3. Then P(y1) = 3 ((1 —p) +p) = % and similarly P(y;) =
1/3, j = 2,3. Hence :

P . —
I(x1;Y) = 233':1 P(y;|z1)log g’gy':)l) =(1—p)log % + plog 1%
= log3+plogp+ (1 —p)log(l —p)

and the same is true for I(x9;Y), I(x3;Y). Thus, equiprobable input symbols achieve the channel
capacity :
C =1log3+ plogp+ (1 —p)log(l — p) bits/symbol sent
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Problem 6.59

1. the probability that a codeword transmitted over the BSC is received correctly, is equal to the
probability that all R bits are received correctly. Since each bit transmission is independent from

the others :

P(correct codeword) = (1 — p)f

P( at least one bit error in the codeword) = 1 — P(correct codeword) =1 — (1 — p)¥

P( ne or less errors in R bits) = Z <]f>pz(1 —p)
i=1

4, For R=5, p=0.01, n, =5:

(1—p)f =0.951
1—(1—p)® =0.049
S (B —p)P i =1—(1—p)F =0.049

Problem 6.60

|
>
Il
=
Il
8
|
>
Il
=
Il
—_
|
8
H
=
@
=}
|
h<
Il
=
Il
_
|
=
8
|
h<
Il
&
Il
!
—
|
o
+
E/
Il

P(yjlzi
IX:Y) = Y2, 50, Plyle) Plas) log i)

= a(l —p)logﬁ +aplog§ +(1 —a)plog% +(1—a)(1 —p)log(l_}l)ﬁ

= —(1-p)laloga+ (1 —a)log(l—a)]

Note that the term — [aloga + (1 — a)log(1 — a)] is the entropy of the source.

2. The value of a that maximizes I(X;Y") is found from :

dI(X;Y)
da

aloge:0:>a:1/2

:0:>10ga+gloge—log(1—a)—
a 1—-a
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With this value of a, the resulting channel capacity is :

C = I(X;Y)|4=1/2 = 1 — p bits/channel use

3. I(z;y) = log Plﬁl(’g). Hence :

1(0;0) = log 7=F7 = 1

I(1;1) = 1og(1{% =1

Problem 6.61

1. The capacity of the channel in bits per second is 500 x 3 logy(1 + P/o3) = 2501logy(1 + P/o3)
and the rate of the source, at distortion D is 1000 x 3 logy 0% /D = 500log, 07 /D. Equating
these two and solving for D results in

2
07

V14 P/o}

2. The channel model in a BSC. Since 500 symbols are transmitted per second, the energy in
each symbol is P/500 and Ny/2 = o3. Therefore, the crossover probability of the BSC is

e = Q(v/2Ey/No) = Q(P/50003)

and the capacity is C' = 500(1 — Hy,(Q(P/50003))). The distortion is obtained by equating
this with the rate distortion function of the source, i.e., solving

500(1 — Hy(Q(P/50003))) = 5001logy o3 /D

resulting in
D = 29~ (1= Hy(Q(P/50003)))

3. When the source is not memoryless, it is more predictable from previous samples, i.e., with
lower rate we can achieve the same distortion, or with the same rate we can achieve lower
distortion, when compared with a memoryless source. Hence we expect the distortion to be
lower.

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



46

Problem 6.62

1. The required channel capacity is equal to the source entropy, i.e., H(X) = Hy(1/3) = 0.9183.
The capacity of a BPSK channel with hard decision decoding is 1 — Hy(Q(+/2REp/Ny)),
where R = 0.9183. Therefore we need to have 1 — Hy(Q(y/2RE}/Np)) = 0.9183 resulting in

Q(v/2RE,/Ny) = 0.0101 which gives Ej/Ny ~ 1.0601.

2. From Equation 6.8-32, the cutoff rate for a BSC model is given by
Ry =1 —logy(1+ /4p(1 —p))

where p = Q(\/2REy/Ny). We have 1 — logy(1 + /4p(1 —p)) = 0.9183 from which we
obtain p = 8.5072 x 10~%. Using 8.5072 x 10~* = Q(v/2RE,/No) with R = 0.9183 gives

Ey, /Ny = 1.7086.

3. For a Gaussian source R(D) = $log, 5 = 1 logy(1/(1/4)) = 1 and 1—H,(Q(y/2RE,/Np)) = 1
with R = 1. This results in Q(y/2RE}/Np) = 0 and Ep/Ny = oc.

Problem 6.63

1. For this source R(D) = Hy(0.1) — Hy(D) = 0.469 — H,(D), and C = 1 — Hy(0.1) = 0.531,
hence 0.531 = 0.469 — Hy(D) resulting in Hy(D) = 0.062 and D = P, ~ 0.007.

2. Here R(D) = %logQ 1/D, hence %logQ 1/D = 0.531 and D = 0.479.

3. Here 3log, 1/D = $logy(1+ P/o?) and D = /(P + o?).

Problem 6.64

The capacity of the additive white Gaussian channel is :

1
C:§log<1+

W)

For the nonwhite Gaussian noise channel, although the noise power is equal to the noise power in
the white Gaussian noise channel, the capacity is higher, The reason is that since noise samples
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are correlated, knowledge of the previous noise samples provides partial information on the future
noise samples and therefore reduces their effective variance.

Problem 6.65

1. By symmetry the capacity is achieved with a uniform input distriubution resulting in the
output probability vector (1/6,1/6,1/6,1/2). It is also clear that H(Y|X =a) = H(Y|X =
b) =H(Y|X =c¢) =1, hence H(Y|X) = 1. Therefore C = H(Y) - H(Y|X) =1.7925 — 1 =
0.7925.

2. We have

2
P(X=0)=P(X<2)= / 2¢ %" dx = 0.9817
0

and P(X = 1) =1 —0.9817 = 0.0183. Therefore, H(X) = H(0.0183) = 0.1319. Since the
source entropy is less than the channel capacity, the source can be reliably transmitted over
the channel.

Problem 6.66

Both channels can be viewed as binary symmetric channels with crossover probability the proba-
bility of decoding a bit erroneously. Since :

Q [\ / %’)’] antipodal signalling

P, =
Q [, /]‘ff—’(’)] orthogonal signalling

the capacity of the channel is :

1-H (Q [ QEbD antipodal signalling

C = 10 (Q [ %]) orthogonal signalling

In the next figure we plot the capacity of the channel as a function of J‘ff—% for the two signalling
schemes.
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Antipodal Signalling

Capacity C
o
o

,,,«'O/rthogonal Signalling

Problem 6.67

1. The capacity of the binary symmetric channel with crossover probability € is :
C=1-H(e)

where H (€) is the binary entropy function. The rate distortion function of a zero mean Gaussian
source with variance o2 per sample is :

1 2 2
5logy 5 D<o

R(D) =
0 D > o?
Since C' > 0, we obtain :
1 o? o?
- —<1- — <
ploge y S 1 - H() = gy S P

and therefore, the minimum value of the distortion attainable at the output of the channel is :

0.2

Dumin = o360 710)

2. The capacity of the additive Gaussian channel is :

1 P
C:§log2 (14—;)

n
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Hence : ) ) )
o o o
—logy —<(C—= —<D— ——5 <
2 %2 = 920 = 1+ 2=
0—71
The minimum attainable distortion is :
2
o
Dmin = T P
1+ =

3. Here the source samples are dependent and therefore one sample provides information about the
other samples. This means that we can achieve better results compared to the memoryless case at
a given rate. In other words the distortion at a given rate for a source with memory is less than the
distortion for a comparable source with memory. Differential coding methods discussed in Chapter
3 are suitable for such sources.

Problem 6.68

The overall channel is a binary symmetric channel with crossover probability p. To find p note that
an error occurs if an odd number of channels produce an error. Thus :

n
p= Z . (1 — ek

k=odd

Using the results of Problem 5.45, we find that :
1 2

p=5[1—(1-2¢7]

and therefore :
C=1-H(p)
If n — o0, then (1 —2€)” — 0 and p — 1. In this case
1
C=1limC(n)=1—-H(=)=0
n—o0 2

Problem 6.69

1. The capacity of the channel is :

Cr=g%NHY%—HO$@]
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But, H(Y|X) = 0 and therefore, C1 = maxp(,) H(Y) = 1 which is achieved for P(0) = P(1) = 3.

2. Let ¢ be the probability of the input symbol 0, and thus (1 — ¢) the probability of the input
symbol 1. Then :

HY|X) = ) P@)HY|X =)

= (HY|X =0)+(1-qHY|X =1)
= (1-qHY[X =1)=(1-¢)H(0.5) = (1-q)

The probability mass function of the output symbols is :

PY=c) = qgPY=cX=0+(1—-qPY =cX=1)
q+ (1 —¢)0.5=0.5+0.5¢q
P(Y=d) = (1—q)0.5=0.5—0.5q

Hence :

Cy = max[H(0.5 + 0.59) — (1 - g)]

To find the probability g that achieves the maximum, we set the derivative of Co with respect to ¢
equal to 0. Thus,

90, 05 1
220 = 1-105l0g,(0.5+05 0.5+ 0.5¢) —————— —
7o [0.510g5 (0.5 4 0.5¢) + (0.5 + q>0,5 +0.5¢ In 3
—05 1

—[~0.510g,(0.5 — 0. 5 = 0.5)
[-0.510g5(0.5 — 0.5¢) + (0.5 05q>0.5—0.5qln2]

= 1+ 0.510g5(0.5 — 0.5¢) — 0.5log,(0.5 + 0.5¢)

Therefore :
0.5—-0.5q

log, 22054 5 3
52051 05g 1= 5

and the channel capacity is :

1 2
Co=H(-)—-=0.3219
)= H(Z) -

3. The transition probability matrix of the third channel can be written as :

Q= %Q1+%Q2

where Q1, Qo are the transition probability matrices of channel 1 and channel 2 respectively. We
have assumed that the output space of both channels has been augmented by adding two new
symbols so that the size of the matrices Q, Q1 and Qs is the same. The transition probabilities to
these newly added output symbols is equal to zero. Using the fact that the function I(p;Q) is a
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convex function in Q we obtain :

C = maxI(X;Y)=maxI(p; Q)
P P

1 1
= max/(p; Q1+ ;Qo2)
P 2 2

1 1
< 5 maxI(p; Q1) + 5 maxI(p; Q2)
2 p 2 p
1 1
= -C1+ =C
1Tt
Since Q; and Qg are different, the inequality is strict. Hence :

1 1
C< 5014-502

Problem 6.70

The capacity of a channel is :

C= I;ﬂ(gyf(X; Y)= r;l(g[H(Y) - H(Y|X)] = I;l(gy[H(X) - H(X|Y)]

Since in general H(X|Y) > 0 and H(Y|X) > 0, we obtain :
C < min{max[H (Y)], max[H (X)]}

However, the maximum of H(X) is attained when X is uniformly distributed, in which case
max[H (X)] = log|X|. Similarly : max[H(Y)] = log|Y| and by substituting in the previous in-
equality, we obtain

C < min{max[H(Y)],max[H(X)]} = min{log|Y|,log |X|}
= min{log M,log N}

Problem 6.71

1. Let g be the probability of the input symbol 0, and therefore (1 — ¢q) the probability of the input
symbol 1. Then :

HY|X) = Y P@HY|X =)

= ¢HY|X =0)+(1-gHY|X =1)
= (1-gHY[X=1)=(1-qH(e)
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The probability mass function of the output symbols is :

P(Y=0) = qP(Y =0[X =0)+(1-q)P(Y =0/X =1)
= ¢g+(1—-q¢(1—¢) =1—€e+gqe
PY=1 = (1—-qe=¢€e—qe

Hence :

€ = max{H (e — qe) - (1 — q)H(e)

To find the probability ¢ that achieves the maximum, we set the derivative of C' with respect to ¢
equal to 0. Thus :

9C
19—:O:H(e)+elog2(e—qe)—elog2(1—6+qe)
q
Therefore : o
€ — qe H(e e+27 7« (e—1
logy = - (© —q= (H(e) )
1—€e+qe € e(1+2" )

and the channel capacity is

_H(9 _H(9
C:H<2 : )_H(e)Q
€

H{(e) (e)

H
1427 (1+2 <)

2. If € — 0, then using L.’Hospital’s rule we find that

i L oo g -0

e—0 € e—0 €

and therefore
lim C(e) = H(0) =0

e—0

If € = 0.5, then H(e) = 1 and C = H(%) — 2 = 0.3219. In this case the probability of the input
symbol 0 is

H(e)

€+ 27
e(1+27
If e =1, then C' = H(0.5) = 1. The input distribution that achieves capacity is P(0) = P(1) = 0.5.

(e—1) 05+025%x(0.5-1) 3

H§€>)  05x(14+025) 5

3. The following figure shows the topology of the cascade channels. If we start at the input
labeled 0, then the output will be 0. If however we transmit a 1, then the output will be zero with
probability

PY=0X=1) = (- +el—€)+e(1—€)+---

= (l-—e)(l+ete+---)

1_n
€ =1—€"

Thus, the resulting system is equivalent to a Z channel with ¢; = €™.
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4. Asn — oo, € — 0 and the capacity of the channel goes to 0.

Problem 6.72

The SNR is :
2P P 10

No2W — 2W 109 x 106
Thus the capacity of the channel is :

SNR = =10*

C = Wlogy(1 + ) = 10°1og, (1 4 10000) ~ 13.2879 x 10° bits/sec

NoW

Problem 6.73

1. We have

D= B[(X - X)P
= (1 — P,)E[(X — X)?[no error in channel] + P.E[(X — X)?|error in channel

But E[(X — X)2|no error in channel] = 0.3634 and

0 e’}

(z —0.798) f (z) dz + / (z 4+ 0.7998)% f () du
0

E[(X — X)%error) = /
—0o0

0

= B[X?] +0.7982 — 2 x 0.798/

—0o0

zf(z)dr + 2 x 0.798/ooa:f(a:)dx
0

0 00
=1+ 0.6368 — 1.596/ —yf(—y)d(—y) + 1.596/ zf(z) do

00 0

o0
= 1.6368 + 3.192/ zf(z)dr = 1.6368 + 3.192 x 0.39894 = 2.91
0

Hence,
D =109 x0.3634 + 0.1 x 2.91 = 0.618
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2. Here we have a binary equiprobable source to be transmitted over a channel with capacity
C =1—- Hp(0.1) = 0.531. The minimum error probability of the source is obtained when
R(D) = C, or when 1 — Hy(P.) = 0.531 resulting in P, = 0.1 and thus D = 0.618 as in case
1.

3. Since the source X is binary and equiprobable, it cannot be compressed by source coding.
Hence the results of parts 1 and 2 would not change.

4. In this case we have to solve %logg % = 0.531 resulting in D = 0.479.

5. The existence of memory makes the source more predictable and reduces the distortion.

Problem 6.74

1. By symmetry the capacity is achieved using a uniform input probability mass function. This
results in an output probability mass function given by P(a;) = 1/2n for 1 < ¢ < n and
P(E) = 1/2, resulting in

n 1 1
H(Y) = -2 log, — -

V) =gl g, 2
Also we have H(Y|X = a;) = 1 for 1 < i < n, hence HY|X) =Y P(X = a))HY|X =
a;) = 1. Therefore, C = H(Y) — H(Y|X) = 3logyn. When n = 2™, the capacity is C = 2.

1 1
_510g2 1+§log2n

2. The source entropy is equal to 1, hence if n > 4, then C' > 1 and the capacity exceeds
source entropy and reliable transmission of the source is possible. If n < 4, then the resulting
error probability is obtained by solving the equation R(FP.) = C where R(D) is the rate
distortion function for a binary equiprobable source with Hamming distortion. This results
in 1 — Hy(P.) = $logyn and P, = H, ' (1 — 4logyn). For n = 3 we have P, = H, '(1 —
log, 3) = H, (0.2075) ~ 0.0325. For n = 2, we have P, = H, '(1 — 1 log,2) = H, '(0.5) ~
0.11. entropy

3. Here R(D) = §log, % = Llogyn and D = o?/n.

Problem 6.75

The plot with the cutoff rate Rs for the BSC, when the three different modulation schemes are
employed is given in the following figure:
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R, for BSC

—— Antipodal
091 - —-—-  Orthogonal ’ 1
DPSK ’

0.8

bits/dimension
o o o o o o
N w S ol =2 ~

o
s

0
-10 -5 0 5 10 15
v, (@8)

As we see, orthogonal signaling is 3 dB worse than antipodal signaling. Also, DPSK is the worst
scheme in very low SNR’s, but approaches antipodal signaling performance as the SNR, goes up.
Both these conclusions agree with the well-known results on the performance of these schemes, as
given by their error probabilities given in Chapter 5.

Problem 6.76

1. The cutoff rate for the binary input, ternary output channel is given by :
Rg—max —logz ZP\/ il7)
=0 | 5=0
To maximize the term inside the brackets we want to minimize the argument S of the log function

2
: S = Z?:o [Z}:o Pj\/P(i|j)] . Suppose that Py =2, P, =1 — «. Then :

§ = (evT=p—a+@-2)yp) +(ava+ 1 -2)va) + (eyp+ 1 -2)yT-p—a)’
= (1—(1—2\/ —p —a) —2(1—(1—2\/ —p —a)a:—i—l

By setting : 2 = 0, we obtain = 1/2 which corresponds to a minimum for S, since d — \x 12> 0.
Then :

1 24/ —
R3:—10gS:—log{ rat p P’ a} 1—log(1+a—|—2\/ (1-— —a)
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2. For = 0.651/Ny/2, we have :

p= ke [ exp(— (o + VE)*/No) = Q [0.65 + 2B/ No|
0= [7sexp(— (@ + VE)? /No) = Q |/2Ee/No — 065 — Q | /2Ec/No +0.65)

TNy

The plot of R3 is given in the following figure. In this figure, we have also included the plot
2 . As we see the difference in performance between continuous-output

of Hoo = 108 o~
(soft-decision-decoding , Ry,) and ternary output (R3) is approximately 1 dB.

10°

Problem 7.11
T

Bits

10~

SNR (dB)

Problem 6.77

From expression (7.2-31) we have that

M M ,
o (3 S )

=1 m=1

and, since we are given that equiprobable input symbols maximize R, p; = p, = 1/M and the

above expression becomes
| MM ,
—d2 /AN,
Ry = —log, <—.7‘ 2 g E e~ %m/ O)
=1 m=1

The M-ary PSK constellation points are symmetrically spaced around the unit circle. Hence, the
sum of the distances between them is the same, independent of the reference point, or En]\le e~ im/4No
is the same for any [ = 0,1,...M — 1. Hence,

Ry = —logy (% Zi\il efdgm/ZlNO)
= logy M — logy 31| €™ /4No
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The distance of equally spaced points around a circle with radius /& is dn, = 2v/Ecsin FF. So

M
RO = 10g2 M — 10g2 Z e_(gc/No) sin? %
=1

The plot of Ry for the various levels of M-ary PSK is given in the following figure:

F\’0 for M-ary PSK

4 \ \ \
M=16
351 1
3k
M=8
25} 1
c
g
3
5
E 2r
£
2 M=4
2
154 : 1
s
M=2
05 : : J
0 1 1 1 1 1 1
-10 -5 0 5 10 15 20 25

v, (@8)

Problem 6.78

1. For a binary-input symmetric channel from Equation 6.8-27, Ry = 1 —logy(1 + A), where by

Equation 6.8-10
o0
A= / P(yla)p(yles) dy
— o0

Hence,
> /1
A:/ \/Ze_y_”e_y‘f'”dy
—00
1 [t 1/t 1 [
:5/ Vey—leyt+l dy—|—§/ \/eyleyldy+§/ \/e*erlefyfldy
—00 —1 1
1 [t 1/t 1 [
= Yy + = Ly + - “vd
2/_006 y+2/_1€ y—|-2/le Y
=2¢ !
and

Ry =1—logy (1+2¢ ") ~ 0.2044
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2. By symmetry the optimal threshold is zero and the channel crossover probability is

1 [ 1
p:P(y>O|X:—1):P(n—1>0):P(n>1)25/ e dn = Lo~ 0184
1

3. In this case by Equation 6.8-32,

2
Ry = log,
1+ /4p(1 —p)

=0.1723

Problem 6.79

This is a symmetric channel model, hence we can use Equation 6.8-22
2
Ry = 2logy M — log, / (Z \/p(ylw)> dy
x;

where z; = (0,...,0,vE,0,...,0) is an M dimensional vector with v/E at its ith component. We

have
M
p(ylzi) = pulyi — VE) Hpn(yj)
g
and
M M
S Vrle) =D | palyi = VE) [ paly))
©; i—1 j=1
i
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= i1 j=1
j#i

M M M

3N Vol — VE)pu(ye — VE) Hpn () | | TTpntwe)
=g i 7k

M M

= palyi — VE) [[ pn(u;)

i
M M M

305 Vol = VEai)on (v — V) T polw)
= e

From above we have

/ (Zv ylw> TS %> / / Vot = VEWpuui)palye — VEIpn () dyidy

zlkl

BV SS (/ N <y>dy)2

=1 k=
7&

=M+ MM (/ \/pn - (y)dy>2

Substituting this result into the relation for Ry and deleting logy M gives

1+ (M (/ \/pn (y)dy>2]

Ry = logy M — log,

] . -2 | —w=vE?
For a Gaussian channel, p,(y) = N and pp(y — VE) = BRI therefore,
0o 2y2—2VEy+E
Vpaly = VE)paly) dy = / HER gy
/oo " " 0 VTNp
5 1 _(=vER)?
— ¢ N e No dy
— 00 7TNO

E
= eim

Hence,

(/O; Vouly = VE)paly) dy>2 _ oo
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and

Ry = logy —5
14+ (M —1)e Mo
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Problem 7.1

1. Consider the sequence a’ for i = 1,2,3,.... Since the group is finite all these elements cannot
be different and for the first time, for some k, we will have a* = a™ for some m < k. This
means that @/ = 1 for j = k — m. Obviously, a’ # 1 for i < j since otherwise a* will not be
the first element that repeats.

2. If ' = ", then a’~* = 1 but since i’ — i < j, this is impossible.

3. First we note that G, is closed under multiplication, in fact we obviously have a*.a™ = a!

where | = k+m mod j, and hence | < j. Clearly a/ = 1 is the identity element and for each
a’, i < j, the element o/~ is the inverse.

4. If Gy N Gpy # 0, then for some 1 < k,1 < j we have b.a* = a!, resulting in b = a!~* if | > k or
b= a/tU=k) if k > [. But this is impossible since by assumption b ¢ G,. Also elements of Gy,
are distinct since elements of G, are distinct and b # 0.

5. If there exits a ¢ ¢ G, U Gpq, then we can generate G, = {c.a, c.a?,. .. ,c.aj}. The elements
of Gy are distinct and G, N G, # 0 as shown in part 4. We can also show that Gy, N Geq # 0
since otherwise c.a® = b.a! for some 1 < k,1 < j, resulting in ¢ = b.a!™* or ¢ = b.altU=k),
which is impossible since ¢ ¢ Gp,. This shows the number of elements in {F' — {0},-,1} is
at least 3j. Continuing this argument we get to a point where no new element like ¢ exists
that is not in the previously generated cosets, from which we conclude that j, the order of a

divides ¢ — 1.

6. Let 3 be a nonzero element and let let k& denote the order of 3, then ¥ = 1. But by part 5,
we have ¢ — 1 = k.l for some integer I, therefore, 3971 = (5*)! = 1.

Problem 7.2
If 3 = neq0, then B9~! = 1 and hence 3 satisfies equation X7 — X = 0. Obviously X = 0 is also a
root of this equation. Therefore all elements of the Galois field are the roots of X9 — X = 0.

Problem 7.3
The Tables are shown below

+1{011]2]|34 01234
Offof17213|4 0(0(0]0]0]0
111123410 1170(1(2]3|4
2112314101 210124113
3134012 31013142
414101123 41101413121

Problem 7.4
There exist nine possible candidates of the form X? + aX + b where a,b € {0,1,2}. From these
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candidates X2, X2 + X, X? 4+ 2X are obviously irreducible. It is easily verified that X2 + 2 =
(X +1)(X+2), X2+ X +1=(X+2)2 and X?+2X + 1 = (X + 1) Therefore the only prime
polynomials of degree 2 are X? 4+ 1, X? + X + 2, and X? + 2X + 2. Choosing X? + 1 as the prime
polynomial, we obtain the following multiplication table for GF(9).

0 1 2 X 2X 1+4X | 1+2X | 24+ X | 242X
0 0 0 0 0 0 0 0 0 0

1 0 1 2 X 2X 1+4X | 1+2X | 24+ X | 242X

2 0 2 1 2X X 242X | 24X | 142X | 1+ X

X 0 X 2X 2 1 X+2 | X+1 |2X+2|2X+1

2X 0 2X X 1 2 2X+1 (12X +2 ] X+1 | X+2
1+4X 0] 1+X | 242X | X+2 | 2X +1 2X 2 1 X
142X |0 142X | X+2 | X+1 |2X+2 2 X 2X 1
24X |0 24X | 142X |2X+2| X +1 1 2X X 2
242X |0 24+2X | 1+X | 142X | 24X X 1 2 2X

Problem 7.5

In GF(8) primitive elements are elements of order 7. From Problem 7.1, the order of nonzero
elements are factors of ¢ — 1 = 7. From this we note that the order of a nonzero element is either
1 or 7. The only element with order 1 is 1. All other nonzero elements have order 7. Therefore
primitive elements are 2,3,4,5,6, and 7. Similarly in GF(32) each nonzero element has order equal
to 1 or 31. Since the only element of order one is 1, we conclude that all elements of the field except
0 and 1 are primitive.

Problem 7.6

From Table 7.1-6, we note that a'® +o® +1 =02 +a+1+a’+a=1and a'?-a® =al® =1,
hence is closed under addition and multiplication. It is also clear that o® and o' are multiplicative
inverses on each other. Therefore, {0,1,a°, o'} is a subfield of GF(16), showing that GF(4) is a
subfield of GF(16).

Problem 7.7

Elements of GF(32) are the roots of X*? — X = X (X3! —1) = 0 and elements of GF(4) are the
roots of X (X3 — 1) = 0. Since it can be easily verified that X3 — 1 does not divide X3! — 1, we
conclude that GF(4) is not a subfield of GF(32). Also from Problem 7.5 it is seen that all elements
of GF(32), except 0 and 1 are primitive and hence have order equal to 31. This means that they
cannot be an element of any subfield.

Problem 7.8
The primitive polynomial of degree five is X® + X2 + 1 and the table is given below
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Power Polynomial Vector
— 0 00000
al = B! 1 00001
al a 00010
a? a? 00100
ol ad 01000
ot ot 10000
a® a?+1 00101
af o’ +a 01010
af ot +a? 10100
ab ad+a?+1 01101
o’ at+ad+a 11010
atl ot +1 10001
all a+a+1 00111
al? ad+a?+a 01110
ald at + ad + o? 11100
att at+ad+a’?+1 11101
ald at+ad+al+a+1| 11111
att at+ad+a+1 11011
al’ at4+a+1 10011
a'd a+1 00011
at? a? +a 00110
a?0 a® + a? 01100
a?! at+a? 11000
a?? at +a?+1 10100
a? ad+a?+a+l 01111
a2t at+ad+a’+a 11110
a® at+ad+1 11001
a?0 at4+a’+a+1 10111
o7 B +a+1 01011
a8 at+at+a 10110
a? ad+1 01001
a0 ot +a 10010
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For 3 = o? the conjugates are 32, 5%, 3%, and ' and

0p(X) = (X + B)(X + F°)(X + (X + 6°)(X + 5'°)
= (X?+aX + o) (X2 + X 4+ %) (X +a'")
—_ (X4+a30X3 +a9X2 +a28X—|—al4)(X—|—oz17)
=X+ X'+ X34+ X241
and for v = a3 + a = o = 3% we have the same set of conjugates and hence the same minimal
polynomial.

Problem 7.9

Note that > ¢ 8 = Y 1,1 and since 3 # 0, then > ¥ ;3 = 0 if and only if > ;" ;|1 = 0.
Therefore, we need to show that > ;" ;1 # 0 for n < p and ¥ ;1 = 0. Note that if n is the
smallest integer such that ;" ; 1 =0 then n must be a prime sine if n = ki, then

resulting in either Zle 1=0or 23:1 1 = 0 contradicting that n is the smallest integer satisfying
> 11=0. Since {F,+,0} is an Abelian group, then by Problem 7.1, the additive order of 1, i.e.,
the smallest integer such that » ;" ; 1 = 0, must divide the size of the group, i.e., p". Therefore n
is a prime that divides p™, i.e., n = p, thus completing the proof.

Problem 7.10
Using the binomial expansion

p—1
(a+BP=a+> <f> P~ 4 P
=1

Since

P\ _plp=1)...(p-i+1)
i i(i—1)...2x1

is an integer and p is prime, none of the factors i, ¢ — 1, ¢ — 2, ..., 2 divides p and thus p divides
(¥). Therefor by the result of Problem 7.9, (¥)a?~*3" = 0 and hence (o + )P = o + 3.

i

Problem 7.11

A binary LBC is a linear subspace of the n-dimensional binary space. Denoting its dimension by
k, we can find a basis of size k for this subspace of the form {ej,...,e;}. The codewords can be
expressed in the form ¢; = Z;?:l aje;j where a; € {0,1}. There are a total of 2% combinations of
a;’s, thus there are 2% codewords for some k < n.

Problem 7.12

1. Iif dg(x,y) =0, then & and y agree at all components, hence & = y, if = y then obviously
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2. dg(x,bmy) = di(y,x) is obvious since x disagrees with y at the same components that y
disagrees with «.

3. If for some 1 <1¢ <n, x; = y; and y; = z;, then x; = z;, therefore, the contribution of this
component to dg(x,y), dg(y, z), and dy(x, z) is zero. At other components dg(x;,y;) +
dp(yi, zi) > 1, whereas dg (i, z;) < 1; i.e., dg(x;,y;) + dg(yi, zi) > dg(x, 2;). Adding over
all components we conclude dy(x, z) < dg(x,y) + dy(y, 2).

Problem 7.13

a. Interchanging the first and third rows, we obtain the systematic form :

1001110

G=|0100111

001110 1

b.
(101100 0]
1110100
H=[P'L] =

1100010
(00110001 |

c. Since we have a (7,3) code, there are 23 = 8 valid codewords, and 2* possible syndromes. From
these syndromes the all-zero one corresponds to no error, 7 will correspond to single errors and 8
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will correspond to double errors (the choice is not unique) :

Error pattern Syndrome
00 0O0O0O0O O 0000
00 0O0O0TO0°1 0 0 1
000O0O0T1OPO 0010
0000100 0100
0001000 1 0 00
0010000 11 01
01 000O00O0 01 1 1
1 000000 1110
1 00 0 0 01 1 1 11
1 000010 1 100
1 000100 1 010
100 1 00O 0110
1 010000 0 011
1100000 1 0 01
0100010 0101
0001101 1 0 11

d. We note that there are 3 linearly independent columns in H, hence there is a codeword C,,
with weight w,, =4 such that C,,H” = 0. Accordingly : dmin = 4. This can be also obtained by
generating all 8 codewords for this code and checking their minimum weight.

e. 101 generates the codeword : 101 — C = 1010011. Then : CHT = [0000].

Problem 7.14
We have (n,k) = (n,n — k), thus n — k =k, hence n = 2k is even and R = k/n = 1/2.

Problem 7.15
It is easily verified that each codeword is orthogonal to itself and to all other codewords, hence the
code is self dual.

Problem 7.16
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(101100 0] (100010 1]
G |01 o110 G |0 1001

00101710 0010110
(000101 1| (00010 11|
Message Xy, Cha = XnGy, Cub = XinGy,
000 0 0000000 0000000
000 1 0001011 0001011
0010 0010110 0010110
0011 0011101 0011101
010 0 0101100 010071711
010 1 010071711 0101100
01 10 0111010 0110001
01 1 1 0110001 01 11010
1000 1011000 1000101
100 1 1010011 1001110
1010 1001110 1010011
1011 1000101 1011000
1100 1110100 1100010
1101 1111111 1101001
1110 1100010 1110100
111 1 1101001 1111111

As we see, the two generator matrices generate the same set of codewords.

Problem 7.17

The weight distribution of the (7,4) Hamming code is (n = 7) :

A(z) = [(1 + )"+ 71+ 2)3(1 — :L‘)4]
[8 4 5623 + 562 + 827

= 1+ 723 + 72t + 27

1
8
1
8
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Hence, we have 1 codeword of weight zero, 7 codewords of weight 3, 7 codewords of weight 4, and
one codeword of weight 7. which agrees with the codewords given in Table 8-1-2.

Problem 7.18
We have s; = (VE,,0), s2 = (0,VE,) and

A= / pWls)p(yls2) dy

Hence

A

dy1dyo

/oo/ ang (Vi +n—VE) +y3+(y2—VEe)? )dyldyg
00 7TNO
e

(y1+(y1 VE)?+y3+(y2—VEc)?)
7TNO

o0
- o (P - VE?) dy>2

fNL(@ VB2 4B/ )2

—00
,L
4Ng

QNO

Problem 7.19
To fond the generator matrix we note that

[E—

G0=[1111111111111111

0000000011 111171 1]
G000 o0 Tt 00001
00110011001100T1°1
0101010101010101
0 0000000000011 1 1]
0000000000T1T100T1°1
G, |000000000 1010100
0000001 100000011
0000010100000T10°1
00010001000T10°001
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and

Go

G= |G,

G2

Hence,

-1 1111111111
000O0O0OO0OO0OO0OT1T171
00001111000
00110011001
01010101010
G=100000UO0O0UO0OO0UO0DO0
000O0O0OOO0OOTUO0T©O01
000O0O0OOO0OO0OTO0OT1O®O0
0000O0OO0OT1T1O0TQO0F®O
0000O0O1O0T1O0O0®O
00010O0O0OT1O0QO0OF®O

To determine the parity check matrix we need to find 5 independent vectors that are orthogonal to
the rows of the generator matrix. We can verify that the following vectors satisfy this condition

00 000O0OO0OO0O1T1T171
000011110000

001100110011

010101010101

and these are exactly the rows of the generator matrix for a Reed-Muller code of the first order

_ o O = = O = = O© = =

and with n = 16. Hence the duality of the two codes is shown.

Problem 7.20
The generator matrix for this code is

G=1{11 - 1

and this is equal to G as given by Equation 7.3-3

O O O O O = O O = =

1

1

0

1

O = O = O == O

1

1

1

0

O O = O E O = e

11111111111 1111:1

1
1

1

1

| (G U O (G VA O VUG (A G Sy
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Problem 7.21

For M-ary FSK detected coherently, the bandwidth expansion factor is :
w M

R ) pgk ~ 2logoM

For the Hadamard code : In time T' (block transmission time), we want to transmit n bits, so for

each bit we have time : T, = T'/n. Since for each bit we use binary PSK, the bandwidth requirement

is approximately : W =1/T, = n/T. But T = k/R, hence :
n W n

(this is a general result for binary block-encoded signals). For the specific case of a Hadamard code
the number of waveforms is M = 2n, and also k = log oM. Hence :

w M
R ] 1104 -~ 2logoM

which is the same as M-ary FSK.

Problem 7.22

From (8-1-47) of the text, the correlation coefficient between the all-zero codeword and the 1-th
codeword is p; = 1 — 2w;/n, where w; is the weight of the I-th codeword. For the maximum length
shift register codes : n = 2" — 1= M — 1 (where m is the parameter of the code) and w; =
for all codewords except the all-zero codeword. Hence :

22m—t 1 1
2m—1

mel

:1— —
Pr om—1 M—1

for all 1. Since the code is linear if follows that p = —1/(M — 1) between any pair of codewords.
Note : An alternative way to prove the above is to express each codeword in vector form as

:I:\/E, :I:\/E, ...,:I:\/E (n elements in all)
n n n

where £ = n& is the energy per codeword and note that any one codeword differs from each other
at exactly 2™~! bits and agrees with the other at 2™~! — 1 bits. Then the correlation coefficient is

S| =

Re [p] = L%k _semtaatert-n(-y) 11
T s Isk En n M—1
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Problem 7.23

1. The columns of the generator matrix are all sequences of length m, except the all-zero se-
quence. The codewords are all combinations of these rows. If the all-zero sequence was also
included, then when adding a number of rows of the matrix at a certain component ¢ there
exists another component j for which the contents are the complements of the contents at
i because all possible columns are included in the table. Therefore in any codeword corre-
sponding to a 1, there exist a 0. In other words the number of 1’s and 0’s are equal. But this
is when the all-zero column is added to the matrix, therefore in the original code the number
of zeros in any codeword is one less than the number of 1’s. This means that each codeword
has a weight of 271

2. From part one we have 2" — 1 codewords each with weight 2~! and one codeword with
weight 0. Therefore

2m—1

AZ)=1+4 (2" -1)Z

3. Using MacWilliams identity

1-Z
— 9—(n—k) n
A(Z)=2 (1+2) Ad<1+Z>

withn =27 —1, n—k=m, and Ag(Z) = 1+ (2™ — 1)Z22""", we have
n+1 n+1
AZ)=2""(1 + Z)" [1 ra(l-2)"F 0+ Z)*T]
1 n-1
2

= [(1+Z)”+n(1—Z)”T“(1+Z) }

Problem 7.24

We know that the (7,4) Huffman code has dpin = 3 and weight distribution (Problem 8.3) : w=0
(1 codeword), w=3 (7 codewords), w=4 (7 codewords), w=7 (1 codeword).
Hence, for soft-decision decoding (8-1-51) :

Py <7Q (@) +7Q (@) +Q (V)

or a looser bound (8-1-52) :
24
Py <15Q ( 771;)

For hard-decision decoding (8-1-82):

7 1
Py<y (;)pm(l -p) =1 <;)pm(1 —p) " =1-Tp(1 - p)° — (L -p)
m=0

m=2
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where p = Q (vV2Roy) = Q ( %’Yb) or (8-1-90) :

Par < 7[4p(1 — )P/ + 7[4p(1 — p)]* + [4p(1 — p)]™/?

or (8-1-91) :
Py < 14[4p(1 —p)P?

Problem 7.25
The number of errors is d and the number of components received with no error is n —d. Therefore,

d
_ p
Plle) =1 - = - (1)
-p
If p < %, then p/(1 —p) < 1 and P(y|x) is a decreasing function of d, hence an ML decoder that
maximizes P(y|x) should minimize d. If p > I, then an ML decoder should maximize d.

Problem 7.26
Using a symbolic program, the weight distribution polynomial for the (15,11) code is given by

14+35234+1052%*+168 Z° +280 25 +435 27 + 435 78 + 280 7% + 168 Z'0 + 105 2 + 35 712 + 715

For decoding error we have
Pe=1-(1-p)"" = 15p(1 - p)**

and for undetected error
P,(E)=2"""MB(1—-2p)—(1-p)"

where B(Z) =1+ (2™ —1)2¥"" =14 15Z8. Then
P, (E)=2"*(14+15(1 -2p)®) — (1 —p)**
Plots of these two error probabilities are given below

10°

Uncorrected error

\Undetected error 7

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



14

Problem 7.27
Using a symbolic program we obtain the wight distribution function

1+ 65122+ 9765 Z* + 109368 Z° + 1057224 Z5 + 8649279 Z7 + 60544953 Z® + 369776680 Z°
+ 1996794072 Z1° + 9621890019 Z'* + 41694856749 Z'2 + 163568562192 Z'3 + 584173436400 Z
+ 1908310936455 Z'° 4 5724932809365 Z'16 4 15827726179440 Z17 + 40448633569680 Z '8
+ 95799462143175 Z19 + 210758816714985 Z2° + 431553634502760 Z2! + 823875120414360 Z*2
+1468647185710635 Z2* +2447745309517725 Z** 4 3818482327223928 Z2° +5580858785942664 226
+ 7647844002734159 Z27 + 9832942289229633 Z?8 + 11867343566087520 Z2°
+ 13449656041565856 Z3° + 14317376396958243 Z3! + 14317376396958243 Z32
+13449656041565856 233 +11867343566087520 Z34 +9832942289229633 Z3° 4-7647844002734159 736
+5580858785942664 Z37 + 3818482327223928 Z3° 4-2447745309517725 Z3° +1468647185710635 Z*°
+ 823875120414360 Z4! + 431553634502760 Z*? + 210758816714985 Z*3 + 95799462143175 Z*4
+ 40448633569680 Z*° + 15827726179440 Z*6 + 5724932809365 Z*" + 1908310936455 Z*8
+ 584173436400 Z* + 163568562192 Z°° + 41694856749 Z5 + 9621890019 Z52 + 1996794072 Z53
4369776680 Z°* +60544953 Z°° +-8649279 Z%5+1057224 Z°7 +109368 Z°%+9765 Z°?+-651 260+ 763

The number of codewords with weight 34 is 11867343566087520.

Problem 7.28
If e; +es = ¢j, then Ht(el +e9) = Htcj =0, thus H'e; = H'ey, i.c., the syndromes are equal.

Problem 7.29

Let the coset leader of the row of the standard array be e, then the two elements can be denoted
as e + ¢; and e + ¢; for some ¢ and j. The sum of these two is ¢; 4+ ¢; which is another codeword
since the code is linear.

Problem 7.30

1. Assume two elements of the form e; + ¢; and e; + ¢, are equal. Then
e,t+ci=e+cp =€ =€e+cu+c;=e+¢

where ¢, = ¢,, + ¢;. This shows that e; and e; belong to the same coset and both cannot be
coset leaders.

2. Let e; + ¢; and e; + ¢,,,, where e; # e; have the same syndrome, then
H'(e;+c;) = H'(e;+cy) = H'(e;+e)=H'(c;+cy) =0

Hence H'e; = H'e,.
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Problem 7.31

Since all codewords of the new code have odd parity, the all-zero sequence is not a codeword and
hence the resulting code is not linear. Student B’s argument is not valid since for nonlinear codes
the minimum Hamming distance and the minimum weight of the code are not the same. Although
the minimum weight of the code is 1 but the minimum Hamming distance of it is equal to 2.

Problem 7.32

1. The generator matrix is
0
0
1
0

0 1
0 0
0 1
1 1

_ = = O
S ==

0 1
1 1
0 0
0 1

1
0
0

_0 a

2. M = 2% = 16 codewords and any three columns of H are linearly independent but we can
find four columns that are linearly dependent. Hence dyin = 3.

3. The coding gain is R.dpin = % x 3 = 1.5, roughly equal to 1.8 dB.
4. ec = [(dmin —1)/2] = 1.

5. It is easy to verify that each row of G is orthogonal to itself and all other rows. Hence any
linear combination of the rows is also orthogonal to any linear combination of them.

Problem 7.33

1. This is a nonlinear code since the all-zero sequence is not a codeword.
2. There are (g) = 20 codewords, hence R = %logg 20 =~ 0.72.

3. Since all codewords have weight equal to 3, no two codewords can have a distance of 1. On
the other hand 111000 and 011100 have a distance of 2, hence dn;n = 2 and the code can
detect one error.

4. The probability of an undetected error is the probability of receiving another codeword. If
111000 is transmitted there exist 9 codewords that are at distance 2 from it and 9 codewords
that are at distance 4 from it. There is a single codeword that is at distance 6 from it. The
probability of receiving these codewords is the probability of an undetected error, hence

P, =9p*(1 —p)* +9p*(1 — p)* + p°

5. C1 must contain all codewords of C and all linear combinations of them. Since for each
codeword in the original code there is another codeword at distance 2 from it, all sequence
of weight 2 have to be codewords. With similar reasoning all sequences of weight 4 and the
sequence of weight 6 are also codewords. From the inclusion of sequences of weight 2 and 3,
we conclude that all sequences of weights 1 and 5 should also be included. Hence C; must be
the set of all possible sequences of length 6.
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Problem 7.34

1001 10 101100
G=|1010011{=H=|110010
0 01 1O01 011001

Then the standard array is :

000 001 010 011 100 101 110 111
000000 001101 010011 011110 100110 101011 110101 111000
000001 001100 010010 011111 100111 101010 110100 111001
000010 001111 010001 011100 100100 101001 110111 111010
000100 001001 010111 011010 100010 101111 110001 111100
001000 000101 011011 010110 101110 100011 111101 110000
010000 011101 000011 001110 110110 111011 100101 101000
100000 101101 110011 111110 000110 001011 010101 011000
100001 101100 110010 111111 000111 001010 010100 011001

For each column, the first row is the message, the second row is the correct codeword corresponding
to this message, and the rest of the rows correspond to the received words which are the sum of the
valid codeword plus the corresponding error pattern (coset leader). The error patterns that this
code can correct are given in the first column (all-zero codeword), and the corresponding syndromes
are :

E, S;=EHT

000000 000
000001 001
000010 010
000100 100
001000 101
010000 011
100000 110
100001 111

We note that this code can correct all single errors and one two-bit error pattern.

Problem 7.35
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@
I
o o =

S = O

= o O
[ B S
= = O

Then, the standard array will be :

000
0000000
0000001
0000010
0000100
0001000
0010000
0100000
1000000
1100000
1010000
1001000
1000100
1000010
1000001
0010001
0001101

001
0010111
0010110
0010101
0010011
0011111
0000111
0110111
1010111
1110111
1000111
1011111
1010011
1010101
1010110
0000110
0011010

010
0101110
0101111
0101101
0101010
0100110
0111110
0001110
1101110
1001110
1111110
1100110
1101010
1101100
1101111
0111111
0100011

— =
= o =

011
0111001
0111000
0111011
0111101
0110001
0101001
0011001
1111001
1011001
1101001
1110001
1111101
1111010
1111001
0101001
0110101

¥
T
I

100
1001011
1001010
1001001
1001111
1000011
1011011
1101011
0001011
0101011
0011011
0000011
0001111
0001001
0001010
1011010
1000110

_ = O =

S = =
—_— = = O

101
1011100
1011101
1011110
1011000
1010100
1001100
1111100
0011100
0111100
0001100
0010100
0011000
0011110
0011101
1001101
1010001

o o o =

o O = O
o = O O
= o o O

110
1100101
1100100
1100111
1100001
1101101
1110101
1000101
0100101
0000101
0110101
0101101
0100001
0100111
0100100
1110100
1101000

111
1110010
1110011
1110000
1110110
1111010
1100010
1010010
0110010
0010010
0100010
0111010
0110110
0110000
0110011
1100011
1111111

17

For each column, the first row is the message, the second row is the correct codeword corresponding
to this message, and the rest of the rows correspond to the received words which are the sum of the
valid codeword plus the corresponding error pattern (coset leader). The error patterns that this

code can correct are given in the first column (all-zero codeword), and the corresponding syndromes
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are :
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E; S, = F;HT

0000000
0000001
0000010
0000100
0001000
0010000
0100000
1000000
1100000
1010000
1001000
1000100
1000010
1000001
0010001
0001101

0000
0001
0010
0100
1000
0111
1110
1011
0101
11000
0011
1111
1001
1010
0110
1101

We note that this code can correct all single errors, seven two-bit error patterns, and one three-bit

error pattern.

Problem 7.36

1. The parity check equations are ¢; +co+c4 =0, co+c3+c¢c5 =0, and ¢; + ¢35+ cg = 0. These
are obtained from ¢H' = 0, where H = [P* I|. From the equations we have

[ =

1
0
1
0
0
1

S = O = = O
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and G = [I P),
10
G=10 1
00
2.
11
H=|0 1
10

1
1

0
0

1
0

19

0
0
1

3. No two columns of H are equal, but columns 2, 4, and 5 are linearly dependent. Therefore the
maximum number of linearly independent columns which is equal to the minimum distance

of the code is 2.

4. ec = | (dmin — 1)/2] = 0.

5. We need to find a codeword at minimum distance from 100000. An obvious choice is 000000.

Problem 7.37

1. Since the rows of G all have weight four, no linear combination of them can have odd weight.
Hence there exist no codeword of weight 1, on the other hand, 000011 is a codeword of weight
2, hence dyin = 2. The coding gain is R.dpi, = % x 2 =1 or zero dB.

2. We need to design a LBC with d,,;, at least three. One example is

10
G=10 1
0 0
3. One suggestion is
0 0
H=|11
0 0

Problem 7.38

0
0
1

0
1
1

1
0
1

1
1
0

S O =

Since the code is MDS, then dpi, = n — k4 1 and hence any n — k columns of H, the parity check
matrix of C, are linearly independent. But H is the generator matrix of C*+. Let us assume that
Ct is not MDS. Since this is an (n,n — k) code, it must have a codeword of weight less than or
equal to n — (n — k) = k. Let ¢ be such a codeword of C*, i.e., let w(c) < k. This means that c at
least n — k zeros. But c¢ is a linear combination of the rows of its generator matrix, i.e., H. This
means that there exists a singular sub-matrix of H of size (n — k) x (n — k). This means that the
column rank of H is less that n — k thus contradicting our initial conclusion that n — k columns of

H are linearly independent.
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Problem 7.39

1. Since () = (,",), we have

>(1)-3 ()

and since A\ > 0 we have A\(n —t) < \i for all i > n — ¢. Therefore

oA(n—1) zt: <n> — 9A(n—1) zn: <n>
, ) i

=0 i=n—t

S0

i=n—t
- n
< (1) =0
2. From part 1 we have

t
<n> < (1 _’_2>\)n2—>\n(l—t/n)
1=0 !
— (Q—Aa—p) i 2Ap)”

3. Substitution of A = logy(1 — p) — logy p in the result of part 2 gives
2-N1=p)+ 2% =p" PA—p)P L+ (1 —p)Pp P =p P(1 —p)~(17P) = 2/

Hence

t
Z <n> < onHy(p)
1

=0

4. First we note that as long as t < n/2, the dominating term in the sum is (?) This can be

simply shown by showing that for large n we have (,"|)/(}) ~ t/(t—1)(n—t+1) which tends

to zero as n tends to infinity. Therefore, for large n,

> (1) ~(;)

Denoting ¢ =1 — p, we have t = np and n — t = ng and

%

1 111 1
— log <ZL> — [5 log(2mn) + nlogn —n — 3 log(2mnp) — nplog(np) + np—
n n

1
3 log(27ng) — nglog(ng) + nq}

~ —plogp — qlogq

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



21

where we have used the fact that for large n, %logn goes to zero. From above we conclude

that .
3 <n> ~ onHb(p) _ onHy(t/n)
t
=0

Problem 7.40

1. Since no all-zero column exists in G, for each position 1 < ¢ < n there exists at least one
codeword that is nonzero at that position, therefore no column of the C is all-zero. Let
1 < i < n, and define

C = {all codewords for whiche¢; = 1}
Cy = {all codewords for whiche; = 0}

Let ¢ € C1, adding it to each d € C gives ¢ + d € Cp, hence |C1| < |Cp|. Adding ¢ to each
d € Cy gives ¢ +d € (1, hence |Cy| < |C1]. . From |Cy| < |Cp| and |Cy| < |C1], we have
|Co| = |C1]. Since |Co| + |Cy| = 2¥, therefore |Cy| = |Cy] = 2871,

2. The total weight of the codewords is the weight of C. Since each column has weight 281,
the total weight is n2*~1,

3. There are 28 — 1 codewords with weight at least dpi, and a single codeword of weight zero.
Therefore the total weight is at least (2% — 1)dpin. From this we have (28 — 1)dpin < n2F1

or
n2k—1

dmin < ﬁ

Problem 7.41

We have already generated an extended (8,4) code from the (7,4) Hamming code in Probl. 8.5.
Since the generator matrix for the (7,4) Hamming code is not unique, in this problem we will
construct the extended code, starting from the generator matrix given in 8-1-7 :

100 0101
1110100
0100111
G= =H={0111010
0010110
1101001
0001011
Then : _ )
11101000
01 110100
H, =
11010010
11111111
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We can bring this parity matrix into systematic form by adding rows 1,2,3 into the fourth row :

(1110100 0]

01 1 10100
Hes:

1101 0010

_1 01 1000 1_

Then :

1 00 01 011

01 001110
Ge,s:

00101101

00010111

Problem 7.42

a. The generator polynomial for the (15,11) Hamming code is given as g(p) = p* + p + 1. We will
express the powers p' as : p' = Q;(p)g(p) + Ry(p) I = 4,5, ...14, and the polynomial R;(p) will give
the parity matrix P, so that G will be G = [I;;|P]. We have :

pt = glp)+p+1

p° = pg(p) +p*+p

P = p’g(p) +p’ +p?

po= @ +1gp)+rP+p+1

PP o= @' +p+1lglp) +p*+1

P o= @+’ +p)gp)+0*+p

p'% = O +pP+p*+1)glp) +p*+p+1

p't = @+ + P +p)gp) + 0P+ +p

p? = @+ '+ + Dglp) + P+ +p+1
p? = @+ "+ +p+1g(p) + >+ +1
p = @O+ + 8+t P +p+1g(p) + 7+ 1

Using R;(p) (with [ = 4 corresponding to the last row of G,... | = 14 corresponding to the first
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row) for the parity matrix P we obtain :

Il
O O O O O O o o o o &

o O O O o o o o o +~ O
o O O O O o o o = O O
o O O O O o o = O O o

b. In order to obtain the generator polynomial for the dual code, we first factor p'®+1 into : p

o O O o o O~ o o o o

o O O O O = O O o o o

o O O O = O O O o o o

o O O B O O O o o o o

o O B O O O O o o o o

o RHr O O O O O o o O O

_ O O O O O o o o o o

23

1 0 01
11 01
1111
1110
0111
1 010
01 01
1 011
110 0
0110
0 011

1541 _

g(p)h(p) to obtain the parity polynomial h(p) = (p*°+1)/g(p) = pt +p8+p" +p° +p3+p*+p+1.

Then, the generator polynomial for the dual code is given by :

pllh(pfl):1+p3+p4+p6+p8+p9+p10 _|_p11

Problem 7.43

We can determine G, in a systematic form, from the generator polynomial g(p) = p® + p? + 1:

=’ +p*+p)gp) +p*+p

=P*+p+1)gp) +p+1 a_

pﬁ
p5
pt=(+1)gp)+p°+p+1
P’ =g(p) +p*+1

(1 0
01
0 0
(0 0

0 01
0 00
1 01
011

[ R S

—_— = = O

e )
— = =
=
o O =
o = O
— o O

Hence, the parity check matrix for the extended code will be (according to 8-1-15) :

1
1
0
1

—_— = = O

S e et

1
0
1
1

1
0
0
1

0
1
0
1

_ = O O

0
0
0
1
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and in systematic form (we add rows 1,2,3 to the last one) :

= Ges =

e =)

1 00 0 01
0 00 0 00
1 1 0 1 01
1 01 011

—_— = = O

1
1
0
1

S = =

10 10
0 1 0 1
0 0 0 0
0 0 0 0

S = =

1
1
0
1

Note that G¢s can be obtained from the generator matrix G for the initial code, by adding an
overall parity check bit. The code words for the extended systematic code are :

Message X, Codeword Cy,

00 00 000 0O0O0OTO0OSO O
00 01 00011011
0010 00101110
0011 001 10101
01 00 010007111
0101 01 01 1100
0110 01101001
01 11 01 110010
1 000 10001101
1 0 01 10010110
1 010 101 0 0011
10 11 10111000
1100 11001010
11 01 11010001
1 1 10 11100100
11 11 11111111

An alternative way to obtain the codewords for the extended code is to add an additional check bit
to the codewords of the initial (7,4) code which are given in Table 8-1-2. As we see, the minimum
weight is 4 and hence : dpyi, = 4.

Problem 7.44

a. We have obtained the generator matrix G for the (15,11) Hamming code in the solution of
Problem 8.4. The shortened code will have a generator matrix G; obtained by G, by dropping its
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first 7 rows and the first 7 columns or :

Then the possible messages and the codewords corresponding to them will be :

o o o =

Message X,
00 0
00 01
0010
00 11
0100
01 01
0110
01 11
1 000
10 01
1 010
10 11
1100
11 01
1 1 10
11 11

b. As we see the minimum weight and hence the minimum distance is 3 : dpi, = 3.

Problem 7.45

9p) =@+ + P +p+ D)@ +p+ D)@ +p+ 1) =p +pP +p° +p + P +p+ 1

o O = O

— = =R = = =R R RO O O O O o o o

o = O O

_ = = = O O O O = = = = O O O o©

= o O O

Codeword C,,

0

= = O O = = O O = = ©O O = = o

oS O = o=

_ o R O R O = O H, O +Hr O kR ©oO = ©

S = = O

0

O O O O H H = = = = oR=Ro=R O O O

I

o O B B O = O O O O = = = = O

1
0
0
1

_ o O = =k O O = O = = O O = = O

S = O = O = O = = O = ©O = O = O
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Factoring p', [ = 14, ...10, into p' = g(p)Q;(p) + R;(p) we obtain the generator matrix in systematic

form :

P ="+ +Dglp) + 0" +p" +p* + P +p+1

PP =@ +p)g) +p° + 0%+ "+ +p" +p* +p

PP =@ +Dglp) +p* +p + 0+ + P +p+1 =

P =pg(p) +p° +0° + 0"+ >+ 07 +p

P =gp) +p*+0° +p'+p° +p+1 )
(10000101001 10T1T1]
01000111101071T1°0

G=|00100011110101°1
000101001101110
(0000101001101 11|

The codewords are obtained from the equation : C,, = X,,,G, where X,, is the row vector con-
taining the five message bits.

b.
dmin =7

c. The error-correcting capability of the code is :

dmin_1
tziz
5] -

d. The error-detecting capability of the code is : dpin — 1 = 6.

gp) =@ +1)/(P*+p+1)=p +p 2 +p 0+ +p" +pP +pt + PP +p+ 1

Then :
P =p+1gp) +p? +pt +p? +p8+pS +p° +pd +p2+ 1
P=gp)+p?+p0+p T+ 4P A p+ ]

Hence, the generator matrix is :

101101101101
01101101101 1011

G =
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and the valid codewords :
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Xm Codeword C,,
00 0 000O0OO0OO0OO0OOOOTO0DO0OTG OO
0 1 01101101101 1011
10 101 101101101101
11 1101101101 101T10O0

The minimum distance is : dpi, = 10

Problem 7.46

The polynomial p” + 1 is factors as follows : p” +1 = (p+1)(p® +p? +1)(p? +p+1). The generator
polynomials for the matrices G1, Go are : g1(p) = p>+p? + 1, g2(p) = p> + p + 1. Hence the parity
polynomials are : hy(p) = (p" +1)/g1(p) = p* +p> +p*+1, ha(p) = (p”+1)/g2(p) = p* +p*+p+1.
The generator polynomials for the matrices Hy, Hy are : p*hi(p™!) = 1+ p+p? +p*, p*ha(p™!) =
1+ p? + p? + p*. The rows of the matrices Hy, Hy are given by : p"p4h1/2(p*1), 1=0,1,2, so :

1011100
H={0101110
0010111

Problem 7.47

H, =

1110100
0111010
001 1101

The generator matrix for the systematic (7,4) cyclic Hamming code is given by (8-1-37) as :

o = O O
_ o O O
e )

o o = O
[ R e S
_ O =

1
0
0
0

= H =

1110100
0111010
1101001
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Then, the correctable error patterns E; with the corresponding syndrome S; = E;HT are :

Si E;

000 0000000
001 0000001
010 0000010
011 0001000
100 0000100
101 1000000
110 0100000
111 0010000

Problem 7.48

a. Let g(p) = p® + p% + p* + p? + 1 be the generator polynomial of an (n, k) cyclic code. Then,
n — k = 8 and the rate of the code is

R:—:l——
n

n

The rate R is minimum when % is maximum subject to the constraint that R is positive. Thus,
the first choice of n is n = 9. However, the generator polynomial g(p) does not divide p? + 1 and
therefore, it can not generate a (9,1) cyclic code. The next candidate value of n is 10. In this case

P +1=gp) (P +1)

and therefore, n = 10 is a valid choice. The rate of the code is R = % =

b. In the next table we list the four codewords of the (10,2) cyclic code generated by g(p).

Input | X(p) | Codeword
00 0 | 0000000000
01 1 0101010101
10 P 1010101010

11 | p+1 | 1111111111
As it is observed from the table, the minimum weight of the code is 5 and since the code is linear

dmin = Wmin = O.
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c. The coding gain of the (10,2) cyclic code in part (a) is

2

=dpnR=5x —=1

Gcoding 10

Problem 7.49

a. For every n
R e N e R S )]

where additions are modulo 2. Since p+ 1 divides p™ 4 1 it can generate a (n, k) cyclic code, where
k=n-1.

b. The i*" row of the generator matrix has the form
g=[0 --- 010 --- 0 pi,l]

where the 1 corresponds to the i-th column (to give a systematic code) and the p; 1,1 =1,...,n—1,
can be found by solving the equations

P 4 pin=p" mod p+ 1, 1<i<n-—1

Since p"~¥ mod p+ 1 = 1 for every i, the generator and the parity check matrix are given by

1 0| 1
G=|: " I H=[11 -~ 1] 1]
0 1] 1
c. A vector ¢ = [¢1,¢a,...,¢y) is a codeword of the (n,n — 1) cyclic code if it satisfies the condition
cH! = 0. But,
1
. 1
cH"=0=c =c1+ca+---cp
1

Thus, the vector ¢ belongs to the code if it has an even weight. Therefore, the cyclic code generated
by the polynomial p + 1 is a simple parity check code.
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Problem 7.50

a. The generator polynomial of degree 4 = n — k should divide the polynomial p% 4+ 1. Since the
polynomial p® + 1 assumes the factorization

P+1=0+)°p+1)°=@+)e+ 00" +p+ )" +p+1)
we find that the shortest possible generator polynomial of degree 4 is
g(p) =p" +p* +1
The i*® row of the generator matrix G has the form

where the 1 corresponds to the i-th column (to give a systematic code) and the p;1,...,p; 4 are
obtained from the relation

P+ piap® + pioppisp + pia = p° ' mod p* +p? + 1)

Hence,
p°modp* +p°+1 = (pP°+1)pmod p* +p*+1=p"+p
p4m0dp4+p2+1 = p2—|—1modp4—|—p2+1:p2—i—1
and therefore,
1 0] 1 1
G =
1 1 1

The codewords of the code are

cc = [0 0000 O]
c2c = [1 0101 0]
cg = [0 1010 1]
cgs = [1 1111 1]

b. The minimum distance of the linear (6,2) cyclic code is dpin = Wmin = 3. Therefore, the code

can correct
dmin -1
ec = ——— =1 error

2
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Problem 7.51

1. In general Cpax is not a cyclic code. The codewords of C; are of the form a(X)g;(X) and the
codewords of Cy are of the form b(X)g2(X). If one of g1(X) and ¢g2(X) divides the other, it
will also divide the set of codewords of Cp.x, hence the code will be cyclic. But in general
this is not true.

2. Cpin is in general a cyclic code. Let g(X) = GCD{g1(X), g2(X)} since both g;(X) and g2(X)
divide each codeword of Cpin, g(X) also divides each codewords of Cpi,. Since g1(X) and
92(X) divide X™ 4+ 1 g(X) also divides X™ + 1. This completes the proof that Cp;, is cyclic
with the generator polynomial of g(X). Since Cpi, contains the codewords that are common
to C; and Cs, its minimum weight is at at least equal to the minimum weight of each code,
i.e., dpin > max{dy,da}.

Problem 7.52

1. No cyclic (5,3) code can exist since X° + 1+ (X +1)(X* + X3 + X% 4+ X + 1) has no factor
of degree 2.

2. We have
X0 1= (X + 12X P+ X3+ X2+ X +1)?

There is only one factor of degree eight, which can serve as the generator polynomial. There-
for,
gX) =X+ X0+ x1 X2 +1

3. There are only four codewords in this code. The nonzero codewords are obtained by multi-
plying ¢(X) by 1, X, and X + 1. Checking these codewords shows that the minimum weight
is 5.

4. ec = |(dmin —1)/2] = 2.

5. We use the bound given by Equation 7.5-17. The resulting code has two codewords of weight
5 and a codeword of weight 10 in addition to the all-zero codeword, therefore A(Z) = 1 +
27° + 719 We have v, = 3 dB = 2, hence p = Q(+/27;) = Q(2) = 0.02275. From Equation
7.5-17 we obtain

P. < (A(Z)-1) ~ 0.0047

Z=+/4p(1-p)
Problem 7.53
From Table 7.9-1, we see that the factors of X% + 1 correspond to 3, 6165, and 5343. The

corresponding polynomials are X + 1, X' + X104 X6 4+ X5+ X4 4 X2 41 and X' 4+ X%+ X"+
X%+ X%+ X + 1. Hence,

XP+1=X+) X"+ X"+ X+ X+ X+ X2+ 1) (XM + X0+ X+ X+ X+ X +1)
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The possible generator polynomials (including the degenerate ones) are

go(X) =1

a(X)=X+1

(X)) =X" 4+ x10 4 X0 4 X% 4 x4+ X? 1

X)) =X+ X+ X+ X+ XP X +1

(X)) =(X+1) (X" + X0+ X0+ X°+ X'+ X +1)

(X)) =X+ (X" + X7+ X"+ X0+ X° + X +1)

g6(X) = (X" + XY+ X0+ X+ X+ X2 4+1) (XM + X0+ X7+ X+ X5+ X +1)
gr(X) = X¥ +1

For the (23,12) Golay the generator polynomial is g3(X). (Compare with Equation 7.9-22)

Problem 7.54
We have e(X) = a(X)g(X) + s(X) and eV (X) = Xe(X) 4 e,_1 (X" + 1). From these relations

eV (X) = X[a(X)g(X) + s(X)] + en19(X)A(X) = (Xa(X) + en1h(X)) g(X) + Xs(X)
Since the syndrome of e(!)(X) is the remainder of its division by g(X), we conclude that
sW(X)=Xs(X)  mod g(X)

Problem 7.55

The statement is false. Consider the (8,5) code with g(X) = X3 + X2 + X + 1. The codeword
corresponding to (X + 1)g(X) = X* + 1, i.e., the minimum weight of this code is 2 which is less
than the degree of g(X).

Problem 7.56
From Problem 7.8, ¢o(X) = X® + X2+ 1 and ¢,3(X) = X® + X* + X3 + X2 + 1. Therefore,
g X)=LOM{X° + X? + 1, X° + X+ X+ X2+ 1} =XV + X + X+ X+ X° + X3 +1

From above, n —k = 31 — k = 10 and k = 21. The rate of the code is R = 21/31. The same result
can be obtained by using Table 7.10-1 from which 3551 is the octal representation of the generator
polynomial.

Problem 7.57
We have 7(X) =1+ X3 + X® + X% + X0 and

Si=r(@)=1+a*+a’+a +a'’ =a?

Sy=r(@*)=1+a’+a? +a®+a* =a°
Sz=r(@®)=1+a’ +a®+a*"+a% =1
Si=r(at)=1+a2+a* +a°+a° =a’

and we have the following table
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p o (X) dy |l | n=1ly
-1 1 1 0| -1
0 1 o |0 0

1 1+a3X 0 |1 0

2 14+ a3X alf |1 1

3 |1+aX+aB3X2| 0 |2 1

4 | 14+a?X +a3X? 2 2

Hence, 0(X) = 1+ o3X + X2 This polynomial has two roots, a?* and a?® which are the
reciprocals of error location numbers. The error location numbers are 8; = o® and 32 = o, which
give the error polynomial of e(X) = X° + X8, Therefore, c(X) = r(X) +e(X) =1+ X3+ X° +
X0+ X%+ X9 4 X0,

Problem 7.58

Here r(X) =1+ X34+ X% + X0 4+ X8 + X9 4+ X104+ X2 + X2 + X3 We have
Si=1+c*+a”+a’+® +a” +a%+a® + ¥ + 0¥ =a®
Sy =r(a?) = 8% =alf
S3 =r(a’) =a’

Sy=r(a?) =57 =«

and we have the following table

p o (X) dy | | o=y
-1 1 1]0] -1
0 1 a® 10 0

1 1+a8X 0|1 0

2 14+ a®X a? |1 1

3 |1+a8X+a®X2| 0 |2 1

4 | 14+a8X +a®X? 2 2

resulting in o(X) = 1+ a®X +a?>X?. This polynomial has no root in GF(32), therefore the errors
in the received sequence cannot be corrected.

Problem 7.59

From Table 8-1-6 we find that the coefficients of the generator polynomial for the (15,7) BCH code
are 721 — 111010001 or g(p) = p® + p” + pb + p* + 1. Then, we can determine the l-th row of
the generator matrix G, using the modulo R;(p) : p"~' = Qi(p)g(p) + Ri(p), | = 1,2,...,7. Since
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the generator matrix of the shortened code is obtained by removing the first three rows of G, we
perform the above calculations for [ = 4,5,6,7, only :

pt =@ +p* + Vglp) +p* +p° +p* + 1
P =@ +p)glp)+p" +p° +p° +p*+p
PP=@+Dgp)+°+p° +p'+p+1
p*=(p+1)g(p) +p" +p° +p* +1

Hence : ) )
1 000 0O0OO0OT1TT11O01
01 0011100110
G, =
001 0O0O01T11O0O0T1T1
i 00011 101O00O0T1 |

Problem 7.60
Since N = 2" — 1 =7, we have a code over GF(8). The generator polynomial is given by

g X) = X+a)(X+a)(X+3) (X +oH) =X+ 3X3+ X2+ aX + a8

where « is a primitive element in GF(8) and we have used Table 7.1-4 to expand the polynomial.
From above we have N — K =4, hence K = 3 and R = 3/7.

Problem 7.61

With N = 63 = 2™ — 1 we have m = 6 and the code is over GF(25). The primitive polynomial
generating this field is obtained from Table 7.1-5 to be X® + X 4 1, based on which we have to
generate the field table. If « is a primitive element in this field we have

9(X) = (X + a)(X 4+ o®)(X 4+ o®)(X + o) (X + o) (X + af)

which simplifies to g(X) = X+ o™ X%+ a8 X1+ B X3+ o X? 4+ a!9X +a?!. With N — K =6,
we have K = 57 and there are a total of 64°7, equal to

8958978968711216842229769122273777112486581988938598139599956403855167484720643781523509973086428463104

or roughly 8.96 x 10192 codewords in this code.

Problem 7.62
From Equation 7.11-4 we have

NY o i—1
Ai:<.>N S (—1)]( _ )(N+1)”Dmin, for Duin <i < N
7 - ]
J=0

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



35

where in this case N =7 and Dy, = 2t + 1 = 5. Substituting, we obtain

Ay =1
As = 147
Ag = 147
Ay =217

and the weight distribution function is
A(Z) =1+ 1472° +1472° +- 2172”7

Problem 7.63

Let the no x n; matrix of Figure 7.13-1 be denoted by C. Then ¢;; = u;; for 1 < ¢ < ko and
1 < j < ki, where u;; denotes the information sequence. Let G; and G3 denote the generator
matrices of the row and column codes, respectively, then

G, =, PY] Gy=[I, PY)]

For 1 <i < kg and k1 +1 < j < ny, using the row code generator matrix we have

k1

Cij = Z cilPl(jl)

=1

and for ko +1 < i <ng and 1 < j < ky using the column code we have

ko

(2)

¢ij = Y emiPo;
m=1

For ko +1 <17 < ng and k1 < j < ngy, if we use the row code we have

k
Cij = icil ZP (1) Z leP 2)
=1

and if we use the column code we obtain

-3 el = X R e

It is clear from the above expressions that the two ¢;;’s are equal.

Problem 7.64

We first prove that there exists no nonzero code word with weight less than dyds and then show
that there exists at leas one codeword with weight dids. Let ¢ be a nonzero codeword, and let
¢i; = 1. Since the minimum distance of the row code is dy, there must be at least d; ones in the
ith row of the matrix. In each column j such that ¢;; = 1, there must be at least dy ones, hence
the weight of the codeword is at least dyds, i.e., d > dids. Now we prove that a codeword exists
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with weight dids. Let the bmc) be a codeword of length n, and weight d; for the row code and
¢®? be a codeword of length ny and weight dy for the column code. Assume we pick dy copies of
c® and locate them at the do row locations for which 652) =1, 1 < i < ny and fill the rest of
the code matrix by zeros. The weight of the resulting matrix will be djds and since each row of
it is either an all zero sequence or bmnc) and each column of it is either the all-zero sequence or
¢, the matrix satisfies the row and column code restrictions and thus is a valid codeword of the
product code. This proves that d = dyds.
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Problem 8.1

(a) The encoder for the (3,1) convolutional code is depicted in the next figure.

//E;;[;E\\\
- 5 1
Input n=3
k=1 y 2 Output
3
N

(b) The state transition diagram for this code is depicted in the next figure.

() 0/000

00
0/111 1/111
/ 0/011
01 L 10
1/000

1/100

11
O 1/011

0/100

(c¢) In the next figure we draw two frames of the trellis associated with the code. Solid lines indicate
an input equal to 0, whereas dotted lines correspond to an input equal to 1.

00

01

10

11

(d) The diagram used to find the transfer function is shown in the next figure.
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D2NJ
X4
DN.J DJ
D3N.J D?J D3J
Xo XN Xy Xor
NJ

Using the flow graph results, we obtain the system

X, = D3NJX, +NJX,
X, = D*JX.+DJXy
X, = DNJX.+ D?NJX,
Xy = D3JX,

Eliminating X3, X, and X, results in

_ Xo  DSNJ*(1+NJ—D?NJ)
Xy 1-D2NJ(1+ NJ2+J— D2J?)

T(D, N, J)

To find the free distance of the code we set N = J =1 in the transfer function, so that

D3(1 —2D?)

— D8 4roplo ...
- D2(3-D?) FeRe

Ty (D) =T(D,N,J)|n=j=1 =

Hence, dgoo = 8

(e) Since there is no self loop corresponding to an input equal to 1 such that the output is the all
zero sequence, the code is not catastrophic.

Problem 8.2

The code of Problem 8-1 is a (3,1) convolutional code with K = 3. The length of the received
sequence y is 15. This means that 5 symbols have been transmitted, and since we assume that the
information sequence has been padded by two 0’s, the actual length of the information sequence is
3. The following figure depicts 5 frames of the trellis used by the Viterbi decoder. The numbers on
the nodes denote the metric (Hamming distance) of the survivor paths (the non-survivor paths are
shown with an X). In the case of a tie of two merging paths at a node, we have purged the upper
path.
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101 001 011 110 111

01

10

11

The decoded sequence is {111,100,011,100,111} (i.e the path with the minimum final metric -
heavy line) and corresponds to the information sequence {1,1,1} followed by two zeros.

Problem 8.3

(a) The encoder for the (3,1) convolutional code is depicted in the next figure.

.

=é N n=3
S N

(b) The state transition diagram for this code is shown below

<:j>(3/000

00
0/011 1/111
0/101
01 10
1/100

1/010

11
Oy
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(c¢) In the next figure we draw two frames of the trellis associated with the code. Solid lines indicate
an input equal to 0, whereas dotted lines correspond to an input equal to 1.

DNJ

Using the flow graph results, we obtain the system

X. = D3?NJX, + DNJX,
X, = D*JX.+D*JX,
X, = DNJX.+ DNJX,
X, = D*JX,

Eliminating X3, X, and X, results in

X D'NJ?
X, 1—DNJ—D3NJ?

T(D, N, J)

To find the free distance of the code we set N = J =1 in the transfer function, so that

D7

_ N7 8 9
s =D D D

Ti(D) =T(D,N,J)|n=y=1 =
Hence, dpoo =7

(e) Since there is no self loop corresponding to an input equal to 1 such that the output is the all
zero sequence, the code is not catastrophic.
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Problem 8.4

(a) The state transition diagram for this code is depicted in the next figure.

() 0/000

00
0/011 1/111
/ 0/001
01 | 10
1/100

1/110

11
O 1/101

0/010

(b) The diagram used to find the transfer function is shown in the next figure.

Xq
2
D*“NJ DJ

D3N J DJ y DJ
Xo XN /x, X

DNJ

Using the flow graph results, we obtain the system
X, = D)NJX, +DNJX,
Xy = DJX.+DJXy
X, = D?NJX.+ D?NJX,
X, = D*JX,

Eliminating X3, X, and X, results in

X DSNJ3

T(D,N,J =
(D, N, J) X 1—D2NJ — D?N J?

(c) To find the free distance of the code we set N = J =1 in the transfer function, so that

Db
5 =D°+2D%+4D" + ...

Tl(_D) — T(D,N, J)|N:J:1 — ﬁ

Hence, dgoo = 6

(d) The following figure shows 7 frames of the trellis diagram used by the Viterbi decoder. It is
assumed that the input sequence is padded by two zeros, so that the actual length of the information
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sequence is 5. The numbers on the nodes indicate the Hamming distance of the survivor paths.
The deleted branches have been marked with an X. In the case of a tie we deleted the upper branch.
The survivor path at the end of the decoding is denoted by a thick line.

00

01

10

11
The information sequence is 11110 and the corresponding codeword 111 110 101 101 010 011 000...

(e) An upper to the bit error probability of the code is given by

dT(D,N,J =1)

dN ‘NI,D 4p(1—p)

P, <

But

dT(D,N,1) d[ DSN ]_D6—2D8(1—N)

dN 4N |1-2D2N (1—2D2N)2

and since p = 107°, we obtain

D6

e — ~6.14 1071
(1-2D2)? ‘D 4p(1—p)

P, <

Problem 8.5

(a) The state transition diagram for this code is shown below
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() 0/000

00

0/011 1/111
/7 0/101

01 10
1/100

1/010

11
O 1/001

0/110

(b) The diagram used to find the transfer function is shown in the next figure.

Xy
DNJ D2
D3N.J D?J D?J
Xo XN X,  Xa
DNJ

Using the flow graph results, we obtain the system

X. = D3?NJX, + DNJX,
X, = D*JX.+D*JX,
Xy, = DNJX.+DNJX,
X, = D*JX,

Eliminating X3, X, and X, results in

Xor DN J?
X, 1—DNJ—D3NJ?

T(D,N,J) =

(c) To find the free distance of the code we set N = J =1 in the transfer function, so that

D7

_ N7 8 9
T =D+ D D

Ty(D)=T(D,N,J)|n=j=1 =

Hence, dfoe = 7. The path, which is at a distance dfee from the all zero path, is the path
Xy — X — Xp — X,

(d) The following figure shows 6 frames of the trellis diagram used by the Viterbi algorithm to
decode the sequence {111,111,111,111,111,111}. The numbers on the nodes indicate the Hamming
distance of the survivor paths from the received sequence. The branches that are dropped by the
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Viterbi algorithm have been marked with an X. In the case of a tie of two merging paths, we delete

the upper path.

111 111

00

01

10

11

The decoded sequence is {111,101,011,111,101,011} which coresponds to the information sequence
{z1, 29, 23,24} = {1,0,0, 1} followed by two zeros.

Problem 8.6

(a) The state transition diagram and the flow diagram used to find the transfer function for this

code are depicted in the next figure.

<:t>0/oo

00
0/10 1/01
/0/01
01 10
1/11
0/11 1/00
11
O
Thus,
Xe
Xb
Xa
Xa//

DJ

Y

Xb Xall

D?*NJ

DNJX, + D’>NJX,
DJX.+ D*JX,
NJX.+DNJX,
DJX,
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and by eliminating X;, X. and X4, we obtain

X D3N.J3

T(D,N,J) X, 1—DNJ— D3N.JZ

To find the transfer function of the code in the form T'(D, N), we set J =1 in T(D, N, J). Hence,

D3N
T, N) =T —pN_Dpon

(b) To find the free distance of the code we set N =1 in the transfer function 7'(D, N), so that

D3

_ N3 4 5 6

Ti(D)=T(D,N)|ny=1 =

Hence, dgoe = 3

(c) An upper bound on the bit error probability, when hard decision decoding is used, is given by
(see (8-2-34))
1dT(D,N
< LD
k dN N=1,D=+/4p(1—p)

Since
dT(D,N) _d D3N B D3
dN |y_; dN1—(D+D3N|y_, (1—(D+ D3)?

with k = 1, p = 1076 we obtain

D3
(1—(D+D?%)?

=8.0321 x 107?
D=+/4p(1-p)

P, <

Problem 8.7

(a)
g1 = [10], g2 = [11], states : (a) =[0], (b) = [1]

The tree diagram, trellis diagram and state diagram are given in the following figures :
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00

00 b

(b)

(b) Redrawing the state diagram :
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a L___JND@) _5 b D c
IND
JN D?
X, = JND?X NDXy= X, = —— X,
b= atJ b= Xp = T Na

X J2ND3
X,=JDX) = X =T(D,N.J)= — " = J°ND3+ J3N?D* + ...
c=J b:>Xa ( s ,J) 1_JND J +J +
Hence :
dmin:3

Problem 8.8

(a)
g1 = [111], go = [101], states : (a) = [00], (b) = [01], (c) = [10], (d) = [11]

The tree diagram, trellis diagram and state diagram are given in the following figures :

00
a
00
a
00 c
a 10
b
11
o /]\ c
01
d
a 11
l a
1 10
00
11 c
01
b
01
d
10
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State
a
b
C
d
b
I
:
1
1 ! 00 01
0
i
a I N s ¢ L___ 0L _____ S d
77N
// \\
] 1
] 1
\ 1
\ /
00 N0
(b) Redrawing the state diagram :
l’ \‘
| |
\ ;D
\\ //
d
[}
1
1
1
i D
. )
i
a Lo NDRL__ ¢ D b D) e
) 7
\ 1
\ !
\ /I
N
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X.=JND2X, + JNX,
X, = JDX, + JDX, = X,
Xy =JNDX;+ JNDX,. = NX,

_ JEND?
1-JND(1+J) "

X, =JD*X, = Xe _ T(D,N,J) = JIND? = J3ND® 4+ JAN2DS(1 + J) + ...
X, T 1—JND(1+J)

Hence :
dmin =5

Problem 8.9

1. The state transition diagram is shown below

2. The transition diagram is shown below

and the Equations are

X, =YZX,+YZX,
X, = X.+ 72X,
Xg=YZX. +YZXy
X, = Z%X,
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Eliminating X, X., and X4, we obtain

X. YZ3 -Y?Z* + Y2
T(Y,Z)==-%t =
(¥, 2) X, 1-2YZ+4+Y222-Y274

3. The code is not catastrophic since in the state transition diagram there are no loops of wight
zero corresponding to inputs of nonzero weight.

4. From expansion of T'(Y, Z) we observe that the lowest power of Z is 3, hence dgee = 3. This
is also observed from the state transition diagram.

5. We use Equations 8.2-16-8.2-19 to find a bound on the bit error probability. First we note
that T(Y,Z) =Y Z3 +Y2Z* + Y325+ ..., hence a3 = a4 = a5 = 1 and

3
P =3 () - pt = 3
k=2
4

Py(4) =>" <2>pk(1 —p)* 7+ %(;l)p?(l —p)? = 3p°

k=3

Hence
P 56p* =6x107°

Problem 8.10

1. The state transition diagram is shown below

2. Non catastrophic since in the state transition diagram there are no loops of wight zero corre-
sponding to inputs of nonzero weight.

3. The transition diagram is shown below
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VA e

and the Equations are

X.=YZX,+YX,

Xy, =2%X. 4+ ZX,

X, =YZX.+YZ%*X,

Xe=2Xy
Eliminating X, X., and X4, we obtain

X, YZ4+ Y224 - Y225

TY, Z)=——=
(¥, 2) X, 1-2Y722-Y?2724Y274

4. Expanding T(Y, Z), we have
T(Y,Z2)=YZ 4+ Y?Z* +3Y325 + Y125 4 . ..
Hence, dgee = 4.

5. We use Equations 8.2-16-8.2-19 to find a bound on the bit error probability. First we note
that T(Z) = 2Z* + 475+ ..., hence a4 = 2, ag = 3 and

4

Py(4) =) <2>pk(1 —p)* 7+ %(g)ﬁ(l —p)? =~ 3p°

k=3

Hence
P, <agx Py(4) =6x107°

Problem 8.11

1. We have
p(r|s) =p(n =r —s) oce” 217!

where oc denotes proportionality. This shows that p(r|s) is maximized when >, |r; — ¢;| is
minimized, thus giving the optimal decoding rule.
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2. Since soft decision decoding is employed, we use the bound given by Equation 8.2.15 with A
given by Equation 8.2.10. From 8.2.10 we have

a- Z Ve = VEp(rle = —/Eo) dr

> /1
- / \/ ¢Vl VE dy
V1

VE ff
—/ Z67"*\/E‘_ce?“+\/E‘_cd',”

—0o0

VE. [1
s [0 G e
_vE. V4

n / \/leer—cer\/E—ch
VE: V4

= e Ve (1+ \/EC)

The transfer function for this convolutional code was derived in the solution to Problem 8.10
and is given by

TY,Z2)=T(Y,Z)=YZ*+Y?Z* +3Y32° + Y26 + ...

Therefore,

10
~—T(Y.Z =324 +1325 + ...
% (Y, 2) 374+ 132° +

Y=1

Substituting Z = A, we obtain

P, < 3A* +13A% + ..
~ 2.9415

when we put E, = 1. This bound is obviously useless since at such a low SNR, the Bhat-
acharyya union bound is very loose.

3. Since the length of the received sequence is 12 and n = 2, we need a trellis of depth 6 which
is shown below
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(-1,-1) (1.5,2) (0.7,-0.5)  (-0.8,-3) (3,0.2) 0,1)

00 0 00 35 00, 6.7 00 8.9 00 11.1 0o 14.1
a e - 0 H— » » .
\\\ \
01~
b e \\\
\\\
c e 2%
d e

Note that on the trellis each 0 corresponds to —v/E,. = —1 and each 1 corresponds to v/E. = 1.
The accumulated metrics are shown in red on each node. The # denotes a path that is not
a survivor. From the trellis it is clear that the optimal path corresponds to the information
sequence 100000. Since the last two zeros indicate the two zeros padded to the original
information sequence we conclude that the transmitted sequence is 1000.

4. After hard decision decoding we have
y=(0,0,1,1,1,0,0,0,1,1,0,1)

The trellis and the metrics for hard decision decoding are shown below

(0,0) (1,1) (1,0) (0,0) (1,1) 0,1)

and the decoded sequence is either 110100 or 010100, thus the information sequence can be
either 1101 or 0101.
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5. For hard decision decoding we have

p=P(r>0c=-1)

g /OO 167‘7%”1‘
0o 2

1
= ie*1 ~ 0.184

and from Equation 8.2-14 we have A = /4p(1 — p) = 0.775. If we use this new A in the
error bound expression of part 3 we obtain

Py $3A* +13A%~ 3.9

This bound is also useless similar to the bound in part 3.

Problem 8.12

1. Here k =2, n = 3, and K = 2, hence the number of states is 28K~ = 22 — 4,

2. This is similar to Example 8.1-5 and the resulting state diagram is shown below

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



20

YZ2

9

State b
01

A

Y72
YZ2| |vz
Y272

Yz

Y

2
State a YZ _| Statec Z _| Statee
00 10 00

s

YZ

\
\

YZ ZZ Y2 Z3 YZ

|

State d
11

V&IA

and we have the following equations

Xy =YZ?X, +YZ?Xo +YZX, +YZX,
X.=YZ?X, +YZ?’X, +YZX. +YZX,
X, =Y?Z2X, +Y?Z?X, + Y2 23X, + Y?Z3X,
X, =X+ ZX,.+ ZX,

from which, after eliminating, we obtain

Y22+ YZ3+ Y22+ Y323 - Y3 2P
T, 2) = 1-YZ-YZ2-Y273 Y323 +Y375

which can be expanded as
TY,2)=YZ> +YZ3+2Y?Z3 + Y3723 4 2V 2 4 2Y3 2 + Y Z + Y2 20 + ..
The free distance of the code is the lowest power of Z, i.e., 2.

3. There is only one path at free distance 2, this corresponds to the input sequence 0100, with
output 011000.
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4. The code is not catastrophic since there exists no loop of nonzero weight corresponding to an
input sequence of weight zero.

5. For p = 10~* we have A = \/4p(1 — p) ~ 0.02, and

10 1
~_TY.Z = 724473+ 7724 + ...
%% (Y, )‘ 5 + +77% +

Y=1

resulting in

P, £ 0.000233

Problem 8.13

1. For this code we have
g1=[1000 g2=[0100 gs=[1110¢0]

Therefore,

g’ =1

0 g’ =1[0 0
gd?=00 ¢gP =10

¢V =1 ¢ =10

S =

resulting in
1 0 1+D
0 1 1

2. From u we have u(!) = (10110) and «(® = (01101), hence

u(D) =1+ D*+ D?
u? (D) = D+ D*+ D*

and
u(D) = [1+D2+D3 D+D2+D4]
and
(D) = u(D)G(D) = [1 + D24+ D D4+D*4+DA 1}
Hence,

o(D) = V(D?) 4+ D (D3 + D?c¢®)(D?) =14 D?> + D* + DS + D"+ D° + D3

and ¢ = (101010110100010).
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3. Working directly on the finite-state machine describing the code, we obtain the same sequence
as in the previous part.

4. We need to use Equation 8.1-38, to obtain
GCD{1,1,1+ D} =1=D"

Thus the code is not catastrophic.

Problem 8.14

1. The state transition diagram is shown below

and the state diagram is

Solving the following equations

X, =ZX,.+ 722X,

X, =YZX,+YZ*X,
X, =YX.+YZX,
X, = 27X,
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results in
X, Yy Zz3

TY,Z)= =
(¥, 2) X, 1-YZ-YZ3

oo T(Y,Z)=YZ3+Y?Z* + Y325 + (Y2 + Y Z0 + (2Y? +Y°) 27+ (BY* +YO) 28 + ...

2. The code is not catastrophic since there are no loops of output weight equal to zero corre-
sponding to no-zero input weights.

3. From the expression for T'(Y, Z) we see that dgee = 3

4. The crossover probability of the BSC is given by p = Q(v/2R.y,) where R, = % and v, =
Ey/Ny = 10126/10 ~ 18.2. Hence p = Q(v18.2) ~ Q(4.27) ~ 10~°. From Equations 8.2-14
and 8.2-15 we obtain A = /4 x 10-3(1 — 10-?) ~ 0.00632 and

Y723 (2 + 73 73
9 v, z) = (2 + )2+
(1-YZ-YZ3? 1-YZ-YZ3

oy

resulting in P, < 2.55657 x 1077,

Problem 8.15

(a)
g1 = [23] = [10011], g2 = [35] = [11101]

R

Input 1

JE— Output

N

(b)
g1 = [25] = [10101], g2 = [33] = [11011], g3 = [37] = [11111]
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1

Input

[E— 2 Output
3

(c)

g1 = [17] = [1111], go = [06] = [0110], g3 = [15] = [1101]

Input
1 Output

Ryl

N 3

Problem 8.16

For the encoder of Probl. 8.15(c), the state diagram is as follows :
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011
Cc
10
101 000
110 001
100 10
a 111 b
00} 01
101
000 11
o010 110
011 100
d
11
001

The 2-bit input that forces the transition from one state to another is the 2-bits that characterize
the terminal state.

Problem 8.17

The encoder is shown in Probl. 8.8. The channel is binary symmetric and the metric for Viterbi
decoding is the Hamming distance. The trellis and the surviving paths are illustrated in the
following figure :

State
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Problem 8.18

In Probl. 8.8 we found :

J3ND>
T(D,N,J) =
(D, N J) 1—JND(1+J)
Setting J =1 :
ND> dT(D,N) D>
T(D,N) = —
DN =T98D 7 ~an (1 —2ND)?

For soft-decision decoding the bit-error probability can be upper-bounded by :

exp(—57/2)

1dT(D, N) D? 1
2 (1 — exp(—/2))”

1
Pps < §T‘N=1,D=exp(7'bec) = §W\N=1,D=exp(ﬂb/2)

For hard-decision decoding, the Chernoff bound is :

5/2
- ) { dp(1 —p)]
T\Nzl,pz\/élp(l*p) a [1 —24/4p(1 — p)]2

Py, <

where p = Q (\/beC) =Q (\/’yb/2) (assuming binary PSK). A comparative plot of the bit-error
probabilities is given in the following figure :

107

Hard-dec. decodin

=
o
|
@
T

it
O\

Bit-error probability
L

i
@
T

Soft-dec. decoding

=
o

10°
6 7
SNR/bit (dB)

Problem 8.19

g1 = [110], go = [011], states : (a) =[00], (b) =[01], (c)=[10], (d) = [11]
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The state diagram is given in the following figure :

oo

We note that this is a catastrophic code, since there is a zero-distance path from a non-zero
state back to itself, and this path corresponds to input 1.
A simple example of an K = 4, rate 1/2 encoder that exhibits error propagation is the following

/

RN
X

The state diagram for this code has a self-loop in the state 111 with input 1, and output 00.

A more subtle example of a catastrophic code is the following :

1N

Output

Output

Input

In this case there is a zero-distance path generated by the sequence 0110110110..., which en-
compasses the states 011,101, and 110. that is, if the encoder is in state 011 and the input is 1,
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the output is 00 and the new state is 101. If the next bit is 1, the output is again 00 and the new
state is 110. Then if the next bit is a zero, the output is again 00 and the new state is 011, which
is the same state that we started with. Hence, we have a closed path in the state diagram which
yields an output that is identical to the output of the all-zero path, but which results from the
input sequence 110110110...

For an alternative method for identifying rate 1/n catastrophic codes based on observation of
the code generators, please refer to the paper by Massey and Sain (1968).

Problem 8.20

There are 4 subsets corresponding to the four possible outputs from the rate 1/2 convolutional
encoder. Each subset has eight signal points, one for each of the 3-tuples from the uncoded bits.
If we denote the sets as A,B,C,D, the set partitioning is as follows :

e C e D e C e D

The minimum distance between adjacent points in the same subset is doubled.

Problem 8.21
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Over P frames, the number of information bits that are being encoded is

J

kp = PZNJ
j=1

The number of bits that are being transmitted is determined as follows: For a particular group
of bits j, j = 1,..., J, we may delete, with the corresponding puncturing matrix, x; out of nP bits,
on the average, where z may take the values x = 0,1,...(n — 1)P — 1. Remembering that each

frame contains IN; bits of the particular group, we arrive at the total average number of bits for
each group

n(]) = Nj(TLP - .I‘j) = n(]) = Nj(P—I—Mj), Mj =12,.. (n — 1)P

In the last group j = J we should also add the K — 1 overhead information bits, that will add
up another (K —1)(P + M) transmitted bits to the total average number of bits for the J* group.
Hence, the total number of bits transmitted over P frames be

np = (K —1)(P+ M)+ > _ JN;(P + M)
j=1

and the average effective rate of this scheme will be

kp . Z}]:1 NP

R,y = P _
" onp X ING(P A M) + (K = 1)(P + M,y)

Problem 8.22

By definition, from Equation 8.8-26, we have
max” {z,y} =In(e” +y¥)

_JInfe® (1 +e¥77)
o [e¥ (14 e"7Y)

y T >y
, Yy>wx

]
]
CJr4+In(1+e7T), >y
_{y+ln(1+e‘”_y), y>x

=max{z,y} + In (1 + elﬂﬂ—yI)

To prove the second relation we note that max* {z,y} = In (2% + e¥), or e =0} — ¥ 4 ey,
Therefore

max” {z,y,z} = In(e” + €Y + €*)
—= ln (emax*{xvy} _|_ ez)

= max" {max* {z,y},z}
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Problem 8.23

The encoder and the state transition diagram are shown below

The trellis diagram for the received sequence (i.e., a terminated trellis of depth 4) is shown

below
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03,02)  (1-12)  (12,1.7) (0.3,-0.6)
0 4 0/-1,-1 0/-1-1 _ 0/-1,-1 0/-1,-1

11 d e

where 0/ — 1,—1 on a trellis branch indicates that this branch corresponds to an information bit
u; = 0 and encoded bits 0,0 that are modulated to —/FE., —vE, = —1,—1.

1. To use the BCJR algorithm we fist use Equation 8.8-20 to compute +’s, then use the recursive
relations 8.8-11 and 8.8-14 to compute «’s and 3’s and finally use Equation 8.8-17 to find the
likelihood values. In using these equations we assume equal probability for input sequence,
ie, P(u;y =0) = P(u; = 1) = 1/2, and put Ny = 4 and £ = 1. Using these relations we
obtain the following values (note that states a, b, ¢, and d are represented by numbers 1 to

4)
71(1,1) = 0.0181939 | a;(1) = 0.0181939 B3(1) = 0.0250553
11(1,3) = 0.0299966 | a1(3) = 0.0299966 B3(2) = 0.0338211
Y2(1,1) = 0.0144918 | az(1) = 0.000263662 B2(1) = 0.0000480464
Y2(1,3) = 0.0118649 | a(2) = 0.000434705 B2(2) = 0.00015952
72(3,2) = 0.0144918 | a(3) = 0.000215869 $2(3) = 0.0000648559
Y2(3,4) = 0.0118649 | az(4) = 0.000355907 2(4) = 0.000215329
73(1,1) = 0.00191762 | a3(1) = 3.28818 x 1076 | B1(1) = 1.46579 x 1076
13(2,1) = 0.00636672 | a3(2) = 2.6799 x 1076 | 31(3) = 4.86659 x 10~°
13(3,2) = 0.00191762 | (1) = 1.73024 x 1077 | Bo(1) = 1.72649 x 10~7
v3(4,2) = 0.00636672
74(1,1) = 0.0250553
74(2,1) = 0.0338211
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Using these values in Equation 8.8-17, we obtain

Liu)~17>0=u =1
L(ug) = 0.1 >0 =iy =1
Lug) ~1.7>0=1u3=1
L(uy) = 0.095 > 0= 14 =1

2. For Viterbi algorithm we have to minimize the Euclidean distance, the trellis with accumu-
lated metrics (in red) is shown below

0.3,02)  (1-12) (1217  (0.3.-0.6)
0-1,-1313 0/-1,-1 77011125 0/-1,-1 1395

00 a
01 b
10 c
11 d

5.97

and hence the Viterbi algorithm detects @ = (1,1,1,1).

Problem 8.24

The encoder and the state transition diagram are shown below
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The trellis diagram for the received sequence (i.e., a terminated trellis of depth 4) is shown

below

0.3,02)  (1,-1.2) (1.2,1.7)  (0.3,-0.6)
0/-1,-1 0/-1,-1 0/-1,-1 0/-1,-1

00

01 b e
10 c e
11 d e

where 0/ — 1,—1 on a trellis branch indicates that this branch corresponds to an information bit
u; = 0 and encoded bits 0,0 that are modulated to —v/E.,—vE. = —1,—1.
To use the Max-Log-APP algorithm we fist use Equation 8.8-19 to compute 7’s, in computing
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these values we drop the term corresponding to the constant coefficient and define

~_ llyi—ail?

i No

We then use the recursive relations in 8.8-27 to compute a&’s and g’s and finally use Equation
8.8-28 to find the likelihood values. In using these equations we assume equal probability for input
sequence, i.e., P(u; =0) = P(u; = 1) = 1/2, and put Ny =4 and &. = 1. Using these relations we
obtain the following values (note that states a, b, ¢, and d are represented by numbers 1 to 4)

F1(1,1) = —0.7825 | a1 (1) = —0.7825 Bs(1) = —0.4625
F1(1,3) = —0.2825 | ay(3) = —0.2825 35(2) = —0.1625
F2(1,1) = =1.01 | da(1) = —1.7925 Ba(1) = —3.495
F2(1,3) = —1.21 | a(2) = —1.4925 B2(2) = —2.295
F2(3,2) = —1.21 | ay(3) = —1.9925 32(3) = —3.195
F2(3,4) = —1.01 | aa(4) = —1.2925 Ba(4) = —1.995
Y3(1,1) = —3.0325 | @3(1) = —3.325 x 1076 | B1(1) = —3.405
Y3(2,1) = —1.8325 | a3(2) = —3.125 x 1075 | B,(3) = —3.005
Y3(3,2) = —3.0325 | dy(1) = —3.2875 x 1077 | Fo(1) = —3.283
Y3(4,2) = —1.8325

J4(1,1) = —0.4625

94(2,1) = —0.1625

Lu)~09>0=u =1
L(ug) ~0=102=0o0r1
L(us) ~19>0=u3=1
L(ug) = 05>0=>104=1

Problem 8.25

1. Let us define new random variables W; = 1 — 2X;, obviously W,’s are independent and each
W; takes values of +1 and —1 with probabilities p(0) and p(1), respectively. This means that
E [W;] = pi(0) — p;(1). We also define
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T is equal to +1 or —1 if an even or odd number of W;’s are equal to —1, or equivalently if
an even or odd number of X;’s are equal to 1. Similarly Y is equal to 0 or 1 if an even or
odd number of X;’s are equal to 1. This shows that T'=1if and only if Y =0 and T' = —

ifand only if Y = 1; ie., P[T =1 =P[Y =0] = p(0) and P[T = -1 = P[Y = 1] = p(1).
Therefore, E[T] = P(T =1) — P(T = —1) p(0) — p(1) and by independence of W;’s we
have
£(7) = [T Wi = [ (0:(0) — ps(1)) = p(0) — p(1)
i=1 i=1

1 1
5 + 5 11 pz Z )
1 1~
p)=5-35 [T (i(0) = pi(1))
=1

3. Note that
pi(0) —p;(1) =1—=2p;(1) (%)
at a check node the messages are binary and the check node function is true if the binary

sum of messages is equal to zero. Therefore from part 2 and relation (*) we obtain Equation
8.10-27.

Problem 8.26

For an equality constraint node (cloning node) that generates replicas of x; we have
g(x17x27 cee 7x’n) - Hé[ajj =
JFi
Using Equation 8.10-22 we have

P —a; Z H Sz = x4 H Harj—=g(T5)

~Ti JF JFi

- H farj—=g ()

J#i
where we have used the relation

Z 5[$j = wi]#$j—>:g(xj) = ijqig(xi)

Zj
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Problem 8.27

From H we have the following parity check equations

c3 + cg + ¢+ cg

c1+cg+c5+cia

c4+cg+ciotce =

Cco+cg+cCcr+clg=

c1+c3+cg+cin

Cq4+ C5+Cog+Clp =

cl1+cy+c5+cr =

g+ cg+ci1tci2=

Cco +c3+ cg+ o

resulting in the Tanner graph shown below

36
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Problem 8.28
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For a repetition code G =[1 11 ... 1] and hence

(1 1.0 0 0]
1010 0
H=1[1001 0
0

1000 0 1]

which clearly corresponds to an irregular LDPC matrix.

Problem 8.29

We have
[1 100 0 0
1 01 000
H=1100100
1 00 010
1 00 001
and the parity check equations are
c1+ca=0
ci+c3=0
c1+cu=0
c1+c5=0
61+C6:0

Two Tanner graphs for this code are shown below
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Problem 9.1

We want y(t) = Kxz(t — to). Then :

X(f) = 7 a(t)e 72 Itat
Y (f) = [% y(t)e ™ dt = K exp(—j2m fto) X (f)

Therefore :

A(f) = K, for all f

A(f)e 0 = ge=i2mTto
0(f) =2nftotnr, n=0,1,2, ..

Note that nm, n odd, results in a sign inversion of the signal.

Problem 9.2

(a) Since cos(a + 7/2) = —sin(a), we can write :
X(7) T, 0<|f] <5
hi-sintf (F- )], 5P <If<5f

Then, taking the first two derivatives with respect to f :

T%r T 1 1-38 14+
~Drcos T (f— o), SE<IfI<HE
X/(f) — 203 Jé] ( QT) 2T 2T

0, otherwise

and :

372 . 7T 1 1— 1+
0, otherwise

Therefore the second derivative can be expressed as :
22
P o T 1-— T 1+0
X (f) = — ﬁ2 |:X(f) — grect <F ) — grect F

L [fl<a

where :

rect(af) =
0, 0.W
Since the Fourier transform of dx/dt is j2m f X (f), we exploit the duality between (f,t), take the
inverse Fourier transform of X”(f) and obtain :
w2 T? T 1 1-0 T1 . 1+p8

—4r*t?x(t) = — x(t) — pn sin 5T 27t — —5 s —r

2mt
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Solving for x(t) we obtain :

_ 1 1 . 1-p . 148
z(t) = —IE/T [%t/T (sm o7 27t + sin TQM)}
1 1 (pmt Bt
1-46%82]T [ﬂt/T (SmﬂT cos “p )]

(b) When 5 =1, X(f) is non-zero in |f| <1/T, and :
X(f) = g (1 + cosnTf)

The Hilbert transform is :

5 —j%(1+cos7rTf), 0< f<1/T
X(f) = .
jg (I+cosnTf), —1/T<f<0

Then : A
a(t) = [2o, X(f)exp(j2n ft)dt
= [°p X(H)exp(i2nftydt + [y/7 X(f)exp(j2r ft)dt

Direct substitution for X (f) yields the result :

T [sin?nt/T — 4% /T2

MW= T o

Note that Z(t) is an odd function of t.

(¢) No, since #(0) = 0 and &(nT) # 0, for n # 0. Also S°° _ X(f + n/2T) # constant for
fl<1/2T,

(d) The single-sideband signal is :

x(t) cos 2w f.t £ &(t) sin 27 f.t = Re [(l‘(t) £ ji(t)) el2mhet

The envelope is a(t) = \/22(t) + 22(t). For f=1:

) 1 1
a =
mt/T 1 — 4t2)T?

V(1 = 8t2/T2)sin2 (7t/T) + 16t4 /T4

Problem 9.3
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(a) D, h(t — kT) = u(t) is a periodic signal with period T. Hence, u(t) can be expanded in the

Fourier series :
(o0}
E Up € 2mnt/T

n=—oo

where :

Uy = TfT/2 )exp(—j2mnt/T)dt

= [T, h(t — kT) exp(—j2mnt/T)dt

= YR o7 fTY/i? — kT') exp(—j2mnt/T)dt
7[5 h(t) exp(—j2nnt/T)dt = +H (%)
Then : u(t) = >0 H (%) e2mtT = [(f) = 3 JH(Z)5(f—%). Since z(t) =

u(t)g(t), it follows that X (f) = U(t) * G(f). Hence :

(b)
(i)

thT—u ZH()

k=—o00 n—foo

th—kT — u(t ZH( ) e/t

k=—00 n—*OO

(iii) Let

Z 5(t — kT) Z h(kT)s(t — kT)

k=—oc0 k=—o00
Hence :

V(f)= Y h(kT)e 7>+

k=—o00

But

V(f) = H(f)«Fourier transform of » 7> _ 46(t — kT)
= H(f)xp X0l 0(f = F) =750 H(F = 7)
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(c) The criterion for no intersymbol interference is {h(kT") = 0, k # 0 and h(0) = 1}. If the above
condition holds, then from (iii) above we have :

Nl =

i H(f - %) - i h(ET)e927IkT — 1

- k=—00

Conversely, if 300 H(f—2) =1, Vf = Y2 h(kT)e #2™/*T" = 1, Vf. This is possible
only if the left-hand side has no dependence on f, which means h(kT) = 0, for k # 0. Then
S e oo h(kT)e 27 IKT = p(0) = 1.

Problem 9.4

a
Hence :
X(0) = 2, X(W) = e~ W?/e"
a a
We have :
% = 0.0l = e ™/ =001 = W2 = —a; In(0.01)

But due to the condition for the reduced ISI :
—ma?T? 2 1
z(T)=e =001=T7T"=—-—— In(0.01)
Ta

Hence WT = =1 1n(0.01) = 1.466 or :

1.466
W=_""-
T

For the raised cosine spectral characteristic (with roll-off factor 1) W = 1/T. Hence, the Gaussian
shaped pulse requires more bandwidth than the pulse having the raised cosine spectrum.

Problem 9.5

The impulse response of a square-root raised cosine filter is given by

%
sr(t) = / VK P s
2T
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where X,.(f) is given by (9.2-26). Splitting the integral in three parts we obtain

_1-p
xsp(t) = /_LZT \/T/2\/1 + cos (%(—f— %))eﬂ”ﬂdf (9.0.1)
1-8

2T

+ VTl ?m It qf (9.0.2)
148
+ /12; T/Q\/l + cos (%(f — %)) eIt qf (9.0.3)

The second term (2) gives immediately

(2) = g sin(r(1 — B)t/T)

The third term can be solved with the transformation A = f — % Then

B
(3) = /T \/T/Q\/l + cos <%)eﬂmo‘+%)dk
0

Using the relationship 1 + cos2A4 = 2cos? A = /1 + cos24 = v/2|cos A| = v/2cos A, we can

rewrite the above expression as
B
(3) = /T VT cos <—7T21;\> IO+ 57) g\
0

Since cos A = ejA‘Ffe_jA, the above integral simplifies to the sum of two simple exponential
argument intregrals.

Similarly to (3), the first term (1) can be solved with the transformation A = f + % (notice
that cos(%(—f - %)) = cos(%(f + %))) Then again, the integral simplifies to the sum of two
simple exponential argument integrals. Proceeding with adding (1),(2),(3) we arrive at the desired

result.

Problem 9.6

(a)(b) In order to calculate the frequency response based on the impulse response, we need the
values of the impulse response at ¢ = 0,£+7"/2, which are not given directly by the expression of
Problem 9.5. Using L’Hospital’s rule it is straightforward to show that:

1 2 V2 (2+m)
=+ +7T/2) = ———=

Then, the frequency response of the filters with N = 10,15,20 compared to the frequency
response of the ideal square-root raised cosine filter are depicted in the following figure.
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Frequency response of truncated SQRT Raised Cosine filters
10 T T T T T T T T

—— Ideal
---  N=10 ||
N=15
N=20

As we see, there is no significant difference in the passband area of the filters, but the realizable,
truncated filters do have spectral sidelobes outside their (1 4+ 3)/7" nominal bandwidth. Still,
depending on how much residual ISI an application can tolerate, even the N = 10 filter appears an
acceptable approximation of the ideal (non-realizable) square-root raised cosine filter.

Problem 9.7

(a),(b) Given a mathematical package like MATLAB, the implementation in software of the
digital modulator of Fig P9.7 is relatively straightforward. One comment is that the interpolating
filters should have a nominal passband of [—7/3,7/3], since the interpolation factor applied to the
samples at the output of the shaping filter is 3. We chose our interpolation filters (designed with
the MATLAB fir1 function) to have a cutoff frequency (-3 dB frequency) of /5. This corresponds
to the highest frequency with significant signal content, since with the spectrum of the baseband
signal should be (approximately, due to truncation effects) limited to (1 + 0.25)/27, so sampled at
67 it should be limited to a discrete frequency of (2 % 7 * (1 4 0.25)/27")/6 ~ 0.21 * 7.

The plot with the power spectrum of the digital signal sequence is given in the following figure.
We have also plotted the power spectrum of the baseband in-phase (I component) of the signal.
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Spectrum of baseband (In-phase part) and modulated bandpass signal
0 T T T T T T T

Baseband (1)
——  Modulated

-10

-30

-80 Il Il Il Il Il L L
0 1000 2000 3000 4000 5000 6000 7000
Frequency (Hz)

We notice the rather significant sidelobe that is due to the non-completely eliminated image of
the spectrum that was generated by the interpolating process. We could mitigate it by choosing
an interpolation filter with lower cut-off frequency, but then, we would lose a larger portion of the
useful signal as well. The best solution would be to use a longer interpolation filter.

()
By repeating the experiment for a total of 6 runs we get the following figure

Spectrum modulated bandpass signal over 6 runs
0 T T T T

-80 Il Il Il Il L L
0 1000 2000 3000 4000 5000 6000 7000
Frequency (Hz)

We notice the smoother shape of the PSD, and we can verify that indeed the spectrum is
centered around 1800 Hz.

Problem 9.8
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(a) The alternative expression for s(t) can be rewritten as

s(t) 7= Re {Zn 1.0 - nT)}
= Re{}, L,e?*™e"Tg(t — nT)[cos 2m f.(t — nT) + jsin(27 f.(t — nT)]}
= Re{}, Ing(t — nT)[cos2m fonT + jsin 27 fonT][cos 27 f.(t — nT) + jsin(27 fo(t — nT)]}
= Re{}, Ing(t — nT)[cos 2m fonT cos 27 fo(t — nT') — sin 27 fonT sin 27 fo(t — nT')
+jsin 27 fonT cos 27 fo(t — nT') + j cos 2w fonT sin 27 f.(t — nT')]}
= Re{>, Ing(t —nT)[cos2n f.t + jsin2nm f.t]}
= Re{X, Ing(t — nT)e*™t} = s(t)

So, indeed the alternative expression for s(t) is a valid one.

(b)

jepf nT §2p fnT
e L/ e
( q(t) q) w
nr I’ nr
— —>
—
—> —
) I" ni - To
n Dete ctor
N N J
q(t) qaet)
Modulator Demodulator
(with phase rotator) (with phase derotator)

Problem 9.9

(a) From the impulse response of the pulse having a square-root raised cosine characteristic,
which is given in problem 9.5, we can see immediately that x5q(t) = xsg(—t), i.e. the pulse g(t)
is an even function. We know that the product of an even function times and even function has
even symmetry, while the product of even times odd has odd symmetry. Hence ¢(t) is even, while
4(t) is odd. Hence, the product ¢(t)§(t) has odd symmetry. We know that the (symettric around
0) integral of an odd function is zero, or
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10

S (1+p)/2T
/ a(B)d(t)dt = / a(B)d(t)dt = 0
—o0 —(1+p)/2T

(b) We notice that when f. = k/T, where k is an integer, then the rotator/derotaror of a
carrierless QAM system (described in Problem 9.8) gives a trivial rotation of an integer number of
full circles (2wkn), and the carrierless QAM/PSK is equivalent to CAP.

Problem 9.10

(a)

(i) zop = 2, 1 = 1, x9 = —1, otherwise z,, = 0. Then :
() = 2sin(27TWt) sin(2eW(t —1/2W))  sin@rW(t —1/W))
T Wit 20W (t — 1/2W) 20W (t — 1/W)
and :

X(f) =gy 2+ e T™/W —e220f/W] | f| <W =
1/2
\X(f)\:ﬁ[(i—i—Zcosﬂ—wf—llcos%] ) fl<W

The plot of | X (f)| is given in the following figure :

2

18-

1.6

14

121

g1
s
0.8
0.6
0.4F
0.2
—g.5 -1 -0.5 6 0.5 1 1.5
fw
(ii) x.1 = =1, &g = 2,21 = —1, otherwise z;,, = 0. Then :
o) = 2sin(27rWt) _sin2aW(t +1/2W))  sin(2rW (¢t — 1/2W))
T 2rWit 2rW (t + 1/2W) 2rW (t — 1/2W)
and :
X(f)= L [Q—e_j”f/w —e+j”f/w} - Q—QCOSLf S 1—cos7r—f lfl<WwW
2W 2W w w W’ -
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The plot of | X (f)| is given in the following figure :

25 T

15 N

WIX()]

0.5 N

0.5 1 1.5

2of

(b) Based on the results obtained in part (a) :

25

(): x(t)

(ii): x()

-15 I I I I I
-3 -2 -1 0 1 2 3
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(c) The possible received levels at the receiver are given by :
(i)
By=2+1,1— 1,2
where I,,, = +1. Hence :
P(B,=0)=1/4
P(B,=-2)=1/4
P(B,=2)=1/4
P(B, = —-4)=1/8
P(B, =4)=1/8
(ii)
By, =2l — In1— Inn

where I,,, = £1. Hence :

Problem 9.11

The bandwidth of the bandpass channel is W = 4 KHz. Hence, the rate of transmission should be
less or equal to 4000 symbols/sec. If a 8-QAM constellation is employed, then the required symbol
rate is R = 9600/3 = 3200. If a signal pulse with raised cosine spectrum is used for shaping, the
maximum allowable roll-off factor is determined by :

1600(1 + 3) = 2000

which yields 8 = 0.25. Since (3 is less than 50%), we consider a larger constellation. With a 16-QAM
constellation we obtain :

and :
1200(1 + B) = 2000

or # = 2/3, which satisfies the required conditions. The probability of error for an M-QAM
constellation is given by :

Py =1-(1-P;)
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where :
1 3Eaw

Pm:Q(“TMM W]

With Py; = 10~% we obtain P VAT = O X 10~7 and therefore using the last equation and the table
of values for the Q(-) function, we find that the average transmitted energy is :

Eup = 24.70 x 1077

Note that if the desired spectral characteristic X,..(f) is split evenly between the transmitting and
receiving filter, then the energy of the transmitting pulse is :

| dwd= [ ionnpa = [ X -
Hence, the energy &,, = P,,T depends only on the amplitude of the transmitted points and the

symbol interval T. Since T = ﬁa

Py = % =24.70 x 1072 x 2400 = 592.8 x 1077

the average transmitted power is :

If the points of the 16-QAM constellation are evenly spaced with minimum distance between them
equal to d, then there are four points with coordinates (j:%l,j:%l), four points with coordinates
(:l:%, :l:%d), and eight points with coordinates (:l:%d, :l:%), or (:l:%l, :l:%d). Thus, the average trans-
mitted power is :

16
1 1 d? 9d? 10d? 5
P, = A2 4+ A% Y= — [4x — 4+4x — | =42
av 2><16;( me + Ams) 32[><2+ X x| =g
Since P,, = 592.8 x 1077, we obtain
Pav
d=1/4 == = 0.0069

Problem 9.12

The channel (bandpass) bandwidth is W = 4000 Hz. Hence, the lowpass equivalent bandwidth will
extend from -2 to 2 KHz.
(a) Binary PAM with a pulse shape that has § = % Hence :
L (14 3) = 2000
2T B
SO :lr = 2667, and since k = 1 bit/symbols is transmitted, the bit rate is 2667 bps.
(b) Four-phase PSK with a pulse shape that has g = % From (a) the symbol rate is % = 2667 and
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the bit rate is 5334 bps.

(c) M =8 QAM with a pulse shape that has 3 = 3. From (a), the symbol rate is 7 = 2667 and
hence the bit rate % = 8001 bps.

(d) Binary FSK with noncoherent detection. Assuming that the frequency separation between the
two frequencies is Af = %, where % is the bit rate, the two frequencies are f. + % and f. — %
Since W = 4000 Hz, we may select % = 1000, or, equivalently, % = 2000. Hence, the bit rate is
2000 bps, and the two FSK signals are orthogonal.

(e) Four FSK with noncoherent detection. In this case we need four frequencies with separation
of % between adjacent frequencies. We select f; = f. — %’, fo = feo— %, f3 = fe+ %, and
fa=fc+ %, where % = 500 Hz. Hence, the symbol rate is % = 1000 symbols per second and
since each symbol carries two bits of information, the bit rate is 2000 bps.

(f) M = 8 FSK with noncoherent detection. In this case we require eight frequencies with frequency
separation of % = 500 Hz for orthogonality. Since each symbol carries 3 bits of information, the
bit rate is 1500 bps.

Problem 9.13

(a) The bandwidth of the bandpass channel is :
W = 3000 — 600 = 2400 Hz

Since each symbol of the QPSK constellation conveys 2 bits of information, the symbol rate of
transmission is : ] 9400

R = T3 = 1200 symbols/sec
Thus, for spectral shaping we can use a signal pulse with a raised cosine spectrum and roll-off factor

8 =1, since the spectral requirements will be %(1 +03) = % = 1200Hz. Hence :

T 1
Xpelf) = FI1+ cos(xT|f])] = 55 cos” (%)

If the desired spectral characteristic is split evenly between the transmitting filter Gp(f) and the
receiving filter Gr(f), then

Gr(5) = Gulh) =\ oy o5 (3435 ) 1< 7 = 1200

A block diagram of the transmitter is shown in the next figure.

an to Channel
e G
QPSK 7(f) 4’(%)—>

cos(27 f.t)
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(b) If the bit rate is 4800 bps, then the symbol rate is

4
R = % = 2400 symbols/sec

In order to satisfy the Nyquist criterion, the the signal pulse used for spectral shaping, should have
roll-off factor § = 0 with corresponding spectrum :

X(f) =T, |f] <1200

Thus, the frequency response of the transmitting filter is Gr(f) = VT, |f| < 1200.

Problem 9.14

The bandwidth of the bandpass channel is :
W = 3300 — 300 = 3000 Hz

In order to transmit 9600 bps with a symbor rate R = % = 2400 symbols per second, the number
of information bits per symbol should be :

9600
2400

Hence, a 2* = 16 QAM signal constellation is needed. The carrier frequency f. is set to 1800 Hz,
which is the mid-frequency of the frequency band that the bandpass channel occupies. If a pulse
with raised cosine spectrum and roll-off factor g is used for spectral shaping, then for the bandpass
signal with bandwidth W :

1 0%
1 - =1 =02
o7 (1+8) = - = 1500 = 3 =025

A sketch of the spectrum of the transmitted signal pulse is shown in the next figure.

It S —

3300 1800  -300 300900 1800 3300
2700
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Problem 9.15

The SNR at the detector is :
é BT Py(1+p)

=30dB
No No NoW

Since it is desired to expand the bandwidth by a factor of % while maintaining the same SNR, the
received power P, should increase by the same factor. Thus the additional power needed is

10
P, = 10log;o — = 5.2288 dB

Hence, the required transmitted power is :

Ps = -3+ 5.2288 = 2.2288 dBW

Problem 9.16

The pulse z(¢) having the raised cosine spectrum given by (9-2-26/27) is :

x(t) = sinc(t/T)%fo//sz2

The function sinc(t/T") is 1 when ¢ = 0 and 0 when ¢t = nT. Therefore, the Nyquist criterion will
be satisfied as long as the function g(t) is :

()_M_ 1 £=0
T ZT2482/72 ~ | pounded t£0

. 242 /2 _ _T
The function g(t) needs to be checked only for those values of ¢ such that 43t°/T* = 1 or ft = 5.

However :
i cos(mBt/T) . cos(5x)
im —————— = lim —=—=
ﬁt—»% 1-— 452t2/T2 z—1 1—=x

and by using L’Hospital’s rule :

cos(Zx
i T = i i) = § <o
Hence :
1 n=0
x(nT) =
0 n#0

meaning that the pulse z(t) satisfies the Nyquist criterion.
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Problem 9.17

Substituting the expression of X,.(f) given by (8.2.22) in the desired integral, we obtain :

1-8

i~
— |
L yr 3

| xetnar = [1+co - f——ﬁﬂ ar+ [ 7T
148
—1-/1;2; g[l—l—cos%(f——lQ_Tﬂ)} df
Ly 1-8 o T
= [ s () L g
1— 14+

Tar 'l 1-— 2T 7TT 1-0
+/1+ﬂ cosﬁ(f T f+/ co B(f_—QT )df

/0 T +/§ T
COS —xax COS —xrax
_ Ié; 0 B

= 1+
B
T
B
= 1+/T cosﬂmdle—i—O:l
_B I6]
T
Problem 9.18
Let X(f) be such that
TU(fT)+U(f) |f] <% V() IfI<7
Re[X(f)] = T ImX(f)] = g
0 otherwise 0 otherwise

with U(f) even with respect to 0 and odd with respect to f = 7= Since x(t) is real, V(f) is odd

with respect to 0 and by assumption it is even with respect to f = 5. Then,
z(t) = FUX(f)]

% 5T . T .

= [T xgeta s [T x| et
T —or 3T
o T .

=[xt [T i)+ v

T -T

1

= sinc(t/T) + / LU + V(e

1
T
1 ,
Consider first the integral f_Tl U(f)e??™ftdf. Clearly,

[,

1

6327rftdf / e]27rftdf+ /T U(f)€j27rftdf

1
T 0

el

’i\’-‘
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and by using the change of variables f/ = f + % and f'= f— % for the two integrals on the right
hand side respectively, we obtain

| et

1
T

1 1
_smy [2T 1. 5w N 1 e
= /1 Ui - 2T)e]2ﬂf A et /1 Ui+ QT)eﬂﬂf ‘df’
2T

2T

1

2 (omct) [ e ot

= (T —eT + ==)e df
— s 2T

1
2T 1 . ’
— 2jsin(%t)/ 1 U(f’—i—ﬁ)eﬂ”ftdf’

T
where for step (a) we used the odd symmetry of U(f’) with respect to f’ = 5=, that is

U = 52) = ~U( + 52)

1 .
For the integral [T, V(f)e/?"/tdf we have

S

/ L (et

1
T
/0
1

L L
= i [P v et s F [T v ey

—L
2T

1

V()i + / TV (p)enttay
0

Sl

1
2T
However, V(f) is odd with respect to 0 and since V (f'+5=) and V(f'— 5) are even, the translated

spectra satisfy
L 1

. /_i jemf't /__/ﬁ ! L G Lt gt
[ v = ety = [T v ey

2T 2T

Hence,

1
o N r L sanrt e
z(t) = smc(t/T)—l—stm(Tt)/_% U(f' + 2T)€ df
1

T 2T 1 . ’
_9¢in(— / g2mf't gpr
sm(Tt)/L U(f +—2T)e df
2T
and therefore,
1 n=0

T) =
=(nT) 0 n#0

Thus, the signal z(t) satisfies the Nyquist criterion.
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Problem 9.19

The bandwidth of the channel is :
W = 3000 — 300 = 2700 Hz

Since the minimum transmission bandwidth required for bandpass signaling is R, where R is the
rate of transmission, we conclude that the maximum value of the symbol rate for the given channel
is Rmax = 2700. If an M-ary PAM modulation is used for transmission, then in order to achieve
a bit-rate of 9600 bps, with maximum rate of Ry, the minimum size of the constellation is
M = 2F = 16. In this case, the symbol rate is :

R = @ = 2400 symbols/sec

and the symbol interval T = % = ﬁ sec. The roll-off factor  of the raised cosine pulse used for
transmission is is determined by noting that 1200(1 + 3) = 1350, and hence, 5 = 0.125. Therefore,

the squared root raised cosine pulse can have a roll-off of g = 0.125.

Problem 9.20

Since the one-sided bandwidth of the ideal lowpass channel is W = 2400 Hz, the rate of transmission
is :

R = 2 x 2400 = 4800 symbols/sec

(remember that PAM can be transmitted single-sideband; hence, if the lowpass channel has band-
width from -W to W, the passband channel will have bandwidth equal to W; on the other hand, a
PSK or QAM system will have passband bandwidth equal to 21¥). The number of bits per symbol
is

14400

= 1500~
Hence, the number of transmitted symbols is 23 = 8. If a duobinary pulse is used for transmission,
then the number of possible transmitted symbols is 2M — 1 = 15. These symbols have the form

by, = 0,+2d, +4d, ..., +12d

where 2d is the minimum distance between the points of the 8-PAM constellation. The probability
mass function of the received symbols is

8 — |m|

P(b=2md) = TR

m=0,41,..., 47
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An upper bound of the probability of error is given by (see (9-3-18))

1 ™2 6  k&aw
PM<2<1_W>Q[\/(Z> M2=1 N ]

With Py = 107% and M = 8 we obtain

kgb,av

= 1.3193 x 10°> = &40 = 0.088
0

Problem 9.21

(a) The spectrum of the baseband signal is (see (4-4-12))

1 1
Py (f) = T‘I’ﬂ(f)\ch(f)\Q = T\ch(f)\Q
where T = ﬁ and
r 0<[fl< 77
Xpe(f) = ¢ T +cos@nT(fl - &) & <Ifl <&
0 otherwise

If the carrier signal has the form c¢(t) = A cos(27 f.t), then the spectrum of the DSB-SC modulated
signal, @y (f), is

@y (f) = SO~ 1)+ O(f + 1)

A sketch of @y (f) is shown in the next figure.

-fc-3/4T -fc

-fc+3/4T fc-3/4T fc fc+3/4T

(b) Assuming bandpass coherent demodulation using a matched filter, the received signal r(t) is
first passed through a linear filter with impulse response

gr(t) = Az, o(T — t) cos(2m fo(T — 1))
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The output of the matched filter is sampled at ¢ = T and the samples are passed to the detector.
The detector is a simple threshold device that decides if a binary 1 or 0 was transmitted depending
on the sign of the input samples. The following figure shows a block diagram of the optimum
bandpass coherent demodulator.

; Bandpass Detector
r(t) | matched filter | __ (Threshold [—

9r(t) device)

Problem 9.22

(a) The power spectral density of X(¢) is given by (see (4-4-12))

2,(f) = 2 @a(NICT()P

The Fourier transform of g(t) is

Sin 'ﬂ_fTe_jﬂ_fT
nfT

Gr(f)=Flg(t)] = AT
Hence,
Gr(f)P = (AT)?sinc?(fT)

and therefore,
D, (f) = A’T®,(f)sinc®(fT) = A*Tsinc®(fT)

(b) If g1(t) is used instead of g(t) and the symbol interval is 7', then

() = 2 PulH)|Cor ()

1
— T(A2T)251nc2( f2T) = 4A*Tsinc®(£27)

(c) If we precode the input sequence as b, = a,, + aa,_3, then

14a®2 m=0
Pp(m) = a m=43
0 otherwise

and therefore, the power spectral density ®p(f) is

®y(f) = 1+ a® 4 2a cos(2rf37T)
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To obtain a null at f = %, the parameter a should be such that

14+ a? +2acos(2rf3T) , =0=a=—1

o)

(c) The answer to this question is no. This is because ®,(f) is an analytic function and unless it
is identical to zero it can have at most a countable number of zeros. This property of the analytic
functions is also referred as the theorem of isolated zeros.

Problem 9.23

The roll-off factor § is related to the bandwidth by the expression # = 2W, or equivalently
R(1 4 B) = 2W. The following table shows the symbol rate for the various values of the excess
bandwidth and for W = 1500 Hz.

B .25 33 .50 .67 .75 | 1.00
R || 2400 | 2256 | 2000 | 1796 | 1714 | 1500

The above results were obtained with the assumption that double-sideband PAM is employed, so
the available lowpass bandwidth will be from —W = @ to W Hz. If single-sideband transmission
is used, then the spectral efficiency is doubled, and the above symbol rates R are doubled.

Problem 9.24

The following table shows the precoded sequence, the transmitted amplitude levels, the received
signal levels and the decoded sequence, when the data sequence 10010110010 modulates a duobinary
transmitting filter.

Data seq. Dy: 100 1 01 1 0 01 0
Precoded seq. Pp: 01 11 0 O01 0 0 0 1 1
Transmitted seq. I,:||-1 1 1 1 -1 -1 1 -1 -1 -1 1 1
Received seq. By: o 2 2 0 -2 0 0 -2 -2 0 2
Decoded seq. D,: 1 0 0 1.0 1 1 0 010

Problem 9.25
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The following table shows the precoded sequence, the transmitted amplitude levels, the received
signal levels and the decoded sequence, when the data sequence 10010110010 modulates a modified
duobinary transmitting filter.

Data seq. Dy: 1 001 0 1 1 0 01 O
Precoded seq. Py: 0o o1 o011 1 0 O 0 01 O
Transmitted seq. I,: |-1 -1 1 -1 1 1 1 -1 -1 -1 -1 1 -1
Received seq. Bj: 2 0 0 2 0 -2 -2 0 0 2 0
Decoded seq. Dy: 1 0010 1 1 0 01 O

Problem 9.26
Let X (z) denote the Z-transform of the sequence z,, that is

X(z) = Z Tpz "

Then the precoding operation can be described as

D(z)
X(2)

P(z) = mod — M
where D(z) and P(z) are the Z-transforms of the data and precoded dequences respectively. For
example, if M =2 and X(2) =1+ 27! (duobinary signaling), then

D(z)

P(2) =
(2) 14271

— P(2) = D(2) — 2 'P(2)

which in the time domain is written as

DPn = dn — Pn-1

and the subtraction is mod-2.
However, the inverse filter ﬁ exists only if xg, the first coefficient of X (z) is relatively prime
with M. If this is not the case, then the precoded symbols p,, cannot be determined uniquely from
the data sequence d,,.
In the example given in the book, where o = 2 we note that whatever the value of d,, (0 or 1),

the value of (2d, mod 2) will be zero, hence this precoding scheme cannot work.

Problem 9.27
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(a) The frequency response of the RC filter is

1
SrRCT 1
C _ j2rRCf _ :

The amplitude and the phase spectrum of the filter are :

D=

C(H) = (1 +47T2(1RC)2f2> , 0.(f) = arctan(—27RC'f)

The envelope delay is
1 do.(f) 1 —27RC RC

T2 df | 21+ 4n2(ROZf? 1+ 4n2(RO)2f?

Tc(f) =

A plot of 7(f) with RC' = 1079 is shown in the next figure :
x0-7

10
9.990]
9.908|
9.907|
9.99/

g 9.995/
9.904
9.903/
9.902/
9.901/

9.99 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Frequency (f)
(b) The following figure is a plot of the amplitude characteristics of the RC filter, |C(f)|. The
values of the vertical axis indicate that |C(f)| can be considered constant for frequencies up to 2000
Hz. Since the same is true for the envelope delay, we conclude that a lowpass signal of bandwidth
Af =1 KHz will not be distorted if it passes the RC filter.

1

ICI

0.999 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Frequency (f)
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Problem 9.28

Let Gp(f) and Gg(f) be the frequency response of the transmitting and receiving filter. Then, the
condition for zero ISI implies

T, 0<Ifl < 7
Gr(f)C(NGr(f) = Xve(f) =3 L1+ cos2rT(f| - )], & <Ifl <&
0, 1> a7

Since the additive noise is white, the optimum tansmitting and receiving filter characteristics are
given by (see (9-2-81))

Thus,

1
T 2 1
|:1+0.3c0527rfT:| ’ 0 < ‘f‘ < aT
1

G = |G = T(14cos(2nT(|f|-%)] 2
‘ T(f)| | R(f)| |: 2(1+0.300527rfT)T } ’ % < |f| < %

0, otherwise

Problem 9.29

A 4-PAM modulation can accomodate k = 2 bits per transmitted symbol. Thus, the symbol
interval duration is :

k 1
=—— =—— sec
9600 4800
Since, the channel’s bandwidth is W = 2400 = %, in order to achieve the maximum rate of
transmission, Ryax = %, the spectrum of the signal pulse should be :

X(f) =TT (%)

Then, the magnitude frequency response of the optimum transmitting and receiving filter is (see
(9-2-81))
1

1+< 7 )TH(f): [H(ﬁ)Ta If| < 2400

Gz (f)| = Gr(f)| = 2400 2W

0, otherwise
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Problem 9.30

We already know that

o2 = / " @ (NICR() P

P d2 w o 2d
av = p 7W‘ T(f)| f
| Xre(f)]
G ="l f<W
D= 1aapiomr =
From these ) 2
o, 1 | Xre(f)]
2 PMT/ Pan(H)IGR() A / [GEEIE (504

The optimum |Gr(f)| can be found by applying the Cauchy-Schwartz inequality

e’} 0 00 2
[ wnra [ IUz(f)\Qdf>U ()| Ua()]df

where |U1(f)|, |[U2(f)| are defined as

UL = [V @un(N)IGR(F)

[ Xre(f)]
[Gr(NIIC)]

The minimum value of (1) is obtained when |U;(f)| is proportional to |Us(f)|, i.e. |Ui(f)| =
K|Us(f)| or, equivalently, when

Ua(f)] =

_ | Xre ()2

where K is an arbitrary constant. By setting it appropriately,

| Xre ()2
[C(HIM2 "

The corresponding modulation filter has a magnitude characteristic of

IGr(f)| = fl<sw

[ Xee(H] [ Xre(H)[V?

= Eniem = emiE

Ifl<W
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Problem 9.31

In the case where the channel distortion is fully precompensated at the transmitter, the loss of
SNR is given by

w
: Xre(f)
10log Ly, with L, :/ e
w IC(HP
whereas in the case of the equally split filters, the loss of SNR is given by
w
. Xre(f)
10log[Lo]?, with Ly = / re
—w C(f)]

Assuming that 1/7 = W, so that we have a raised cosine characteristic with § = 0, we have

)= oo ]

2W w
Then ;
. W 1 [l4cos TL]
L = 2Jy" s ot
N W/2 1 1+Cos— 1 [14cos TL]
= 2 f 7+IW/2 2WT4W]
_  5m—6
- 2

Hence, the loss for the first type of filters is 10log L; = 1.89 dB.
In a similar way,

. W 1 [l4cos =)

Ly = 2y swomp—
N W/2 1 [l4cos T 1 [1+cos—]
= 2|Jy —warfW/an
. 3m=2
- 2T

Hence, the loss for the second type of filters is 10log[Ls]?> = 1.45 dB. As expected, the second type
of filters which split the channel characteristics between the transmitter and the receiver exhibit a
smaller SNR loss.

Problem 9.32

Suppose that a,, = +1 is the transmitted signal. Then the probability of error will be :

Pe|1 = P(ym<0|am:+1)

1 1 1
= ZP(1/2+nm<0)+ZP(3/2—|—nm<0)—|—§P(1—|—nm<0)

1 3 1 1
- 19 H ¢ [2—] T3¢ H
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Due to the symmetry of the intersymbol interference, the probability of error, when a,, = —1 is
transmitted, is the same. Thus, the above result is the average probability of error.

Problem 9.33

(a) If the transmitted signal is :

r(t) = i I,h(t — nT) + n(t)

n=—oo

then the output of the receiving filter is :

(e e
y(t) = > ILya(t—nT)+v(t)
n=-—o00
where z(t) = h(t) xh(t) and v(t) = n(t) xh(t). If the sampling time is off by 10%, then the samples
at the output of the correlator are taken at ¢ = (m + 55)T. Assuming that ¢ = (m — ;5)T without
loss of generality, then the sampled sequence is :

Ym = Z Iz((m — 1LOT —nT)+v((m— 1—10)T)

n=—oo

If the signal pulse is rectangular with amplitude A and duration T, then >0° __ Ia((m— 15T —nT)
is nonzero only for n = m and n = m — 1 and therefore, the sampled sequence is given by :

Yo = Int(=—sT) + Inya(T — —T) + v((m — —)T)

10 10 10
) AT + Iy 1~ AT + (( 1)T)
= — 11— v((m— —
0" ™1 10
The variance of the noise is : N
= 9 42T
2
and therefore, the SNR is :
2 27\ 2 2
2(A=T 1 24T
SNR o (2 2A°T) 81
10) NoA2T ~ 100 N

As it is observed, there is a loss of 10log;, % = —0.9151 dB due to the mistiming.

(b) Recall from part (a) that the sampled sequence is

9 1
Y = 1—OImA2T + Im,lmAQT + Uy,
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The term Im,l% expresses the ISI introduced to the system. If I,,, = 1 is transmitted, then the

probability of error is

1 1
Plell, =1) = §P(€|Im =1In1=1)+ EP(e\Im =1,In1=-1)

—%AQT L2

e NoA’T dy + e NoA’T dy

1 R 1 i
2\/ 7TN0A2T /—oo 2\/ 7TN0A2T /—oo

1 2A2T 1 8 \2242T
= =@ +§Q <—)

2 Ny 10 Ny

Since the symbols of the binary PAM system are equiprobable the previous derived expression is
the probability of error when a symbol by symbol detector is employed. Comparing this with the
probability of error of a system with no ISI, we observe that there is an increase of the probability
of error by

No | 2 No

1 8\ 22427 1 2A2T
Paifr(e) = 5@ (1—0>

Problem 9.34
(a) Taking the inverse Fourier transform of H(f), we obtain :
_1 oY o
h(t)=F [H(f)] =46(t) + Eé(t —to) + 5(5(15 + o)

Hence,
Q
=S8

y(t) = s(t) *x h(t) = s(t) + 5

(@
—S

(t—to) + 5 (t+to)

(b) If the signal s(t) is used to modulate the sequence {I,}, then the transmitted signal is :

u(t) = Y Is(t—nT)

n=—oo

The received signal is the convolution of u(t) with h(t). Hence,

y(t) = u(t)*h(t) = ( 3y Ins(t—nT)) * (6(t) + %(5(t—t0) n %(5(15—1—150))

n=—oo
o0

o o
a a
= E I,s(t —nT) + 5 g I,s(t —tg—nT) + 5 g I,s(t+tg —nT)

n=—oo n=—oo n=—oo
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Thus, the output of the matched filter s(—t) at the time instant ¢; is :

e} 00

wt) = ) In/ s(r — nT)s(r — t))dr

n=-—o0o0 -

e o0
+§ Z In/_OOS(T—to—nT)S(T—tl)dT

n=—oo

oY o0
+§ Z In/_oos(T—i-to—nT)s(T—tl)dT

n=—oo

If we denote the signal s(t) = s(t) by x(t), then the output of the matched filter at ¢; = kT is :

w(kT) = i Iyx(ET — nT)

n=—oo

o0 o
a a
+§ E Ia(kT —tg —nT) + 5 E Ix(KT +tg — nT)

n=—oo n=—oo

(c) With tg =T and k = n in the previous equation, we obtain :

wE — Ikxo + Z Inafk—n
n#k
[0 [0 « «
~hx 1+ 5 Z Invg_pn1+ Iz + 5 Z Inwy_pi1

2 2
ntk n+£k

[0 [0 (6% (6%
= I (330 + 501 + 5331) + %In [xk—n + o Tk—n-1 + o Tk=n+1
n

_|_

The terms under the summation is the ISI introduced by the channel. If the signal s(t) is designed
so as to satisfy the Nyquist criterion, then :

Tk = 0, k 75 0
and the aobove expression simplifies to :

o
wy, = I, + §(Ik+1 +I-1)

Problem 9.35

(a) Each segment of the wire-line can be considered as a bandpass filter with bandwidth W = 1200
Hz. Thus, the highest bit rate that can be transmitted without ISI by means of binary PAM is :

R =2W = 2400 bps
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(b) The probability of error for binary PAM trasmission is :

oeolfE

Hence, using mathematical tables for the function Q[-], we find that P, = 10~ is obtained for :

% =952 = ;—Z =13.52 =11.30 dB
(c) The received power Pp is related to the desired SNR per bit through the relation :
Pr_18& _p&
No T Ny No
Hence, with Ny = 4.1 x 10~2! we obtain :
Prp=4.1x 1072 x 1200 x 13.52 = 6.6518 x 1077 = —161.77 dBW
Since the power loss of each segment is :
L; =50 Km x1dB/Km =50dB

the transmitted power at each repeater should be :

Pr=Prp+ L, =-161.774+ 50 = —111.77 dBW

Problem 9.36

Ty = /OO h(t +nT)h*(t)dt

vp = /OO z(t)h* (t — kKT)dt
Then :
Ejul] = 1E [ [ [ 2(a)h*(a — §T)=* (b)h(b — kT)dadb]

[N

= [ [ 3E[z(a)z*(b)] h*(a — jT)h(b — kT)dadb

= No [~ h*(a— jT)h(a — kT)da = Nozj_p,
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Problem 9.37

In the case of duobinary signaling, the output of the matched filter is :
x(t) = sinc(2Wt) + sinc(2Wt — 1)

and the samples x,,_,, are given by :

1 n—m=0
Tpnem =2(nT —mT)=< 1 n—m=1

0 otherwise

Therefore, the metric C M (I) in the Viterbi algorithm becomes
CMI) = QZInrn — ZZI Ion@n—m
= QZInrn ZIQ ZI I
= Zln (2r, — I, — I,_1)
n

Problem 9.38

(a) The output of the matched filter demodulator is :

y(t) = Z Ik/ ar T—ka)gR(t—T)dT-i-I/( )

k=—00
= Z Tx(t — kTy) + v(t)
k=—o00
where,
sin 7t cos It
.1‘(15) = gT(t) *gR(t) ﬂ_tT 1 47;2
T T
Hence,
o0
y(mTy) = > La(mT, — kL) + v(mT})

k=—00

1 1
= Inp+ _Im—l + _Im-I—l + l/(me)
7T i

The term %Im_l + %Im+1 represents the ISI introduced by doubling the symbol rate of transmission.
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(b) In the next figure we show one trellis stage for the ML sequence detector. Since there is
postcursor ISI, we delay the received signal, used by the ML decoder to form the metrics, by one
sample. Thus, the states of the trellis correspond to the sequence (I,,,—1, ), and the transition
labels correspond to the symbol I,,,+1. Two branches originate from each state. The upper branch is
associated with the transmission of —1, whereas the lower branch is associated with the transmission
of 1.

Problem 9.39
(a) The output of the matched filter at the time instant m7 is :
1
Ym = gImwkm +Vm = I;m + ZIm—l +Vm

The autocorrelation function of the noise samples v, is

No
Elvv;) = 5 Tk—j
Thus, the variance of the noise is
2 No No
W= =g

If a symbol by symbol detector is employed and we assume that the symbols I,,, = I,,_1 = /&
have been transmitted, then the probability of error P(e|l,, = I;,—1 = V&) is :

5 T A
= Plum <—V&) = / e Nodyy,
4 7TNO —00

1 /—%\/% ol [
— e v = —4 =
V2T J o 4V Ny
If however I,,,_1 = —+/&p, then :
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Since the two symbols /&, —/&, are used with equal probability, we conclude that :

Ple) = Pleln = V&)= Plelln = /&)
1 5 [2& 1 3 [2&,
] ol

(b) In the next figure we plot the error probability obtained in part (a) (log,o(P(e))) vs. the SNR
per bit and the error probability for the case of no ISI. As it observed from the figure, the relative
difference in SNR of the error probability of 107% is 2 dB.

log(P(e)
A
[9)]

-55

-6.5

-76 7 8 9 10 11 12 13 14

SNR/bit, dB

Problem 9.40

For the DFE we have that :

P
We want to minimize J = F ‘Ik - Ik‘ . Taking the derivative of J, with respect to the real and
imaginary parts of ¢; = a; + jb;, 1 <1 < K>, we obtain :

9 0= E [—Ik_l (I;; —f;;) — I (Ik —fk)} 0=

E|re{r, (1~ 1)}| =0

g—;:O:>E{Im{IZ_l (Ik—fk>}] —0

and similarly :

Hence,
E [I;;_l (Ik — Ikﬂ —0, 1<I<K, (1)
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Since the information symbols are uncorrelated : E [I}I]] = é5;. We also have :

Ellyuf] = E [Ik (Zﬁmzo Sdi— + n}*)]
= fik

Hence, equation (1) gives :

B ) =E[ha], 1<1<K =
0=FE [(Z?:—Kl cjuk—j + 212 ijk—j> Ii_z] =
0= (Z?:—Kl ijl—j) +c =

a= _E?:—Kl ¢jfi—j, 1 <U< Ky

which is the desired equation for the feedback taps.

Problem 9.41

(a) The equivalent discrete-time impulse response of the channel is :
1
h(t) =Y hnd(t —nT) = 0.36(t + T) + 0.95(t) + 0.35(t — T)
n=-—1
If by {c,} we denote the coefficients of the FIR equalizer, then the equalized signal is :

1

qm = Z cnhm—n

n=—

which in matrix notation is written as :

0.9 03 O c_1 0
0.3 09 03 o =11
0. 03 09 c1 0

The coefficients of the zero-force equalizer can be found by solving the previous matrix equation.
Thus,

C_1 —0.4762
co = 1.4286
C1 —0.4762
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(b) The values of g, for m = £2, £3 are given by

1

@ = Z cnhopn = c1hy = —0.1429
n=-—1
1
g_o = Z Cnh_9_p =c_1h_1 = —0.1429
n=—1
1
q3 = Z cph3—pn =0
n=—1
1
q-3 = Z cnh3_n =0
i

Problem 9.42

(a) The output of the zero-force equalizer is :

1
qm = § CnTm,,
n=-—1

With ¢o = 1 and ¢, = 0 for m # 0, we obtain the system :

1.0 01 -0.5 c_1 0
—0.2 1.0 01 Co =11
0.05 —-0.2 1.0 c1 0

Solving the previous system in terms of the equalizer’s coefficients, we obtain :

c-1 0.000
o =1 0.980
c1 0.196
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(b) The output of the equalizer is :

;

0 m < —4
c_1x_9 =0 m= -3
C_1T_1+cpr_9=-049 m=-2
0 m=—1
gm =14 1 m=
0 m=1
coxa + x1c1 = 0.0098 m=2
ci1x9 = 0.0098 m =3
0 m >4

Hence, the residual ISI sequence is
residual ISI = {...,0,-0.49,0,0,0,0.0098,0.0098,0, ...}

and its span is 6 symbols.

Problem 9.43

(a) If {c,} denote the coefficients of the zero-force equalizer and {g¢,,} is the sequence of the
equalizer’s output samples, then :
1
qm = Z CnTm—n

n=-1
where {z} is the noise free response of the matched filter demodulator sampled at t = k7. With
qg-1 =0, gqo = q1 = &, we obtain the system :

gb 0.95}, 0.15}, Cc_1 0
O.95b 51, 0.951, Co - 51,
0.1& 0.9&, & c1 &

The solution to the system is :

( e o o ) - ( 0.2137 —0.3846 1.3248 )

(b) The set of noise variables {4} at the output of the sampler is a gaussian distributed sequence
with zero-mean and autocorrelation function :
%JL‘]C |k“ S 2

R, (k ) =
0 otherwise
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Thus, the autocorrelation function of the noise at the output of the equalizer is :
R, (k) = R, (k) % c(k) x c(—k)

where c(k) denotes the discrete time impulse response of the equalizer. Therefore, the autocorrela-
tion sequence of the noise at the output of the equalizer is :

0.9402 k=0
13577  k=+1
_ No& ) —0.0546 k=42
2 0.1956 k= +3
0.0283 k= +4

0 otherwise

To find an estimate of the error probability for the sequence detector, we ignore the residual
interference due to the finite length of the equalizer, and we only consider paths of length two.
Thus, if we start at state Iy = 1 and the transmitted symbols are (11, I3) = (1,1) an error is made
by the sequence detector if the path (—1,1) is more probable, given the received values of 1 and
r9. The metric for the path (I7,1I3) = (1,1) is :

r1 — 2
MZ(L 1) = [ r1—2& 19— 2& ]C_l ! b
ro — Q(c;b
where :
C_ No&, [ 0.9402 1.3577
2 1.3577 0.9402
Similarly, the metric of the path (I, lz) = (—1,1) is
_ 1
po(—1,1) =[r; 7y JC7!
)

Hence, the probability of error is :
Py = P(p2(=1,1) < p2(1,1))
and upon substitution of r; = 2&, 4+ ny, 12 = 2&, + no, we obtain :
Py = P(ny +ng < —2&,)

Since ny and ngy are zero-mean Gaussian variables, their sum is also zero-mean Gaussian with

variance :

No&,

=4.
9958 5

No&
oy = (2 x 0.9402 + 2 x 1.3577) g b
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and therefore :
8,
P = -
2 Q[ 4.5958N0]

. T =)
The bit error probability is 5.

Problem 9.44

The optimum tap coeflicients of the zero-force equalizer can be found by solving the system:

1.0 0.3 0.0 c—1 0
0.2 1.0 0.3 co =11
0.0 0.2 1.0 c1 0
Hence,
c_1 —0.3409
o = | 1.1364
c1 —0.2273
The output of the equalizer is :
(0 m < —3
c_ix_1 =—0.1023 m= -2
0 m=—1
Qm = 1 m =20
0 m=1
ci1x1 = —0.0455 m=2
[ O m >3

Hence, the residual ISI sequence is :

residual ISI = {...,0,—0.1023,0,0,0, —0.0455,0, ...}

Problem 9.45
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(a) If we assume that the signal pulse has duration 7', then the ouput of the matched filter at the
time instant ¢t =T is :

T
u1) = [ s
T
= /0 (s(t)+as(t —=T) +n(r))s(T)dr

- /0 "+ /0 " n(r)s(r)dr
= &E+n

where & is the energy of the signal pulse and n is a zero-mean Gaussian random variable with

variance o2 = %. Similarly, the output of the matched filter at t = 27T is :

T T
y(2T) = a/o 52(7')d7'+/0 n(t)s(r)dr
= af;+n

(b) If the transmitted sequence is :

2(t) = Y Ins(t—nT)

n=—oo

with I, taking the values 1, —1 with equal probability, then the output of the demodulator at the
time instant ¢t = kT is
Yk = Ikgs + Oé-[k—lgs + ng

The term ady_1E; expresses the ISI due to the signal reflection. If a symbol by symbol detector is
employed and the ISI is ignored, then the probability of error is :

1 1
Pe) = 5P(error|In =1,I,1=1)+ 5P(error|In =1,I,.1=-1)
1 1
= §P((1 +a)és +n, <0) + §P((1 — )& +ng <0)
1 2(1 + )& 1 2(1 — «)?&s
= =Q Q +-Q Q
2 Ny 2 No

(c) To find the error rate performance of the DFE, we assume that the estimation of the parameter
« is correct and that the probability of error at each time instant is the same. Since the transmitted

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



41

symbols are equiprobable, we obtain :

P(e) = P(error at k|I};, =1)
= P(error at k — 1)P(error at k|I;, = 1,error at k — 1)
+P(no error at k — 1)P(error at k|I;; = 1,n0 error at k — 1)
= P(e)P(error at k|l = 1,error at k — 1)
+(1 — P(e))P(error at k|l = 1,no error at k — 1)
= Ple)p+(1-P(e))g

where :
p = P(error at k| = 1,error at k — 1)
= %P(error at k|I, = 1,11 = 1,error at k — 1)
—I—%P(error at k|Iy =1,Iy_1 = —1,error at k — 1)
_ %P((l +20)E, +np < 0) + %P((l —20)E, + g < 0)
_ %Q 201 +]5:)255 . %Q 2(1 —]\Za)?gs
and
q = P(error at k|I; = 1,n0 error at k — 1)

[2E;
Solving for P(e), we obtain :

[2¢,
I1-p+gq 2(1+20)2¢, 2(1—2a)2¢, 2
e e

A sketch of the detector structure is shown in the next figure.

Input 7y o~ Threshold | Output ay
g\ - device g
Estimate | Delay |
Q@
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Problem 9.46

A discrete time transversal filter equivalent to the cascade of the trasmitting filter gr(t), the channel
c(t), the matched filter at the receicer gr(t) and the sampler, has tap gain coefficients {x,, }, where

09 m=0

0 otherwise

The noise v, at the output of the sampler, is a zero-mean Gaussian sequence with autocorrelation
function :
Elvev] = 0”mjy, k=1 <1

If the Z-transform of the sequence {x,,}, X(z), assumes the factorization :
X(2) = F(2)F*(z7")

then the filter 1/F*(z71) can follow the sampler to white the noise sequence v;. In this case the
output of the whitening filter, and input to the MSE equalizer, is the sequence :

Un = > Tifok +
k

where ny, is zero mean Gaussian with variance o2. The optimum coefficients of the MSE equalizer,

¢y, satisfy :
1
Y el =&,  k=0,%1
n=—1
where :
n—k + 2571 ) —k Sl
Pn—ky = {§ okt o0k n=h
0 otherwise
f—ku -1 S k S 0
§k) = .
0 otherwise
With

X(2) =032+09+032"1 = (fo + friz ) (fo + f12)

we obtain the parameters fy and f; as :

r ++/0.7854 f ++/0.1146
0= ’ 1=
++/0.1146 ++/0.7854

The parameters fo and f; should have the same sign since fyfi; = 0.3. However, the sign itself does
not play any role if the data are differentially encoded. To have a stable inverse system 1/F*(z~1),
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we select fo and f; in such a way that the zero of the system F*(271) = fo + f12 is inside the unit
circle. Thus, we choose fo = 1/0.1146 and f; = v/0.7854 and therefore, the desired system for the
equalizer’s coefficients is

0.9+40.1 0.3 0.0 c—1 Vv 0.7854
0.3 0.9+40.1 0.3 o =1 v0.1146
0.0 0.3 09+0.1 c1 0

Solving this system, we obtain

c—1 = 0.8596, ¢p=0.0886, c1 = —0.0266

Problem 9.47

(a) The spectrum of the band limited equalized pulse is
_jmnf
T Dome—oo T )e W [fl S W

0 otherwise

X(f) =

ﬁ[Q—FQCOSWWf} lfl<W

0 otherwise

* [1—1—1605%] lfl<W

0 otherwise
_ 1
where W = T

(b) The following table lists the possible transmitted sequences of length 3 and the corresponding
output of the detector.

1 -1 -1 4
1 -1 1 -2
1 1 -1/ 0
11 1] 2
1 -1 -1 -2
1 -1 10
1 1 -1 2
1 1 1 4
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As it is observed there are 5 possible output levels b,,, with probability P(b,, = 0) = i,
P(by, = +2) = L and P(b,, = +4) =

(¢) The transmitting filter Gp(f), the receiving filter Gr(f) and the equalizer Gg(f) satisfy the
condition

Gr(f)Gr(f)GEe(f) = X(f)

The power spectral density of the noise at the output of the equalizer is :

Su(f) = Su(NIGR(HGE()? = o*|GR(f)GE(f)F

With .
Gr(f) = Gr(f) = P(f) = 5 e ™l
the variance of the output noise is :
2 _ 2 [T 2_2OOX(f)2
it = o [ leatnesnta=o [ [ S0

117 2
4 1+ cos T&

‘72/ 272 2| ‘ df
_w TS W —27rT5o|f\

82 [ 7f\? 2T
— mT50 f
- mTaW? /0 <1 s W ) o

The value of the previous integral can be found using the formula :

/ e cos” bxdzx

1
= ZIe [(a cos bz 4 nbsin bx)ex cos™ ' bx + n(n — 1)b / e cos™ 2 b:z:dx]
a?+n

Thus, we obtain :

1
o _ 8% [ (€M5OW_1)( 1 +27TT50+7TW2T50>

v T2 T2 W?2 2nls0  Am?T2) + 4;{,—2
B 47T (62”T5°W n 1)
Am2T2 + &

To find the probability of error using a symbol by symbol detector, we follow the same procedure
as in Section 9.2.3. The results are the same with that obtained from a 3-point PAM constellation
(0, £2) used with a duobinary signal with output levels having the probability mass function given
in part (b). An upper bound of the symbol probability of error is :

Ple) < Pllyml > Ubm = 0)P (b = 0) + 2P ([ — 2| > 1y = 2)Plbyn = 2)
+2P(ym + 4 > 1|by, = —4) P (b, = —4)
= P(lym| > 1|bym = 0) [P(by, = 0) + 2P (b, = 2) + P(byy, = —4)]

7
= 2Pyl > 1o =0)

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



45

But
P(lgm| > 1bm = 0) = ——=— [ e==/q
Ym m=0)=—sn | x
14
Therefore,

Problem 9.48

Since the partial response signal has memory length equal to 2, the corresponding trellis has 4
states which we label as (I,—1,I,). The following figure shows three frames of the trellis. The
labels of the branches indicate the output of the partial response system. As it is observed the free
distance between merging paths is 3, whereas the Euclidean distance is equal to

dp =22 +42+22 =24

(In—la In)
('17'1)

(_171)
(17_1)

(1,1)

Problem 9.49

(a) X(2) = F(2)F*(271) = 22 + 1+ J271. Then, the covariance matrix I is :

1+Ny 1/2 0 1/v2
= /2 1+Ny 1/2 and { = | 1/V2
0 /2 1+ N 0
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The optimum equalizer coefficients are given by :

Copt = I‘ilg
(1+Ng)2—1/4 —3(1+ Np) 1/4 1/v?2
= @mm | —s1+No)  (L+N)? =51+ N) 1/V2
1/4 —2(1+No) (1+Nog)?—1/4 0
Ng+3No+ 1%
_ 1 2 3 1
= VZaam | Mo+ 3No+t 3
_No _ 1
2 4

where det(I') = (14 Np) [(1 + No)* — 3]

(b)
det(T = AI) = (1+ No—A) [(1+ No— N2 — 3] =
A1 =1+ Ny, )\22%—1—1—1—]\70, )\3:1—%+N0

and the corresponding eigenvectors are :

-1/v2 1/2 1/2
vVi= 0 , Vo= | 1/V2 |, va=| —1/V2
1/v2 1/2 1/2
(C) 3 2 /
., 2N3 4+ 4N2 + 2N, + 3/4
Jmin(K) | k=1 = Jmin(1) =1 — T-1l¢ = 0 0
Ol W she 2N3 +4ANZ + 5Np + 1
(d)

1 — Jmin(1)  2NG +3No +3/4
Jmin(1)  2NZ +4ANZ + 1/4

’)/:

Note that as Ng — 0, v — 3. For Ny = 0.1, v = 2.18 for the 3-tap equalizer and v = /1 + Nlo —1=

3.58, for the infinite-tap equalizer (as in example 10-2-1). Also, note that v = NLO = 10 for the case
of no intersymbol interference.

Problem 9.50

For the DFE we have that :

0 K>
Ik: Z Cjuk—j+zcjlk—ja and Ek:Ik—Ik
Jj=—Ki J=1
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The orthogonality principle is simply :

Elawi_] =0, for ~Ki<i<0 | Blhwi] =Bl ~Ki<i<0
Elepli ] =0, for 1<1< Ky BRI = E[ho_], 121< K

Since the information symbols are uncorrelated : E [I,I]] = ady;, where a = E [|I k|2} is a constant

whose value is not needed since it will be present in all terms and thus, cancelled out. In order to
solve the above system, we also need F [upuf], E [Iyu]]. We have :

Pluai] = B[(Skofalen+m) (Sho fali +17)]
= a Eﬁlzo forofm+k—1 + Nodgy

and
Blli] = B[l (Sheo Fili o+ 77|
= aff",

Hence, the second equation of the orthogonality principle gives :

B ) =E[ho], 1<1< K =

K *
0=FE [(Z?}m cjuk—j + 252 ijk—j> Ik—l] =
0=a (ZngKl cjfl_j> +acq =
= —Z?}m cifi—j, 1<1< Ko

which is the desired equation for the feedback taps. The first equation of the orthogonality principle
will give :

E[Lu; | =E [fkuzfl] K <1<0=
f*=F 0 , . Ky o1 Y ou* -
arZy Z]:—Kl Cjuk—j + Z]:l Cilk—j | Up_y

afts = Y0y ¢ (0 Yo Finfiy + Nodu ) +a X f2 ¢ ffp —K1 <1< 0

Substituting the expression for ¢;, 1 < j < Ky, that we found above :

F70= 0wy (So Fufmsie + Nodw) = S5 Xy emfiomfiyy —K1 10
* 0 L * 0 Ko *
Jo =2k, G (Zm:o Sondmvi—5 + No5kl) = 2=k i 2amz1 Jm—jifoy —EK1 <1< 0=

S ity =fr, K1 <1<0
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where v; = Z;zl:o forfm+i—; + Nodyj, which is the desired expression for the feedforward taps of
the equalizer.

Problem 9.51

The tap coefficients for the feedback section of the DFE are given by the equation :

C, = — Z?:—Kl ijk‘—j7 ,IC = 1,2, ...,KQ
= —(cofk -1 frs1 4 o+ ek frvky)
But fr =0 for £ < 0 and k£ > L. Therefore :

cr, = —cofr, cL+1 =0, cLy2 =0, etc

Problem 9.52

(a) The tap coefficients for the feedback section of the DFE are given by the equation : ¢, =
— Z(;:_ i, Gifi—js 1 < k < K, and for the feedforward section as the solution to the equations :

Sk, ety = —f%, K1 <1<0. In this case, K1 = 1, and hence : Y0__, ejthy; = —f*,, | =
—1,0 or:

o,0c0 + Yo,—1¢-1 = f§
Y100 +Y_1,-1c21 = f{

But vy; = Z;fzo fofm+i1—j + Nody;, so the above system can be written :

% + No % Co _ 1/\/§
% 1+ N() c_1 1/\/5
SO
¢ 1 14N 2
0| = — - 2 01 ~ V2 , for Ng << 1
1 V2(Ng+3No+73) | N 2v/2N,
The coefficient for the feedback section is :
1
cl = —C()f1 =——¢y~ —1, for Ng << 1

N

(b)

0

Jmin(l) = 1 — Z ij,j =

Jj=—Ki

2Ng + Ny
2(Ng+2No+ 1)

~ 2Ny, for Ny << 1
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(c)

1 — Jnin(1 14+ 4N, 1
y = min(1) _ TR0 L Ny <<l
Jmm(l) 2N (1 + 2N0) 2N
(d) For the infinite tap DFE, we have from example 9-5-1 :
Jmin = 2Ng ~ 2Ny, Ny << 1

1+No++/(1+No)2—1

1 Jpin _ 1=Noy/(14+No)®~1
']min 2N0

Yoo =

(e) For Ny = 0.1, we have :

Jmin(1) = 0.146, ~ = 5.83 (7.66 dB)
Jmin = 0.128, 75 = 6.8 (8.32 dB)
For Ny = 0.01, we have :
Jmin(1) = 0.0193, v =51 (17.1 dB)
Jmin = 0.0174, 74 = 56.6 (17.5 dB)

The three-tap equalizer performs very wee compared to the infinite-tap equalizer. The difference
in performance is 0.6 dB for Ny = 0.1 and 0.4 dB for Ny = 0.01.

Problem 9.53

(a) We have that :
1 _ 14+8
5 =900, L = 1200 =
1+ 3 =1200/900 = 4/3 = 3 =1/3

(b) Since 1/2T = 900, the pulse rate 1/7T" is 1800 pulses/sec.

(c) The largest interference is caused by the sequence : {1,—1,s,1,—1,1} or its opposite in sign.
This interference is constructive or destructive depending on the sign of the information symbol s.
The peak distortion is Zi:flk;ﬁo fe=1.6

(d) The probability of the worst-case interference given above is (%)5 = 1/32, and the same is the
probability of the sequence that causes the opposite-sign interference.
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Problem 9.54

(a)
F(z) =0.8—-06z"! =

X(2)=F(2)F*(z7") = (0.8 —0.6271) (0.8 — 0.62) =1 — 0.48271 — 0.482
Thus, zg =1, x—1 = x; = —0.48.

(b)
=X (e7) =1-0.48¢77“T — 0.48¢7“" = 1 — 0.96 cos wT

F 2 (o)

n=—oo

(c) For the linear equalizer base on the mean-square-error criterion we have :

. _ T T No
Jmin = 97 57 TFNG=0.96 cos o AW
e N

— Vo
27 J—m 1+ Ng—0.96 cos 9d9

_ 1 Ng \gm o1 _ 096
= o (1+N0> J o a0, a = 135,

But : ) - . 1
— — = — d’<1
27 J_.1—acosf \/1_a2’a
Therefore :
g Ny 1 Ny
min — =
1+ No 0.96 \2 2 _ 2
\/1 - (&%) V(L+ No)* = (0.96)

(d) For the decision-feedback equalizer :
2Ny

14 No+ \/(1 + Np)? — (0.96)?

which follows from the result in example 10.3.1. Note that for Ny << 1,

2N
Jmin ~ 0 ~ 1.56 Ny

1+4/1—(0.96)*

Jmin =

In contrast, for the linear equalizer we have :

N,
Jmin =~ "0 A 3.57Ny

1 —(0.96)*
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Problem 9.55

(a) Part of the tree structure is shown in the following figure :

I3 =3
I3 =1
I, =3
I =1 I3 =—1
I3=-3

I, =-1
I, =-3
I, =3

I1:3 .[2:].

L =1

I, =-1
I, =-3
I =-1 I, =3

I =1

I =3 I, =-1
I, =-3
I, =3

I =1

I, =-1
I, =-3

(b) There are four states in the trellis (corresponding to the four possible values of the symbol
I;_1), and for each one there are four paths starting from it (corresponding to the four possible
values of the symbol Ij). Hence, 16 probabilities must be computed at each stage of the Viterbi
algorithm.

(c) Since, there are four states, the number of surviving sequences is also four.
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(d) The metrics are
(y1 —0.80)%, i =1 and » (i —0.8; +0.6I;_1)°, i >2

py (I = 3) = [0.5 — 3%0.8]% = 3.61
p1 (I =1) = [0.5 — 1% 0.8]* = 0.09
p1 (I =—1)=1[0.5+1%0.8)% = 1.69
p1 (I = —3) = [0.5 4 3 % 0.8]* = 8.41
po (I =3,1; =3) = pu1(3) + [2 — 2.4 + 3% 0.6]* = 5.57
p2 (3,1) = (1) +[2—24+1%0.6) = 0.13
o (3,—=1) = p1(—=1) +[2— 2.4 —1%0.6)* = 6.53
p2 (3,—3) = p1(—3) +[2— 2.4 —3%0.6]> = 13.25
2 (1,3) = pu1(3) + [2 — 0.8 + 3% 0.6 = 12.61
p2(1,1) = p1(1) + [2— 0.8+ 1% 0.6)° = 3.33
g (1,—1) = py(—=1) +[2 - 0.8 — 1% 0.6]> = 2.05
2 (1,—=3) = p1(=3) +[2— 0.8 — 3% 0.6]> = 8.77
pra (—1,3) = pu1(3) +[2+ 0.8 + 3% 0.6]% = 24.77
po (—1,1) = (1) +[2+ 0.8 + 1% 0.6]*> = 11.65
o (=1, —1) = 1 (=1) + [24 0.8 — 1% 0.6]> = 6.53
p2 (=1, =3) = 1 (=3) + [2 4+ 0.8 — 3% 0.6]* = 9.41
p2 (=3,3) = p1(3) + [2 4 2.4 + 3% 0.6]* = 42.05
2 (=3,1) = (1) + [2 4 2.4 + 1% 0.6]* = 25.09
2 (=3, —1) = p1(=1) + [2+ 2.4 — 1% 0.6]* = 16.13
p2 (=3, —3) = p1(=3) + [2+ 2.4 — 3% 0.6)* = 15.17

The four surviving paths at this stage are miny, [p2(z, [1)],  =3,1,—1,-3 or :
I, = 3,1 = 1 with metric p2(3,1) = 0.13
Iy =1,I; = —1 with metric ua(1, —1) = 2.0
I, = —1,1; = —1 with metric ps(—1,—1) = 6.53
I = —3,I; = —3 with metric pa(—3, —3) = 15.17

Now we compute the metrics for the next stage :

p3 (I3 =3, =3,I; =1) = pp(3,1) + [-1 — 2.4 + 1.8)* = 2.69
p3 (3,1, —1) = pa(1,=1) + [-1 — 2.4 4+ 0.6]* = 9.89

3 (3,—1,—1) = pp(—1,—1) + [-1 — 2.4 — 0.6]* = 22.53

3 (3,—3,—3) = pa(—3,—3) +[-1 — 2.4 — 1.8]* = 42.21
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3 (1,3,1) = po(3,1) +[-1 - 0.8 + 1.8]* = 0.13

s (1,1, 1) = pa(1,—1) + [-1 — 0.8 + 0.6]* = 7.81

s (1,—1,=1) = pp(—1,—1) + [-1— 0.8 — 0.6]* = 12.29

3 (1,—3,—3) = puo(—3,-3) +[-1—0.8 — 1.8]* = 28.13

3 (=1,3,1) = pa(3,1) + [-1 + 0.8 + 1.8]% = 2.69

pz (=1,1,=1) = pa(1, —1) + [-1 4 0.8 + 0.6]* = 2.69

pz (=1, =1, =1) = pa(=1,—1) + [-1 4+ 0.8 — 0.6]> = 7.17

3 (=1, —3,—-3) = pa(—3,-3) + [-1 + 0.8 — 1.8]> = 19.17
13 (=3,3,1) = p2(3,1) + [-1 + 2.4+ 1.8 = 10.37

3 (=3,1,—1) = pp(1, —1) + [~1 4 2.4 + 0.6]* = 2.69

p3 (=3, —1,—1) = po(—1,—1) + [-1 + 2.4 — 0.6)* = 7.17

3 (=3, —3,—3) = pa(—3,-3) + [-1 + 2.4 — 1.8)> = 15.33

The four surviving sequences at this stage are miny, r, [us(x, I2, 1)), + =3,1,—1,-3 or :

Is = 3,15 = 3,11 = 1 with metric u3(3,3,1) = 2.69

Is =1, =3, = 1 with metric u3(1,3,1) = 0.13

Is = —1,15 = 3,1 = 1 with metric pu3(—1,3,1) = 2.69

Is = -3,1o =1, = —1 with metric pu3(—3,1,—1) = 2.69

(e) For the channel, 62, =1 and hence :

6
P4 = 8@ ( B'Yav)

Problem 9.56

(a)

_ 1 K-1 i2mnk /K
b = & Yon—o Ene?*™
= L Z K 1 cre —j2mnl/K oj2mnk/K

1 —K-1 K-1_jorn(k—1)/K
K 2.1=0 € > n—0 ¢ (k=D)/
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But
K—1
Z €j27rn(k—l)/K 0, k 7é !
n=0 K7 =1
Hence, b, = ¢y..
(b)
E(z) = Yl az "

. K-1]1 K-1 j2mnk/K | ,—k
= k=0 [F > n—o Ene / ]Z

_ 1 xK-1 K—1(_jorn/K ,—1\F
= anzo En[ k=0 (e Kz )

1 xK-1 1—2—K
- K anO En 1—exp(j2mn/K)z—1

R ZKfl En
- K n=0 l1—exp(j2mn/K)z—1

(c) The block diagram is as shown in the following figure :

Parallel Bank of Single — Pole Filters

Yo(n)
g =/-X\
_ | \\r
-1
y1(n)
. e + :rX\
Comb. Filter
_ Y
_|_
x(n) X =Q ej27r/K Z_l El
T' |
»  — K
1/K “
yx-1(n)
3 + >

{x)
. I \\(
. —1
e]27r(K—1)/K z Ex_1

o4
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(d) The adjustable parameters in this structure are {Ey, F1, ..., Ex—1}, i.e. the DFT coefficients
of the equalizer taps. For more details on this equalizer structure, see the paper by Proakis (IEEE
Trans. on Audio and Electroacc., pp 195-200, June 1970).
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Problem 10.1

(a)

Flo)= 2431 5 X = PP () = 14 % (24 27)
Hence :
1 £ 0 3/5
r=| %21 £ E=1|4/5
0 £ 1 0
and :
c_1 1—a®> —a a® 3/5
Copt=1 co | = rle=— —a 1 —a 4/5
c1 a® —a 1—a? 0
where @ = 0.48 and 3 = 1 — 2a? = 0.539. Hence :
0.145
Copt =| 095
—0.456

(b) The eigenvalues of the matrix I" are given by :

1—-X 048 0
T —AM|=0=| 048 1—X 048 |=0=X=1, 0.3232, 1.6768
0 048 1-—-X

The step size A should range between :
0<A<2/Apax =1.19

(¢) Following equations (10-3-3)-(10-3-4) we have :

1 048 c_1 0.6

¢ = ) 1/} = =
0.48 0.64 co 0.8
C_1 - 0
co 1.25

and the feedback tap is :
Cl — —Cof1 = —0.75
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Problem 10.2

(a)

2 2 2
Amax = f— 1 =
Amax 1+ VoRRAL 1.707 + Ny
(b) From (10-1-31) :
3 )\2 1 3
INES A2Jmin Z —k2 ~ - AJmin Z Ak
1 1—(1—=AN) 2 1
Since ﬁ =0.01:
0.07
o N ~ 0.06

(c) Let C"' = V!C, ¢ = Vi, where V is the matrix whose columns form the eigenvectors of the
covariance matrix T' (note that V! = V~1). Then :

Ciiy =I-AT)C(,,y + AL =
C(n+1) = (I — AVAVil) C(n) + Al =
VIC,1) =V I (I-AVAV ) C) + AV =

= (I-AA)Cl, + A¢’

/
(n+1) (n

which is a set of three de-coupled difference equations (de-coupled because A is a diagonal matrix).
Hence, we can write :

6;67(n+1) = (1 — A)\k) C;%(n) + Agl/w k = —1, 0, 1

The steady-state solution is obtained when ¢}, (n41) = ¢};» which gives :

c;:i k=-1,0,1
Ak’ b

or going back to matrix form :
C=AY¥=
C=VC' =VA 'V =
C=(VAV ) le=1"%k

which agrees with the result in Probl. 9.49(a).
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Problem 10.3

Suppose that we have a discrete-time system with frequency response H (w); this may be equalized
by use of the DFT as shown below :

o System H(w) o Equalizer output
— > —
(channel) E(w)
A(w) Y(w)
N-1 ' N-1 '
Alw) = Z ane 7" Y(w) = Z cpe 7" = A(w)H (w)
n=0 n=0
Let :
A(w)Y " (w
B - ALY @)
Y (w)]

Then by direct substitution of Y (w) we obtain :

A(w)A* (w)H*(w) _ 1
AP |Hw)?  H(w)

E(w) =

If the sequence {a,} is sufficiently padded with zeros, the N-point DFT simply represents the
values of E(gw) and H(w) at w = ZZk = wy, for k = 0,1,...N — 1 without frequency aliasing.
Therefore the use of the DFT as specified in this problem yields E (wy) = ﬁ, independent of the
properties of the sequence {a,}. Since H(w) is the spectrum of the discrete-time system, we know
that this is equivalent to the folded spectrum of the continuous-time system (i.e the system which
was sampled). For further details for the use of a pseudo-random periodic sequence to perform
equalization we refer to the paper by Qureshi (1985).

Problem 10.4

The MSE performance index at the time instant & is

2
J(Ck) =F

N
E ChnVk—n — I
n=—N

If we define the gradient vector Gj as

U J(ck)

G, =
k 219C]€
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then its [ — th element is

19J(ck.) 1
= — — —E
Gk 20¢y 2

N
2 ( Z ChnVk—n — Ik) UZ_z]

n=—N
= F [_fkvzil] =—-F [fkvzil]

Thus, the vector Gy, is

~Elawti )
G = : = —Flex Vj)]
—Elexvy_y]
where V. is the vector Vi = [vgyn - vp_n]T. Since Gy = —e, V}, its expected value is

E[Gy] = E[-,Vi] = —E[ex V] = Gy,

Problem 10.5

The tap-leakage LMS algorithm is :
C(n+1) =wC(n)+ Ae(n)V*(n) =wC(n) + A(I'C(n) — §) = (wI — AT') C(n) — A

Following the same diagonalization procedure as in Problem 10.2 or Section (10-1-3) of the book,
we obtain :

C'(n+1) = (wI— AA) C'(n) — A€

where A is the diagonal matrix containing the eigenvalues of the correlation matrix I". The algorithm
converges if the roots of the homogeneous equation lie inside the unit circle :

lw—AM| <1, k=-N,..,—1,0,1,...N

and since A > 0, the convergence criterion is :

1+ w

A<

)\max

Problem 10.6

The estimate of g can be written as : § = hoxo + ... + hyr—1Tpm—1 = xTh, where x, h are column
vectors containing the respective coefficients. Then using the orthogonality principle we obtain the
optimum linear estimator h :

Elxef=0=FE[x(¢g—x"h)] =0= E[xg] = E [xx" | h
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or :
_ —1
hopt = Rx:c C

where the M x M correlation matrix R, has elements :
R(m,n) = E[z(m)z(n)] = E [¢°] u(m)u(n) + 020mm = Gu(m)u(n) + oo 6um

where we have used the fact that g and w are independent, and that E [g] = 0. Also, the column
vector ¢ =F [xg| has elements :
c¢(n) = Elx(n)g] = Gu(n)

Problem 10.7

(a) The time-update equation for the parameters {Hy} is :
H,gnJrl) = H,gn) + Ae(")y,in)

where n is the time-index, k is the filter index, and y,in) is the output of the k-th filter with transfer
function : (1 — z_M) / (1 — eﬂ“k/Mz_l) as shown in the figure below :

Parallel Bank of Single — Pole Filters

Yo(n)
g =/-X\
_ | \\r

—1

y1(n)
e + :rX\

Comb. Filter
_ M
_|_
x(n) X ;Q /M L1 H

T ) | y(n)
»|  — M

eI2m(M=1)/M |Z Hy i
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The error €(n) is calculated as : €(n) = I,, — y(n), and then it is fed back in the adaptive part of
the equalizer, together with the quantities y,(cn), to update the equalizer parameters Hy.

(b) It is straightforward to prove that the transfer function of the k-th filter in the parallel bank
has a resonant frequency at fr = 271%, and is zero at the resonant frequencies of the other filters
fm = 2737, m # k. Hence, if we choose as a test signal sinusoids whose frequencies coincide with
the resonant frequencies of the tuned circuits, this allows the coefficient Hy for each filter to be
adjusted independently without any interaction from the other filters.

Problem 10.8

(a) The gradient of the performance index J with respect to h is : % = 2h 4 40. Hence, the time
update equation becomes :

1
Pt = ha = SA(2h, +40) = hy(1 = A) = 20A

This system will converge if the homogeneous part will vanish away as n — oo, or equivalently if :
1-Al<l<==0<A<2

(b) We note that J has a minimum at h = —20, with corresponding value : Jyi, = —372. To
illustrate the convergence of the algorithm let’s choose : A = 1/2. Then : hy,41 = h,/2 — 10, and,
using induction, we can prove that :

= (3) [ (3)]

where hg is the initial value for h. Then, as n — oo, the dependence on the initial condition hg

vanishes and h,, — —10% = —20, which is the desired value. The following plot shows the
expression for J as a function of n, for A = 1/2 and for various initial values hy.
50 T
o —— ho=-25 |4
- - ho=-30
_50l ho=0 1
-100 N
-150 b
G
-
-200- 1
-250 b
\
-300F, i
\
\
-350_ 1
—a00 L T
0 2 4 6 8 10 12 14 16 18 20

Iteration n
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Problem 10.9

a
The linear estimator for z can be written as : &(n) = ajz(n—1)+azx(n—1) = [x(n — 1) z(n — 2)] !
as

Using the orthogonality principle we obtain :

x(n—1) x(n—1) ay
E o(n—2) € 0=F — z(n) — [z(n — 1) z(n — 2)] o 0
Yoz (—1) _ Y2z(0) Yz (1) ai N
Yoz (—2) Yoz (1) Yzz(0) az
-1
ap | |10 bl b
a | | b1 2|l |o

This is a well-known fact from Statistical Signal Processing theory : a first-order AR process (which
has autocorrelation function v(m) = a/™l) has a first-order optimum (MSE) linear estimator :

Tp = QLp—1-

Problem 10.10

In Probl. 10.9 we found that the optimum (MSE) linear predictor for xz(n), is &(n) = bx(n — 1).
Since it is a first order predictor, the corresponding lattice implementation will comprise of one
stage, too, with reflection coefficient a;;. This coefficient can be found using (10-4-28) :

a1l =

Then, we verify that the residue fi(n) is indeed the first-order prediction error : fi(n) = xz(n) —
br(n—1) =xz(n) — z(n) = e(n)

Problem 10.11
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The system C(z) = ﬁ has an impulse response : ¢(n) = (0.9)”, n > 0. Then, we write the
input y(n) to the adaptive FIR filter :

[e.o]

y(n) =Y clk)a(n — k) +w(n)

k=0

Since the sequence {x(n)} corresponds to the information sequence that is transmitted through a
channel, we will assume that is uncorrelated with zero mean and unit variance. Then the optimum

b

(according to the MSE criterion) estimator of x(n) will be : Z(n) = [y(n) y(n —1)] bo . Using
1
the orthogonality criterion we obtain the optimum coefficients {b; }:
b
E AL P QN> u(n) 2(n) - [y(n) yin—1)]| " =0
y(n—1) y(n—1) by
-1
IR LU I I ORI y(n)y(n —1) | vz
by y(n—1y(n) yn—1yn -1) y(n — 1z(n)
The various correlations are as follows :
Ely(n)x(n)]=F Z c(k)x(n —k)z(n) + w(n)x(n)] =c(0)=1
k=0

where we have used the fact that : E [z(n — k)x(n)] = i, and that {w(n)} {x(n)} are independent.
Similarly :

Ely(n - Da(n)] = E

> e(k)z(n —k — 1)x(n) + w(n)x(n)] =0

=
Elymy()] = E ki) iC(k)c(j)x(n—k)g;(n_ ol
- 20(1)6(3’) +on = :(0.9)23' +o? =
- 1—10.81 o= ﬁJrUfu

and :

Elyn)y(n—1)] = E | Z c(k)e(i)z(n —k)x(n —1—j)

k=0 j5=0
[o¢] [o¢]
= > e +1) =) (0.9)%H
j=0 j=0
= 09 L =0 9—1
1-081 70.19
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10

Hence : .
bo | | gi+01 0955 1| | 08
by 09555 o5 + 0.1 0 —0.75

It is interesting to note that in the absence of noise (i.e when the term o2, = 0.1 is missing from the
diagonal of the correlation matrix), the optimum coefficients are : B(z) = by +b1z~ ' =1—-0.9271,
i.e. the equalizer function is the inverse of the channel function (in this case the MSE criterion
coincides with the zero-forcing criterion). However, we see that, in the presence of noise, the MSE
criterion gives a slightly different result from the inverse channel function, in order to prevent
excessive noise enhancement.

Problem 10.12

(a) If we denote by V the matrix whose columns are the eigenvectors {v;} :
V = [vi|va|...]vn]

then its conjugate transpose matrix is :

V*t —

and I' can be written as :

N
=) Avivi* = VAV
i=1

where A is a diagonal matrix containing the eigenvalues of I'. Then, if we name X = VA2V,
we see that :
XX = VAI/Qv*tVAl/Qv*t — VAI/QAI/Qv*t — VAv*t =T

where we have used the fact that the matrix V is unitary : VV* = I. Hence, since XX =T, this
shows that the matrix X = VAY2V* = Zf\; Ag/Qviv;‘t is indeed the square root of I'.

(b) To compute I''/2, we first determine V, A (i.e the eigenvalues and eigenvectors of the correlation
matrix). Then :

i

N
rl/2 — Z Ag/Qviv*t — VA2t
i=1
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Problem 11.1

(a)

Hence : . )
N*m Nm
N = _—— =
(SNE) 2N g2 2 o2
(b)
N
Vo= ) X;
n=1

N
E[V] = Y _E[X2] =N (c®+m’)

For the variance of V we have :
op, =E [V} —E*[V]=E[V? - N?(¢” + m?)
But :
N
E[V?] = Z ZE (X2X2) = ZXf;JrZ Z E(X2)E(X%) = NE (X")+N(N-1)E* (X?)
n o m n=1 n. m,n#m

To compute E (X 4) we can use the fact that a zero-mean Gaussian RV Y has moments :

& 0, k : odd
B[] =
1-3-..(k—1)0* k :even
Hence :
E [(X - m)ﬂ =0
A = F [Xﬂ =m* 4+ 60°m? + 30*
E[(X—m) ] = 304
Then :

E[V? =N (m*+60°m? + 30*) + N(N — 1) (62 + m?) =
E[V?] — N? (6% + m?) = 2No? (0% + 2m?)
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Note : the above result could be obtained by noting that V is a non-central chi-square RV, with
N degrees of freedom and non-centrality parameter equal to Nm?; then we could apply directly
expression (2-3-40). Having obtained 0%, we have :

N? (m2+02)2 _ E((mQ/JQ) —1-1)2
4

(SNR)y = @m2jo?) 1 1)

V" 2No? (02 + 2m2)

(c) The plot is given in the following figure for N=5 :

18

16 b

14+ SNR(U) b

10+ SNR(V) b

SNR(db)

0 . . . .
0 5 10 15 20 25

m~2 / sigman2

(d) In multichannel operation with coherent detection the decision variable is U as given in (a).
With square-law detection, the decision variable is of the form Zﬁf:l | X + an|2 where X, and Y,,
are Gaussian. We note that V is not the exact model for square-law detection, but, nevertheless,
the effect of the non coherent combining loss is evident in the (SNR);, .

Problem 11.2

(a) r is a Gaussian random variable. If /&, is the transmitted signal point, then :
E(r)=E(r)+ E(r2) = (L +k)vVE& =m,

and the variance is :
0 =0} + k*03

r =

The probability density function of r is

r)=-——e 29%
p(r) B,
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and the probability of error is :

P, — /O p(r) dr

where
my _ (1+k)%6

02 o} + k203
The value of k that maximizes this ratio is obtained by differentiating this expression and solving

for the value of k that forces the derivative to zero. Thus, we obtain

Note that if o1 > 09, then k > 1 and ry is given greater weight than r1. On the other hand, if
o9 > o1, then k < 1 and r; is given greater weight than ro. When o1 = 09, kK = 1 (equal weight).

b) When o2 = 302, k = 1, and
( 2 1 3

- 1
op o} + (307

2
01

m? (1+§)2&,) _ % <5b>

On the other hand, if k is set to unity we have
m2 4& &y

T

0_,? 02 + 302 - o?
Therefore, the optimum weighting provides a gain of :
4
101log 3= 1.25 dB

This is illustrated in the following figure, where v = %
1

10 I I I I I
8

6
gamma(db)
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Problem 11.3

(a) If the sample rate T% = N-Af = W, does not alter with the insertion of the cyclic prefix (which
indeed is the case in most multicarrier systems), then the bandwidth requirements for the system
remain the same. However, keeping the same sample rate means that the block length is increased
by a factor of &, and the effective throughput is reduced to 7 +1 N 5 of the previous one. This
is usually compensated by the elimination of ISI, which allows the use of higher order alphabets in

each one of the subcarriers.

NJX U) , so that the block length after the
insertion of the cyclic prefix will be the same as before, then the bandwidth requirements for the
system are increased by the same factor : W/ = W% . However, this second case is rarely used
in practice.

If the sample rate is increased by a factor of (

(b) If the real and imaginary parts of the information sequence { X} } have the same average energy
E[Re(X}))? = E[Im(Xy))?, then it is straightforward to prove that the time-domain samples
{zn}, that are the output of the IDFT, have the same average energy:

N—

,_\

(Re(Xg) + 7 - Im(Xy))exp(j2mnk/N), n=0,1,..,N —1
k=0

%F

and :

E [l‘%] =€
for allm = 0,1,...N — 1. Hence, the energy of the cyclic-prefixed block, will be increased from Ne to
(N + v) e. However, the power requirements will remain the same, since the duration of the prefixed
block is also increased from NT; to (N + v) Ts.

For an analysis of the case where the real and imaginary parts of the information sequence do

not have the same average energy, we refer the interested reader to the paper by Chow et al. (1991).

Problem 11.4

N-1
X(k) = a(n)e ™ /N =0, ,N-1
n=0
and for the padded sequence :
N+L-1 ' N-1 '
X'(k) = Z ' (n)e92mnk/(NFL) — x(n)eI¥RIINFL) - — 0 N+ L—1
n=0 n=0
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where we have used the fact that : 2/(n) =0, n=N,N +1,...,N + L — 1. We have also chosen to
use the traditional definition of the DFT (without a scaling factor in front of the sum). Then:

N-1

X(0) =) a(n) =X'(0)

n=0

If we plot |X (k)| and |X'(k)| in the same graph, with the x-axis being the normalized frequency
f= % or f = NLJFL, respectively, then we notice that the second graph is just an interpolated
version of the first. This can be seen if N + L is an integer multiple of N : N + L = mN. Then :

N-1 N-1
X'(mk) =Y x(n)e 2™/ mN = N g(n)em2RN = X (), k=0,1,..N -1
n=0 n=0

This is illustrated in the following plot, for a random sequence x(n), of length N = 8, which is
padded with L = 24 zeros.

15

Xk

<)
~
N
w
(]
o

Xkl

Problem 11.5

The analog signal is :

N-1
1 .

2(t) = —= Y X 0<t<T
N k=0

The subcarrier frequencies are : Fy, = k/T, k = 0,1, ...N, and, hence, the maximum frequency
in the analog signal is : N/T. If we sample at the Nyquist rate : 2N /T = N/T, we obtain the
discrete-time sequence :

N-1

N-1

1 - 1 .

l‘(n) — x(t — nT/N) — § Xk6]27rk(nT/N)/T - § : Xk6]27rkn/N’ n=0,1,.,N—1
VN k=0 VN k=0
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which is simply the IDFT of the information sequence { X} .

Problem 11.6

The reseting of the filter state every N samples, is equivalent to a filter with system function :

1—2N

1 —exp(j2mn/N)z~1

H,(z2) =

We will make use of the relationship that gives the sum of finite geometric series : E P 0 ak
Using this we can re-write each system function Hy,(z) as :

N N-1
1—27N 11— [exp(j2mn/N)z"1] Lk
Hy(z) = _ _ o A
(2) 1 —exp(j27nn/N)z—1 1 —exp(j2nn/N)z~1 kzo (eXP(J ™m/N)z )
or : .
Hy,(z) =) exp(j2mnk/N)z"", n=0,1,..N -1
k=0

which is exactly the transfer function of the transversal filter which calculates the n-th IDFT point
of a sequence.

Problem 11.7

We assume binary (M = 2) orthogonal signalling with square-law detection (DPSK signals wil have
the same combining loss). Using (11-1-24) and (11-1-14) we obtain the following graph for Py(L),
where SNR/bit =10log107s :

4 I I I I I

6
SNR/bit (dB)
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From this graph we note that the combining loss for 7, = 10 is approximately 0.8 dB.
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Problem 12.1

=,/ l?fiic fo ¢ cos2T1c (t — %) e~ I2mft gt

But COSQTLc (t— %) = % [1—1—605%( - %)] . Then

]. 1650 4ECTC 4ECTC

and

Hence,

Problem 12.2

The PN spread spectrum signal has a bandwidth W and the interference has a bandwidth Wy,
where W >> W;j. Upon multiplication of the received signal r(t) with the PN reference at the

receiver, we have the following (approximate) spectral characteristics
A

WS
W2 — WS,T,,

Spectrum of

Interference

JoW1 /W

0

Y

A

w

>

1Ty
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After multiplication with the PN reference, the interference power in the bandwidth 1/7} occupied

by the signal is
JoWl i . JOW1
w T,) WT,

Prior to multiplication, the noise power is JoW. Therefore, in the bandwidth of the information-
bearing signal, there is a reduction in the interference power by a factor W1, = 7 = L., which is

just the processing gain of the PN spread spectrum signal.

Problem 12.3

The concatenation of a Reed-Solomon (31,3) code with the Hadamard (16,5) code results in an
equivalent binary code of black length n = niny = 31 x 16 = 496 bits. There are 15 information
bits conveyed by each code word, i.e. k = k1ky = 15. Hence, the overall code rate is R, = 15/496,
which is the product of the two code rates. The minimum distances are

Reed — Solomon code : Dyjn =31 —-3+1=29

Hadamard code : dpi, = 5 =8

Hence, the minimum distance of the overall code is dpin = 28 x 8 = 232. A union bound on the
probability of error based on the minimum distance of the code is

avlc

where M = 215 = 32768. Also, & = P,,T}. Thus,

P.,Ty k
Py <2 422 2 d
M > Q( Ja'uTcn min

But kT, = nT, and d,,,, = 232. Hence,

2
Pu <2°Q (\/ %)

Due to the large number of codewords, this union bound is very loose. A much tighter bound is

Py < ZQ (\/ i?%w)

but the evaluation of the bound requires the use of the weight distribution of the concatenated
code.
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Problem 12.4

For hard-decision decoding we have

2m—2

Py < (M — 1) [4p(1 — p))@min/2 = 271 [4p(1 — p)]

where p = Q ( Ji?;éjfv ) Q ( 4%) . Note that in the presence of a strong jammer, the

probability p is large, i.e close to 1/2. For soft-decision decoding, the error probability bound is

We select & =2 = L and hence:
R - % R

Pu £ 27Q (/) < e (<)

< exp( Fau [Qm—%mIHQD

For a give jamming margin, we can find an m which is sufficiently large to achieve the desired level
of performance.

Problem 12.5

(a) The coding gain is
1
Redmin = 3 % 10 =5(7dB)

(b) The processing gain is W/R, where W = 10" Hz and R = 1000bps. Hence,

W 2x107
— =" =2x10"(43dB
R 103 0" (43dB)
(¢) The jamming margin is
Juw . (—W) (Redmin)
(PM) = Ty @
Jo

(), = )+ (COus— (%),
= 43+7-10=40dB
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Problem 12.6

We assume that the interference is characterized as a zero-mean AWGN process with power spectral
density Jy. To achieve an error probability of 107, the required & /Jo = 10. Then, by using the
relation in (12-2-46) and (12-2-37), we have

QW/R _ 2W/R _ &

Jav/Pav - Nu_l - J_O

/R = (%) (u-1)

W - R(%)(Nu—l)ﬂ

where R = 10* bps, N, = 30 and &,/Jy = 10. Therefore,
W =1.45x 10° Hz

The minimum chip rate is 1/7, = W = 1.45 x 10° chips/sec.

Problem 12.7

To achieve an error probability of 1079, we require

<é> = 10.5dB
Jo dB

Then, the number of users of the CDMA system is

_ 9W/R
N, = Sb/Jo+1

— % +1 =177 users

If the processing gain is reduced to W/R = 500, then

~ 1000

“= 113 + 1 = 89users
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Problem 12.8

(a) We are given a system where (Jq/Pav)yp = 20 dB, R = 1000 bps and (&/Jo),5 = 10 dB.
Hence, using the relation in (12-2-37) we obtain

oW = Jaw £ _
(?)dB - <m>dB + <_g)dB =30dB
oW
2w — 1000
w = 1000R/2 =5x 10°Hz

(b) The duty cycle of a pulse jammer for worst-case jamming is

071 0.7
= = - =0.07
&/Jo 10

a*

The corresponding probability of error for this worst-case jamming is

0.083  0.083

= =~ =83x107°
&/ 10 .

2

Problem 12.9

(a) We have N, = 15 users transmitting at a rate of 10,000 bps each, in a bandwidth of W =
1 MHz. The 5b/J0 is

& . 2W/R _ 2x10%/10* 200

Jo = Ny—1 14 - 14

= 14.28(11.54 dB)

(b) The processing gain is 100.
(c) With N, =30 and &,/ Jp = 14.28, the processing gain should be increased to
W/R = (14.28) (29) = 414

Hence, the bandwidth must be increased to W = 4.14M H z.
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Problem 12.10

The processing gain is given as

w
— =500 (27 dB
=500 (27 dB)

The (€,/Jo) required to obtain an error probability of 107> for binary PSK is 9.5 dB. Hence, the
jamming margin is

Jaw =@y (%
Pav dB R dB JO dB
= 30-9.5
= 20.5dB

Problem 12.11

If the jammer is a pulse jammer with a duty cycle a = 0.01, the probability of error for binary

PSK is given as
AW/R
P = _—
2= 0@ (\/ Jav/Pw)

For P, = 107°, and a = 0.01, we have

[ 4W/R\ .
Q( Jav/Pav) =10 ’

Then,
2W/ Ry, ~ 1000 5
Jav/Pav B Jav/Pav B
and
Jav
=200 (23 dB)
Problem 12.12
c(t)= Y ew(t—n)
n=-—o00
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The power spectral density of ¢ () is given by (3.4.15) as

5 (1) = 7=5c (1P (P

[

where

|P(f)? = (AT.)*sinc? (fT.), T, = lusec
and S, (f) is the power spectral density of the sequence {c,}. Since the autocorrelation of the
sequence {c,} is periodic with period N and is given as
N, m=0,+N,+2N,...
R (m) =
—1, otherwise
then, R. (m) can be represented in a discrete Fourier series as

N—

[y

ro (k) @2 RN m=0,1,...,N — 1

2| -

bc (m) =

k

Il
o

where {r. (k)} are the Fourier series coefficients, which are given as

N-1
re(k) =Y Re(m)e>™mN | =0,1,... . N—1
m=0

and 7. (k+nN) =r. (k) for n =0,%+1,£2,.... The latter can be evaluated to yield

re(k) =N+1—YN"jes2mhm/N

m

1, k=0,+N, 42N, ...
N + 1, otherwise
The power spectral density of the sequence {c,} may be expressed in terms of {r.(k)}. These

coefficients represent the power in the spectral components at the frequencies f = k/N. Therefore,
we have

Finally, we have
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Problem 12.13

Without loss of generality, let us assume that N; < No. Then, the period of the sequence obtained
by forming the modulo-2 sum of the two periodic sequences is

N3 = kNy

where k is the smallest integer multiple of Ny such that kN5 /Ny is an integer. For example, suppose
that N1 = 15 and N = 63. Then, we find the smallest multiple of 63 which is divisible by N; = 15,
without a remainder. Clearly, if we take k = 5 periods of Na, which yields a sequence of N3 = 315,
and divide N3 by Njp, the result is 21. Hence, if we take 21Ny and 5N, and modulo-2 add the
resulting sequences, we obtain a single period of length N3 = 21N; = 5N, of the new sequence.

Problem 12.14

(a) The period of the maximum length shift register sequence is
N=2%—-1=1023

Since T, = NT,, then the processing gain is

T,
NZ2 =1023(30dB)

c
(b) According to (12-2-37), the jamming margin is
() = ()-8
Pav ) qp B Jap  \Jo/ap
= 33-10

= 23dB
where J,, = 2JoW =~ 2Jy /T, = 2Jy x 10°

Problem 12.15

(a) The length of the shift-register sequence is

L =2m—1=25_-1
= 32767 bits
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10

For binary FSK modulation, the minimum frequency separation is 2/7', where 1/T" is the symbol
(bit) rate. The hop rate is 100 hops/ sec . Since the shift register has L = 32767 states and each state
utilizes a bandwidth of 2/T = 200 H z, then the total bandwidth for the FH signal is 6.5534 M H z.

(b) The processing gain is W/R. We have,

W 6.5534 x 10°
7 100 6.5534 x 10™ bps

(c) If the noise is AWG with power spectral density Ny, the probability of error expression is

I3 2W/R
P?ZQW%';) :Q(\/m>

Problem 12.16

(a) If the hopping rate is 2 hops/bit and the bit rate is 100 bits/sec, then, the hop rate is 200
hops/sec. The minimum frequency separation for orthogonality 2/T" = 400H z. Since there are

N = 32767 states of the shift register and for each state we select one of two frequencies separated
by 400 H z, the hopping bandwidth is 13.1068 M H z.

(b) The processing gain is W/ R, where W = 13.1068 M Hz and R = 100bps. Hence

% =0.131068 M H =z

(c) The probability of error in the presence of AWGN is given by (12-3-2) with L = 2 chips per
hop.

Problem 12.17

(a) The total SNR for three hops is 20 ~ 13 dB.Therefore the SNR per hop is 20/3. The probability
of a chip error with noncoherent detection is

_ &

— 2N

pb=3e 0
2
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11

where £./Nog = 20/3. The probability of a bit error is

P = 1—-(1-p)
= 1-(1-2p+p%
= 2p—p’
_ ¢ 1 _ &
= e 2No — —¢ No
= 0.0013

b) In the case of one hop per bit, the SNR per bit is 20, Hence,

1 _ &
Pb = 56 2N

1
_ 56710
= 227x107°

THerefore there is a loss in performance of a factor 57 AWGN due to splitting the total signal
energy into three chips and, then, using hard decision decoding.

Problem 12.18

(a) We are given a hopping bandwidth of 2 GHz and a bit rate of 10 kbs. Hence,

W 2x10°

== o = 2% 10° (53dB)

(b) The bandwidth of the worst partial-band jammer is o*W, where
o =2/(&/Jy) =0.2

Hence
oW = 0.4GHz

(c) The probability of error with worst-case partial-band jamming is

-1 -1
Py = =T
= 3.68x1072
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Problem 12.19

The error probability for the binary convolutional code is upper-bounded as
o
Py< > BaPa(d)
d:dfree

where P,(d) is the probability of error in a pairwise comparison of two paths that are separated in
Hamming distance by d. For square-law detected and combined binary FSK in AWGN, P»(d) is

d—1 nd—l—n
1 1 [ ~Red 2 — 1
P = o a3 | (M) ()

n=0 r=0

Problem 12.20

For hard-decision Viterbi decoding of the convolutional code, the error probability is
o0
P< ) BaPa(d)
d:dfree

where Py(d) is given by (8.2.16) when d is odd and by (8.2.17) when d is even. Alternatively,
we may use the Chernoff bound for P(d), which is : P>(d) < [4p(1 —p)]d/Z. In both cases, p =

% eXp(_’YbRc/2)'

Problem 12.21

For fast frequency hopping at a rate of L hopes/bit and for soft-decision decoding, the performance
of the binary convolutional code is upper bounded as

oo
Py< > BaPa(Ld)
d:df'ree

where

Ld—1 n Ld—1-n
1 1 [Red OLd —1
Py(Ld) = mexp(—becdﬂ) Z [ﬁ ( 2 > Z < , >]

n=0 r=0
Note that the use of L hops/coded bit represents a repetition of each coded bit by a factor of L.
Hence, the convolutional code is in cascade with the repetition code. The overall code rate of R./L
and the distance properties of the convolutional code are multiplied by the factor L, so that the
binary event error probabilities are evaluated at distances of Ld, where d e < d < 00.
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Problem 12.22

For fast frequency hopping at a rate of L hopes/bit and for hard-decision Viterbi decoding, the
performance of the binary convolutional code is upper bounded as

Py< > BaPa(Ld)
Cl:df'r‘ee

where

Py(d) < [4p(1 — p)]*/?

L—1 L—1-n
1 _hgs R 1 2L — 1
p= g ) 5 s (%,
n=

r=0

and

On the other hand, if each of the L chips is detected independently, then :

oo
Py < ) BaPa(Ld)
d:df'ree

where P (Ld) < [4p(1 — p)]Ld/2 and p=3 exp (1Rc/2) .

Problem 12.23

There are 64 decision variables corresponding to the 64 possible codewords in the (7,2) Reed-
Solomon code. With d;, = 6, we know that the performance of the code is no worse than the
performance of an M = 64 orthogonal waveform set, where the SNR per bit is degraded by the
factor 6/7. Thus, an upper bound on the code word error probability is

Pgy < (M —1)P, = 63P,

where

1 6 .\ (3 \"
P, < 92L—1 exXp <_7b?k/2) Z Cn <?k7b>

n=0

With L =6 and k = 6, P, becomes

5 n
1 18
P < 911 exp (_18’%/7) 30 Cn < 7 'Yb)
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where

Problem 12.24

In the worst-case partial-band interference channel, the (7,2) Reed-Solomon code provides an ef-
fective order of diversity L = 6. Hence

6
Py < 63P2(6):63(H)

6
77

IN

1.6x103 MW W
T, for T = 6 Z 3

Problem 12.25

2 1 Foo
Py(a) = a@Q ifb = a\/ﬁ/ e /24t

Hence, the maximum occurs when

0P _ L[ gy L[
da Vor \/% 2\ 7.y

The value of a that satisfies the above equation can be found numerically (or graphically) and is

equal to a = %. Substitution of this result into P (a) yields (for &/Jy > 0.71)

0.71 0.083
P, = V2 071) = ——2
2 5b/J0Q ( 0.7 ) &/ Jo
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Problem 12.26

The problem is to determine

L L
exp (—0251@' 28+ N> =0 > B |N2k\2>]
k=1 k=1

where thee {fi} are fixed and the {Nyx},{Nox} are complex-valued Gaussian random variables
with zero-mean and variances equal to U]%. We note that gy =1/ 0,% and, hence,

E

LE Ny |* = LB |Noy|? = o

1BLE N[> = LB E |Nog | = 1

Since the {Ny}, and { Ny} are all statistically independent

L
exp (—vzﬁk 26, + leﬁ)

k=1

E

T fosp (ot 26+ NP
k=1

and similarly for E [exp (—v Z£:1 Ok \Ngk\Z)] . Now, we use the characteristic function for the sum

of the squares of two Gaussian random variables (the two Gaussian random variables are the real
and imaginary parts of 2. + Ny ). That is

e
%ﬁw=E@Mv:—4L_mpG£&ﬂﬂQ

1 — juo? 1 — juo?

where Y = X% + X22, m; is the mean of X; and o2 is the variance of X;. Hence,

E [exp (—v (\/@250 + \/@lefﬂ L oxp <_4ﬁ’“”502>

1+ 1+ 20
E[exp (—v

L
i 1 —45}{053
PZ(B)_£1—4U2QXP< 1+ 20

and

\/EN%‘QH "1 —127)

Consequently

Problem 12.27

The function

a —2av€&? r
f(v7a) = |:1 — 42 P (Jo(l + 2U)>:|
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is to be minimized with respect to v and maximized with respect to a. Thus,

0 2a€&, B
%f(v,a)—0:>8v(1+2v)— 7 (1-2v)=0
and 9 S0vE
awl,
% (v,a)—0:>1—7jo(1+2v)—0

16

The simultaneous solution of these two equations yields the result v = 1/4 and a = % < 1. For

these values, the function f(v,a) becomes

1 3Jy 4 \* 147\ * E.
. — = — = — f =—2>3
f <4’ gc > <e'}’c> < Ve > o e JO o

Problem 12.28

The Gold code sequences of length n = 7 may be generated by the use of two feedback shift registers

of length 4 as shown below

4Ry
NI

A

Y

Y

ES Gold code

A
sequence

Y

dRY
N

These sequences have the following cross-correlation values

Values of correlation | Frequency of this value

-5 1
3 3
-1 3
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Problem 12.29

The method of Omura and Levitt (1982) based on the cut-off rate Ry, which is described in
Section 12.2.3, can be used to evaluate the error rate of the coded system with interleaving in pulse
interference. This computational method yields results that are reasonably close to the results
given by Martin and McAdam (1980) and which are illustrated in Fig. 12.2.12 for the rate 1/2
convolutional coder with soft-decision decoding.

Problem 12.30

(a) For the coded and interleaved DS binary PSK modulation with pulse jamming and soft-decision
decoding, the cutoff rate is

Ry =1—-logs [1 + ae_agC/NO}

Hence,
log o [1 + ae’agc/NO] =1—-Ry=
1+ ae*aSC/NO] =21-Fo =

e 1 a
No — aln 21-Ro_1q

and since &. = &R
& 1 a

“
No  aR "21-Fo _7

(b)

d (& 1 ! a . 1 0

L) n _

da \ Ny a?R 21-Fo —1  @&2R
Hence, the worst-case a is

at = (21_R0 — 1) e

provided that (21*RO - 1) e < 1, or equivalently : Ry > 1 —loga(1+e~!) =0.548.
If Ry < 0.548, then a = 1 maximizes J‘ff—% and. hence :
& 1 1

N RUEm o 07!
which is the result for the AWGN channel. For Ry > 0.548 and a = a* we have

& _ Ry > 0.548
Ny R(F-Ro—1)y 07

(c) The plot of 101log (fTbO) versus Ry, is given in the following figure:
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14
12 Worst-case N
pulse
jamming
10+ B
Z s8f 8
5
=)
j=2]
o
S 6 .
4l i
AWGN
2| i
0 | | | | | | | |
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Cut-off rate RO

Clearly, there is no penalty in SNR due to worst case pulse jamming for rates below 0.548. Even
for Rp = 0.8 the SNR loss is relatively small. As Ry — 1, the relative difference between pulse
jamming and AWGN becomes large.

Problem 12.31

(a)
Ry =log2q —logz [1 + (¢ — 1)aexp(—a&c/2No)| =
1+ (g — aexp(—a&./2Ny) = g2~ Fo

and since &. = R&,
é 2 (¢g—1Da

No aR " q2—fo —1

(b)

d (& 2 (¢ —1)a 2
— (=) =- 1 =0=
da <N0> 2R q2 R —1 " &R
o = (q2_R0 — 1) e
q—1
—Rgo_
provided that w < 1 or, equivalently, Ry > loggm. For a = a*, the SNR/bit
becomes
& 2(¢ - 1) q
—=———-"— for Ry >logo——++——
No RgzRo—1e 07 g—Dje+ 1

(c) The plots are given in the following figure
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25

20

10log(Eb/rN)
N
(4

=
o

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
RO/log2(q)

For low rates, the loss due to partial band jamming is negligible if coding is used. Increasing ¢
reduces the SNR/bit at low rates. At very high rates, a large ¢ implies a large SNR loss. For ¢ = 2,
there is a 3dB loss relative to binary PSK. As ¢ — oo, the orthogonal FSK approaches -1.6dB as
Ro — 0.
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Problem 13.1

Based on the info about the scattering function we know that the multipath spread is T;, = 1 ms,
and the Doppler spread is By = 0.2 Hz.

a) (i) T,, = 1073 sec

(b) (i) Frequency non-selective channel : This means that the signal transmitted over the channel
has a bandwidth less that 1000 Hz.

(ii) Slowly fading channel : the signaling interval T is T" << (At),.

(iii) The channel is frequency selective : the signal transmitted over the channel has a bandwidth
greater than 1000 Hz.

(c) The signal design problem does not have a unique solution. We should use orthogonal M=4
FSK with a symbol rate of 50 symbols/sec. Hence T' = 1/50 sec. For signal orthogonality, we
select the frequencies with relative separation Af = 1/T = 50 Hz. With this separation we obtain
10000/50=200 frequencies. Since four frequencies are requires to transmit 2 bits, we have up to
50" —order diversity available. We may use simple repetition-type diversity or a more efficient
block or convolutional code of rate > 1/50. The demodulator may use square-law combining.

Problem 13.2

(a)
Py, = p* + 3p*(1 — p)

where p = ﬁ, and 7, is the received SNR/cell.
(b) For 5. = 100, Py, ~1074+3-107*~3-107*
For 4, = 1000, P, ~ 1072 +3-106~3.1076

L
) _ T ~ (2L-1\ (1 .
c ) . S ~ )
(c) Since 4. >> 1, we may use the approximation : Ppg & ( 7 ) (%> where L is the order of
diversity. For L=3, we have :

10 Py = 1075, 7. =100

53

P2$ ~ = s
33 Py ~ 1075, 5, = 1000
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(d) For hard-decision decoding :

L

L _
Po= ) <k>Pk(1 —p)~7F < [4p(1 — p))*?
o=
where the latter is the Chernoff bound, L is odd, and p = 5. For soft-decision decoding :

2+7%¢

o (L1 (1Y
UL )\

Problem 13.3

(a) For a fixed channel, the probability of error is : P.(a) = @ ( aj\%g) . We now average this

conditional error probability over the possible values of «, which are a=0, with probability 0.1, and
a=2 with probability 0.9. Thus :

Pe =0.1Q (0) + 0.9Q (\/%) = 0.05 4+ 0.9Q ( %)

(b) As & — o0, P, —0.05
(c) When the channel gains aj,ag are fixed, the probability of error is :

(a2 +a3) 28

P.(a,a2) = Q N

Averaging over the probability density function p(ai,as) = p(ay) - p(az), we obtain the average
probability of error :

P, =(0.1)2Q(0)+2-09-0.1-Q (\/%Zi) +(0.920Q (\/%)
= 0.005+0.18Q (/3£ ) +081Q (/%)

(d) As & — oo, P, — 0.005
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Problem 13.4

(a)
Ty =1sec= (Af),~7-=1Hz

1
By =0.01 Hz = (At). ~ Bid = 100 sec

(b) Since W =5 Hz and (Af).~ 1 Hz, the channel is frequency selective.
(c) Since T=10 sec < (At),., the channel is slowly fading.

(d) The desired data rate is not specified in this problem, and must be assumed. Note that with a
pulse duration of T' = 10 sec, the binary PSK signals can be spaced at 1/T" = 0.1 Hz apart. With a
bandwidth of W=5 Hz, we can form 50 subchannels or carrier frequencies. On the other hand, the
amount of diversity available in the channel is W/ (Af). = 5. Suppose the desired data rate is 1
bit/sec. Then, ten adjacent carriers can be used to transmit the data in parallel and the information
is repeated five times using the total number of 50 subcarriers to achieve 5-th order diversity. A
subcarrier separation of 1 Hz is maintained to achieve independent fading of subcarriers carrying
the same information.

(e) We use the approximation :

oL — 1 1\*
Py ~ =
L 4%e

where L=5. For P; = 1075, the SNR required is :

1 5
(126) <H> =10"% =5, =10.4 (10.1 dB)
C

(f) The tap spacing between adjacent taps is 1/5=0.2 seconds. the total multipath spread is
Ty =1 sec. Hence, we employ a RAKE receiver with at least 5 taps.

(g) Since the fading is slow relative to the pulse duration, in principle we can employ a coherent
receiver with pre-detection combining.

(h) For an error rate of 107%, we have :

oL — 1\ /1\°
P, ~ ( ) (__> =10"% = 4. =41.6 (16.1 dB)
L Ve
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Problem 13.5

()

p(n1,na) = 27T102€—(nf+n§)/2g2

Ui =264+ N, Uy =N1+Noy= Ny =U; —2E, Ny =Uy — Uy 4+ 28

where we assume that s(¢) was transmitted. Then, the Jacobian of the transformation is :

J = =1
0 1

and :
1 7L[(U1728)2+(U27(U1728))2]
p(’LLl,UQ) - 271.0.26 202
o 1 6—2%2[(Ul—25)2+U22+(U1—25)2—2U2(U1—2£)]
—  2mo?
1 6—0—12[(U1—25)2+%U22—U2(U1—25)]
2mo2

The derivation is exactly the same for the case when —s(t) is transmitted, with the sole difference
that Uy = =2 + Nj.

(b) The likelihood ratio is :

plur, ug| + s(t))

1
A= = —— (= 4 +s(t) 1
p(ur, ug| — s(t)) eXp [ o2 (—8EU +4EU,)| >
or :
& 1 1
InA = 8§ (Ul - —U2> >t 0= U, — ZU, >0
o 9 5

Hence = —1/2.

(c)
U=U; — iUy =26+ 1 (N — No)
E[U] =2¢, of = (o7 + 07) = ENo
Hence:

1L —w-202/2eN

p(u) = \/ﬁ

(d)
P, = PU<0)

0 1 —(u—2€)2/2E Ny
—00 \/2wE Ny € du

- o(ak) -9(/8)
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(e) If only U is used in reaching a decision, then we have the usual binary PSK probability of
error : P, =@ (1 / %) , hence a loss of 3 dB, relative to the optimum combiner.

Problem 13.6

(a)
L
U=Re|> BUs| >'0
k=1
where Uy, = 2Eaje % + v;, and where v, is zero-mean Gaussian with variance 2ENy. Hence, U
is Gaussian with :

E[U] = Re|SiiBE (Uy)]
= 2&-Re [Zﬁzl akﬁke*j‘z’k]
= 2634y ak |Bk| cos 6k — ¢r) = ma
where 3, = |Bg| e?%. Also :
L
v =28 |Bel® Nok
k=1

Hence :
1

p(u) = \/Q_chu

o (u=ma)? /202

(b) The probability of error is :
0
Py = / p(u)du = Q (\/27)
—00
where :
I 2
€ [Zkzl ag | O] cos (O — ¢k;)}
>kt 1861 No

’)/:

(c) To maximize P», we maximize . It is clear that -y is maximized with respect to {6y} by selecting
0, = ¢ for k=1,2,..., L. Then we have :

2
B g [Zi:l ay |ﬁk|}
T TS 16 Vo

Now :

L L

d

d|gz\ =0= ZWHQNO’“ ar = Zak‘ﬂk\ |61l Noy = 0
k=1 k=1
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Consequently :

and :

The above represents maximal ratio combining.

Problem 13.7

(a)

1
v (203)" (L 1),“516‘"1/2"?, of = 26Ny (14 7.)
01 - .
1 L—-1_—wug/202 2
p(ug) = uy e "2%2 g5 = 2EN
(200" (L — 1)1

Py = P(U2 > Ul) = / P(U2 > Ul‘Ul)p(Ul)dUl
0

But :
— 0 _ [%© 1 L-1_—uy/202
PU > Uh|UY) = [ plua)duz = [ st o™ e/ 2 duy
o0

= 1 L1 —uy/202( o 2 oo (=203)(L—-1) L-2 —us /202
(Q‘Trl”i)L(Lfl)!u2 ‘ * 202)} w (2a§)L(L71)!u2 c 2 dug

- 1 . L-1,-u1/203 0o 1 L—2, —uy /202
(ZUg)L_l(L—l)!ul e 2 +fu1 (ZUS)L—l(L72)!u2 e 2dug

Continuing, in the same way, the integration by parts, we obtain :

L—-1 ok
u1/20
P(Us > Uy|Uy) = e/ 37 %

k=0

Then :

oo | —up /202 —L—1 (u1/202)k 1 L—1 _—uy /202
o= Jo | s (202) -t € /e duy

_ L-1 1 0o L—1+4k —uy(1/024+1/02)/2
= _ U e 1 214 du
k=0 J1(203) " (202) F (L -1)! Jo"m !
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The integral that exists inside the summation is equal to :

fOO L— 1+k —UA Joy —

wLb—1+kg—ua OO_ L—1+k [0, L—2+k,—uag, —
(7(1) 0 (70') 0

L—1+4+k [0 L 24k e~ dy
a 0

2 2
where a = (1/0? +1/03)/2 = ;;{gg Continuing the integration by parts, we obtain :
12

o 1 9 2 92 L+k
ul—Hkg—ua g, (L—14Ek)!= 29193 (L—1+kF)!
) altk 24 52

o1 + 035
Hence :
Po= Y% kl(203)" (2 (Z?)L(Lfl)l )0 up e m /e oD 2y,

2 !
1 20252 \ Ltk

- Zk‘ 0 k1(202)" (202)" (L-1)! (éi?g) (L=1+k)

_ ZL_l (L—l-l—k) o2k g2l _ L1 (L—l—i—k) (2ENo(14+75:)* (2ENo)*

k=0 k) (G o) PR k=0 k) 2ENo(147)+2ENo) F¥F

- — _C k L L - — _(‘ k:
=1 @%gﬂggj;;ffﬁi@ = (o) Tk (=) (52)

which is the desired expression (14-4-15) with pu =

2+’Yc

Problem 13.8

(a) Uy = 2Eay, +vy, where vy, is Gaussian with E [v,] = 0 and 02 = 2ENy. Hence, for fixed {a}, U
is also Gaussian with : E[U] = Y1, E(Uy) = 2EY4_, a), and 02 = Lo? = 2LENy. Since U is
Gaussian, the probability of error, conditioned on a fixed number of gains {a} is

I 2
LNy

2E Zi:l Ok
vV2LENy

Pb (al,ag,...,aL):Q :Q
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(b) The average probability of error for the fading channel is the conditional error probability
averaged over the {a}. Hence :

[o¢] o0 (o]
Pd:/ dal/ dag.../ dar Py (a1, a9, ...,ar,) p(ai)p(as)...p(ar)
0 0 0

where p(ay) = % exp(—aj /20?), where o? is the variance of the Gaussian RV’s associated with the
Rayleigh distribution of the {ax} (not to be confused with the variance of the noise terms). Since
Py (ay,a2,...,ar,) depends on the {ax} through their sum, we may let : X = Z£:1 ay, and, thus, we

have the conditional error probability P,(X) = Q ( 2EX/ (LN0)> . The average error probability
is :

= /0 " B(X)p(X)ax

The problem is to determine p(X). Unfortunately, there is no closed form expression for the pdf of
a sum of Rayleigh distributed RV’s. Therefore, we cannot proceed any further.

Problem 13.9

(a) The plot of g(5.) as a function of 4, is given below :

0.22- B

0.211-

g(gamma_c)
o
-
©o
T

015 L L L L L L
0 1 2 3 4 5 6 7
gamma_c

The maximum value of g(7.) is approximately 0.215 and occurs when 7, ~ 3.
(b) 3. = A»/L. Hence, for a given 43 the optimum diversity is L = 43 /7. = /3.
(c) For the optimum diversity we have :

PQ(Lopt) < 2—0.215’71, — e In 2-0.215%, — 6—0.15’71, — 16—0-15’71;4'1112
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For the non-fading channel : P, = %6_0'5%. Hence, for large SNR (3, >> 1), the penalty in SNR is:

0.5
101 —— =5.3dB
00g100‘15 5.3d

Problem 13.10

The radio signal propagates at the speed of light, ¢ = 3 x 108m/ sec. The difference in propagation
delay for a distance of 300 meters is

300
3 x 108

d = lusec

The minimum bandwidth of a DS spread spectrum signal required to resolve the propagation paths
is W =1 M Hz. Hence, the minimum chip rate is 10° chips per second.

Problem 13.11

(a) The dimensionality of the signal space is two. An orthonormal basis set for the signal space is
formed by the signals

2 T 2 T
2 0<t<Z JE F<i<T
fl (t) — T ' 2 fZ(t) — T 2 .
0, otherwise 0, otherwise

(b) The optimal receiver is shown in the next figure

t=1
iQ -
(1) filf =1t : ™ Select

— the

PRI g Nk

A

largest

Y

(c) Assuming that the signal s (t) is transmitted, the received vector at the output of the samplers

A2T
r = [ T+n1,n2]
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where n1, no are zero mean Gaussian random variables with variance % The probability of error

P(elsy) is
A?2T
P(els1) = P(ng—ni; > T)
1 0 42
= @ —— 2N =
TN /# e odx

A2T
Q _
2N,

where we have used the fact the n = ny—nq is a zero-mean Gaussian random variable with variance

No. Similarly we find that P(e|s;) = Q [, /%], so that

[ A2
P(e) = %P(6|81) + %P(e|52) =Q ?TJ(;

(d) The signal waveform fi(% —¢) matched to fi(t) is exactly the same with the signal waveform

fo(T — t) matched to fo(t). That is,

filg 1) = BT 1) = fi(t) =
0,

2 T
2, 0<t<?

otherwise

Thus, the optimal receiver can be implemented by using just one filter followed by a sampler which
samples the output of the matched filter at t = £ and ¢t = T to produce the random variables r;

2
and r9 respectively.

(e) If the signal s;(t) is transmitted, then the received signal r(t) is

r(t) = s1(t) + %sl(t - g) +n(t)

The output of the sampler at t = % and t =T is given by

r =

_ A far .\
2T S\ Ty T T g T

If the optimal receiver uses a threshold V' to base its decisions, that is

51

KL —T9

52
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then the probability of error P(e|sy) is

A2T A2T %
P =Png—n1 >/ ——-V)=0Q |24/ = — ——
(els1) (ng —nyp > 24/ 2 )=Q ‘/8N0 -

If so(t) is transmitted, then

1 T
r(t) = so(t) + 532(75 — 5) + n(t)
The output of the sampler at t = % and t =T is given by
o=
_ 4 2T+3A 2T+
e e R T A R
5 A2T+
2V T

The probability of error P(e|s2) is

5 [A?T 5 [A2T V
P - P _ e - = 4
(e]s2) (ng —ng > 5\ g +V)=0Q 2\/ SN + Vo

Thus, the average probability of error is given by

1 1
Pe) = §P(e\81)+§P(e\82)
1 A?2T Vv 1 5 [A2T Vv
— Q| |yl |2 AL s
29 12V s, U | Tav |2V Em T U

The optimal value of V can be found by setting 011;‘(/@) equal to zero. Using Leibnitz rule to

differentiate definite integrals, we obtain

2 2
ﬁP(e)_O_ 0 ATV 5 A2T+ 1%
9w 8Ny VN, 2\ 8Ny /Ny

P(e|si,a) = P(ng—ng >2 % —Vi(a))
P(e|s2,a) = P(ny—n2 > (a+2) AT + V(a))
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and the probability of error is
1 1
P(e|a) = §P(e\81,a) + §P(e\82,a)

For a given a, the optimal value of V' (a) is found by setting %ﬂg) equal to zero. By doing so we

find that

The mean square estimation of V(a) is

Problem 13.12

(a)
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cos 2w f1t
4{5—» M.F. 1 ()2
[N
N
——@—» M.F. 1 ()2
sin 27 f1t
m(t) cos 2m fot

M.F. 2 ()?

s

M.F. 2 ()?
sin 2m fot sample at t = kT
cos 2 fyt l Detector atout
é 2 select o
MF. 1 0 the larger
Jan)
N
4—@—~ M.F. 1 ()2
ro (t) _ sin 27Tf1t G>—>
cos 27 fot

M.F. 2 ()?

¢ ¢

sin 27 fot

(b) The probability of error for binary FSK with square-law combining for L = 2 is given in Figure
14-4-7. The probability of error for L = 1 is also given in Figure 14-4-7. Note that an increase in
SNR by a factor of 10 reduces the error probability by a factor of 10 when L = 1 and by a factor
of 100 when D = 2.

Problem 13.13

(a) The noise-free received waveforms {r;(t)} are given by : r;(t) = h(t) % s;(t), i = 1,2, and they
are shown in the following figure :
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T1 (t)

4A
2T
t

-2A

10
4N |
2A

| .

T/4 T 2T t

-4A J

(b) The optimum receiver employs two matched filters g;(t) = r;(27 — t), and after each matched
filter there is a sampler working at a rate of 1/27. The equivalent lowpass responses g;(t) of the
two matched filters are given in the following figure :
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g1(t)
4A
.t
T 2T
-2A
92(t)
4A
| oy
T 2T
4A _\—

Problem 13.14
Since a follows the Nakagami-m distribution :

pala) = 2 (%)manfl exp (—ma®/Q), a>0

where : Q = F (a2) . The pdf of the random variable v = a2&,/Ny is specified using the usual
method for a function of a random variable :

N d
a = ’)/5—:, d—z; :2a5b/N0:2\/75b/N0
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Hence :

= sty (8 (B) T oo (cmin)

mm

m—1
= Wiﬂm(vfb/l\’o)m exp (—m~y/ (E2/Ny))

mm m—1

= T 5 exp (—m7/7)
where ¥ = F (a2) Ev/No.

Problem 13.15

(a) By taking the conjugate of ro = hysy — has] + no

r1 hi  ha $1 ny
= +
r5 —h5 h] 59 n
Hence, the soft-decision estimates of the transmitted symbols (s1, s2) will be

—1
51 hi  he 1

39 —hi b 5
hTTl — hg’l”;

1
h2+h2
L2 h;T‘l + hl’l”;

which corresponds to dual-diversity reception for s;.
(b) The bit error probability for dual diversity reception of binary PSK is given by Equation

14.4-15), with L =2 and p = — (where the average SNR per channel is 4, = 5 ~E h?] =
1+ No
Then (14.4-15) becomes

Py = [a-m] (1) + 2+ w3}
= Ba-w]’2+4]

When 4, >> 1, then %(1 —p) = 1/44, and p =~ 1. Hence, for large SNR the bit error probability
for binary PSK can be approximated as
1\2
Py~ 3
’ <4’Yc >
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(c) The bit error probability for dual diversity reception of binary PSK is given by Equation
4-41), wit = 2 and p as above. Replacing we get
14.4-41 ith L = 2 and b Replaci

1— 2
J— <1+ “2)
2 — 2 2—p

P =

1
2

Problem 13.16

The DFT of r(m) is
R(m) = WITH(m)Ws(m) + Wn(m) = G(m)s(m) + Win(m)
where G (m) is defined in equation 13.6-26 as G(m) = WHH(m)W. We select by(m) to minimize

E [Jse(m) — b R(m)I?] = E[|sf*] = E [si(m)R" (m)] by(m)
— b (m) E[R(m)si(m)] + by! (m) E [R(m)R" (m)] by(m)

which yields the result
by(m) = E [R(m)R" (m)]

But

m

E[R(m)R"(m)] = E[(G(m)s(m) +WH (m))(s™ (m)G™ (m) + n' (m)W)]
= G(m)E[s(m)s"(m)] G (m) + W E [n(m)n” (m)| W
)

= G(m)GH(m) + NyIyn

since E [s(m)s (m)] = Iy and WH E [n(m)n* (m)] W = NgWHW = NoIy. Also, E [R(m)s}(m)] =
g1 (m) by definition. Therefore, equation 13.6-24 is proved.
The minimum MSE is

E [lsk(m)[*] = 0} (m) E[R(m)s}(m)]
= 1 - g (m)(G(m)G" (m) + NoIn)™'gi(m)

E [sn(m) = b (m)R(m)| si(m)

Problem 13.17

We have
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e+ (@) = g | CETEIIZOUET) py, (R S0
— fim <E [a(t + 7+ hy)a*(t + ha)] — E[a(t + 7 + hy)a*(¢)]
h1,ha—0 hiho
_ Ela(t+ 7)o"t +ho)] —Efaft + T)a*(t)]>
hiho
o l Ra(T+h1 —hg) —Ra(T+h1)—Ra(T—h2)+Ra(T)
T b0 hihso
= —R.(7)

where the second equality is due to the fact that both of the limits exist and the last equality is
derived by the definition of the second derivative.

Problem 13.18

The zero-mean complex-valued Gaussian process ax(t) is passed through a differentiator whose
transfer function is H(f) = j2n f. Therefore, the power spectral density of the signal at the output
of the differentiator is

Sy(f) = [H(f)S(f)
where S(f) is the power spectral density of ay(t). Consequently,
2 e Jm 2
e[| = [ sunar= [ erppsio
where S(f) is given by equation 13.6-5. Thus,

Fm (2n f)? 2 42
df = 272 f2
menll—UUm2f Gl
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Problem 14.1

1. We use the water filling argument similar to what is given by Equations 14.1-10-14.1-13. To
determine C we need to find K such that

/OO (K — Ni(f)"df =102

—00

or
3000

2000 1
/ (K —0.5x10°f) df +/ (K —10"%)df = = x 102
0 2000 2

Solving for K gives K = % x 1075, The capacity is given by

01:1/m10g2<1+w) df

2 —00 Nl(f)
2000 —6 —9 3000 —6 —6
7/3% 1076 — 1/2 x 1079f / 7/3 % 1075 — 10
= I 1 d | 1 d
/0 082 ( - 1/2 x 1079f > f+ 2000 Of2 | 1 10-6 f
— 6552.57 bps

For the second channel Cy = oo since there exists in interval in the bandwidth in which
No(f)=0.

2. For this source R(D) = R(P,.) = Hy(p) — Hy(P.) = Hp(0.4) — Hp(P.). The resulting P, is the
solution of 7500R(P,) = C. For the first channel we have 7500(H}(0.4) — Hy(P.)) = 6552.57,
resulting in H(0.4) — Hy(P.) = 0.874 or Hy(P.) = Hp(0.4) — 0.874 = 0.971 — 0.874 = 0.097
resulting in P, = 0.0125. For the second channel since the capacity is infinite, we have P, = 0.

3. In the first case where the two channels are directly concatenated, by independence of the two
noise processes the PSD of the noise is the sum of the two noise PSD’s, N(f) = N1(f)+Na(f).
The equivalent channel is AWGN with noise PSD (for positive frequencies)

10 f 0< f < 1kHZ
3 —9r —6 <

N(f) = 2x1079f—-107% 1< f<2kHZ
2 x 1076 2 < f < 3kHZ
2 x 1075 f > 3kHZ

The capacity of this channel is computed using waterfilling, i.e., by finding a K such that

1000 — 2000 3000
/ (K—lo 9f) df+/ [K — <§ x 1079f — 10—6” df+/ (K—2x107%) df = L10-2
0 1 2 2 2

2 000 000

Solving for K gives K = %7 x 1079, and Using the capacity relation we obtain C' = 5033.3
bps. Now we have to solve 7500(Hy(0.4) — Hy(FP,)) = 5033.3, which results in P, = 0.0532.

In the case where an arbitrary processor can be used between the two channels, since the
capacity of the second channel is infinite, we can transmit at any rate lower than the capacity
of the first channel, therefore C' = min{C1, Ca} = 6552.57 and hence we have the same results
as in part 1, namely P, = 0.0125.
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4. In this case the waterfilling argument can still be used but the input power will be spread
over an infinite bandwidth of the channel since K exceeds the 107° level. Here if K = 1077,
then

P =107% x 2000 4 6000 % (107> —107%) =2 x 1072 +6 x 1072 — 6 x 1073 = 56 x 1073

and the remaining power, i.e., 100 x 1073 — 56 x 1073 = 44 x 1073 is spread over an infinite

bandwidth with an effectively zero height. We can look at this case as shown in the figure

below in which W goes to co and the height of the region between —W and W is %.

10~°

The capacity is given by

2000 1075 1 % 1079]!‘ 3000 1075 o 1076
C = log, [ 1+ 2 d+/~ lo @+—————>d
/0 > ( 3 x 1079f d o002 10-6 /

w 44x10~3
+ lim log, (1-+ ——zﬂi——> df

= 15053 bps

Problem 14.2

1. Since the capacities of both channels is zero, the ergodic capacity is zero.

2. In this case, although the capacity of each channel is zero but since the transmitter can
control the state and the receiver observes the state, the transmitter can send information
by selection of the channel state. In fact in this case the channel state transfers information.
Since there are two states, the capacity of the channel is one bit ber transmission.
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Problem 14.3

Since the channel state is available only at the transmitter, random variable V' is degenerate
and

C =maxI(T;Y)
p(t)

Problem 14.4

This is the case where V = U. WE have

max [(T;Y|V) =max I[(T;Y|U)
p(t) p(t)

= m(3§<ZP(U)I(T; YU = u)
P

<Zp maxITY|U—u)

—Zp maxIXY|U—u)

p(z|u)

where the last step follows from the fact that since x = t(u), for a given u, any PDF on ¢ induces
a PDF on X. On the other hand we have

max I(T;Y|V) > p(u) max I(X;Y|U =u
p(t) V) Z p(w\u | )

since the right hand side corresponds to a particular probability distribution on 7' in which the

probability distribution of the uth component of T is selected to be p(x|u) independent of other
components. These two relations show that in this case

C= Zp maXIXY\U—u)

p(z|u)

Problem 14.5
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1. In this case the channel is a BSC with crossover probability
PY=1X=0) = gP(Y: 11X =0,5=0) +§P(Y: 11X=0,S=1)+1-pPY =1X=0,5=2)
p p
=0+-+0=72
+ 2 + 2
Therefor, the capacity is C =1 — Hy(p/2).

2. In this case we can use Equation 14.1-25 with U = S. Hence,

C= ZP maxIXY\S_s)

P(x|s)
which means that the capacity is the weighted average of the three capacities, i.e.,

C=5Co+ 501+ (1-p)Ca=0+04+1-p=1-p

Problem 14.6

It can be easily shown that if Z = 0, we have a binary input, binary output channel with
PY=0X=0)=1land P(Y =0[X=1)=1—-P(Y =1|X =1) = p. Similarly if Z =1 we have
a channel with P(Y =0/ X =0)=1-P(Y =1/X =0) =pand P(Y =1|X =1) =1. ;From this
it is straightforward to show that

C = maxI(X;Y|2)

p(z|z)

= max | Sh(e(1 —p) + 5 Hy((1~ (1)) — 3 Hilp) (14.0.1)

€

where Hy(+) denotes the binary entropy function. The above function is maximized for e = 1/2 and
we get C' = Hb(l;Qp) — THy(p).

Problem 14.7
1. We have P(Y = 0|X = 0) =1 and P(Y = 0|X = 1) = 1, therefore the overall channel is

equivalent to a Z-channel. For this Z-channel

I(X;Y) = H(Y) = H(Y|X) = Hy(3p/4) — pHy(1/4)
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Differentiating the mutual information and finding the root of the derivative gives

and the capacity is given by C = 0.5582 bits per transmission.

2. When channel state information is available at both sides, the capacity is a weighted sum of
the two capacities. For the first channel C; = 1 and for the second channel Cy = 0.3219 (see
problem 6.69). Therefore C' = 0.5 + 0.5 x 0.3219 = 0.6609 bits per transmission.

3. If only the receiver knows the state of the channel the capacity is given by
1 1
C=maxI(X;Y|S) =max |- [(X;Y|S=1)+=I[(X;Y]|S =2)
p(x) p(x) |2 2

Assuming p = P(X = 1) = 1 — P(X = 0), we have I(X;Y|S = 1) = Hy(p) and for the
Z-channel the output probabilities will be P(Y =1) = (1+p)/2 and P(Y =0) = (1 —p)/2.

Therefore,

I(X;Y|S=2)=HY|S=2)-H(Y|X,5=2)
—H(Y|S=2)-P(X=0HY|X=0,S=2)—P(X=1)H(Y|X =1,5 =2)
_ 1, (#) (1= D)HY05) —px 0
= H, (#) —(1-p)

Resulting in
1 1+
¢ = [m)+m (52) - - )

To find the optimal p we differentiate with respect to p and find the root to obtain p = 0.5268
resulting in C' = 0.6570.

Problem 14.8

We need to show that

o Op(r)drd) = —— ¢ e
x,r, r — e Notlz|
/ e, Op(r)drdd = N T Te?)
where _
0 1 = r;ﬂ“’z@
p(y|x,'r, ) - 7TNO € 0
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Here x and y are complex constants, and p(r) = 2re~"" for r > 0. We can change to the Cartesian
coordinates and define

rel? = a+ jp
Y= §5=05+30
T

No

2 =7

where o and 3 are independent zero-mean Gaussian RV’s each with variance 1/2, and ¢, J;, and
~ are real constants. With these changes we have

_red0y2 zl2 .
Lt o L R ey
7TN() 7TN()

_ L e (8-6)")
7TNO

Also note that by changing the integration to Cartesian coordinates rdrdf = dadf, hence

I 1 [ [ 1 _1[e iy
— / p(ylz, r,0)p(r)drdd = —/ / S 2[(a=8:)2+(8 51)2]26_(0‘2+ﬁ2)dadﬁ
2m Jo Jo 21 J o J—0o ™No
1 _(a=br)%+ya® /00 1 _(B=5%+y8?
(0%

Y-

~

* 1
:WNO/—OO\/—%e

1
= ﬂ_—]vog(aa 67‘)g(ﬁ7 52)

(6,w) /°° 1 _(6-w)?+ye? do
g\o,w) = —F= € v
oo VT

where

But

L e

du

I+~

where we have introduced the change of variable

OVTFT -
\/f_y
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u =




Using this result, we obtain

1 2 oo
|| el ow)ards = —=a(o.6)9(5.5)

mNo \| No + |z|? °

= ei No+lz|2

7 (No + |z|?)

which concludes the proof.

Problem 14.9

Y

Y

Consider a rotation of ¢ as shown in the figure above. With this rotation we have I'yy, =
min{I, 'y} where I'e corresponds to two points in the constellation that share an edge and I'y
corresponds to two diagonal points in the constellation. We have

1
me/ = ((52 (a:m, a:m/)) dpg(@m,® 1)

and

2 _ 1 2
o (mm’ mm/) - (E)dH(wm,wm/) jegm, dmm/j
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where
dH(mmaa:m’) = ‘jmm" = ‘{1 <J SNy # $m’j}|
and
M
Es=— Z [m]* = E;
M m=1
We consider two cases separately:
1. Te: In this case for 0 < ¢ < I, dg(Tm,Tpy) = 2 and dpym1 = V2Escos ¢, dpya =
V2FE, sin ¢. Therefore,
1
62 (T, Ty ) = ﬁllEg sin? ¢ cos® ¢ = sin® 2¢
S
Hence,
1
Lo = (82(@m, @) T = sin(29)

2. I'y: Similar to the other case we have d;,;/1 = 2v/ Eg cos(p+m/4), dpmro = 2v/ Eg sin(¢+m/4).
Hence,

02 (T, Ty ) = %16E§ sin?(¢ + 7w/4) cos®(¢ + 7w /4) = 4sin?(2¢ + 7/2) = 4 cos?(2¢)

s

Therefore,
1

re= ((52(:cm,mm/)) dH@me,) = 2 cos(2¢)

From above, I'iin = min{sin(2¢),2 cos(2¢)}. A plot of 'y, versus ¢ (in degrees) is given below.

0.8~ B

0.7 B

0.6 4

0.4- 4

0.2 B

0 5 10 15 20 25 30 35 40 45

The maximum of this function is achieved for sin(¢) = 2cos(2¢) or ¢ = 3 arctan2 = 31.72°.
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Problem 14.10

If channel state information is not available at the receiver, we have

1 = arg max P, p(y|a:, )
m

o0
:argmame/ p(r, Y|, ) dr
m 0

m

o 1 — Ll = 2
= argmame/ p(r)(i o Mo lly—r=l
0

m

> g ly—ra?
= argmame/ p(r)e N
0

where p(r) denotes the Ricean PDF.
If channel state information is available at the receiver, we can interpret it as one component
of the received signal, i.e., (y, R) is the received signals. In this case we have

~

m = arg max Pp,p(y,r|xy,)
m
= arg max P, p(r)p(y|xm, )
m

= arg max Pmp(y‘wmv r)
m

_1
= argmax P, e Mo
m

ly—ra|?

which is similar to the decision rule for a Gaussian channel in which the signal x,, has been replaced
by ra,,.

Problem 14.11

Using Equation 13.4-13 with 4, = 100 ~ 20 dB, we have

_ 1 No—1 -
POv) = N —ymoom e ¢

and we need to determine 0
Pl < 10] = / () dv
0
1. N, =1, here

10 10 1
/ (1) dvp = / e dy, = 0.0952
0 P 0 100

2. N, = 2, in this case

10000

where we have used integration by parts.

10 1
_
/ Yp € 100dry, = 0.0047
0
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3. For N, = 4 we have

0 g . 6
/0 6 % 108 1 e~ 100 dy, = 3.85 x 10~

Problem 14.12

1. Let 8 = V1 — a?, where we assume « is real and |a| < 1. We have the recursive relation
h(m) = Bh(m — 1) + aw(m), m=1,23,...

which defines a difference equation with initial condition h(0). Solution of this equation gives
h(n) = B"h(0) + ) 5" "w(i)
i=0

The autocorrelation function is given by

Ry (n,m) = E [h(n)h* (m)]
—E (ﬁ”h(o) +) ﬁ“w(i)) BrRH0) + Y BT w ()
i=0 Jj=0

m n

=M a?y Y AT IR (i - )
i=0 j=0
min{m,n} 4

— Bner + Oé2 Z ﬂnersz

=0

which results in
Rh(n,m) _ OéQﬂern + ﬂ\mfn\

which goes to Ry (k) = (¥ in the steady-state, i.e., when m and n are large. In the above
expression k = m — n.

2. The coherence time T}, is obtained when k = T./T} is such that ¥ = 1/2. From this relation

we obtain
2Ty

Ts
2T == a=\1-2"T

3. This is a MMSE estimation problem, therefore we can invoke the orthogonality principle

E[(7(m) — bih(m — n) — boh(m — n — 1))h*(m — n)] = 0
E[(h(m) — bih(m —n) —bsh(m —n—1))h*(m —n—1)] =0
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resulting in

Rp(n)
Rp(n)

1R,(0) + ba Ry (1)
1R,(1) — b2 Ry (0)

b
b

From these equations we obtain by = 0 and b; = §".

Problem 14.13

For soft decision decoding, from Equation 8.1-21, We obtain

0
—T(Y,Z =75 4428 + 1220 4+ .
v )
hence, dfee = 6, and G = 1, Bs = 4, B0 = 12, .... From Equations 14.7-13, 14.7-12, and 14.7-6,

1
Wehavep:m:m’
1
Py < 3 [Po(6) +4P5(8) + 12P,(10) + ...

and

—1
Py(d) =p™ ) <d_i+k>(1—p)k

d
k=0

For hard decision decoding, we essentially have the same expressions, except that

Pb<é[zﬁ+4zs+12zlo+...]‘

Z=\/1p(1-p)

Plots are shown below. The horizontal axis denotes 43 in dB, the upper curve corresponds to hard
decision and the lower one corresponds to soft decision decoding.
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10" - b

-10|

12

10 - b

14

10
10 15 20 25 30

Problem 14.14

The channel model is y; = R;x; + n; and the PEP can be written as
o0
Py = / P[m —m ‘R =r| p(r)dr
0
- E [

L

But
i} o
clm e [a [ |/t
2
< E |e 4No

n RZ o= 0,12

il
— m/’i
:||E [ 4Ng

=1
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Ry @i = 0]°
Note that R? is a x> RV with two degrees of freedom and E |e 4No ] =E [etR?] is

the moment generating of this RV computed at ¢t = —W. From Table 2.3.3, we have
O(t) = ®(—jt) = 1/(1 — 2ta?), i.e.,

_R?\Imi—zm/i\2 1
AN —
E e 0 - 02| Zomi—, 1|2
1+ mi m'i
2No

which is the desired result.

Problem 14.15

Since there are no parallel branches in the trellis the diversity order is at least 2. The diversity
order is actually equal to 2 if we consider the path corresponding to E followed by B. The two
paths (A,A,A) and (C,A,B) that start at state 0 and end at the same state have a distance of
Ao +dig =2+ (2—-+V2) = 4— V2 ~ 2586. Inspection shows that no closer paths exist.
Therefore the free Euclidean distance for this code is 2.586. The product distance for this code is
2(2 —V/2) = 1.1716.

Problem 14.16

In this case we consider that paths corresponding to (E,B,G) and (C,A,F) which start and
finish at the zero state. The Euclidean distance between these paths is d%c =+ diB + d%G =
2+ (2 —+2)+ (2 — V2) ~ 3.1716. Computing the Euclidean distance between other paths shows
that this is the free Euclidean distance for this code. To find the product distance we consider the
two paths of length 2, (E,B) and (A,C) which provide a product distance of 4(2 — v/2) = 2.3432.
Inspection of all paths of length 2 shows that this is the minimum value of the product of the
squared distances over all paths of length 2.

Problem 14.17

In Figure 14.5-4 consider the two paths starting from zero state and ending in the zero state
corresponding to (AA,AA) and (BB,BH). This Euclidean distance between these paths is 4(2 —
V/2) a2 2.343. Inspection shows that this is the free Euclidean distance for this code. For Figure
14.5-5 the free Euclidean distance corresponds to the paths (AA,AA) and (AC,HB) resulting in

2(2 — /(2)) + 2 ~ 3.1716. The gain on AWGN channel is 10log;, 3308 ~ 1.315.
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Problem 14.18

The figure shown below gives the answer to the problem x¢ is shown in gray. The four columns
from left to right correspond to i = 1,2, 3, 4, respectively.

L L] * * L ® L ® L * L] ® L * * L]
10014 1100 | 1101 1000 1001 1100 | 1101 1000 1001 1100 | 1101 1000 1001 1100 | 1101 1000
L4 4 L4 L4 L4 A L4 L4 Ld L L L4 L4 L . L4
1110 1011 | 1010 1111 1110 1011 | 1010 1111 1110 1011 | 1010 1111 1110 1011 | 1010 1111
L] Ld * ® L] L4 * L] L] e * o L L * L
0101 0000 { 0001 0100 0101 0000 | 0001 0100 0101 0000 | 0001 0100 0101 0000 | 0001 0100
L L L] L L L L L L ® L . L ® L .
0010 0111 | 0110 0011 0010 0111 | 0110 0011 0010 0111 | 0110 0011 0010 0111 | 0110 0011
@ (@ (@) (@)

L i A L L i hd L L4 L A . A L hd .
1110 1010 | 0010 0110 1110 1010 | 0010 0110 1110 1010 | 0010 0110 1110 1010 | 0010 0110
L4 * L *® L ° . L) A L . L] A [ [ [
1111 1011 | 001t oOI111 1111 1011 | o011 0111 1111 1011 | 0011 0111 1111 10i1 | 0011 0111
L L4 L L] Ld i 4 L) * o L4 . ® L Ld ®
1101 1001 | ODO1 0101 1101 1001 | 0001 0101 1101 1001 | 0001 0101 1101 1001 | 0001 0101
* * L4 L L4 . L4 L] 4 . L4 L] 4 L4 L4 L]
1100 1000 | 0000 0100 1100 1000 | 0000 0100 1100 1000 | 0000 0100 1100 1000 | 0000 0100
(b) (b) (b) (b)
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Problem 15.1

From equation (15.4-25), the estimate for symbol s; is
$1.=y1hyy + yahao

where y; and ys are given in equation (15.4-17). Substituting for y; and y,
in the equation for sy, we obtain

§1 = [|h11|* + |h1a|*]s1 + hiyng + hiond

Since the modulation is binary PSK, s; = £+1/&,. Conditioned on hi; and
h12, the additive noise is a complex-valued Gaussian random variable with
zero mean and total variance

o? = [h1[PE[[n1 [*] + [hia* Ellna|*) = No[lha1|* + |haa|*)
Hence, the conditional error probability is, from equation (13.4-8)

Py(v) = Q(\/2%)
where e
_ % 2 2
= No[lh11| + [h12|]

By averaging Py(7p) over the Rayleigh fading channel statistics, we obtain
the probability of error, which is given by equation (13.4-15) for L = 2 as

Py= 20— @+ )

where

Ve
L+
and . = 5bE[|h11‘2]/No = ng[‘h12|2]/N0 = 5{,/]\70.

H:

Problem 15.2

The capacity of the SIMO channel with selection diversity is

E
=log, ( 1+ —|h|3
C 0g9 < + No‘ |max>
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where |h|2, = max{|h1|%,..., |hn;|*}. We define

&
Vsc = Em‘?nax

Then, C = logy(1 + vsc).

To determine the ergodic capacity C = E[C], we need the pdf of vs.. We
assume that the channel coefficients of the SIMO channel are i.i.d., complex-
valued Gaussian, with zero mean and identical variance. Hence, we define

¢
TN

o

E[|h|?], for 1 <i < Npg
The pdf of ~; is
1 __ /-
p(y) = e, % >0
The probability that all v; are less than v is
—v/7 Nr
Plyi <vv2 <vyovg <) = [1—e g V}

This is the cdf of vs.. Hence, the pdf of v is

P(Yse) = &ei'ysc/fy {1 - e*’YSc/iY] Nr—1
5

The ergodic capacity C is obtained by evaluating the integral

C= / logo (1 + Vse)P(Vse)dVse
0
A plot of C vs. 7 is shown below.

Ergodic capacity of SIMO channel with selection diversity

1antenna ——

2 antennas --¢-- S
7L 4antennas - X

X X
6 X X
KX
" X X
5 *
x X

Ergodic capacity
w E
K
*
*
X X

H
XK
*
X%
X%

Average SNR (dB)
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Problem 15.3

By using the SVD equation for H, we have

HHY! = (Uxvi)(uxviH
= Uuxvivzut
= uxxuf

Ngr
_ 2. . H
= E oiuu;
i=1
T
_ 2. H
= g o Uy,
=1

From the decomposition of HHY in equation (15.2-3),we have
Ngr
HH" =) " \iq,q}
i=1

Hence, \; = 02 for i =1,2,...,rand \; =0 fori =r +1,..., Np.

Problem 15.4

_ al Es
C:E§3%21+NEM
=1

For large N,

AN YA L YA
b@<LFN>_hﬂm<H_N>_Nm2
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Hence,
5 N
C ~ Nm;E[AZ]
_ Dy
In2
Es
N1 2A"W
where

Problem 15.5

(a) The capacity of a deterministic SIMO channel with AWGN is given by
equation (15.2-15) as

s &
Csivo = 10g2 (1 + FSO Zl ‘hi|2> bpS/HZ

With the condition that |h;|? =1 for i = 1,2,..., Ng, we have

Np&€
Csivo = logy <1 + ]]\%[ S> bps/Hz

o

(b) Since |h;|? = 1 for all i, knowledge of the channel at the transmitter
does not result in any increase in channel capacity.

Problem 15.6

(a) The capacity of the deterministic MISO channel with AWGN is given
by equation (15.2-17) as

£ &
Cwmiso = lo 1+ u h;|? bps/Hz
o (14 o, ) ot
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With |h;|? =1 for i =1,..., Ny, we have
Es
Cwviso = logy | 1+ — | bps/Hz
No
(b) The capacity of a SISO channel is

E
Csiso = logy (1 + FSWQ >
o

Es
= I 1+ —=
0g2< +No>

and the capacity of a SIMO channel is

& n
Csmo = logy <1 + Fs > |hi|2>
%=1

NRES
No

= log, (1 +

Hence Cviiso = Csiso and Csivio > Omiso.-

Problem 15.7

(a) By using the Lagrange multiplier —1/«, we have

JAL, A2, .. AN Zlog2 <1+N5N > <Z)\ — )

=1

We differentiate J(A1, Ag,...,An) with respect to A1, Ag,..., Ay and find
that \; = §/N for all i. Hence,

BEs Es
C= Zlog2< N) Nlog2< NB?N>

(b) HH" = QAQ! = £QINQY = £y, since QQ =1
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N N
=7 = > D |yl =

i=1 j=1

:Z)\ Nﬁ

Hence, 8 = N? and C = Nlogy(1 + &/N,).

Problem 15.8

(a)
y = Hs+n=UxVls
Ully = ¢ =3Vvis+Uln
= s+ U
where s’ = Vs
(b)
n' = Uln
R, = Enn"=UYEnaU=1

(c) As shown in equation (15.2-12)

C= Zlog2< NEN )

where ); is the i'! eigenvalue of HHY. But \; = o2, where o; is the *}
singular value of H. Since the channel is known at the transmitter, it can

allocate a variable amount of power to each of the N transmitted symbols.
Thus, if & is the total energy transmitted across the Np antennas, then we
may allocate ;& to the ith antenna, so that ZZ]\L " a; = Nr. Then, the
weights {a;} are selected to maximize C. Thus

&0
C= IgloixglogQ <1+ NoN, )
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subject to the constraint that Z 1 o; = Np. Using the Lagrange multiplier
—1/, we solve for the optimum power (energy) allocation by differentiating

Esaio 1 Nt
J = 1 1 ! — — i — IN-
s (14 520 ) <5 (o v

Thus
w1
l+ay B
and, hence
1
a; = ﬁ -
Vi

Es 02

where v; = NN

Problem 15.9

(a) The pdf of
Nt
X3
i=1

where {h;} are i.i.d. complex-valued Gaussian with mean 0 and variance 1,
is chi-squared with 2Ny degrees of freedom. Hence

1 1
.INT 1ex

7(NT_1)! , x>0

px(z) =

(b)

C = log, 1+—z:|h|2 , 7= E/N,

Hence, X = _1N and
Pout = P(CSCP)

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of
this Manual may be displayed, reproduced or distributed in any form or by any means, without the
prior written permission of the publisher, or used beyond the limited distribution to teachers and
educators permitted by McGraw-Hill for their individual course preparation. If you are a student
using this Manual, you are using it without permission.



(c) The following is a plot of Py vs. vy for Cp = 2bps/Hz and Ny = 1,2,4, 8.

Outage capacity is 2 bps/Hz

X
o -%""X
z 10* 2 T
: : "ox
5 10° | e
% -6 il
5 10 :
o , ™
10°
10°® )
lantenna —+—
109 | 2antennas --X-- &l
4 antennas ---X%---
10 8 antennas —{ 0
10° L
0 5 10 15 20

Average SNR (dB)
(d) The following plots are of the “success probability” 1 — Py vs. C for
v = 10, 20dB, respectively, and Ny = 1,2,4,8.

Average SNR is 10dB

10 T
10t
10
2z
H
g 10°
o
Q
?
g 10"
s
a 0 ¥
10° \
10 | lantenna —— :'. \
2 antennas --X%-- Y N
4 antennas ---X%--- B X
8 antennas [} | \
107 L . \
1 2 3 4 5 6 7 8
Outage capacity (bps/Hz)
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Average SNR is 20dB

Success probability
= =
o o
IS &
[

x
10%  lantenna —— [ \\
2 antennas ---- B \
4 antennas - | i
8 antennas [ B \
107 : -
4 5 6 7 8 9 10 11

Outage capacity (bps/Hz)

(e) Setting Pyyt = 0.1, we plot C' vs. v for Np = 1,2,4,8.

Outage probability is 0.1

4.5 T T
1antenna —+— m
2 antennas ---%-- =
4 |- 4antennas XK By
8 antennas [} O [ -
35 {5
57 X
3 e oK X
> - X
5 = Ei] ¥¥ X’X
o 25 By
8 g ¥ X
g 2 B ¥ * 2 il
5 | % X
H BT X X
o 15 - . = ?Q ¥X <’Y—’>< %/
0oy X X
1 = BV X% —X/X %/
B K »
GO RaRE e A
7%%%/
0
0 2 4 6 8 10 12 14

Average SNR (dB)

Problem 15.10
(a) Ely] = hfls and oy = El[ly[*]. The SNR is defined as

B |hHS|2
N 207
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The maximum -~ is obtained when s is colinear with h, i.e., s is propor-
tional to h*. With the normalization factor ||h| that is included in the
denominator, we have

Rt

§=-—"5
il

and ymax = (5)%/(207).
(b) The capacity of the MISO (N7, 1) channel with AWGN is given as

C= maleogQ (1 + Ngj\f ai)\i>
T1iVo

i=1
with the constraint that Z:Zl «; = Np. It follows from the above that

Es
Chiso = log, (1 + ﬁHhH%)
o

when the channel is known at the transmitter.
(C) Cwmiso = Csivo 1n this case.

Problem 15.11

We have
Pout :P(Cgcout):P(CSQ)
and
& o
_ s E 2
CMISO - 10g2 1 + NTNO = ‘h]‘

Let X = Y27, |hy[?. Then

Es
=1 1 X
Cwuiso = logs ( + NoN, )

and

&
Pout = P <10g2 (1 + NT;VOX> < 2> s where NT =4
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where the pdf of X is

Therefore,

Problem 15.12

Ngr
Csmvo = logy [ 147D [hf* |, v = &/No
=1
where E[h;] — 0 and E[|h;|?] = 1.
(a) Let X = "M% |n;[2. Then
px(z) = ! eNETleT g >0
(Ng —1)! ’

Pout = P(C < Cout)
= P (logy(l+~X) < Cout)

QCout_l
- p(x < 7>
~

(c) The following is a plot of Py vs. v for Cp, = 2bps/Hz and Nr = 1,2,4, 8.
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Outage capacity is 2 bps/Hz

0

lo Ko e

101 K T VAN I e
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g 0t o B
g o x.
2 10% X
g *x
3 106 o) T

; *
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1antenna —— . E
108 b 2antennas --X-- =
4 antennas ---kK---
10 8 antennas ] o
0 5 10 15 20

Average SNR (dB)
(d) The following plots are of the “success probability” 1 — P,y vs. C for
v = 10, 20dB, respectively, and Nr = 1,2,4,8.

Average SNR is 10dB
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Average SNR is 20dB
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(e) Setting Pyyt = 0.1, we plot C' vs. v for Np = 1,2,4,8.
Outage probability is 0.1
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Problem 15.13

An (Nr,Ngr) = (2,Nr) MIMO system employs the Alamouti code with
QPSK modulation. The input bit stream is
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01/10/10 01|11 0O

S1 |S2 |S3 |54 |S5 | S6

Problem 15.14

We wish to show that the decision metrics in equations (15.4-25) and (15.4-
22) are equivalent. The received signals are

y1 = hiist + hiasa +n
Y2 = —h118§ + h128T + no
and
51 = yih]; +y5h1o

= [hi1s1 + h12sa + na]hyy + [—h]s2 + hiast + n3)hio
= (Ihnl* + [2l*)s1 + hipna + hiang
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Signalling interval || Antenna 1 || Antenna 2
1 S1 = Vg S92 = U4
2 —585 = U3 5] =v3
3 83 = V4 S4 = V2
4 —si=mn sy =
) S5 = U3 S6 = U1
6 —8§ = V2 55 = Vg
The decision metric u(s1) may be expressed as
p(s1) = 2Re{yihiyst +yshiasi} — [s1%(|han[* + [ha2f)

1
= 2Re{s](y1hi; + y3h12) — 5818T(|h11\2 + |h12|*)}

R 1
= 2Re{s]$; — 581(\h11|2 + [h12]?)}

16

We substitute for 81 = (|h11]? + |h12/?)s1 + hjyn1 + hian} into u(s1) and

obtain

p(s1) = 2Re{s(|h11]? + [h2]*)s1/2 + (hf1n1 + hiani)}
= Re{s(|h11]* + [h12]*)s1 + 2(h 01 + haanb)}

= Re{sis1)

We note that p(s1) is simply the correlation of §; with si. The noise com-

ponents in §; and u(s1) have identical statistics.

Problem 15.15

Since

GHG = (‘81|2 + |82‘2 + ‘83|2) 13
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and the received signals are

y1 = hi1s1 + hi2sa + higsz +ny
yo = —h1183+ hias] +na

ys = hi1s3 — hizs] +n3

ys = hiasy — hizss +ny

the maximum likelihood detector bases its decisions on the estimates 31, $9, S3,

where
51 = Ry + hiays — hasys
59 = hlyyr — h11ys — hasyj
§3 = hisy1 + huys — hisyy

For example, if we substitute for ¢, y» and y3 in the estimate §;, we obtain
§1 = (‘h11|2 + |h12|2 + |h13|2)81 + thnl + h}}n% - h13n§

Similar expressions are obtained for s and §3. The noise components, con-
ditioned on hq1, h12 and hi3 are zero mean, complex-valued Gaussian.

Problem 15.16

G is given by equation (15.4-42). The received signal vector is
Yy = Gh+n = G[hll h12 h13 h14]T + [n1 ng... ng]T

The received signal components are:

y1 = hi1st + hiase + hizss + hiass +

y2 = —h11s2 + hias1 — hi13sy + h14s3 +na
ys = —h1183+ higsg + hizsy — hiasa +ng
Yas = —h11s4 — hiasg + higse + h1as1 +ny
ys = hi1s] + h1285 + higss + hias) + ns

ys = —h1185+ hi2s] — higsy + h1as3 + ng
yr = —h1185 + hi2s) + higs] — h1ass +ny
ys = —h1184 — h1283 + hi13s5 + h1s48] + ng
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Since GHG = Z?Zl |5;|?14, the maximum-likelihood detector bases its deci-
sions on the estimates:

81 = hi1y1 + hloy2 + hizys + higya + hiiys + haoys + hisyr + haays

$2 = higy1 — hl1y2 — higys + hisya + hioys — huiys — hiayr + hasys

83 = higyr + Mgy — hi1ys — hisya + hisys + hiays + hasyz — haoys

84 = hiuyr — Pisy2 + hiays — hiyya + hiays — hasys + hiayr — huiys
For example, if we substitute for y;, ¢ = 1,2,...,8 in the expression for §1,
we obtain

51 = (|h11‘2 + ‘h12‘2 + ‘h13‘2 =+ ‘h14‘2)81 -+ noise terms

Similar expressions are obtained for 3o, $3 and $4.

Problem 15.17

From equation (15.3-2), the output of the MRC is

[ & .
Wi = h?yj = N—Tsj||hj||% + h?nj, j=1,2,...,Nr

For BPSK modulation, assume s; = +1 and consider the case of the signal
transmitted from antenna 1. Then, with s; = 1,

| &
p1 = N—81Hh1HZF +hi'n
T

When E[h;] = 0 and E[|h;|?] = E[a?], the random variable ||hq||% is chi-
squared distributed with 2Np degrees of freedom. Conditioned on hi, the
error probability is

Ngr
Py(w) =Q (\/ 2'Yb/NT) W= % > o}
2 =1

The pdf of ~; is

1 Np—1

PO ST

e_"fb/’y_c’ Y > 0
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where 7§, = ]‘ff—’;E[a?], for all i. By averaging Py(v,) over the pdf p(y), we
obtain (see equation 13.4-15)

Np-1 k
1 Nr—1+k 1
Py=5(1- M " [5(1 + H)]
k=0

where

= 7C/NT
1+770/NT

Problem 15.18
For the SIMO (1,2) system, with transmitted energy /&, and AWGN, we

simply have the performance of a conventional dual diversity system with
MRC. Hence, from equation (13.4-15), with L = 2, we have

1
Psivo = 1(1 —1)*(2+ p)

where

and 5. = § Elof] = § Elo3).

For the MISO (2,1) system that employs the Alamouti code, the energy
per symbol (bit) is &, over the two signal intervals and, hence, for the deci-
sion variable

§1 = ylhﬁ + y§h12 = (‘h11‘2 + ‘h12‘2)51 + hT1n1 + h12n§

the error probability is the same as that for the SIMO (1,2) system.

Problem 15.19
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C1
!
S1 ®
¢ @j N\ c1 )
* ¢ hl ¢ y/ S1
—s5 ® 1

y Alamouti
C1 C2 Code
Detector

& Y 2 ® —
Co @
5] '
(b)
y = (c181 — ¢c285)h1 + (€182 + €257)ha + noise
cl'y = y =sihi+ s2hy
cgly = Yy = —S5h1 + s1he
Hence,
81 = hiy, + hayy'
82 = hyyy — hiyy

(c) One advantage is that the two symbols are transmitted and detected in
the same time interval, so the channel is not required to be constant over
two symbol intervals. A second advantage is that the data rate is doubled
by the use of the two orthogonal spreading codes. The one disadvantage
is that the transmitted signal bandwidth is expanded by the use of spread
spectrum signals.

Problem 15.20

(a)
y=Hs+n
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The ICD computes
Hly=H 'Hs+H ln=s+H !'n
Let v = H 'n. Then
R, = FEwv']=EH 'nn(H Y
= N,EH '(HY

(b) No. The optimum detector is a maximum-likelihood detector.
(¢) The probability of the ICD may be expressed as

Pbk = Q(\/2’)/k), k‘ = 1,2,... ,NT

where v, is the SNR for the k™ received symbol. The SNR is variable
because the noise variance may differ among the Nt symbols.
(d) If 3 = Wy, then the noise component is WHn. Hence

R, = E[Winnt'w] = N, WiW
But

WHW (HHH)leH[(HHH)leH]H

— (HHH)leHH[(HHH)fl]H
= [(EtE)

As in the case of the ICD, this linear detector is not optimum.

Problem 15.21

04 0.5 H 0.41 0.43
HH" =
0.7 0.3 0.43 0.58

(a) The eigenvalues of HHY are found as follows:

0.41 — X 0.43
0.43 0.58 — A

=22 = 0.99)\ + 0.0529 = 0
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Hence, A1 = 0.933 and Ay = 0.0567.

The singular values of H are g1 = v A1 = 0.9661 and o2 = /o = 0.2381.
The SVD of H is H=UXVH and

HH" = Uzvi(uzvihl — ux?vl = yavH

where A = diag(\1, \2). Therefore, U may be determined by computing the
eigenvectors of HHY. Thus

041 — XA  0.43 @ 0
043  0.58 — A P 0

With A = A1, we find that the normalized eigenvectors are

0.63485 0.77263
U =
0.77263 —0.63485

We should note that the eigenvectors are not unique, i.e., —u; and —uo are
also possible eigenvectors.

To determine V, we may compute
H'H = (UzvHE(Uuzvl) = VSigma?v!

Hence,
0.65 041
0.41 0.34

H'H =

Clearly, the eigenvalues of HHH are the same as for HHY. Now, we solve
for the eigenvectors of HEH. Hence,

0.65 — A 0.41 @i | |0
0.41 0.34 — A q2 0
This yields )
0.82269 —0.56850
V1 = Vo =
0.56850 0.82269
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(b) When the channel is known at the transmitter and the receiver, the

MIMO channel is equivalent to two parallel SISO channels whose outputs

are given by equation (15.2-27). The capacity of the MIMO channel is given
by equation (15.2-29) as

2 y 2 Es

C = IEQaXZlogQ (1 + 5)\1@'%5) V=N

ks =1 o

with the constraint that o3, + 03, = Ny = 2. The optimum power allocation
can be determined by maximizing

2 2
1
J(O—%w J%s) = Zlog2 (1 + %)‘ko—%s> - ; (Z O-I%S - 2)
k=1

k=1

where —1/p is the Lagrange multiplier. By differentiating J(o?,,03,) with
respect to o7, and o3, we find that

2
U%S:M—%7 k:172

(¢c) When H is known at the receiver only, the capacity is given as
2 £
C = 1 14+ ==\

’Y)‘l ’Y)‘Z 55
= 1 1+ — 1+ — = —
om, (14 251) (1+22) 0= &

Problem 15.22

The capacity of the MISO (2,1) channel which is known at the receiver only,
with AWGN, is given as

2
&
Cyiso = logy <1+ SN ZVMZ)
2 i=1

= log, (1 + %X)
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where v = £/N, and X = |h1|? + |ha|®. The outage probability is

2¢ —1
Pout:P<Xﬁw>

When the MISO (2,1) channel is known at the transmitter, the capacity
of the channel is (see problem 15.10b),

Caiso = logy(1 +vX)

The outage probability is

20 1
Pout:P<X§ >
v

We observe that the outage probability for the MISO (2,1) channel that
is known at the transmitter is lower than that for the MISO(2,1) channel
known at the receiver only. The SNR advantage of the former MISO system
over the latter is 3dB.

Problem 15.23

(a)

5] —Sy —S83 s s1 S9 S3 84
* * * * * *
GG = * * * * * *
83 —S84 S1 _82 _83 _84 81 82
sy S3 S9 5] S4 —83 —S89 81
Z?zl |si]? 0 0 2Re{s1s} — sas5}
B 0 Z?Zl \si\Q 2Re{s2s5 — 5154} 0
0 2Re{s2s5 — 5154} S [sil? 0
| 2Re{s1s] — s2s3} 0 0 Z?:l i
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Since GHG is not a diagonal matrix, the code is not orthogonal.

(b) The received signals in the four signal intervals are:

y1 = hiisi+ higsa + hizss + hiasa +m

ya = —h11s5 + hi12s] — higsy + h1as3 + no

ys = —h1185 — h12s) + hi3s] + h14s5 + ns

Ya = hi1sg — h1283 — hizsa + hias1 + g
where n;, ¢ = 1,...,4 are statistically independent, zero mean Gaussian
random variables. The conditional pdf of y;, ¢ = 1,...,4 is proportional to

the following quadratic terms:

p(y1,y2,y3,yaH, 8) ~ |y1 — (h11s1 + hi2s2 + higss + hiasg)|?
+  |y2 — (—hu1ss + hias} — huzs) + hiasy)|?
+ lys = (=h11ss — hizsi + hagst + hagss)
+  |ya — (h11s4 — hi2sy — hagsa + hiasy)|?

By expanding the quadratic terms,it is easily shown that p(y1, y2,ys3, y4|H, 8) ~
p(s2,s3) + p1(s1,s4), where each of the metrics depends on only two signal
components. Therefore, the ML detector can perform pairwise ML detec-
tion. This pairwise detection can also be observed from the form of GHG.

(¢) The order of diversity achieved by the code is 4.
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Problem 16.1

—eJQkZak p(t —nT,)

The unit energy constraint is :
T
| oo =1

We also define as cross-correlation :

T
pis(r) = / gs(8)g7 (¢t — 7)dt

(a) For synchronous transmission, the received lowpass-equivalent signal r(¢) is again given by
(16-3-9), while the log-likelihood ratio is :

A(b) = fo‘ - 1\/_bkgk()‘ dt

= fo r(t | dt+ZkZ \/_\/—bbkfo g;(t)gr,(t)dt
—2Re [Zkzl VEyby fo gi( }

= fo |r(t Idt+2k2 VEi\/E;bjbrp;jr(0)
—2Re [Zk:l \/_kbkrk]

where r, = fOTr(t)gZ(t)dt, and we assume that the information sequence {by} is real. Hence, the
correlation metrics can be expressed in a similar form to (16-3-15) :

C(I‘k, bk) = Qb%Re (I'K) - btKRSbK

The only difference from the real-valued case of the text is that the correlation matrix R4 uses the
complex-valued cross-correlations given above :

Rs{ij] =
pij(0), i>j

and that the matched filters producing {ry} employ the complex-conjugate of the signature wave-
forms {gx(t)} .

(b) Following the same procedure as in the text, we see that the correlator outputs are :

(i4+1) T+
ri(i) = / r(t)gp(t —iT — 7)dt
T+
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and that these can be expressed in matrix form as :
r=Ryb+n
where r,b,n are given by (16-3-20)-(16-3-22) and :
[ Ra(0) Ra(-1) 0
Ra(1) Ra(0) Ra(-1) 0

Ry = 0 =
| 0 0 Ra(1) Ra(0)
[ R.(0) R.7(1) 0 1
Ra(1) Ra(0) R.7(1) 0
Ry = 0
0 0 Ra(1) Ra(0)

where R,(m) is a K x K matrix with elements :

o0
Rua(m) = / Gh(t — T)au(t + mT — m)dt

— o0

and we have exploited the fact (which holds in the real-valued case, too) that :
Ra(m) = Ry (—m) = Rg!(—m)

Finally, we note that R,(0) = Ry, the correlation matrix of the real-valued case.

Problem 16.2

The capacity per user Ck is :

1
==WI 1 li =
Ck KW 0g2< +WN0>’ KlféoCK 0

and the total capacity :

K =Wl 1
Ck Wog2<+WNO>

which is independent of K. By using the fact that : P = Ck&, we can rewrite the above equations
as :

Cic = #Wlogs (1+ Gs) =

KCWK =logo (1+ CV;}K]%) =
C

g _ ()7
No Ck
w
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which is the relationship between the SNR and the normalized capacity per user. The relationship
between the normalized total capacity C,, = K CWK and the SNR is :

10

9l i

8t

Capacity per user per Hertz C_K/W
ol
T

. .
-5 0 5 10 15 20 25 30
SNR/bit (dB)

10 T

Total bit rate per Hertz C_n
o
T

‘ ‘
-5 0 5 10 15 20 25 30
SNR/bit (dB)

As we observe the normalized capacity per user Cx /W decreases to 0 as the number of user
increases. On the other hand, we saw that the total normalized capacity C, is constant, independent
of the number of users K. The second graph is explained by the fact that as the number of users
increases, the capacity per user Ck, decreases and hence, the SNR/bit=P/Ck increases, for the
same user power P. That’s why the curves are shifted to the right, as K — oo.

Problem 16.3
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Py
— aWlogs (1
Ci=a °g2< +aWN0>

Cy=(1—-a)Wlogs <1+ 0 —a)WN0>

B B P1 _ L
C=C1+C=W [alogg (1 + aWNo> +(1—a)logs (1 + (1 —a)WN(J)]

As a varies between 0 and 1, the graph of the points (C1,C2) is given in the following figure:

W=1, P1/N0=3, P2/NO=1
2.5 T T

1.51 T

R.2

25

(b) Substituting Py /a = P»/(1 —a) = P} + P, in the expression for C = C; 4+ Co, we obtain :

C=0C1+0Co=W {alogg <1+%> +(1—a)logs (1—1—%&?)}
= Wilog, (1+ fE)

which is the maximum rate that can be satisfied, based on the inequalities that the rates R, Rs
must satisfy. Hence, the distribution of the bandwidth according to the SNR of each user, produces
the maximum achievable rate.

Problem 16.4

(a) Since the transmitters are peak-power-limited, the constraint on the available power holds for
the allocated time frame when each user transmits. This is more restrictive that an average-power
limited TDMA system, where the power is averaged over all the time frames, so each user can
transmit in his allocated frame with power P;/a;, where a; is the fraction of the time that the user
transmits.
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Hence, in the peak-power limited system :

Py
= 1 1
Ci=aW og2< +WN0>

P
Co=(1—-a)Wl 1
2= ( a) og2< +WN0>

B B Py Py
C—Cl+Cg—W[alogg<1+WN0)+(1 a)10g2<1—|—WN0>:|

(b) As a varies between 0 and 1, the graph of the points (C,C5) is given in the following figure

W=1, P1/N0=3, P2/NO=1
25 T T

R 2

0.5 b

o . . .
0 0.5 1 15 2 25
R_1

We note that the peak-power-limited TDMA system has a more restricted achievable region
(R1, R2). compared to the FDMA system of problem 16.3.

Problem 16.5

(a) Since the system is average-power limited, the i-th user can transmit in his allocated time-frame
with peak-power P;/a;, where a; is the fraction of the time that the user transmits.
Hence, in the average-power limited system :

Pl/(l
Ci =aWl 1
1 Qa og2< +WNO>

Py/(1 —a))
W Ny

Cy=(1—a)Wlog, <1+

P1 P2
= = 1 1 1—a)l 1+—
C=0C1+Cy W[a 0g2< +aWN0>+( a) 0g2< +(1—a)WNO>]

(b) As a varies between 0 and 1, the graph of the points (C,C5) is given in the following figure
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W=1, P1/N0=3, P2/NO=1
2.5 T T

1.5r T

R.2

25

(c) We note that the expression for the total capacity is the same as that of the FDMA in Problem
16.2. Hence, if the time that each user transmits is proportional to the transmitter’s power :
Pi/a=Py/(1 —a)= P, + P, we have :

€= Cit Co =W [alogs (14+ 542 + (1~ a)logs (1+ 52 )|
= Wlogs (1 + %VL]\%)
which is the maximum rate that can be satisfied, based on the inequalities that the rates Ri, Ra

must satisfy. Hence, the distribution of the time that each user transmits according to the respective
SNR produces the maximum achievable rate.

Problem 16.6
(a) We have

T

= / r(£)g1 (1)t
0
. T T
Since [y g1(t)g1(t) =1, and [ g1(t)g2(t) = p
r1 = &b + /E2b2p + 1y

where n; = fOT n(t)gi(t)dt. Similarly

ro = \/E1bip + /Exba + na

where ny = fOT n(t)gs(t)dt
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(b) We have E[n;] (= m1) = E[na] (= ma) = 0. Hence

ot =Bl = E[f i 9@ (b)n(a)n(b)dadb
= 22 [T gi(a)g1(a)da
%

In the same way, 02 = E[n?] = 2. The covariance is equal to
Hi12 = E[nlng] — E[nl]E[ng] = E[nlng]
= E[f i 91(a)g2(0)n(a)n(b)dadb]
= %fOT g1(a)g2(a)da
(c) Given by and bg, then (r1,r2) follow the pdf of (n;,n2) which are jointly Gaussian with a
pdf given by (2-1-150) or (2-1-156). Using the results from (b)
p(ri,ralby,b2) = p(ni,na)
1 x272pxlx2+12
- 2#%\/17p2 oxXp |:_ : 2(1-p?) )
where z1 = r1 — VE1b1 — VEbap and xo = 19 — /Eby — VE1b1p

Problem 16.7

We use the result for ri, 7y from Problem 5.6 (a) (or the equivalent expression (16.3-40)). Then,
assuming by = 1 was transmitted, the probability of error for b; is

P, = P(errori|by =1)P(by = 1) 4+ P(errori|bg = —1)P(by = —1)
_ Q< 2 >% ( QW_N’“/_)Q>2
The same expression is obtained when b; = —1 is transmitted. Hence
1 2 1 _ 2
o[ oWEr Ve 1 ([ = oV
2 Ny 2 Ny

Similarly

nolo \/2<¢5—2+]-V§¢5T>2 L \/QWE;ng)?
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Problem 16.8

(a)
,0 <t <T|by,ba)P(b1,b2)

p(r(t),0 <t <T)
But P(by,b2) = P(b1)P(by) = 1/4 for any pair of (by,b2) and p(r(t),0 < t < T) is independent
of (b1,b9). Hence

P(by,bo|r(t),0 <t <T) = p(r(t)

argmax P(by,ba|r(t),0 <t <T)=argmaxp(r(t),0 <t <T|b1,b2)

b1 ,bg bl ,b2

which shows the equivalence between the MAP and ML criteria, when by, by are equiprobable.

(b) Sufficient statistics for r(¢),0 <t <T are the correlator outputs 71,72 at ¢ = 7. From
Problem 16.6 the joint pdf of r1, 7o given by, by is

1 x? — 2px1T0 + x%}
p(r1,72|b1, b2 :—exp{—
( b1, b2) 2n o /1= p? 2(1 - p?)

where Tl =71 — \/51[)1 — \/52b2p and To9 =T — \/52b2 — \/51[)1p
The ML detector searches for the arguments by, by that maximize p(ry,72|b1,b2). We see that
the term outside the exponent and the demoninator of the exponent do not depend on b1, bo. Hence

(b1,b) = argmaxexp [—(z] — 2pz122 + 23)]
= argmax [— (2} — 2pz120 + 23)]

Expanding x1, z2 and remembering that additive terms which are constant independent of b1, by
(e.g. 12, or b? (= 1)) do not affect the argument of the maximum, we arrive at

(bl, bg) = argmax (2(1 — p2)\/5—1b1?“1 + 2(1 — p2)\/5—2b2?”2 — 2(1 — p2)\/(€152b1b2p)
= argmax (vE1bir + VEbara — VE1Ebi1bap)

Problem 16.9

(a)
P(bl\r(t),o S t S T) = P(bl‘rlﬂ“g)
= P(bl,bg:1|?”1,T‘2)+P(b1,b2:—1|T1,T‘2)

But

p(r1,m2|b1, b2 = )
p(r1,72)

and p(ry,r2) and P(by, by = ) do not depend on the value of b;. Hence

P(bl,bg = x\rl,rg) =

P(bl, b2 = l‘)

argmbaxP(b1|r(t),0 <t<T)= arg max (p(r1,m2|b1,b2 = 1) + p(r1,r2|by, by = —1))
1 1
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From Problem 15.6 the joint pdf of r1, 79 given b1, by is

1 2 — 2px1x9 + T2
p(rl,r2|b1,b2):—exp{— 1P .

2%%\/1—/)2 2(1—-p?)

where 1 = 11 —v/&1b1 — vV Ebop and x9 = 19—/ E2bo —/E1b1p . Expanding x1, x2 and remembering
that additive terms which are constant independent of by, by (e.g. rZ, or b7 (= 1)) do not affect the
argument of the maximum, we arrive at

arg maxy, P(bi|r(t),0 <t <T) = argmax |ex \/§b1r1+\/<%22—v E1&2bip
(Ebm—\@rzw&&bw)]

= argmax eXp(\/_b1T1)

E1E2b —/E E1E2b
ey BT | exp(=/Erp/EEhe)
eXp(\/_b1T1) ) 200%(%@)}
\/_Tbom +1In cosh(%\{)m)}

+ exp

X (exp(

= argmax

= argmax

(b) From part(a)
bl =1 & \/]%_107”1 —+ lncosh(\/@?&i@) >
# +1In cosh(% VEIEap)
0 0
(M))
0

/S cosh ~
& 25t +In e e
No cosh(7£2T2;0 glg?p)

Hence
cosh( \/527’2-11\—[\/51529)
0

N
1
2\/5_1 . COSh(\/STQ&\/Oglébp)

b1 = sgn |ry —

Problem 16.10

As Ny — 0, the probability in expression (16.3-62) will be dominated by the term which has the
smallest argument in the QQ function. Hence

2
\/€k+z. 5b[)k
ef fective SNR:HEH [ 37\;\/7 jPj ]
g 0

The minimum over b; is achieved when all terms add destructively to the /& term (or, it is 0,
if the term inside the square is negative). Therefore

2

Nk = |max {0, 1—2 \Pak|
Jj#k
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Problem 16.11

The probability that the ML detector makes an error for the first user is :

> p by P b1 7 b1[b1, b2) (P(b1, b2)
1(PlH+ — —+] +P[++ — =
Pl—+ — ++] +
Plt—— —]+
Pl — +-]+

Py

+ o+ +
P N N [ SN [
+
l
£ i LoD

where P[biby — 131132] denotes the probability that the detector chooses (131132) conditioned
n (b1, by) having being transmitted. Due to the symmetry of the decision statistic, the above
relationship simplifies to

b = ;Pk—e+ﬂ+P}—e+ﬂ)
+ S (Pt — 4]+ Pl = ) (16.0.1)

From Problem 16.8 we know that the decision of this detector is based on
(b, by) = arg max ( (b1,b2) = \/E1b11m1 + \/E2bara — v/ 5152b1b2p)

Hence, P[-— — +—] can be upper bounded as
P[—— — +—] < P[S(——) < S(4+—)|(——) transmitted]

This is a bound and not an equality since the if S(——) < S(4—) then (——) is not chosen, but
not necessarily in favor of (+—); it may have been in favor of (++) or (—+).
The last bound is easy to calculate :

P[S(——) < S(+—)|(——)transmitted]

= P [—V&r1i—V&ras— V& Ep < VETT — VEra +VEEp
11 = =& — V&p +ni;r = —VE — VEap + ni]

- P v =a(E)

Similarly, for the other three terms of (1) we obtain :

P[—— — +4] P[S(—=) < S(4++)|(——) transmitted]
= P[VEn + VEmng > &+ E + 2V EE1p)

_ Q( 251-1-52-1]—\?0\/5152;7)
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Pl—+ — +—] < P[S(—+) < S(+—)|(—+) transmitted]
= P&in —VEng > & + & — 2v/E E1p)
_— ( o E1tE2—2/E1Eap mm)

No

P[—+ — ++] < P[S(—+) < S(++)|(—+) transmitted]
= P[m > \/5_1]

- o(/E)

By adding the four terms we obtain

P < Q( /%>+%Q< 251+52]\?O\/5152,0>

+%Q < 251+5245\?\/5152,0>

0

But we note that if p > 0, the last term is negligible, while if p < 0, then the second term is
negiligible. Hence, the bound can be written as

2& 1 E1+ Ey — 2¢/ELE
1>+§Q \/2 1+ &2 12|

P < -
1_Q< Ny Ny

Problem 16.12

(a) We have seen in Prob. 16.11 that the probability of error for user 1 can be upper bounded by

P1<Q< %>+%Q \/2€1+52—Ni\/51€2|pl

As Ny — 0 the probability of error will be dominated by the @ function with the smallest
argument. Hence

. E1+E2—2/E1 &
min { (381) (%), 25022/ ENT00el (281}

= min{l,l-ﬁ-g—f— g—f|p|}

T

(b) The plot of the asymptotic efficiencies is given in the following figure

PROPRIETARY MATERIAL. ©The McGraw-Hill Companies, Inc. All rights reserved. No part of this Manual may be displayed,
reproduced or distributed in any form or by any means, without the prior written permission of the publisher, or used beyond the
limited distribution to teachers and educators permitted by McGraw-Hill for their individual course preparation. If you are a
student using this Manual, you are using it without permission.



13

15 T

--- Conventional, rho = 0.1
Optimum, rho = 0.1

——  Conventional, rho = 0.2

—-—--  Optimum, rho = 0.2

0.5 N q

0
E,/E, (dB)

We notice the much better performance of the optimal detector especially when the interfearer
(user 2) is much stronger than the signal. We also notice that the performance of the conventional
detector decreases as |p| (i.e interference) increases, which agrees with the first observation.

Problem 16.13

The decision rule for the decorrelating detector is by = sgn(b), where b is the output of the
decorrelating operation as given by equation (16.3-41). The signal component for the first term in
the equation is v/&;. The noise component is

_ n1—pny
1— p?

with variance ,
2 2 _ Eni—pna
of = E[n*] = 7[1_,,2 2}

E[ni]+p* E[n3]—2pE[nin,]
o (1—-p?)?

No _14p%
2 (1-p?)?
Ng 1

2 (1-p%)

Hence

2&
Pi=Q (/3=

Similarly, for the second user

2&,
Pr=Q (/3=
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Problem 16.14

(a) The matrix Ry is

Hence the linear transformation Ag for the two users will be

-1

B No\ ' | 1+5 p _ 1 L+ —p
Ao=|Ret571) = No | (iMoo No
p 1+3 (I+3) —» - 1+ T

(b) The limiting form of Ay, as Ny — 0 is obviously

1 1 —p
L—p —p 1

A0—>

which is the same as the transformation for the decorrelating detector, as given by expression
(16.3-37).

(c) The limiting form of Ay, as Ny — oo is

R 1 |10

Ay = -
T e e | ) o

which is simply a (scaled) form of the conventional single-user detector, since the decision for each
user is based solely on the output of the particular user’s correlator.

Problem 16.15

(a) The performance of the receivers, when no post-processing is used, is the performance of the
conventional multiuser detection.

(b) Since : yi(I) = bi(H)w;y + bg(l)p%) + ba(l — 1)pgﬁ) + n, the decision variable z;([), for the first
user after post-processing, is equal to :

21(1) = bi(Dwy +n + pSes(l — 1) + p{Yea(l)

where n is Gaussian with zero mean and variance o?w; and, by definition : ea(l) = bo(l)—sgn [y2(1)] .
We note that es(l) is not orthogonal to ey(l — 1), in general; however these two quantities are
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orthogonal when conditioned on by (l). The distribution of ez(l — 1), conditioned on by (1) is

), (2 (2, (2
Pleali=1) = +2in(0] = o |*izln®] | 4o eliing)
_,2 ) (2)_ (2
Pleai=1) = 2] = 4@ |=tizln0] 4 et
Plosl=1) = 0i(D] = 1= Ples—1) = 2 (0)] = Plesli 1) = ~2bs 1)

The distribution of es(1), given by (1), is similar, just exchange p%) with pg). Then, the probability

of error for user 1 is :

7 e l _ pr— = = =
Pl #b@] =% |\, o, $Plel =D =db@) =Y Plea) = cbr(h = bl
be {-1,+1}
ce{-2,0,2}
w1+(p§2)c+p§1) )b1(l)
xXQ [ N
The distribution of es(l — 1), conditioned on b;(l), when o — 0 is :
wz—|p{2) |+apSPbi (1) /2
Plosll—1) = aln()] ~ 1@ [P ] R
Plea(l=1) =0[b1(1)] = 1= Plea(l —1) =2b1(1)] — Plez(l — 1) = —=2[b1(0)]

This distribution may be concisely written as :

Ja| W2 — ‘p%)( + 505 b1 (1)
? 04/ W2

which is exponentially tight. The limiting form of the probability of error is (dropping constants)

Plea(l— 1) = albi (1)] ~ i@

D], 0 (2
la| w2—‘p§2)‘+5pél)b] «

Plho#nn]~x (209 © [7 s

be {-1,+1}
ce{-2,0,2}
c (2) (1) (1)
e WQ_‘PQ "1’ pig'b 7-U1+(P12 ctpyya )
xXQ [70—\/@ X Q o /wr

(c) Consider the special case :

s () = o0m (42)

s (1) = s0m ()
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as would occur for far-field transmission (this case is the most prevalent in practice ; other cases
follow similarly). Then, the slowest decaying term corresponds to either :

sgn (bpgll)a) = sgn (bp%)c) =-1

for which the resulting term is :

(2) (2)

or the case when either ma or ¢ = 0. In this case the term is :

(
Q% \/; ‘U—U@‘ Q|4 1_2“““("’151 o)

or the case when ¢ = ¢ = 0 for which the term is :

Therefore, the asymptotic efficiency of this detector is :

w1 Vw1 /w2 w1

1, max® < 0, /%2 — M}—I—mm@ 0,1_2M

71 = min

Problem 16.16
(a) The normalized offered traffic per user is : Guser = AT}, = (g5 pack/sec) - (g sec) = 1/1440.
The maximum channel throughput Spax occurs when Gpax = 1/2; hence, the number of users that

will produce the maximum throughput for the system is : Gmax/Guser = 720.

(b) For slotted Aloha, the maximum channel throughput occurs when Gpax = 1; hence, the number
of users that will produce the maximum throughput for the system is : Gax/Guser = 1440.

Problem 16.17

A, the average normalized rate for retransmissions, is the total rate of transmissions (G) times the
probability that a packet will overlap. This last probability is equal to the probability that another
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packet will begin from 7}, seconds before until T}, seconds after the start time of the original packet.
Since the start times are Poisson-distributed, the probability that the two packets will overlap is
1 — exp(—2AT),). Hence,

A=G1l-e?N=G=S+G(1 -2 = 85=Ge ¢

Problem 16.18

(a) Since the number of arrivals in the interval T, follows a Poisson distribution with parameter
AT, the average number of arrivals in the interval T, is E [k] = AT.

(b) Again, from the well-known properties of the Poisson distribution : 02 = (AT)?2.

(c)

(d)

Problem 16.19

(a) Since the average number of arrivals in 1 sec is E [k] = AT = 10, the average time between
arrivals is 1/10 sec.

(b)

P (at least one arrival within 1 sec) =1—e %~ 1

P (at least one arrival within 0.1 sec) =1 —e ! = 0.63

Problem 16.20

(a) The throughput S and the normalized offered traffic G are related as S = Ge™% = 0.1. Solving
numerically for G, we find G = 0.112.

(b) The average number of attempted transmissions to send a packet, is : G/S = 1.12.
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Problem 16.21

(a)
74 = (2 km) - (5%) =10 s

(b) ‘
1000 bits

- " _—10*
P 107 bits/ sec 0 s

(c)

_Td_l

T, 10

Hence, a carrier-sensing protocol yields a satisfactory performance.

(d) For non-persistent CDMA :
GefaG

G(1 + 2a) + e—9C

The maximum bus utilization occurs when :

S =

ds

ac "

Differentiating the above expression with respect to G, we obtain :
e % —aG?(1+2a) =0

which, when solved numerically, gives : Gpax = 2.54. Then , the maximum throughput will be :

GefaG
S — 0.515
BT G(1 + 2a) + emaG

and the maximum bit rate :

Smax - 107 bits/ sec = 5.15 Mbits/ sec

Problem 16.22

The capacity region for K = 2 users is shown below:
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log (1 + PliQNo

y

log (1 + PQTNO) log (1 + %) Ry

P
= 1 1+ —
R1 og ( + N0>

P+ P P b
= 1 1+ ——=1 -1 1+— ] =1 1+ —
Ry og( + N, > og< +No> og( +P1+NO>

(b) P1 = 10P2 Then,

P
Ry = log <1+ —1>

No
Py
= 1 14+ —
i o8 < HETI) 22 +N0>
105 Py
= | 1 1 1+ —
Ri+ Ry 0g<+NO>+og<+10P2+NO>

72
= 1 1+10 14— = PB/N,
og(1 + 72)( +1+1072>, v2 = Py /N,

= log(1+ 1179)
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(c)

1OP2 P2
Ri+Ry = log(l+—")+log(l+—
By = g (14 o ) g (1412

1 + 11’)/2>
— | (1+ =log(1+ 11
Ty ) () =log(1+ 1)

(

Ry = log <1+ %)
(
(

Therefore, the sum rate is the same as in (b).
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