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Abstract

Intrusion detection problem in Industrial Control Systems(ICS), such as water treat-
ment plant and power grid, is an important real-world problem. Real-time anomaly
detection have been proposed to minimize the risk of cyber attack. In this study, two
different kind of intrusion detection mode-based approach are learned from normal
behaviour of an ICS, SWaT. One model is inspired by TABOR, a offline graphical
model-based approach of CPS intrusion detection. Timed automaton, Bayesian net-
work and Out of Alphabet are combined to find anomalies and localize the abnormal
sensors and actuators. The other model proposed is based on two time slice Bayesian
Network(2-TBN) with the motivation simplifying multi-model approach into a single
model one. In this way, cost of computing power and time is reduced in order to meet
the requirement of real-time operation testing.

Experimental results demonstrate the model’s close performance to TABOR and slight
advantage on time. The study about difference between offline testing and real-time
operation is another topic in this study. The generic underlying idea and experience is
also applicable to cyber physical system in other industrial control systems.
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Chapter 1

Introduction

1.1 Background

Industrial control system (ICS) is a general term that encompasses several types of control
systems and associated instrumentation used for industrial process control [38]. Nowadays
ICSs are widely used for public infrastructure, such as power generation, water treatment,
gas processing and telecommunications, which is critical to any society. Due to great dam-
age a potential attack on an ICS could cause, researchers pay more and more attention on
the protection of ICSs these days.

ICSs systems are usually implemented by the Supervisory Control and Data Acquisition
(SCADA) workstations, Human Machine Interface (HMI), programmable logic controllers
(PLCs) and communication network which underlies the systems. In most cases, A system
is vulnerable to attacks due to the presence of all cyber components mentioned above[45].
BY using one or more known vulnerabilities in an ICS, attackers can easily launch an attack
and cause significant damage.

Such vulnerabilities can be reflected in variable forms:

• Lack of access control: Lack of access control in an ICS can lead to the compromise
of ICS’s security [3].

• Software vulnerabilities: SCADA and PLCs in ICSs rely on software system to a large
extent. As a result, ICSs may also suffer from vulnerabilities caused by software.

• Network vulnerabilities: ICSs often includes an underlying network which is used
for internal and external communication. Therefore vulnerabilities of communication
network may be also used to launch attacks.

Attacks on ICSs can cause various types of losses, even cascading failures [24], which can
harm large communities, such as cities and countries. An attack targeted at an ICS for power
generation can cause a widespread blackout which could cause countless monetary losses.

1



1. INTRODUCTION

Attacks on ICSs, especially ones which targets critical infrastructure, are increasing each
year. Both successful attacks[9, 27, 44] and unsuccessful attempts recorded point out the
utmost importance of research in security of ICS.

Intrusions detection is an effective way to help people record and react rapidly to the at-
tacks. The result of detection gives out the instruction of the research in security of ICS.
Therefore there is an urgent need to design a real-time intrusions detection system for the
goal of making ICS invulnerable to cyber attacks.

As ICS includes both cyber physical systems(CPS), such as PLCs, and underlying commu-
nication network, the intrusions detection problem can be also considered as the combina-
tion of two parts. In this research, most efforts are focused on detecting intrusions in the
physical process of ICS due to limited time and resources. Network security problem about
underlying communication network hasn’t been taken into account yet. In other words, the
emphasis of this research is laid on real-time cyber attacks detection in only CPS of ICS.

1.2 Intrusions detection problem in CPS

Among increasing researches about cyber attacks detection, there are four main methods
arousing most interest and widely used in different research and operation cases. They are
signature-based detection[15, 34], verification[8, 47], behavior specification-based detection[2],
and machine learning[16, 23]. These four methods varies in many aspects and have their
own strengths and weaknesses.

1.2.1 Signature-based detection

The core of signature-based method is to obtain an up-to-date signature dictionary of all
known attacks. The dictionary can be retrieved at any time point during cyber attacks detec-
tion. It is one of the most traditional method in cyber attacks detection. Any known attack
recorded on the dictionary can be easily pointed out and the detection procedure costs little
when the dictionary is in finite size.

However, nowadays attackers also keep working on developing new techniques which cause
growing number of unknown threats. Due to this fact, signature-based detection is becom-
ing increasingly infeasible and unreliable. People start turning to more advanced methods
other than this traditional dictionary-based one.

1.2.2 Verification

In verification methods, formal models are set up according to the system’s design. The
cost of this procedure can be very expensive due to the complexity of systems. After setting
up the model, the test will be carried out on a source code level. And the detection system
can give out alarms when certain signals show large deviations from the values specified in
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1.2. Intrusions detection problem in CPS

the system’s design.

The weakness of verification is apparent just as its advantage. Although verification meth-
ods can be very powerful due to his source code-based design, it can also be very difficult
to analyze when resulting model is too large. With the development of industrial control
systems, these state-explosion problem becomes more and more common because of the
increasing system complexity.

1.2.3 Behavior specification-based detection

Behavior specification-based detection is built on the base of expert knowledge. A wide
knowledge required here includes a precise understanding of how cyber physical systems
behave. The procedure of obtaining this knowledge can be regarded as the most expen-
sive procedure among all four methods mentioned. However, it can detect a lot of different
attacks because the detailed models used in this method describe the underlying physical
process. The detection based on expert knowledge can show the essence of cyber physical
systems.

Besides expensive cost, another apparent weakness of behavior specification-based detec-
tion is its high sensitiveness to noise. As dynamic operating environment can hardly con-
sidered in modeling based on expert knowledge, modeling errors can be caused by many
different situation, such as aging or other evolvements of the facility in question.

1.2.4 Machine learning

Machine learning approach is the most popular method among these four detection meth-
ods. The basic idea of machine learning is to set up models which can describe cyber
physical systems in feature space. The modeling procedure of machine learning cost much
less compared with the procedure of verification or behavior specification-based detection.
When detecting data points with large deviation from the normal feature space in model,
the machine learning-based detection system can give out alarms. In this way, a large range
of attacks can be detected with low cost.

However, due to the increasing complexity of algorithms and the development of deep learn-
ing, one shortcoming of machine learning method becomes more and more apparent. As the
model is set up on feature space, the detection system provides little insight into the system.
No explanation of detection can be given out along with alarms in intrusion detection.

To respond to this weakness, Lin[26] proposed a graphical model-based approach for anomaly
detection in industrial control systems. And the basic idea of our research in this thesis is
inspired by his paper.
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1. INTRODUCTION

1.3 Problem statement

According to Lin’s paper, his research aims to respond two key challenges in applying
machine learning approach to solve intrusion detection problems in cyber physical systems.
These two challenges are the explanation of outcome and localization of anomaly. He thinks
these two questions are quite important in real-world detection problems of industrial con-
trol system because operators need these information to undertake follow-up actions after
getting the anomaly alarm. In his opinion, detection is only the first step against attacks,
and the explanation and localization are the same important in these real-world problems.

To deal with these problems, Lin proposed an insightful graphical model, which is named
as TABOR in his paper[26]. Figure1.1 shows the flowchart of method used in TABOR.

Figure 1.1: Flowchart of TABOR, figure by Lin[26]

TABOR model is learned from the normal operational observation of a scaledown water
treatment system. Lin divide sensors and actuators of this system into different groups ac-
cording to their different functions. The machine learning strategy he uses is a combination
of timed automata(TA), Bayesian network(BN) and out-of-alphabet(OOA). TA is used to
learning signals from the sensors. The trained TA model shows the underlying dynamical
behavior pattern of water level and some other indexes. BN model is trained from both sen-
sors and actuators signals. It shows the pattern of concurrent events happens in this system,
which can also be considered as the dependency among events. Together with OOA, the
combined model of these three techniques will detect irregular patterns and dependencies
which do not match normal behavior of the system. These detected data points are consid-
ered as anomalies in this case.

According to Lin’s research, the proposed TABOR model have a better general performance
compared with methods based on deep neural network and support vector machine. Also,
this model provides a solution for the interpretation and localization of anomalies. As this
model is a graphical model, the detected anomaly can be quickly and precisely located to
any sensor, actuator or abnormal process.

With deep understanding of Lin’s research, some ideas are inspired and arouse my research
interest. Based on Lin’s research, we can find some questions and further work to do.
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1.4. Research Questions

In Lin’s research, the training and testing procedures are carried out offline. This is the
first problem we find. TA is a kind of state-based method and its performance depends
on accurate state division. In his offline testing, Lin generates a global perspective from the
whole dataset and get a stable result of data representation. However, in real-world anomaly
problems, real-time operation is very necessary to fulfill the requirement of detection. And
in real-time operation, we can not get the same global perspective as Lin did. This surly
increases the difficulty of maintaining system’s good performance in real-time testing. So
this combined machine learning strategy needs to be confirmed whether it still works in
real-time operation. On the other hand, there must be differences between offline and real-
time detection problems. We want to study deeply about these differences and decide what
action and fix we should take in data preprocessing and modeling to increase the robustness
of the whole detection system in real-time operation.

Besides the feasibility and robustness of combined strategy in real-time operation, another
problem which worth concern is the reaction and testing speed of real-time operation. The
reaction speed means system’s frequency of alarms. In Lin’s research, he drop the whole
dataset into his model and get labels of all the testing data at one time. However, in real-
time testing, data comes into detection system continuously and the system is required to
give out labels, or alarms to every data point in time, which means the reaction and testing
speed is much more important in real-time operation compared with offline version. With
this requirement, the data preprocessing and modeling meets new challenges and needs new
fix or technique to realize the quick and correct respond from detection system. So in our
study we want to do more work at this aspect.

Based on these ideas and questions, we set up our research in this thesis.

1.4 Research Questions

The primary purpose of this research is to further study Lin’s model and explore the possi-
bility of proposing a real-time model-based detection approach which gives out quick and
correct respond to real-time data. We have the following main research questions:

Can we solve real-time Intrusion Detection problem of Cyber Physical Systems with
graphical model-based approach?

To structure this research, we have come up with three research questions. Each research
question represents part of the research and is answered by the result of the research.

RQ1: What action should we take in data preprocessing to help increase the robust-
ness and respond speed of detection model in real-time operation?

The first aspect we want to study is data preprocessing procedure. As we mentioned above,
detection system meets new challenges in real-time operation. We want to study the differ-
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1. INTRODUCTION

ence between offline version and real-time requirement and decide what action we should
take in data preprocessing to enable the proposed system to respond to incoming data more
quickly and stably.

RQ2: Can we solve the real-time intrusion problem with the combined strategy of TA,
BN and OOA? What is the difference between offline TABOR model and this real-time
model? How does it perform?

In Lin’s research, he propose a combined strategy of TA, BN and OOA as a method of solv-
ing intrusion problem with graphical model-based approach. However, as we mentioned
above, all his training and testing process in offline environment. The performance of his
model can not be guaranteed in real-time operation. So in modeling, we first want to im-
plement a model for real-time intrusion detection on the base of TABOR. This modeling
procedure surly have some differences with offline TABOR model due to different require-
ment in real-time operation. We will do necessary and reasonable changes in modeling and
evaluate the final model we propose and compare it with TABOR and other machine learn-
ing method.

RQ3: Can we find any method to simplify the model and increase testing speed com-
pared with combined strategy? Can the model newly proposed meet the requirements
of both correct rate and testing speed? How does it perform?

Besides correct rate and reaction speed, any topic we focus on is the testing speed of model
we propose in real-time operation. Although the multi-model approach proposed by Lin
can include both concurrent and transition errors with different model which makes the de-
tection result more comprehensive, it also arouses several times of training and testing time
cost due to multiple models it uses in modeling. We want to study about the testing of
TABOR and our proposed real-time model and find some method to reduce the time cost of
testing. Besides confirming our newly proposed approach have an advantage in time cost
over TABOR and origin model, we will also evaluate its performance of detection to make
sure that this advantage is not at a great price of performance.

1.5 Outline

The outline of this paper is as follow:

• Chapter 2: Related Work
Chapter 2 includes a review of related works on machine learning and techniques for
detecting process anomalies in CPS.

• Chapter 3: Data Processing
In Chapter 3, SWaT system and dataset are first introduced. Then the procedure of
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1.5. Outline

data preprocessing is presented, which includes denoising, segmentation and align-
ment.

• Chapter 4: Real-time System
Chapter 4 includes the construction of real-time detection system based on offline
strategy and the performance comparison between offline and real-time version.

• Chapter 5: 2-TBN System
Chapter 5 presents our approach which uses single technique, 2-TBN, to replace the
combined strategy.

• Chapter 6: Discussions
In Chapter 6, we conclude this thesis and introduce future research perspective.
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Chapter 2

Related Work

In this chapter, we present a literature study on topics related to our work. As this thesis
focus on presents an approach for solving real-time intrusion detection problem in cyber
physical system, our literature study will focus on intrusion detection and relevant study in
this topic.

This literature study includes four sections. In the first section, we introduced the definition
of anomaly. Section 2 is a review of different kinds of anomaly detection techniques. As a
main application of anomaly detection, we introduce the challenges of intrusion detection
in section 3. Section 4 is a review of current research on intrusion detection problems of
cyber physical system.

2.1 Anomaly Definition

Anomalies are patterns in data that do not conform to a well defined notion of normal
behaviour[7]. Consider both its character and practical meaning, anomalies can be classified
into following three categories:

• Point Anomalies If an individual data instance can be considered as anomalous with
respect to the rest of the data, then it is termed as a point anomaly. Among all kinds
of anomalies, this kind of anomaly is the simplest type of anomaly and is the focus of
majority of research on anomaly detection.

• Contextual Anomalies If a data instance is anomalous in a specific context but is not
anomalous in other conditions, then it is termed as a contextual anomaly[37]. This
kind of anomalies is defined from the context environment of data which consists of
contextual and behavioural attributes. In time series[43] and spatial[25] data, contex-
tual anomalies can be commonly found. have been most commonly found in time
series data. Figure2.1 shows an example of contextual anomaly. As we can see, the
same temperature occur at both time t1 and t2. However, according to the context
environment, t2 is an anomaly while t1 does not.

9



2. RELATED WORK

Figure 2.1: Contextual Anomaly t2 in a Temperature Time-series, figure by Chandola[7]

• Collective Anomalies If a collection of related data instances is anomalous with re-
spect to the entire data set, it is termed as a collective anomaly. Each individual data
instance itself may be normal when compared to the entire dataset, but the collection
of them or consistency of appearance is an anomalous situation. This kind of anoma-
lies are commonly studied in sequence data[39], graph data[33], and spatial data[36].
Figure2.2 shows an example of collective anomaly[17]. The figure shows a human
electrocardiogram output. The red region denotes an anomaly not because the value
but because the abnormally long time.

2.2 Anomaly Detection Techniques

An anomaly is defined as a pattern that does not conform to expected normal behavior.
And anomaly detection refers to the problem of finding these kind of patterns. With varied
anomaly types, corresponding reasonable techniques for anomaly detection are also varied.

Based on the survey of anomaly detection[7], anomaly detection techniques can be catego-
rized into the following groups:

• Classification-Based techniques
Classification[13] is used to learn a model from a set of labeled data instances and
classify a test instance into one of the classes using the learnt model. Common super-
vised learning techniques are involved, such as Neural Networks. Based on the labels
available, classification can be grouped into two categories, multi-class[5] and one-
class[35] anomaly detection techniques. Figure2.3 shows an example of two kinds of
classification. The quality of classification depends on the accuracy and adequacy of
labels.

10



2.2. Anomaly Detection Techniques

Figure 2.2: Collective anomaly corresponding to an Atrial Premature Contraction in an
human electrocardiogram output, figure by Goldberger[17]

Figure 2.3: Using Classification for Anomaly Detection, figure by Chandola[7]

• Nearest-Neighbour-Based techniques
The basic idea of nearest neighbor based anomaly detection techniques is that anoma-
lies are far from their closest neighbours while normal instances occur in dense neigh-
bours. This kind of techniques require a distance or similarity measure defined be-
tween two data instances. The distance can be computed in different methods, among
which euclidean distance is one of the most common methods. Figure2.4 shows an
example of Nearest neighbor based anomaly detection techniques. Both p1 and p2
are anomalies, but p2 may not be distinguished from C2.
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Figure 2.4: An Example of Nearest Neighbour-based Techniques, figure by Chandola[7]

It is worth mentioning that with different values of nearest neighbours, the detection
result varies. In some implementation, anomalous score of instance will be defined to
help improving the result[46]. The significant advantage of nearest neighbour based
techniques is that this kind of techniques is naturally unsupervised and totally data
driven, which have no assumption or requirement of the data structure.

• Clustering-Based techniques
Clustering is to group similar data instances into clusters, which is primarily an un-
supervised or semi-supervised techniques. Although clustering and anomaly detec-
tion appear to be fundamentally different, the basic concept of clustering satisfies
the requirement of similarity measurement issue. Therefore, several clustering based
anomaly detection techniques have been developed. These techniques are divided
into three main types according to variable assumptions on data:

– Normal data instances belong to a cluster in the data, while anomalies either do
not belong to any cluster.

– Normal data instances lie close to their closest cluster centroid, while anomalies
are far away from their closest cluster centroid.

– Normal data instances belong to large and dense clusters, while anomalies either
belong to small or sparse clusters.

Clustering-based techniques can be adapted to complex data types. The testing phase
for clustering-based techniques is fast since every test instance only needs to be com-
pared with the centroids of clusters rather than all the data. However, the efficiency of
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2.2. Anomaly Detection Techniques

clustering-based techniques is highly dependent on the structure of normal instances.

• Statistical techniques
Statistical techniques are based on probability of data instances. It is assumed that
normal data instances occur in high probability regions, while anomalies occur in the
low probability regions.

Statistical techniques learn a statistical model of normal behavior and then apply a
statistical test to determine whether an instance in testing data belongs to this model.
Most of these techniques are targeting at single dimension[19].

Statistical techniques can be classified into two groups considering whether it is para-
metric. Parametric techniques assume the knowledge of underlying distribution and
estimate the parameters from the given data[14], while non-parametric techniques do
not generally assume knowledge of underlying distribution[12].

If the assumptions regarding the underlying data distribution hold true, statistical
techniques provide a statistically justifiable solution for anomaly detection. How-
ever, it is worth pointing out that a prior knowledge or reasonable guess about the
data distribution is not always available in practice. On the other hand, statistical
techniques are not good at dealing with dynamic behaviours with timely features.

• Information theoretic techniques
In formation theoretic techniques analyze the information content of data. There are
variable information theoretic meansurs, such as Kolomogorov Complexity and en-
tropy. It is assumed that anomalies induce irregularities in the information content of
the whole data.

This kind of techniques are often used in data with naturally ordered, such as time
sequential data and spatial data. And these techniques can be also operated on an
unsupervised learning. However, the performance of such techniques is highly de-
pendent on the choice of the information theoretic measure. And also, a quantity
measure of anomaly, such as an anomaly score, is difficult to be associated when us-
ing an information theoretic technique.

• Spectral techniques
Spectral techniques try to find an approximation of the data using a combination
of attributes which capture the main variability in the original data. In such tech-
niques, data is represented into a lower dimensional subspace in which normal data
and anomalies shows great differences. Principle Component Analysis(PCA) is a
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typical spectral techniques[21] for representing data into lower dimensional space.

The key advantage of spectral techniques is that it automatically perform dimension
reduction and are suitable for dealing with high dimensional data. However, spectral
techniques are only useful when the normal and anomalous instances are separable in
the lower dimensional subspace of original data and the computational complexity is
quite high.

There are other methods for classification of anomaly detection techniques. For example,
techniques can be separated into supervised techniques and unsupervised techniques ac-
cording to training data labels. In fact, most of the existing anomaly detection techniques
solve a specific formulation of the problem, so the choice of suitable techniques is essential
in anomaly detection problem.

2.3 Challenges of Intrusion Detection Problem in CPS

At an abstract level, an anomaly detection approach is to define a region representing nor-
mal behavior in the dataset and declare any observation not belonging to this normal region
as an anomaly.

However, in practice several factors make this approach very challenge:

• It is very difficult to define a normal region which encompasses every possible normal
behavior. In many cases, the boundary between normal and anomalous behavior is
often not precise. Thus an observation close to the boundary can be misjudged.

• When anomalies are launched on purpose, attackers often make the anomaly apper
like normal. In these cases, anomaly detection will be more difficult.

• It is difficult to keep the update of normal behaviour region. An out-of-date notion
might not be sufficiently representative.

• Suitable dataset for training and testing is not always available.

• The noise contained in data tends to be similar to anomalies. This fact increase the
difficulty to distinguish and remove noise.

Due to the above challenges, the anomaly detection problem is not easy to solve. Intrusion
detection is a typical application of anomaly detection. Thus we need to face the same chal-
lenges in intrusion detection.

There are also some other specific challenges in CPS intrusion detection problem:
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• Besides obtaining noise, the dataset in CPS often has high dimension and complexity.
This is because CPS often includes a large number of sensors and actuators with
variable functions.

• In CPS intrusion detection problem, the proposed model should provide a solution for
the interpretation and localization of anomalies. In real world problem, model used
in this kind of problem is often required to be visualizable and interpretable, thus
enabling a better understanding of the system and verification of the model itself.

2.4 Current research

There exist several techniques for detecting anomalies in CPS. In our study, we focus on
anomalies due to sensor and actuator manipulation, so we only discuss the research about
this kind of anomalies.

The Weaselboard[31] shown in Figure2.5 uses PLC backplane to get the sensor data and
and actuator commands, and analyses them to prevent zero day vulnerabilities.

Figure 2.5: WeaselBoard in a PLC chassis, figure by Mulder[31]

In [4], model-based attack detection schemes in water distribution systems are presented.
The data driven model is got from Matlab identification tool and can be used to detect pro-
cess anomalies. In [18] a water control system is modeled to monitor the communication
of PLCs in two real-world water plants, extracting operational semantics at the level of in-
dividual process variables. Besides water treatment system, there are also studies on power
grid[28] and chemical plant[6].

Formal method is another choice in CPS intrusion detection. Signal level verification in
[22] aims at discovering signal rules from the normal behaviors of the CPS. However, data
with high complexity and high dimension is not suitable for this approach.

RNN is used for animaly detection in SWaT system[16]. However, in this study, only first
stage of SWaT is studied due to the expensive training time. Only 10 attack scenarios are
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used for the evaluation. In a follow-up work, the DNN and the one-class SVM models have
been applied for anomaly detection in the SWaT system[20]. Figure2.6 shows the DNN
architecture. In this work all stages and attack scenarios are considered in this work and de-
tailed evaluation is given out. We use this literature to compare with our purposed models.

Figure 2.6: DNN architecture, figure by Inoue[20]

In [29, 32, 45], Timed automaton is learned and used for the anomaly detection. However,
signals from sensor and actuator are mixed up in these study, which leads to a states blow-up
problem and difficulty of localize the anomalies.
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Chapter 3

Data Preprocessing

In this chapter, we will try to answer research question 1 mentioned in Chapter 1. We will
first introduce the testbed, SWaT system and the dataset we use in this research. Then we
will present the procedure of data preprocessing. The emphasis will be laid on the difference
compared with preprocessing work for offline version. We will also present some further
study and relevant discussion on this topic.

3.1 SWaT

In this research, we use SWaT system as our testbed and research object. SWaT is a fully
operational scaled down water treatment plant. This testbed replicated large modern plants
for water treatment which are found in cities[1]. Figure3.1 is a picture taken from SWaT
Testbed. The goal of this testbed design is to research the secure problems in industrial con-
trol system. System’s response to attacks can be investigated in this testbed and collected
data can be used in the design of secure strategy.

SWaT system has six sub-processes, referred to as six stages,which are controlled by in-
dependent Programmable Logic Controllers(PLC). Figure3.2 shows the detailed process of
water treatment in SWaT system. Using data from sensors and actuators, the system can
estimate the current state and give out control actions.

In order to help understand SWaT system, we give out a brief introduction of six sub-process
here.

• Stage P1: The main function of P1 is controlling the inflow of water to be treated by
opening or closing a motorized valve.

• Stage P2: The water tanks used in P2 is chemical dosing stations which accepts raw
water from P1 and does chlorination.

• Stage P3: In stage P3, chlorinated water is pumped to another Ultra Filtration(UF)
feed water tank.
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Figure 3.1: SWaT Testbed

• Stage P4: In stage P4, an Reverse Osmosis(RO) feed pump sends water through an
ultraviolet dechlorination unit controlled by a PLC. The goal of this step is to remove
any free chlorine from the water prior to passing it through the reverse osmosis unit
in stage P5. Sodium bi-sulphate (NaHSO3) can be added in stage P4 to control the
Oxidation Reduction Potential.

• Stage P5: In stage P5, the dechlorinated water is passed through a 2-stage RO filtra-
tion unit. The filtered water from the RO unit is stored in the permeate tank and the
reject in the UF backwash tank.

• Stage P6: Stage P6 controls the cleaning of the membranes in the UF unit by turning
on or off the UF backwash pump.

Another structure needs to be introduced is the backwash circle in SWaT system. The back-
wash cycle is initiated automatically once every 30 minutes and takes less than a minute
to complete. A backwash cycle is also initiated if the pressure drop exceeds 0.4 bar which
indicates that the membranes in the UF unit are clogged and need to be cleaned.

Besides functions mentioned above, a more detailed introduction about SWaT architecture
can be found in Adepu’s paper[1].

3.2 Dataset

The dataset we use in this study was collected over 11 days of continuous operation. Some
detailed information of dataset can be found in Table3.1.
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Figure 3.2: Water treatment in SWaT, figure by Adepu[1]

Table 3.1: Information about SWat Dataset

Time 22/12/2015 4:00:00 PM - 2/1/2016 2:59:59 PM
Sampling Time 1 second

Size 946719 rows * 53 columns
Training Dataset 22/12/2015 4:00:00 PM - 28/12/2015 9:59:59 AM
Testing Dataset 28/12/2015 10:00:00 PM - 2/1/2016 2:59:59 PM

Number of Attack Scenarios 36
Attack Duration 101 seconds - 10 hours

Among this dataset, the first 7 days of data and remaining 4 days of data are separated as
training and testing dataset. In the first 7 days, the SWaT system is under normal operation,
so the data collected is without any attacks. In testing dataset, 36 designed attack were sim-
ulated on SWaT testbed and collected.

Each data point in SWaT dataset has 53 different values. Among them, one is for times-
tamp, one is for label(’Attack’ or ’Normal’), and the remaining 51 are recorded data of 51
sensors and actuators.
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The design of attack scenarios is worth introducing. All the 36 attack scenarios are gener-
ated based on attacks reported earlier[1, 2]. The duration of these attack varies from 101
seconds to 10 hours with the type and intent of attack. Some attacks are launched following
the last attack within 10-minute gap. In other case, there is enough time for the system to
stabilize after some attacks.

All 36 attack scenarios can be divided into four types according to numbers of attack points
and stages included: 26 Single Stage Single Point (SSSP) attacks performed on exactly one
point in cyber physical system; 4 Single Stage Multi Point (SSMP) attacks on two or more
points but on only one stage; 2 Multi Stage Single Point (MSSP) attacks and 4 Multi Stage
Multi Point (MSMP) attacks performed on two or more stages.

All the attacks are performed by injecting the process variable values into Programmable
Logic Controllers (PLCs). In this way, PLCs will be leaded into believing the spoofed value.

Among all attacks, some attacks are launched randomly on random sensor, while there is
also some attacks that simulates stealthy attacker’s behaviour and changes the value slowly.

The detailed description of 36 attack scenarios can be found in Table3.2.
Here we give out an example of attack. Figure3.3 shows the procedure of attack scenarios
8 and 9.

Figure 3.3: Attack Example, figure by Lin[26]

In this attack, the value of FIT-401 are injected with 0.7 and then 0 while the real value is
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Table 3.2: 36 attack scenarios in attack dataset

NO. NO. Scenario Description of attack
1 1 Open MV-101
2 2 Turn on P-102
3 3 Increase LIT-101 by 1mm every second
4 4 Open MV-504
5 6 Set value of AIT-202 as 6
6 7 Water level LIT-301 increased above HH
7 8 Set value of DPIT as >40kpa
8 10 Set value of FIT-401 as <0.7
9 11 Set value of FIT-401 as 0
10 13 Close MV-304
11 14 Do not let MV-303 open
12 16 Decrease water level LIT-301 by 1mm each second
13 17 Do not let MV-303 open
14 19 Set value of AIT-504 to 16 uS/cm
15 20 Set value of AIT-504 to 255 uS/cm
16 21 Keep MV-101 on continuously; Value of LIT-101 set as 700mm
17 22 Stop UV-401; Value of AIT-502 set as 150; Force P-501 to remain on
18 23 Value of DPIT-301 set to >0.4 bar; Keep MV-302 open; Keep P-602 closed
19 24 Turn off P-203 and P-205
20 25 Set value of LIT-401 as 1000; P402 is kept on
21 26 P-101 is turned on continuously; Set value of LIT-301 as 801mm
22 27 Keep P-302 on continuously; Value of LIT-401 set as 600mm till 1:26:01
23 28 Close P-302
24 29 Turn on P-201; Turn on P-203; Turn on P-205
25 30 Turn P-101, MV-101 on; LIT-101=700mm; P-102 starts
26 31 Set LIT-401 to less than L
27 32 Set LIT-301 to above HH
28 33 Set LIT-101 to above H
29 34 Turn P-101 off
30 35 Turn P-101 off; Keep P-102 off
31 36 Set LIT-101 to less than LL
32 37 Close P-501; Set value of FIT-502 to 1.29 at 11:18:36
33 38 Set value of AIT-402 as 260; Set value of AIT-502 to 260
34 39 Set value of FIT-401 as 0.5; Set value of AIT-502 as 140 mV
35 40 Set value of FIT-401 as 0
36 41 Decrease LIT-301 value by 0.5mm per second

around 2. This value shows the water flow form stage 4 to stage 5. When system believes
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that there is no water transmitted from stage 4 to stage 5, the pump between two stages will
be turned off. In this case, the water in stage 4 can not transmitted to next part of system
anymore. And finally it leads to overflow in water tanks in stage 4.

3.3 Data preprocessing

3.3.1 Preliminary Study of Dataset

In previous introduction, We mention that SWaT system has six sub-processes, referred to
as six stages. After preliminary study of SWaT dataset, we can find that data of several
sensors and actuators in stage 6 is not collected in dataset. On the other hand, there is also
no attack launched on stage 6 in testing dataset. So our study do not contain sensors and
actuators in stage 6.

Besides stage 6, we can split data according to stages. We split 16 sensors into 16 sub-
models. Each sub-model contains one sensor and all the actuators in the same stage as that
sensor. The split result is shown in Table3.3.

Table 3.3: Sub-model Split with Sensors and Stages

NO. Stage Sensor actuator
1 1 LIT101 MV101, FIT101, P101, P102
2 2 AIT201 FIT201, MV201, P201, P203, P205
3 2 AIT202 FIT201, MV201, P201, P203, P205
4 2 AIT203 FIT201, MV201, P201, P203, P205
5 3 DPIT301 FIT301, MV301, MV302, MV303, MV304, P302
6 3 LIT301 FIT301, MV301, MV302, MV303, MV304, P302
7 4 AIT401 FIT401, P402, P403, UV401
8 4 AIT402 FIT401, P402, P403, UV401
9 4 LIT401 FIT401, P402, P403, UV401
10 5 AIT501 FIT501, FIT502, FIT503, FIT504, P501
11 5 AIT502 FIT501, FIT502, FIT503, FIT504, P501
12 5 AIT503 FIT501, FIT502, FIT503, FIT504, P501
13 5 AIT504 FIT501, FIT502, FIT503, FIT504, P501
14 5 PIT501 FIT501, FIT502, FIT503, FIT504, P501
15 5 PIT502 FIT501, FIT502, FIT503, FIT504, P501
16 5 PIT503 FIT501, FIT502, FIT503, FIT504, P501

As we can see in the table, sensors and actuators are named with type label and numbers.
Among these three-digit number, the first number shows the stage in which sensors and
actuators locates, while the other two shows index of sensors and actuators in each stage.
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All the actuators in SWaT dataset can be considered to have two states. In our study, these
two states can be represented by two numbers, 1 and 2. Value 1 means that the actuator is
closed, while value 2 means that the actuator is open.

SWaT consists of an array of monitoring sensors to ensure its safe operations. Sensors with
different labels measure different indexes in SWaT system:

• LITxxx Sensors: Level Indication Transmitter measures water levels in mm.

• AITxxx Sensors: Analyser Indicator Transmitter measures conductivity(µS/cm), pH
or Oxidation Reduction Potential(mV).

• DPITxxx Sensors: Differential Pressure Indicator Transmitter measures differential
pressure in kPa.

• PITxxx Sensors: Pressure Indicator Transmitter measures pressure in kPa.

Among all four types of sensors, LITxxx and DPITxxx sensors show sequential measure,
while AITxxx and PITxxx sensors includes large noise and show subtle trends which is hard
to model. According to these facts, the emphasis of modelling should be laid on LITxxx
and DPITxxx sensors, in other words, sub-model 1, 5, 6 and 9.

3.3.2 Denoising

According to the design of SWaT, there is a hard filter in each stage[2]. All the data col-
lected has been denoised already. On the other hand, the sampling frequency of dataset we
use in this study is once per second, which is not quite high compared with other cyber
physical system dataset. However, we can find that there are still many pikes in sensor data
sequence. This is mainly because of the environment of data collection.

In supervised model learning, the quality of training data has a great influence on model’s
final performance. These pikes in dataset can arouse big problem in the following learning
procedure. So denoising is needed before other data preprocessing procedure.

To present the procedure of denoising, we use one-dimensional time series as example. We
define a one-dimensional time series of a sensor signal is defined as:

x[n] = [x1,x2,x3, ·,xn]

We simply use a naive averaging filter to denoise the signal in this study. The denoised time
series is defined as:

x̄[w] = [x̄1, x̄2, x̄3, ·, x̄w]
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where the ith element of x̄ can be calculated by:

x̄i =
w
n

n
w i

∑
j= n

w (i−1)+1

The above procedure can be easily applied on training dataset. And there is no difference
whether we apply the normalization before or after denoising as we use a linear filter. Fig-
ure3.4 shows an example of original and denoised signal.

Figure 3.4: Example of Original and Denoised Signal

In real-time testing, we get an average data point each time we receive another n
w data point

and use the configuration calculated from training dataset to do the normalization.

There are several details need to be discussed here:

• Value of n
w : In example shown in figure, n

w = 30, which means we averages every
30 orignal data points into a denoised data point. This procedure will change the
sampling frequency of dataset in some way. The bigger the value is, the lower the
sampling frequency is. In Qin’s study, he just uses 60. However, in this study we
adjust this value based on the result of following preprocessing and modelling proce-
dures and try to find minimum acceptable value to increase the sampling frequency.
We think this is very necessary because if smaller value can be found, the frequency
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of alarms will correspondingly increases, which means the system responds to in-
coming data more quickly. Finally, we choose 30 in sub-model 9, while in sub-model
1, 5 and 6, the choice of 30 arouse bad result of signal segmentation. So we still have
to use 60 in that three sub-models. We also find out that the acceptable minimum
value of n

w is highly related to the quality of dataset used in study, so we believe with
this new procedure included and a better dataset, our proposed model can respond to
data and give out alarms more quickly.

• Divisibility of n: For simplicity and clarity, we assume that n is divisible by w in
above discussion. In training part, if n is not divisible by w, we can easily give up the
remainders in x. However, in testing we have to give out the detection result for the
remainders of x, so we can simply add an additional chunk appending to x̄ averaging
the remainders in x. In this case, we can also find that a smaller n

w can help arouse
less noise in end point of testing.

3.3.3 Segmentation

By denoising and normalizing sensor signals, the sequential behaviour becomes more obvi-
ous. We still need some techniques to represent the denoised sensor signal. A good design
of representation is essential to efficient and effective solutions to time series modelling.

When it comes to time series representation, piecewise linear representation(PLR) is one
of widly used method, which supports clustering, classification, indexing, and association
rule mining of time series data. In our study, we extract the basic idea in PLR and design
our segmentation algorithm based on difference between data points. We set max error as
threshold for the segmentation. Two different methods of using difference are tested:

• We calculate the difference between every pair of neighbouring data points and com-
pare it with max error.

• We calculate the difference between data point and the whole chunk without any
segmentation before that point.

After several attempts, we find that more reasonable result can be got by using the second
method. The pseudo code of segmentation algorithm is shown as Algorithm1.
An example of segmentation is shown in Figure3.5. In this segmentation of LIT101 sensor
data, we use 0.2 as max error ξ and 60 as n

w . The choice of these two values are studied
from a large number of attempts. However, we fail to find some efficient method to judge
the quality of segmentation, so we use visual check here.

In training part, similar segmentation are applied on data of all four sensors used in sub-
model 1, 5, 6 and 9. In real-time testing, we need extra data space to record the chunk
temporarily before each segment happens to realize the comparison between newly received
data point and the chunk before.
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Algorithm 1 Segmentation Algorithm

Require: Normalized time series x̄, max error ξ

Ensure: Set of Segmentation Seg
index = 1
chunkmean = 0
Seg =�
while time series does not end do

i = 2
while |x̄i− x̄i−1| ≤ ξ do

i = i+1
chunk mean = update chunk mean(x̄[index : index+(i−1)])

end while
Seg = concat(Seg,createsegment(x̄[index : index+(i−1)]))
index = index+1

end while

Figure 3.5: Example of Segmentation on LIT101 Data

3.3.4 Representation

After getting the segment of sensor data, clustering algorithm is needed for discretization
and representation. The inputs to the clustering algorithm are the differential values of the
segments chunk mean obtained in the segmentation step.

We try two different clustering methods here, k-means method and k-quantile clustering
algorithm. However, when choosing the same value for k, the results of two clustering
methods are quite the same. After several attempts, we decide suitable cluster number for
each sub-model. We use Figure3.5 as our example again. According to the data study, we
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cluster data of LIT101 into 4 different group. This conclusion can also be confirmed by the
figure. As we can see, four different trends are obvious. We name these four trends as quick
down(QD), staying constant(SC), slow up(SU) and quick up(QU). In following modelling,
four numbers, 1, 2, 3 and 4 are used to represent these four symbolic events given out by
clustering.

In real-time testing, once we get a denoised data point, we decide the symbolic representa-
tion for it according to recorded index got from training data representation.

3.3.5 Alignment

Once we finish the preprocessing on sensor data, we use the timestamp got from sensor
signal’s segments to obtain the corresponding status of actuators.

As all the actuator data in SWaT dataset can be considered to have two states(1 - closed, 2
- open), no extra preprocessing is needed. Figure3.6 shows an example of alignment of the
sensors and the actuators in stage 1.

Figure 3.6: Example of Alignment, figure by Lin[26]

In this example, a time strings of sensor is used:
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(SU,2520)(QU,540)(SC,540)(QD,660)(SU,2460)(QU,540)(SC,480)(QD,660)(SU,2460)
Each bracket corresponds to a chunk from segmentation result. The numbers means the
duration of chunks. Using timestamp, we can easily mark every segment on actuator data
strings. However, it is obvious that there is some misplacement, especially near the seg-
ments, which is mainly aroused by noise in original signal.

To decide the corresponding state for every chunks, we try two different methods here:

• Mid point value: We pick the mid point of each chunk and use its value as the value
of the whole actuator data chunk.

• Majority vote: We apply majority vote on each chunk and decide its value from the
result.

According to the result, when we use 30 or 60 as n
w in denoising, the alignments from these

two methods are quite the same. This is mainly because the quality of actuator data is good
enough. However, with simple check, we can find that actuator data in SWaT dataset con-
tains some pikes in time string, mostly happens near the transition. Although in this study,
proposed systems perform not well when n

w is smaller than 30, which is mainly related with
the quality of dataset, in real world problem we often make an effort to increase sampling
frequency of dataset. So we also test the alignments when the value of n

w is 5 or 10. In these
cases, we find that mid point value method arouses more noise compared with majority
vote, which means in high sampling case majority vote method has a better performance.
So we recommend majority vote here as mid point value. Majority vote also performs better
when quality of data can not be guaranteed.

In real-time testing, we receive testing data continuously. Although we can accurately find
the segments by comparing difference, problems still happens in alignments. By studying
the dataset, we can find that in most cases, the misplacement of segments in actuator data
is that the sensor data have a delay compared with actuator data, which we can also find in
FIgure3.6. However, in some cases, things happens in a contrary. For example, assume we
have a time strings of sensor and actuator data:

• Sensor strings: (SU, 2520) (QU, 540) (SC, 540) (QD, 660)

• Actuator strings: (Open, 2580) (Closed, 480) (Open, 540) (Closed, 660)

We use 60 as n
w in this example, which means we deal with data of 60 timestamps each

time. By apply segmentation on sensor data, we can first get a segment on timestamp 2520.
Then problem happens in timestamp 2520-2580. According to the logic of alignment, we
will first consider it as open first and find it should be actually considered as closed. This
kind of noise can be considered as a kind of physical delay and can influence the result of
detection.
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We also find that this kind of problem hardly arises when n
w ≥ 60 and gradually shows up

with the decrease of n
w (increase of sampling frequency). As is mentioned above, we use 30

in sub-model, so extra design is needed in modelling to minimize the influence of this kind
of noise. We will discuss it with an example in next Chapter.

29





Chapter 4

Real-time System

In this chapter, we will present the real-time version detection system to answer the research
question 2. First, we will briefly introduce the Out of Alphabet and its performance. Sec-
ondly, we will discuss about Time Automaton and some relevant study about the difference
between offline TABOR model and real-time model. Then we will study the Bayesian Net-
work part and discuss the difference in real-time modelling and testing. Finally, we will
give out an evaluation of real-time system we implement.

4.1 Out of Alphabet

The basic idea of Out of Alphabet(OOA) is quite simple. In OOA method, training dataset
is used to form a set of values or ranges for normal data. Then every testing data which is
not contained in the set or exceeds the range will be marked as anomaly.

The cost of OOA is quite low. However, it tends to show obviously abnormal patterns with
a high priority in our study. There are two main reasons:

• The data of AITxxx and PITxxx sensors shows no obvious sequential behaviour,
which make it hard to model them. OOA is a good choice considering its flexibility
and low cost.

• Among all attack scenarios against industrial control system, a large number of at-
tacks are launched by injecting or shifting the values directly. When dealing with this
kind of attacks, OOA can find the abnormal value swiftly.

In our study, we use OOA in several different ways:

• We deploy a symbolic check on all the actuator data to find the data points which is
neither ”closed” nor ”open”. Although this can hardly happen actually, we still do the
check.

• We deploy a range check on all sensor data to find the data exceeds normal range.
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• We calculate the deviation of the differential of AITxxx and PITxxx sensors and form
a range of normal deviation range. And then a range check is deployed on testing data.
As we can not study the sequential behaviour of these two kinds of sensors, we use
this method to check their changes along with time.

Two example of detection result from AIT202 and PIT510 are shown in Figure4.1 and
Figure4.2.

Figure 4.1: An example of detection result from AIT202

Both examples here are detected with OOA check on deviation of differential. This kind of
value injecting attack can easily find with the help of OOA method.

To further study the performance of our OOA design, we deploy a real-time testing with
OOA-only strategy. The detection result is shown in Table4.1.
The number in table means model’s recall in each detected attack scenarios. We can find
that OOA-only strategy successfully detects 12 attack scenarios out of all 36 attack scenar-
ios. Moreover, in most detected scenarios, the recall is quite close to 1. From literature we
know that SVM-based and DNN-based model detect 13 and 20 scenarios. Compared with
these two model, we can say that OOA-only strategy shows good performance with low
cost.

According to the above study, we decide to adopt the OOA errors directly into the final
result. And in our following study, we only consider the modelling and testing without
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Figure 4.2: An example of detection result from PIT501

Table 4.1: Points evaluation of OOA-only Strategy

Model OOA-only
Scenario 4 0.328
Scenario 5 0.995
Scenario 8 0.994
Scenario 9 0.998

Scenario 14 0.004
Scenario 15 0.997
Scenario 17 0.998
Scenario 23 1.000
Scenario 32 0.998
Scenario 33 0.996
Scenario 34 0.369
Scenario 35 0.997

OOA. When it comes to the final model, we means the combination of OOA and proposed
model with ”OR” strategy.
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4.2 Timed Automaton

4.2.1 Probabilistic Deterministic Real Timed Automaton

Based on denoising, segmentation and representation, regular symbolic time string can be
represented by Deterministic Finite Automata(DFA), which are also common models for
discrete event. The DFA is defined in Definition4.2.1.

Definition 4.2.1. A DFA is a 5-tuple 〈Q,Σ,δ,q0,F〉, where Q is a finite set of states, Σ is
a finite set of input symbols called the alphabet, δ is a transition function(δ = Q×Σ→ Q)
representing one state/symbol to the next, q0 is an initial or state belonging to Q, and F
stands for a set of accept states included in Q.

A DFA example is demonstrated in Figure4.3 in the format of state diagram. S0,S1,S2 are
three states of this DFA and S0 is the start state. A finite sequence of 0 and 1 are the input
of this automaton. When reading a symbol, a DFA moves deterministically from one state
to another, followed the arrow.

Figure 4.3: An example of DFA

There is an variant of DFA, named as probabilistic deterministic finite automaton(PDFA).
The difference between DFA and PDRTA is that PDFA records the probability of the emit-
ted sypmbol given a state. The PDFA is defined in Definition4.2.2. The probability of
a sequence can be easily obtained by multiplying all the state-symbol probabilities along
such a path. A PDFA example is demonstrated in Figure4.3.

Definition 4.2.2. A PDFA is a 5-tuple 〈Q,Σ,δ,π,q0〉, where Q is a finite set of states, Σ is
a finite set of input symbols called the alphabet, δ is a transition function(δ = Q×Σ→ Q)
representing one state/symbol to the next, π : Q×Σ→ [0,1] is the probability of the emitted
symbol given a state, and q0 is an initial or state belonging to Q.

However, the data obtained from real world is not always only in the type of discrete event
sequence. In practical world, events always happen with timing, such as our dataset, which
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Figure 4.4: An example of PDFA

contains time values of event transitions, and DFA and PDFA has limited capability of
handling this obstacle. As these time values are considered as a feature in our study, we
introduce time automaton, Probabilistic Deterministic Real-Time Automaton(PDRTA). An
algorithm for efficient learning of timed automata algorithm is proposed in[40, 41]. In our
research, we represent time series into the format (a1, t1),(a2, t2), · · · ,(an, tn) to learn the
PDRTA model, where ai is a discrete event and ti is the duration of each event ai. The
PDRTA is dinfined in Definition4.2.3.

Definition 4.2.3. A PDRTA is a 4-tuple 〈A,H,S,T 〉, where A = 〈Q,Σ,∆,q0〉 is DRTA with-
out final states, H is a finite set of bins (time intervals)[v,v],v,v′ ∈ N, known as the his-
togram, S is a finite set of symbol probability distributions Sq = Pr(S = a|q)|a ∈ Σ,q ∈ Q,
and T is a finite set of time-bin probability distributions Tq = Pr(T ∈ h|q)|h ∈ H,q ∈ Q.

The probability of an observation (a, t) given that the current state q is defined as

Pr(O = (a, t)|q) = Pr(S = a|q)×Pr(T = t|q)

and the probability of next state q given that the current state q is defined as

Pr(X = (q′|q)) = ∑
〈q,q′,a,[v,v′]〉∈∆

∑
t∈[v,v′]

Pr(O = (a, t)|q)

Figure4.5 shows an example of PDRTA[40]. Every state is associated with a probability dis-
tribution over events and over time. The distribution over time is modeled using histograms.
The bin sizes of the histograms are predetermined but left out for clarity. The PDRTA can
be used as prdictor of timed events. Let H = {[0,2]; [3,4]; [5,6]; [7,10]} be the histigram.
In every bin the distribution over time values is uniform. For example, the probability of
(a,3)(b,1)(a,9)(b,5) is

Pr((a,3)(b,1)(a,9)(b,5)) = 0.5× 0.2
2
×0.5× 0.3

3
×0.8× 0.25

4
×0.5× 0.4

2
= 1.25×10−5

.
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Figure 4.5: An example of PDRTA, figure by Verwer[40]

In PDFA and PDRTA, the states are latent variables that cannot be directly observed in
strings, but have to be estimated by using a learning method. As a timed variant of PDFA,
PDRTA is trigged when both an event and its timing are validated. Therefore, we use
PDRTA in this study and choose corresponding learning method for it.

4.2.2 TA learning

RTI+ is a state-of-the-art machine learning algorithm. It can be used to learn human behav-
iors from unlabeled data[42]. We use RTI+ in our research to model TA.

In traditional state machine learning, a large tree-shaped automaton called augmented prefix
tree acceptor(APTA) is built from all input strings. All the states of APTA can be reached by
exactly on string. When it comes to timed learning, we add time duration in APTA and get
a timed APTA(TAPTA). The lower and upper bounds of each time duration are decided by
the minimum and maximum time values from all input strings. Figure4.6 shows a TAPTA
built from timed strings. The input strings sample used in this TAPTA is:

S = (a,1),(a,1)(b,2)(b,1),(b,2)(b,1),(a,1)(b,1)(a,1),(b,2),(b,1)(b,1)

In our study, our dataset can be represented into a long time seires. However, we can
not input the whole series in one time to built the TAPTA, So we rewrite the data strings
into a large number of short sentences. One sentence consists of two full cycles to better
capture any looping behaviour in the state machine. For example, in sub-model 1, we have
a sentence:

(3,1620)(2,660)(1,660)(3,840)(4,600)(2,780)(3,2760)

Each element in time series sentence consists of symbolic event and time duration. And
the sentence contains two full cycles which start and end with symbolic event 3. And with
these sentences, algorithm can built TAPTA for our model.

After TAPTA is built from timed strings, state merge and transition splits are two main op-
erations.
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Figure 4.6: An example of TAPTA, figure by Lin [26]

A split of a transition 〈q,q′,a, [v,v′]〉 at time t creates two new transitions 〈q,q1,a, [v, t]〉 and
〈q,q2,a, [t + 1,v′]〉. The target states q1 and q2 are the roots of two new prefix trees which
are reconstructed based on input series.

A merging of states merges pairs of states (q,q′), forming an smaller machine, and all the
states that are reached from q to q′ have to be merged as well.

In RTI+, the algorithm greedily search for every possible state merge and transition splits to
find the final structure of TAPTA. So a method is needed to decide whether to split/merge
or not. The method we use here is a likehood-ratio statistical test[40]. A hypothesis H is
called nested within another hypothesis H ′ if the possible distributions under H form a strict
subset of the possible distributions under H ′. According to the definition, H ′ has more un-
constrained parameters than H(n′ > n). In our study, the model after merge or before split
is H and the model before merge or after split is H ′. Given two hypotheses H and H ′ such
that H is nested in H ′, and a data set S+, the likelihood-ratio test statistic is computed by

LR =
likelihood({S+,H})
likelihood({S+,H ′})

where likelihood is a function which returns the maximized likelihood of a data set under a
hypothesis. The likelihood-ratio test can test whether this increase in likelihood is signifi-
cant or not. The test compares the value −2ln(LR) to a χ2(n′− n) distribution. The result
of this comparison is p-value. When p-value is high, it indicates that H is a better model.
We use a 95% confidence level here, which means

• When p-value is less than 0.05, the split is accepted.

• When p-value is greater than 0.05, the merge is accepted.
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Each time we perform the split with the least p-value or the merge with the highest p-value.
An overview of RTI+ is shown in Algorithm2.

Algorithm 2 RTI+ Algorithm

Require: A multi-set of time string S+
Ensure: A small PDRTA A for S+

Construct a timed prefix tree from S+
Q′ =�
for all transitions〈q,q′,a, [v,v′]〉 from A do

Evaluate all possible merges of q′ with states from Q′

Evaluate all possible splits
if the lowest p-value of splits < 0.05 then

Perform this split
else if the highest p-value of splits > 0.05 then

Perform this merge
else

add q to Q′

end if
end for

4.2.3 Model Analysis

The sub-model 1, learned from sensor LIT101, is shown in Figure4.7. 1, 2, 3 and 4 are
symbolic events Quick Down(QD), Stay Constant(SC), Slow Up(SU) and Quick Up(QU).

Figure 4.7: Timed automaton learned from sensor LIT101

In this model, there are two main components, state and transition condition. States are
marked in the circles, and conditions for state transition are written over the arrow. The
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condition consist of four elements. The first one is time duration of the event. The second
one is symbolic event. The third and fourth one are probability of the emitted symbol given
a state and number of times transition occurs in training set.

The starting state is from the top as S0. From S0, it is possible to move to three other states,
which are S1, S3, S. S is the sink state, which is introduced due to fact that some sequences
in the training data have very low frequencies of occurrence. The sink states are left without
split or merge with other states due to lack of evidence for statistical testing. In our study,
we consider these kind of events are not anomalies as they actually occur in training dataset.

Starting from S0, the transition condition all limit the alphabet to be ”3” and varies with
time duration. Event ”3” with valid time duration will make system’s state move forward.
If the event is not ”3” or the time duration does not follow any of valid time duration, the
data will be rejected and marked as anomaly. In other words, any testing sequence that
is not fired by the learned TA is alarmed as an anomaly, and two main types of alarms in
TA is event error(symbol that can not be fired for transition in the given state) and timing
error(symbol’s time duration exceeds the valid time guard).

In our study, once abnormal event is found, we consider that the abnormal event lasts until
the end of the sequence sentence. The rules about sentence rewriting have been introduced
above in section 1.2.2.

4.2.4 Discussion about Real-time testing

We combine 4 sub-models into final TA-only model and evaluate it on real-time operation.
The results is shown in Table4.2.

Table 4.2: Detection Result from TA-only model

Testing Data Size Precision Recall Detected Scenarios
450000 0.165243 0.874838 26

True Positive False Positive True Negative False Negative
47124 238056 158078 6742

We can see that TA-only model is very sensitive according to the false positive explosion.
So in our study, we use TA model to get the approximate range. Also another model based
on Bayesian Network are used for further proof, which is introduced in next section.

The difference between real-time TA model and offline model is worth discussing about.
According to our design, TA model can detect event errors(transition errors) and timing
errors(transitions with invalid time duration). We discuss the difference about two kinds of
errors respectively.
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First, we study the difference about event errors between offline and real-time TA model. In
TA-model, only sensor data series are used in modelling. So the problem about alignment
which we discuss in last chapter will not influence the performance of TA in real-time oper-
ation. On the other hand, we use the same logic in series segmentation and same algorithm
in modelling as offline model TABOR does. So when we only consider event errors, the
detection result of real-time TA model we implement is quite the same as the offline testing
result of TABOR, which can be easily confirmed by comparing both detection reports.
Then we study the difference about timing errors between offline and real-time TA model.
The results of two models here are not quite the same. We use an example to explain about
this. In testing dataset, we have a time series:

(3,2760)(4,540)(1,660)(3,2400)(4,540)(2,480)(1,660)(3,2640)

The timestamp of this series is from 13380 to 24060. In offline testing of TABOR, the
system read a whole chunk every time. As the valid time duration of symbolic event 3 is
between 0 to 2640, TABOR marks the whole chunk (3,2760) as anomaly. However, in real-
time testing of our model, data is received continuously in 60s per unit. So our model do
not give any alarm in first 2640s and only mark the data from 2640 to 2760 as anomaly. The
same difference happens in every timing error detection. We can not conclude arbitrarily
that one model is better than the other one in this case. However, we compare two results
with ground truth and find out that our model arouses less false positive points while true
positive points of two models are the same, which means in most cases an attack happens
in the mid of a normal event other than at an edge. This result is consistent with statistical
law. So we recommend this real-time strategy here.

In conclusion, we claim that our implementation on real-time TA model meet the require-
ments in this study. More evidence can be found in the evaluation of final combined model.

4.3 Bayesian Network

4.3.1 Bayesian Network Learning

A Bayesian network(BN) is a probabilistic graphical model. It represents a set of random
variables and their conditional dependencies via a directed acyclic graph(DAG).

In our study, sensors and actuators in the same stage shows dependencies, which can be
considered as a kind of system behaviour pattern. BN is learned to model these dependen-
cies and concurrent event behaviour.

The learning of BN starts with struture learning. The method used here to learn the struc-
ture of DAG is K2 algorithm, which is widely used in BN learning[10]. The pseudo code
is shown in Algorithm3. At the start, all nodes has no parents. By adding the parents rela-
tionship which brings greatest increase of structure scores, the final structure is formed. It
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is worth pointing out that the sensor data is fixed as the last entry to make sure that it is not
the parent node of any other variables. There are two main reasons here:

• Sensor data has much more valid values compared with actuator data. Using sensor
data as parent node will undoubtedly increase the complexity of DAG.

• We use sensor data series in TA as modelling object, so we also focus on how all
other variables influence sensor data variables, rather than the opposite relationship.

Algorithm 3 K2 Algorithm

Require: A set of nodes X = (x1,x2, · · · ,xn), an upper bound µ of parents a node can have
and a dataset D

Ensure: A network structure of BN
for all i in 1 to n do

πi =�
P = f (i,πi)
Flag = true
while Flag and |πi|< µ do

find z in set (X− xi−πi), which maximizes f (i,πi∪{z})
P′ = f (i,πi∪{z})
if P′ > P then

P = P′

πi = πi∪{z}
else

Flag = false
end if

end while
Record parents nodes of xi

end for
Draw the network structure according to parents node information

After we learn the network structure of BN, the next step of BN learning is parameter learn-
ing. This step is relatively simple. We count the probability of each node from the data and
use them to obtain conditional probability distribution(CPD) tables.

4.3.2 Model Analysis

Figure4.8 shows an example of BN. This network is a sub-model learned from stage 1
dataset. Value ”1” and ”2” of actuator data mean ”closed” and ”open”. And for data of
sensor LIT101, 1, 2, 3 and 4 are symbolic events Quick Down(QD), Stay Constant(SC),
Slow Up(SU) and Quick Up(QU). This sub-model is learned by Lin[26] for offline testing.
The core idea of BN testing is to find concurrent event does not exist in training data, so an
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alarm is raised if the corresponding entry in the table is equal to zero, in other words, when
a zero probability event happens.

Figure 4.8: Chunk-based Bayesian Network learned from Stage 1, figure by Lin[26]

However, we find a big problem of Lin’s BN model in our study about implementation
of BN for real-time operation detection. As is mentioned above, the data unit used in TA
learning goes through two changes. In denoising, the sampling frequency is changed, and in
segmentation time series are divided into chunks because of the requirements of TA training.
In BN learning, as the requirement of input is not quite strict, we have two choices of input
data unit:

• We just use the denoised data points to learn a point-based BN model.

• As we have aligned the actuator data and got the state of the corresponding chunk,
we can use time-series chunks to learning a chunk-based BN model.

In the BN shown in Figure4.8, chunk is chose as data unit. Actually this choice has several
advantages over the other one. First, as chunk is a bigger time unit, the influence of mis-
placement happens in alignments can be minimized by using chunk as primary time unit.
And also, unit unification of both models based on TA and BN makes the final result more
convincing.

However, in real-time operation testing, problems can be aroused when using chunk as pri-
mary unit. In offline testing, as we have the whole dataset, we can easily represent the data
in chunks of time series, while in real-time operation we receive data points and need to
give out detection result of each points(in this case, denoised points) immediately. It means
that what we get before segmentation happens can not be considered as a chunk of the same
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type we used in model learning. In other words, we use different primary units in training
and testing, which makes the final result unreasonable. After synthesizing all the fact, we
choose denoised data points to learning a point-based BN due to the specificity of real-time
operation detection.

Figure4.9 shows our point-based BN learned from Stage 1. Compared with offline model,
the DAG structure and CPD are more complex. Then we evaluate our model on real-time
operation.

Figure 4.9: Point-based Bayesian Network learned from Stage 1

4.3.3 Discussion about Real-time testing

We still use the sub-model learned from stage 1 as example.

We first choose the same detection strategy of offline model that an alarm is raised if the
corresponding entry in the table is equal to zero. However, in that case, our model give
out a large number of false positive points. Comparing our model with offline model, we
can find the greatest difference happens in the relationship between MV101 and FIT101. In
offline model, MV101 and FIT101 shows synchronous change, which means The values of
these two actuators are fully dependent. And in our model, small probability events happen
which destroy this fully dependent relationship.

To find the fixing method for this problem, we first further study the functions of sensors
and actuators. Figure4.10 shows the structure of stage 1 in SWaT.

According to system design, MV101 is the actuator which controls whether to pump in raw
water or not. And FIT101 is used to monitor whether there is water pumped in. So in the
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Figure 4.10: Structure of Stage 1

logic of design, data from them should shows synchronous change. However, in real world
operation, the physical delay happens in this part. After MV101 is switched on(or off), it
takes FIT101 some time before it shows the change.

We find similar physical delay in two of other three sub models which influences the final
detection result. In offline model, these influences are minimized because of larger primary
time unit because in offline model only the mid point value is used in a whole chunk, and
mid point value can be hardly affected by the noise and misplacement happened near seg-
mentation. However, as is discussed above, we choose smaller time unit considering the
unit unification problem, so we have to figure out another method to minimize the influence
of physical delay.

By further studying the design of SWaT, we can get the main reason physical delay happens
in each sub model. And according to these delay event, we set threshold of probability for
each sub-model to replace 0 which we use in strategy first. For example, in sub-model 1,
we set 0.02 as threshold. It means that an alarm is raised if the corresponding entry in the
table is lower than 0.02. In this way, we avoid a large number of mistakes raising an alarm
to physical delay.

The value choice of threshold is worth discussing about. A low threshold can not efficiently
reduce false positive, while the model with a high threshold may fail to detect many attack
scenarios.Therefore, all the values of thresholds we decide is from several attempts. As the
threshold is calculated from statistics, the update of CPD and threshold value is also quite
important in real-time operation.

Table4.3 shows the evaluation of sub-model 1. we compare the sub-model we implement
with offline model. As we can see in table, our model have quite close performance to
chunk-based model. However, our model actually miss one attack scenarios, scenario 16.

44



4.4. Combined Strategy

We do some extra study on that scenario.

Table 4.3: Points evaluation of Reai-time BN sub-model 1

Model Offline Chunk-based BN Real-time point-based BN
Scenario 1 TP: 46; Recall: 0.0489 TP: 46; Recall: 0.0489
Scenario 16 TP: 60; Recall: 0.0832 TP: 0; Recall: 0.0000
Scenario 25 TP: 70; Recall: 0.0598 TP: 70; Recall: 0.0598
Scenario 28 TP: 395; Recall: 0.8896 TP: 395; Recall: 0.8896
Scenario 31 TP: 480; Recall: 0.8889 TP: 480; Recall: 0.8889

The detailed description of attack scenario is ”Keep MV101 on continuously; Set value of
LIT101 as 700mm”. The timestamp of this attack is (117000,117720). We can translate the
attack procedure into symbolic events: First, MV101 = FIT101 = P101 = 2(closed); LIT101
= 4(QU); Then MV101 = FIT101 = P101 = 2(closed); LIT101 = 2(SC). In offline model,
these two steps have probability 0% and 4.44% in CPD, so this attack is detected. However,
in our model they have 2.12% and 4.45%, which are both greater than threshold 0.02. So
the model consider this attack as normal behaviour and accept it.

In conclusion, the model we implement for real-time operation test has a performance close
to offline model and meet our requirement in this study.

4.4 Combined Strategy

After we get two models respectively based on TA and BN, we need to decide the strategy
combining these two models. As is mentioned above, two models have their own problems.
Although TA model detects many scenarios and get quite high recall, it arouses false pos-
itive explosion. BN is much less sensitive compared with TA. However, due to different
kinds of noise, it can gives out some surprising alarms which are totally unreasonable.

After several attempts, we choose ”AND” strategy to combine these two model. There are
two main reasons:

• When using ”AND” strategy to combine two models differing greatly in sensitivity,
the combined model will reserve the lower sensitivity. In this way, we can solve the
false positive explosion aroused by TA model.

• As TA study the sequential behaviour of time series, it can give out the suspect be-
haviour in some specific ranges. With these ranges, we can easily filter the single
alarms given out by BN model because of noise in original alarm.

As we mention in first section of this chapter, the combined model of TA and BN still need
to be combined with OOA model. And the final model still need some overall evaluations.
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4.5 Evaluation

Finally, we combine our model and compare it with TABOR. The result is shown in Ta-
ble4.4.

Table 4.4: Detection Result Evaluation for Real-time Model

Model Precision Recall F measure
DNN 0.98295 0.67847 0.80281
SVM 0.92500 0.69901 0.79628

TABOR 0.86171 0.78803 0.82322
Real-time 0.85471 0.77321 0.81192

As we can see, the real-time model we purpose has slightly less precision and recall than
TABOR model. Therefore, F-measure of real-time model is also slightly less. However,
F-measure of our model is still over DNN and SVM model.

it is worth pointing that the problems happen respectively in TA and BN do not show a
great influence on final result due to ”AND” strategy we use in combination. In conclusion,
the model we propose for real-time operation testing meet our requirement. And during
this study, we also discuss about much valuable experience about real-time modelling and
testing.
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Chapter 5

2-TBN System

From the last chapter, we have presented the real-time intrusion detection system inspired
by offline graphical mode-based approach. In this chapter, we will present another approach
which can represent the combined strategy we used in last chapter and try to answer research
question 3. This includes three parts: First, we introduce the basic goal and idea of this new
design. Then we present the methodology we use in this new approach. Finally, we evaluate
the result of detection and compare it with the performance of combined strategy which we
introduce in last chapter.

5.1 Motivation

In last chapter, we present a real-time version intrusion detection system. This real-time
system is inspired by Lin’s graphical mode-based approach. The core of system strategy is
the combination of Time Automaton and Bayesian Network.

According to performance evaluation, the detection result of this real-time system is not
quite the same as the result of offline version which is presented in Lin’s research. How-
ever, the real-time system still successfully detects 23 attack scenarios out of all 36 scenar-
ios, which is much better than the performance of systems based on SVM and DNN. And
we have also discussed about the reason why there is difference between the performance
of our real-time model and Lin’s offline model.

It is worth pointing out that the real-time system we present in last chapter is based on com-
bined strategy which includes multi techniques. Among all these techniques, Out of Al-
phabet costs little and shows a high priority. However, both Time Automaton and Bayesian
Network need independent model training and testing procedure, which arouses much cost
of time and computing power.

In our research, we use 60s as the smallest time unit, which means the frequency of alarms
is once per minute. In this case, the testing speed of this combined strategy can meet the
requirement of real-time operation. However, if we want to increase the frequency, multi-
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model testing can arouse big problems and makes real-time operation hard to be realized.

Driven by the desire to reduce the cost of model, we want to find a single technique which
can replace the combined strategy of multi techniques. And after several attempts, we
choose Two Time Slice Bayesian Network(2-TBN) and propose a new methodology based
on this technique. In this way, we try to answer the research question 3 mentioned above.

5.2 2-TBN

We have introduced Bayesian Network in last chapter. The Bayesian Network we use in
multi-technique model is a time-static one, which means the probability distribution in that
Bayesian network doesn’t change with time. In contrast, there is another type of Bayesian
Network, Dynamic Bayesian Network.

Dynamic Bayesian Network(DBN) are static Bayesian networks that are modeled over an
arrangement of time-series[11, 30]. In a Dynamic Bayesian Network, variables are related
to each other over adjacent time steps.

Figure5.1 shows an example of Dynamic Bayesian Network. The left part of the figure
shows a simple time-static Bayesian Network. The event based Bayesian Network is only
decided by state in same timestamp. The right part of figure shows Dynamic Bayesian
Network which tranforms from the time-static network. In Dynamic Bayesian Network,
event is decided by states in both same and previous timestamp. In this figure, Dynamic
Bayesian Network is two time slice type, which means at any point in time T, the value of
event can be calculated from the internal regressors and the immediate prior value(time T-1).
Also, we can extend Two Time Slice Bayesian Network(2-TBN) to N time Slice Bayesian
Network(N-TBN). In N-TBN, the value of event can be decided by internal regressors and
N-1 prior values.

We develop our methodology based on Dynamic Bayesian Network and try to use single
model to replace multi-model method in last chapter.

5.3 Methodology

Before we start developing methodology, we need to review the basic ideas in multi-model
method we present in last chapter.

Besides Out of Alphabet(OOA), we use Time Automaton and Bayesian Network as basic
techniques. Time Automaton(TA) detects anomalies in two ways. The first one is that TA
gives out alarms when there are invalid events at given state. The other one is that TA gives
out alarms when event duration is outside valid timing guard. Bayesian Network(BN) gives
out alarms when there is a zero probability entry in conditional probability distribution.
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Figure 5.1: Daynamic Bayesian Network

Together with OOA, we can see that the basic idea behind all three techniques is the same.
In this combined strategy, all we want to do is to find zero probability events and give out
alarms to them. These events includes both concurrent events and transition events.

In multi-model method, TA helps finding transition events and BN helps finding concurrent
events. We use ”AND” strategy to prove the results from two techniques and then get the
well performance. To replace the combined strategy with single technique, we must fxind
out both concurrent events and transition events in single model.

5.3.1 2-TBN Modelling

Dynamic Bayesian Network(DBN) includes both internal regressor relationship and time
slice relationship, which seems to meet the requirement in this case. Inspired by this idea,
we start the research.

We still use LIT101 as example. In Figure4.9 we have presented time-static Bayesian Net-
work learned from training dataset. We keep the directed acyclic graph(DAG) structure and
can easily get the Dynamic Bayesian Network structure, which is shown in Figure5.2. We
also use a greedy search algorithm K2[10] to prove the structure shown in the figure.

The structure we use here is 2-TBN type. We also try different values for N in N-TBN type.
However, even value 3 will arouse state-explosion problem. And the cost of computing
power and time, which does not serve our purpose. That is why we use 2-TBN as our DBN
type.
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Figure 5.2: Daynamic Bayesian Network learned from LIT101

After we get the network structure of 2-TBN, we can easily calculate the conditional prob-
ability distribution of LIT101. Some examples of CPD is shown in Table5.1.

Table 5.1: CPD learned from LIT101

MV101’/P101’/LIT101 LIT101’=1 LIT101’=2 LIT101’=3 LIT101’=4
1 1 1 0 0.032 0 0
1 1 2 0 0.771 0 0
1 1 3 0 0 0 0
1 1 4 0 0.197 0 0
2 1 1 0 0 0.003 0.012
2 1 2 0 0 0 0

... ... ... ... ...

As the CPD is quite long, only some examples are shown in table. The content of this table
need to be explained. The value of LIT101 means the prior value of sensor LIT101, and the
value of LIT101’ means the value of the sensor at this time point. Values of MV101’ and
P101’ mean values of actuators at this time point. Among these values, we use 1 and 2 to
show two different states of actuator. And also, we use 1, 2, 3 and 4 to show four different
states we decide in sensor signal preprocessing. 1, 2, 3, 4 are symbols of Quick Down,
Staying Constant, Quick Up, Slow Up. The numbers in table show the probability of ev-
ery condition. In same way, we can get the Dynamic Bayesian Network CPD of DPIT301,
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LIT301 and LIT401 as well.

5.3.2 CPD study

As we mention above, the basic idea is to find out zero probability events. Now we have
the model built on 4 sensors simply based on 2-TBN, next step is to study the probability
distribution in this model.

We start with the simple idea first, which is using the CPD directly. As we have got CPD
of sensors, we check the CPD and give out alarms to every zero probability event shown
in CPD tables. This method is easy to implement. However, the performance is quite bad.
The biggest problem is about false positive points. Although we detected 47124 attack
data points out of all 53866 attack data points, we also get over 200 thousand false posi-
tive points, which is even over half of all data points. Obviously, the result is not acceptable.

According to previous experiments, we can find that the same false positive explosion hap-
pens in TA-only model evaluation. In multi-technique model, we use AND strategy to prove
the results of TA-only model and BN-only model each other. In that way, we solve false
positive explosion problem. In CPD of 2-TBN, both transition events and concurrent events
are included. So the basic idea is to make two types of events prove each other.

By studying the CPD deeply, we find that zero probability events in this CPD actually shows
the OR strategy result of transition events and concurrent events.

For example, according to dataset study, when MV101’=1, P101’=1, the only valid value
of LIT101’ is 2. It can be confirmed by the CPD table. As we can see in first four rows,
regardless of the value of LIT101, the value of LIT101’ can not be 1, 3 or 4.

On the other hand, according to dataset study, when LIT101=2, the valid values of LIT101’
is 1 and 2. So regardless of the values of MV101’ and P101’, the value of LIT101’ can not
be 3 or 4 when LIT101=2.

To get the separate information of transition event and concurrent event, we can merge the
CPD table in two ways. Table5.2 and table5.3 show the result of merging.

Table 5.2: Merged CPD: Concurrent Event

MV101’/P101’ LIT101’=1 LIT101’=2 LIT101’=3 LIT101’=4
1 1 0 1 0 0
2 1 0 0 0.052 0.948
1 2 0.948 0.052 0 0
2 2 0 0.044 0.956 0
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Table 5.3: Merged CPD: Transition Event

LIT101 LIT101’=1 LIT101’=2 LIT101’=3 LIT101’=4
1 0.768 0.042 0.118 0.072
2 0.204 0.796 0 0
3 0 0 0.813 0.187
4 0.028 0.162 0.069 0.741

As we can see, the merged CPD which shows concurrent events is just the CPD we get from
time-static Bayesian Network in last chapter.

We can conclude zero probability event from both tables:

• Concurrent Events:
LIT101’(MV101’/P101’) = 1(11, 21, 22); 2(21); 3(11, 12); 4(11, 12, 22)

• Transition Events:
LIT101’(LIT101) = 1(3); 2(3); 3(2); 4(2)

We can use two examples to explain these zero probability event. In concurrent event, 1(11,
21, 22) means that the probability of ”LIT101’=1” is zero when the values of MV101’ and
P101’ are among (1,1), (2,1) and (2,2). On the other hand, in transition event, 1(3) means
that the probability of ”LIT101’=1” is zero when the value of LIT101 is 3.

5.3.3 Combined Zero Probability Events

The next problem is how to use this separate information to solve false positive explosion.
Our first idea is to use AND strategy directly on these zero probability events. The com-
bined zero probability is shown as:

• Zero Probability Events:
LIT101’(MV101’/P101’/LIT101) = 1(113, 213, 223); 2(213); 3(112, 122); 4(112,
122, 222)

Then we model this list and evaluate the performance. We get several conclusions:

• This model based on zero probability events detects 11 different attack scenarios
among all 36 scenarios. Compared with Lin’s multi-technique model, only 1 scenario
is missed.

• The false positive explosion has been solved with this model. The false positive points
drops from over 200 thousand to around 2 thousand.

52



5.3. Methodology

• Compared with Lin’s offline model and real-time model presented in last chapter, the
recall of this model is quite low. It can be observed that only very few data points
have been detected in several long-term attack scenarios.

The first two conclusions shows that concurrent events and transition events have success-
fully proved each other. However, the third conclusion shows that more improvement is
needed.

The main reason why recall drops so rapidly is that this model is not good at locating the
end of an attack. According to the study of detection result, this model can correctly locate
the start of many attack scenarios. However, once an attack starts, it can not judge whether
the attack ends. So in many attack scenarios, only some data points near the start of attack
have been detected.

5.3.4 Final Methodology

To solve this problem, we are inspired by the idea behind the combination of TA and BN
models. In real-time system presented in last chapter, we use TA model to get the approxi-
mate range and then use BN model to decide the final result. Based on this idea, we get our
final methodology:

• First, we process the testing data into the form which we introduced in chapter 3.
Here we use a series of data points as example
3 1620 2 660 1 660 3 840 4 600 2 780 3 2760 ...

• We set 60s as smallest time unit. For each time unit we receive in real-time operation,
we check it in transition zero probability events list:
LIT101’(LIT101) = 1(3); 2(3); 3(2); 4(2)
In this case, anomaly will be detected when we receive the first unit of event 2 because
of the zero probability event 2(3), and this unit is set as the start of alarm:
3 1620 2 60 ...

• Once we find the start, we set the second normal state(in this case state 3) after the
start as the end of this attack(Reason has been explained in last chapter.).

• Finally, we check the follow data units before the set end in concurrent zero proba-
bility events list and get final result:
LIT101’(MV101’/P101’) = 1(11, 21, 22); 2(21); 3(11, 12); 4(11, 12, 22)

As we can see, although concurrent and transition zero probability events lists are checked
separately, only a single 2-TBN model need to be trained, which reduce much cost of com-
puting power and time compared with multi-technique model used in Lin’s research.

The flow chart of methodology proposed is shown in Figure5.3.
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Figure 5.3: Flow Chart of Methodology

5.4 Evaluation

Finally we do some evaluations on this model’s performance.

First, we check the detection result of 2-TBN model and compared it with Lin’s offline
graphical method and other machine learning method. It is shown as Table5.4.
It is worth pointing out that the results do not include 12 attack scenarios detected by OOA
technique.

As the basic idea behind TA&BN model and 2-TBN model is the same, the result is almost
the same. The most obvious difference exists in the result about attack scenario 16.

The detailed description of attack scenario 16 is keeping MV-101 on continuously and set-
ting the value of LIT101 as 700mm. The timestamp of this attack is from 117000 to 117720.
In TA&BN model, TA detects this attack because the event duration of state ”Staying Con-
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Table 5.4: Points evaluation in each scenario

Model DNN SVM TA&BN 2-TBN
Scenario 1 0 0 0.049 0.049
Scenario 2 0 0 0.930 0.930
Scenario 7 0. 927 0.919 0.612 0.612
Scenario 13 0 0 0.597 0.597
Scenario 16 0 0.0167 0.083 0.000
Scenario 21 0 0 0.999 0.999
Scenario 22 0 0 0.196 0.196
Scenario 25 0 0.003 0.999 0.999
Scenario 28 0 0 0.890 0.890
Scenario 29 0 0 0.990 0.990
Scenario 30 0 0 0.258 0.258
Scenario 31 0 0.119 0.889 0.889

stant” is outside valid timing guard. However, although 2-TBN model can detect all the
event error TA&BN model detects, it can do nothing with timing error, which makes at-
tack scenario 16 missed in detection. This is a shortcoming compared with multi-technique
model.

According to our purpose mention in section 5.1, another important aspect need to be eval-
uated is cost of computing power and time.

Table5.5 shows the runtime comparison. In training part, TA&BN model and 2-TBN model
are highly efficient compared with SVM and DNN. There are two main reasons. First, in
TA&BN and 2-TBN model training, training data is partitioned into groups and segmented,
which dramatically reduce the dimension and size of training data. The other reason is
that the computation complexity of learning TA, BN and 2-TBN are all polynomial time.
Compared with TA&BN model, 2-TBN model still has advantage in training cost as 2-TBN
model only includes single DBN model.

In testing part, we use the testing time per smallest time unit to do the comparison. The
literature of SVM and DNN do not give out the detailed information about smallest time
unit. So we regard that they use sampling frequency as testing frequency. In this case,
SVM is the most efficient in testing among all four methods. However, the computation
complexity of testing in TA, BN, 2-TBN and SVM are all O(1). So the difference among
all four methods is not obvious here. 2-TBN model seems to have a little advantage over
TA&BN model.
The further overall comparison is shown in Table5.6.
According to this further comparison, 2-TBN model has slightly less precision and recall
than TABOR model, which makes F-measure is also slightly less than TABOR model.
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Table 5.5: Runtime comparison

Model Training Testing
DNN 2 weeks 0.064s
SVM 30 min 0.013s

TA&BN 214s 0.051s
2-TBN 168s 0.031s

Table 5.6: Further Comparison

Model Precision Recall F measure
DNN 0.98295 0.67847 0.80281
SVM 0.92500 0.69901 0.79628

TABOR 0.86171 0.78803 0.82322
Real-time 0.85471 0.77321 0.81192

2-TBN 0.85563 0.76821 0.80957

There is no obvious difference between the performance of 2-TBN model and TABOR
model. And also, 2-TBN model has a F-measure over DNN and SVM model.

In conclusion, we propose 2-TBN model in this chapter to replace the multi-technique
model TABOR which is combined with TA and BN. The proposed model is based on two
time slice Dynamic Bayesian Network. It can detect most attack scenarios which can be
detected by TABOR, but it can not detect the timing error which can be detected by TA
model. The final detection result is quite close to the result of TABOR. And 2-TBN model
has slightly advantage over TABOR in cost of computing power and time. It is confirmed
that 2-TBN model proposed can meet our requirement in this case.
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Chapter 6

Discussions

In this chapter, we summarize our work from several perspectives. We first present a sum-
mary of this work and then explain the deficiencies of this research. In the conclusion
section, we answer the research questions we put forward in chapter 1. Finally, we suggest
several future work perspectives.

6.1 Summary

The main contribution of this work is shown mainly in two parts.

First, we confirm that TABOR, the offline graphical model-based approach for anomaly
detection in industrial control system can be implemented into real-time version and meets
the requirement in real-time operation. In real world anomaly detection, real-time operation
is a basic requirement for detection methods. TABOR proposed by Lin gives out a bright
prospect of graphical model-based approach. However, there are many difference between
offline model and real-time version. We do a lot of work in both data preprocessing and
modeling procedure to increase the robustness of the whole detection system and make the
system respond to incoming data more quickly in real-time operation.

In data preprocessing, we improve the procedure of denoising and alignment to deal with
the problem that we can not get stable chunk segmentation in real-time operation and enable
system to respond more quickly. In modeling, we separate the combined strategy used in
TABOR, turn each part into real-time version and then combine them again. In this way, we
realize the real-time graphical model for ICS problems. We discuss about different strat-
egy we use in TA timing error and unit unification in BN model training. Compared with
offline version, real-time model can not give out timing error without delay. And smaller
time unit used in BN modelling arouses much noise caused by physical delay, which also
has influences on the system performance. These study can bring other researchers a lot of
experience in the field of real-time model design.

When it comes to the final result, we find that the real-time system based on combined tech-
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nique strategy we implement has a almost close performance compared with offline TABOR
model, which can still meet the requirement. We can conclude that this part of study in our
thesis is successful and meaningful.

The other contribution of our study is that we propose 2-TBN model to replace the com-
bined technique strategy, TABOR. The motivation of this study is to simplify the strategy
and use a single model to detect both concurrent events and transition events. We use two
time slice Dynamic Bayesian Network as basic technique, and model our system according
to zero probability event list extracted from CPD in 2-TBN.

We record the whole study procedure in this part, including several unsuccessful attempts.
These attempts can help other researchers understand 2-TBN more deeply and find out more
use of it. The final methodology we propose gives out almost close performance compared
with offline TABOR model. With slight cost of performance, it greatly simplifies the pro-
cedure of model training and get a slight advantage over TABOR in the cost of computing
power and time.

To summarize, our study give out two real-time model used in real-time intrusion detection
in industrial control systems. The first one is inspired by TABOR model, which is proposed
by Lin. We implement Lin’s combine technique strategy into real-time version. Besides the
implementation, we take some action to increase the robustness and reaction speed of sys-
tem in real-time operation and draw some valuable conclusions. The other real-time model
we propose is based on 2-TBN technique. We use this single model technique to simplify
the strategy used in TABOR and get the close performance successfully. Both of our meth-
ods keep graphical model-based approach’s advantage in anomaly location and explanation.
The 2-TBN even realize the advantage in modelling and time price with slight cost of per-
formance. Our study confirms the bright prospect of graphical model-based approach in
cyber physical system.

6.2 Answering Research Questions

From the outcomes of this research, we answer the research questions in the first chapter:

RQ1: What action should we take in data preprocessing to help increase the robust-
ness and respond speed of detection model in real-time operation?

We take some important action in data preprocessing procedure. On one hand, we find
that denoising directly decides system’s reaction speed from the beginning, so the sampling
frequency of denoised data worth deep study before modelling. We check the final result
of data segmentation and find that in part of sub-models, we can average at least 30 origin
data samples as one denoised data point. Compared with Lin’s 60s per unit, we double the
frequency of system reaction in some part of proposed real-time system, which means our
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model respond to incoming data more quickly. And we recommend that this action should
be taken again when different dataset is used. Then when the quality of dataset increases,
less origin data samples can be averaged into every denoised unit and the reaction speed
will increases correspondingly.

On the other hand, we find that one big resource of artificial noise is alignment of sensor and
actuator data. The methodology of alignment have a big influence on the final result of data
representation, which decides the performance of event-based model to a large extent. We
do some experiments and find that mid-point-value method proposed by Lin arouses much
noise when denoised sampling frequency increases. Compared with it, we recommend ma-
jority vote in alignment of sensor and actuator data. Detection model using majority vote
arouses much less noise even when reaction speed increases gradually. In this way, the ro-
bustness of model is guaranteed.

RQ2: Can we solve the real-time intrusion problem with the combined strategy of TA,
BN and OOA? What is the difference between offline TABOR model and this real-time
model? How does it perform?

In this study, we implement these different techniques into real-time version separately and
then combine them again. In our study, we find that there are some obvious differences
between offline model and real-time model, and we take some reasonable action or fix to
guarantee the robustness and detection performance of real-time model we propose. In TA
part, we use a different strategy to deal with timing error. Our model only labels the over-
limit part of events as attack other than the whole event. We believe it is more suitable
in real-time operation. The result of detection also confirms this conclusion. Our strategy
arouses fewer false positive alarms compared with TABOR’s TA submodel, which improve
the detection performance.

In BN part, Lin uses chunk-based modelling as all the chunks have been already divided in
offline training and testing. However, in real-time operation the incoming data is dropped
into system continuously and system needs to respond to incomplete chunks. In this case,
unit unification between training and testing will be broke if we use chunk-based training
model for testing. On the other hand, if we set the system to respond when every chunk
ends, then the reaction speed will be too slow to meet the requirement of real-time opera-
tion. Therefore we use point-based model in BN modelling part to guarantee the robustness
of system. And to deal with the noise aroused in this action, we set several thresholds in
each sub-model to replace 0 probability as evaluation index of attack.

Finally, we evaluate the performance of final real-time model we propose. We find that the
real-time system based on combined technique strategy we implement has a almost close
performance compared with offline TABOR model, which can meet the expected require-
ment of both correct rate and real-time operation. So we can conclude that we solve the
real-time intrusion problem with the combined strategy of TA, BN and OOA in this re-
search.
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RQ3: Can we find any method to simplify the model and increase testing speed com-
pared with combined strategy? Can the model newly proposed meet the requirements
of both correct rate and testing speed? How does it perform?

We study the computation complexity of testing in TABOR and our proposed model in
Chapter 4 and find that the computation complexity of both TA and BN model is just O(1).
So we focus on single model approach to reduce the time cost. Finally, we propose the
2-TBN model which is based on two time slice Dynamic Bayesian Network. The 2-TBN
model use a single model to detect both concurrent and transition error, which realizes the
goal to simplify the model. According to the result of experiment, 2-TBN model has an ob-
vious advantage over TABOR and real-time model with combined strategy, while 2-TBN’s
performance of detection is almost close to these multi-model approach. So we conclude
that 2-TBN model we propose in this research meets the requirements of both testing speed
and correct rate. The advantage of time cost is not at a great price of performance.

With all the conclusion we get from three research question, we can say that we can surly
solve intrusion detection problem in real-time operation with graphical mode-based ap-
proach. The real-time model we propose in Chapter 4 is based on TABOR. It maintains
TABOR’s advantage in interpretation and localization of anomalies and also meets the re-
quirement of real-time operation. The 2-TBN model we propose in Chapter 5 uses a single
model and realize the goal of simplifying. It has an advantage in time cost while the price
of performance is quite slight. Both models can confirm that we complete our goal in this
research.

6.3 Further Work

There are several deficiencies in this research. According to these deficiencies, we have
several ideas about further work to share.

6.3.1 Methodology

Although we propose a single technique model to simplify the modelling strategy, we still
can not find a way to replace OOA in our study. As we mentioned in Chapter 4, OOA detects
12 attack scenarios among all 36 scenarios with very little price. It shows high priority in
our study. In real world intrusion problem, OOA is also a very common method to choose.
In most cases of supervised problems, we can not get great performance with OOA only.
However, we can always get our models improved with the help of OOA. In our study, we
claim that the proposed method is single model technique, but we still can not deny the use
of OOA.
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Figure 6.1: SWaT Control Network Architecture

So we suggest that in further work, there should be more work about further simplification
of model strategy, which makes model easier to meet the requirement of real-time operation
when sampling frequency increases.

6.3.2 Dataset

Actually the testing dataset we use in this study is not quite sufficient.

As intrusion detection problem is a real world question, the dataset we need in this study
should be more realistic. Although the testing dataset we used is from real attack simulation
on testbed SWaT, which includes 36 different attack scenarios, the contents in this dataset
is not abundant enough for our study. First, each attack scenario happens only once in this
dataset, which makes it hard to do control experiment. Secondly, each attack happens sep-
arately, which undoubtedly minimizes the difficulty in detection. Finally, as we mentioned
in our study, only one of these 36 scenarios is about invalid time duration, which makes it
hard to confirm the importance of state-besed model strategy.

In supervised learning, the performance of model highly depends on the quality of dataset.
So we suggest that more study should be done in dataset collecting. The testbed SWaT
should be made full use of in simulation and operation.

6.3.3 Network System Detection

In our study, we focus on the intrusion detection study in cyber physical system. In our
study, we assume that the attacker is sitting inside the network and can operate the system
directly. However, in real world intrusion, attackers often apply attacks by using network to
send packages. SWaT also has a control network and I/O. Figure6.1 shows the control net-
work architecture of SWaT. So we suggest that the behavior modeling of network traffic and
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network attack detection should also be studied on testbed SWaT. And then the combination
of physical and network part can be another interesting study topic.
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