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Foreword
I am happy to know that Ashish, who was my student on the artificial neural networks 
course 8 years ago at IIT Roorkee, has now authored this hands-on book that covers  
a range of deep learning topics in reasonable depth.

Learning by coding is something every deep learning enthusiast wants to undertake, but 
tends to leave half way through. The effort needed to go through documentation and 
extract useful information to run deep learning projects is cumbersome. I have seen far 
too many students become frustrated during the process. There are tons of resources 
available for any beginner to become an expert. However, it is easy for any beginner to 
lose sight of the learning task while trying to strike a balance between concept-oriented 
courses and the coding-savvy approach of many academic programs.

PyTorch is uniquely placed as being pythonic and very flexible. It is appealing both to 
beginners who have just started coding machine learning models and to experts who like 
to meddle in the finer parameters of model designing and training. PyTorch is one library 
I am happy to recommend to any enthusiast, regardless of their level of expertise.

The best way to learn machine learning and deep learning models is by practicing coding 
in PyTorch. This book navigates the world of deep learning through PyTorch in a very 
engaging way. It starts from the basic building blocks of deep learning. The visual appeal 
of learning the data pipeline is one of its strong points. The PyTorch modules used for 
model building and training are introduced in the simplest of ways. Any student will 
appreciate the hands-on approach of this book. Every concept is explained through codes, 
and every step of the code is well documented. It should not be assumed that this book is 
just for beginners. Instead, any beginner can become an expert by following this book.

Starting from basic model building, such as the popular VGG16 or ResNet, to advanced 
topics, such as AutoML and distributed learning, all these aspects are covered here. The book 
further encompasses concepts such as AI explainability, deep reinforcement learning, and 
GANs. The exercises in this book range from building an image captioning model to music 
generation and neural style transfer models, as well as building PyTorch model servers in 
production systems. This helps you to prepare for any niche deep learning ventures.

I recommend this book to anyone who wants to master PyTorch for deploying deep 
learning models with the latest libraries.

Dr. Gopinath Pillai  
Head Of Department, Electrical Engineering, IIT Roorkee
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