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Preface

Why do people eat too much? Why is it so hard to quit smoking or get one’s alcohol con-
sumption under control? Why can people not save their money for a rainy day? Why is
there an epidemic of unwanted pregnancy despite the ready availability of more and
better contraceptives than the world has ever seen before?

These and similar questions reflect the wide-ranging importance of self-regulation,
the ability to change oneself and exert control over one’s inner processes. As such, it is an
important key to success in life, whether this is understood at the cultural level (of dis-
charging one’s social roles and achieving wealth, fame, and other signs of social approval)
or the biological level (of adapting to one’s circumstances and achieving harmony with
one’s environment).

For decades now, social scientists have flocked to the study of self and identity. That
study is a large tent with many subtopics, and over these recent decades, the favored fo-
cus has shifted repeatedly. Self-concept, self-esteem, self-presentation, social roles, iden-
tity crisis, group and ethnic identity, and other such topics have garnered widespread at-
tention at different times. Is self-regulation merely the currently reigning darling of “self”
topics?

On the contrary, we think there are important reasons why self-regulation is special.
Almost everything the self is or does is tied in some way to self-regulation. This began to
dawn on leading researchers in the 1980s and swept the field by the 1990s. The phrase
“is or does” is revealing too, because as researchers began to shift their focus from what
the self is to what it does, self-regulation caught their attention more and more. To do
anything, the self has to keep its own inner house in order, such as by organizing its ac-
tions toward goals, avoiding swamps of emotional distress, obeying laws, and internaliz-
ing society’s standards of good (both moral and competent) behavior.

This handbook reflects the widespread recognition of the central importance of self-
regulation, both to the practicalities of everyday life and to the advancement of psycho-
logical theories about self and identity. We started out with a sense that self-regulation is
studied in many different ways and contexts, with the use of different approaches and
methods, but that this diversity of approaches was based on a common, underlying ac-
ceptance that the topic is indispensable to much other work. Our goal, therefore, was to
draw together the many strands of self-regulation research. Self-regulation was simply
too large, diverse, and important a topic not to have a handbook.
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xii Preface

Much of the encouragement to get going on this project came from Seymour
Weingarten, Editor-in-Chief of The Guilford Press. Seymour is well known and widely re-
spected among authors in psychology, so we relied heavily on his wisdom. His enthusi-
asm stimulated us to move forward with putting the book together, even though the tim-
ing of the book coincided with heavy demands on both of us. We are grateful for his
encouragement and advice. Carolyn Graham, at Guilford, was also crucial to the success
of this volume, and her guidance made this project continue smoothly and on schedule.

We invited psychological researchers from across the spectrum of self-regulation re-
search to participate. Essentially, they were all given the same task: Tell us about your ap-
proach to the study of self-regulation, and tell us what you, and people like you, have
learned. We wanted a comprehensive collection of up-to-date, state-of-the-art summaries
of as many different approaches to self-regulation research as we could fit into one big
book.

At first, we thought the editing task would be a long series of heavy chores. But as
the chapters began to come in, our excitement about the project increased. The chapter
authors are leading experts in various areas, and they seemed to share our sense that this
book was a specially important chance to assemble in one volume the many different
ideas, methods, and findings about this fascinating and profoundly important topic. They
labored to make their own contributions shine, which in turn made our editorial task
more satisfying and less tedious than is the norm.

We hope this book will be read by social scientists of every stripe. Self-regulation is
relevant to nearly all forms of social behavior. To be sure, some fields are better repre-
sented in these pages than others, but probably this only means that researchers in some
fields have not yet fully realized what an understanding of self-regulation can do for
them. We hope that scholars from those fields will consult these pages with a sense of op-
portunity and challenge: They may both gain and contribute by filling in the gaps they
find in our knowledge about self-regulation. For other fields, in which self-regulation is
already recognized and respected as a crucial aspect of human life, scholars may consult
these pages with the confidence that they can come away with a solid and fundamental
understanding of what is known in the field and where it stands.

The study of self-regulation is also diverse in the width of its approaches, and here
too, we are especially pleased with what this book has to offer. Some researchers study it
at the most general of levels: How do people set goals for themselves; how do they keep
track of their progress and evaluate where they stand; and so forth? Others study self-
regulation in specific problem domains: How do people keep to a diet, recover from ad-
diction, control their anger, or practice safe sex?—or, conversely, why do they sometimes
fail at these concrete and highly desirable efforts? Our book begins with the most general
of self-regulation processes and moves steadily toward the applications and implications
for specific problems.

The chapters are self-contained, so readers may read them in any order or pick and
choose which ones are most relevant to their interests. Still, we encourage readers who
are new to the study of self-regulation to spend at least some time on every chapter. Read-
ers will not be disappointed, and, indeed, we anticipate that they will come away with
much of the same, satisfying intellectual excitement that has characterized the entire
project.
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Understanding Self-Regulation

An Introduction

KATHLEEN D. VOHS
ROY FE. BAUMEISTER

This handbook offers a vast overview of the state of the art of research into one of the
most exciting and challenging topics in all of human behavior. Self-regulation refers to
the many processes by which the human psyche exercises control over its functions,
states, and inner processes. It is an important key to how the self is put together. Most
broadly, it is essential for transforming the inner animal nature into a civilized human be-
ing.

We deliberately cast a very wide net in putting this book together. We wanted cogni-
tive processes and motivational ones. We wanted basic research and practical applica-
tions. We wanted research on children and adults. We wanted deliberate, conscious pro-
cesses and automatic, nonconscious ones. Rather than try to promote a particular theory
or approach to the topic, we sought to include every available perspective. In fact, our
only regrets about this experience center on the two chapters we failed to obtain, because
they would have added two more views. As it was, however, we were thrilled with the
positive response we received: Almost every author we invited accepted.

WHAT IS SELF-REGULATION?

Our diversity of perspectives necessarily entails that the chapters do not share the same
definition of self-regulation, but some common themes have emerged, so that we can de-
fine our topic. Some definition is certainly necessary insofar as “self-regulation” and
“self-control” are used in different ways by different authors. We use the terms “self-
control” and “self-regulation” interchangeably, though some researchers make subtle dis-
tinctions between the two (such as by using “self-regulation” more broadly to refer to
goal-directed behavior or to feedback loops, whereas “self-control” may be associated
specifically with conscious impulse control).
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2 An Introduction

Connotations aside, “regulation” carries the meaning of “control” with a hint of
regularity. In that sense, self-regulation refers to the exercise of control over oneself, espe-
cially with regard to bringing the self into line with preferred (thus, regular) standards.
Such processes can be found deep in nature. For example, the body’s homeostatic pro-
cesses can be considered a form of self-regulation insofar as the human body performs
various functions to maintain a constant temperature. If the body gets overheated or
chilled, its inner processes seek to return it to its regular temperature.

The term “self-regulation” has in psychology also taken on the connotation of regu-
lation by the self (thus, not just of the self). The psychological self is not usually much in-
volved in regulating body temperature, but it may be called into strenuous action to resist
temptation or to overcome anxiety. The importance of regulation by the self has helped
elevate self-regulation to become one of the central interests of researchers who study the
self (see Carver & Scheier, 1981, 1998).

Thus, one definition of “self-regulation” encompasses any efforts by the human self
to alter any of its own inner states or responses. We have previously described self-regula-
tion in terms of people regulating their thoughts, emotions, impulses or appetites, and
task performances. Based on this volume, we amend that list to include attentional pro-
cesses as another domain of regulated responses.

Another definitional issue is whether “self-regulation” should be restricted to con-
scious processes. On this matter, the field has evolved from a tentative answer of “yes” to
a firmer “no.” There is still an emphasis on conscious, deliberate efforts at self-regula-
tion, and some chapters focus almost exclusively on such processes (e.g., the inner strug-
gle to resist temptation). But evidence has increasingly accumulated to show the impor-
tance of automatic or nonconscious processes in self-regulation, and some of the chapters
in this volume specifically review such contributions. For purposes of definition, there-
fore, it is important to recognize both conscious and nonconscious processes, and to ap-
preciate their differences even while recognizing that some experts will continue to use
the term “self-regulation” to refer primarily or even exclusively to the conscious
processes.

Differences of emphasis are also prominent. Research on self-regulation was
greatly influenced by cybernetic theory, which showed how even inanimate mechanisms
can regulate themselves by making adjustments according to programmed goals or
standards. Much of this thinking was motivated by the attempt to design weapon sys-
tems, such as missiles, that could be made more accurate if they adjusted their course
while in flight. A more common, everyday example is the thermostat that controls a
heating and cooling system to maintain a desired temperature in a room. Carver and
Scheier’s (1981) landmark treatment of self-awareness as self-regulation emphasized
these applications of cybernetic theory (especially the feedback loop) to how people
monitor their states in relation to goals or other standards, and the influence of this
work has kept feedback loops and other self-monitoring processes at the center of
much work on self-regulation. Meanwhile, though, other workers have emphasized
processes of change (the “operation” phase of the feedback loop), for example, by
examining how people bring about an improvement in their current state (e.g.,
Baumeister, Bratslavsky, Muraven, & Tice, 1998; Vohs & Schmeichel, 2003). Al-
though, superficially, these two approaches may seem to be talking about vastly differ-
ent phenomena, we regard them as quite compatible. Ultimately self-regulation cannot
succeed unless it is successful both at monitoring the state in relation to the goal and at
making the changes and adjustments as desired.
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WHY STUDY SELF-REGULATION?

Self-regulation has two sides: an applied side and a theoretical side. Although the “two
sides” description is true of many topics in psychology, the study of self-regulation (per-
haps unlike some other topics) is influential only when it contributes to both theory and
practice. It is not surprising, then, that the chapters in this volume provide not only gen-
eral models that can be used to predict behavior scientifically but also give insightful in-
structions as to how to better one’s life.

A recognition of the practical significance of self-regulation brings about the real-
ization of its profound impact on people’s everyday struggles. From our perspective,
nearly every major personal and social problem affecting large numbers of modern citi-
zens involves some kind of failure of self-regulation, albeit in the context of broader
social influences. Alcoholism, cigarette smoking, and drug addiction reflect the failure
to subdue one’s escalating appetites for these pleasure-giving substances. Some obesity
and some eating disorders reflect the inability to keep one’s eating (especially of fatty
foods) down to a sensible level. The failure to control one’s use of money is sometimes
implicated in problems people have with debt, excessive spending, and failure to save
money (whether for emergencies or for anticipated future expenditures such as the chil-
dren’s education, or even for retirement). Crime and violence often reflect the failure to
control one’s aggressive impulses. Emotional problems generally involve the failure to
avoid or to recover from unwanted feelings. Many health problems stem from failure
to exercise or to eat healthy foods when they are available. Underachievement in work
and school may stem from a lack of regulation to make oneself study. Procrastination,
which leads to increased stress and inferior performance quality, stems from a failure
to keep one’s work moving on a proper schedule. Even such complex problems as the
spread of sexually transmitted diseases and the prevalence of unwanted pregnancy
could be reduced by taking simple, often-neglected precautionary steps. Self-regulation
also may play a mediating role in some clinical phenomena such as attention-deficit/
hyperactivity disorder (see Barkley, 1997). Thus, a broad range of bad outcomes can
be linked to self-regulatory factors.

The second route into self-regulation research emphasizes theory rather than practi-
cal applications. Self-regulation holds a pivotal place in self theory and, thus, is a key to
understanding many different aspects of psychological functioning. Psychologists have
been studying self and identity for decades, but in the last two decades, they have come to
appreciate that no account of the self can be anywhere near complete without an under-
standing of how the self maintains control over itself and makes the adjustments that it
deems best to maintain harmony with its social and physical environment.

The theoretical importance of self-regulation is likely to grow further. In recent de-
cades, there has been an increasing effort by psychologists to situate the phenomena they
study in the broad contexts of evolutionary biology and cultural influence (movements
that will increase psychology’s ties to related fields such as biology and anthropology).
We think that the evolution of self-regulation will prove to be one of the defining features
of human evolution, contributing some of the central abilities that have made human be-
ings distinctively human. It is also crucial for culture insofar as self-regulation allows the
basic animal nature to be brought into line with the demands and ideals of vastly differ-
ent cultures. Indeed, the argument that natural selection shaped human nature specifi-
cally for participation in culture (Baumeister, in press) holds that self-regulation is one of
the most important factors in making it possible for human beings to live as they do. All
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cultures require self-regulation and punish its failures, even though they may differ as to
what impulses must be regulated and when (or which) lapses may be permitted.

OVERVIEW OF THIS VOLUME

This volume brings together preeminent social, personality, consumer, clinical, and devel-
opmental psychologists who have devoted their careers to the study of goal pursuit, all
manner of controlled processes, and the (primarily unanticipated) consequences of self-
control failure. We have divided the chapters into six sections, featuring basic processes;
cognitive, physiological, and neural dimensions; development of self-regulation; interper-
sonal components of self-regulation; individual differences and psychopathologies; and
consequences of self-regulatory failure. We feel that these sections nicely demonstrate the
range of self-regulatory effects, while also providing a fundamental framework with
which many researchers resonate in terms of their understanding of how self-regulation
works.

In Part I we have amassed authors whose work is the bedrock of self-regulation sci-
ence. Carver’s seminal work on the cybernetic aspects of self-regulation is revisited in
Chapter 2. Carver uses his new ideas on action to understand better the role of affect in
self-regulation. He pursues the idea that affect, in the context of regulatory goals, serves
as a signal as to how well or poorly one is doing at achieving one’s goals.

Larsen and Prizmic (Chapter 3) also focus on affect in their contribution, but they
approach the topic from a broader perspective, providing a rich and detailed overview of
the research on affect regulation. They effectively point out the history of affect regula-
tion research, the differences between downregulating negative affect and upregulating
positive affect, various models used to predict affect regulation styles, and they conclude
by noting some essential paths that future research in affect regulation should take.

The basic processes of self-regulation are represented in the brain, according to the
chapter on neuroscientific properties of self-control by Banfield, Wyland, Macrae,
Miinte, and Heatherton. Their chapter is devoted to outlining the function and structure
of the prefrontal cortex in the frontal lobes, which is the control center of the brain, then
linking the operations of the prefrontal cortex to regulatory constructs such as attention,
decision making, planning, and inhibition.

Turning to a different approach to studying self-regulation, Schmeichel and Baumeister
(Chapter 5) give a thorough overview of their research program on self-regulation as a
limited resource. Whereas others pursue self-regulation in terms of feedback loops
(Carver, Chapter 2), patterns of brain activation (Banfield et al., Chapter 4), or as a cog-
nitive—affective control system (Mischel & Ayduk, Chapter 6), this chapter concentrates
on the internal processes governing the action of getting from here to there. This model
has led to steady advances in predicting how and when people are apt to be unsuccessful
in regulating themselves.

In Chapter 6, Mischel and Ayduk’s account of self-regulation emphasizes effortful
control and willpower. Drawing from a wealth of data, such as data gleaned from the
myriad studies on delay of gratification effects, as well as sophisticated models of cogni-
tion, affect, and neuroscience, this chapter encapsulates the concept of willpower as both
an individual difference and as a set of internal processes. Mischel and Ayduk also call on
researchers to understand better whether effortful control can be taught, which in their
view is a question of utmost importance as we head into the new century.
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Rounding out the first section on basic processes, Chapter 7 on behavioral change is
by Rothman, Baldwin, and Hertel. This chapter provides a unique viewpoint on behav-
ioral change by specifying that the initiation and maintenance of behavioral change ef-
forts are guided by different underlying systems. Rothman et al. demonstrate that al-
though people may start their regulatory endeavors because of the outcomes they wish to
obtain, their continuation of these acts depends mainly on their satisfaction with per-
ceived progress. Data from smoking, eating, and other health-relevant studies confirm
their ideas.

Part II features chapters on the cognitive, neural, and physiological aspects of self-
regulation. Fitzsimons and Bargh lead the way in Chapter 8 by asserting that self-regula-
tion need not be consciously intended or guided. This model of nonconscious, automatic
self-regulation has opened up avenues of research previously not imagined by showing
that people’s behaviors and responses are sometimes aimed at goals they themselves did
not realize, because the goals were activated outside of awareness. Their studies are per-
fect exemplars of the idea that the theory—practice dichotomy can be bridged in one
research stream.

People can be said to have two different types of goals: nurturance-related and
safety-related. According to Higgins and Spiegel (Chapter 9), these two types of goals
have vastly different consequences in terms of the responses they set into motion, the cues
for which one is vigilant, and the outcomes to be achieved. Drawing on the regulatory fo-
cus model, Higgins and Spiegel show how chronically activated promotion (nurturance-
related goals) or prevention (safety-related goals) mindsets, or situational features that
prime either mindset, influence judgment processes. Their chapter also highlights a new
area of research, the idea of transfer of value from fit. This model, which emphasizes a
match between people’s current means of goal pursuit and their chronic orientation to-
ward goal achievement, is sure to have a great impact on regulation research for decades
to come.

The role of expectations in goal pursuit is addressed by Cervone, Mor, Orom,
Shadel, and Scott in Chapter 10 on self-efficacy. Using a social-cognitive—affect model,
Cervone and colleagues place self-efficacy in the context of both enduring goal structures
and dynamically occurring goal pursuits, which ties together disparate types of research
into one cohesive model.

The idea of expectations is also echoed in the work of Gollwitzer, Fujita, and
Oettingen (Chapter 11), albeit in a slightly different fashion. Their research on implemen-
tation intentions underscores the need for privately endorsed rules that establish a line of
action to facilitate goal implementation, particularly in the face of obstacles or difficult
regulatory tasks. Gollwitzer’s research has shown that effective self-regulation is greatly
enhanced by the use of implementation intentions, which set up a series of “if . .. then”
contingencies to help grapple with situations that may inadvertently alter one’s behaviors
away from the intended goal.

The theme of cognitive, physiological, and neuroscientific dimensions of self-regula-
tion is fully incorporated by the last chapter in this section. Ochsner and Gross (Chapter
12) discuss a social-cognitive neuroscience approach to emotion regulation. This chapter
is in a sense a counterpart to the entry by Banfield and colleagues (Chapter 4), in that
both draw links between brain activations and self-regulatory ability. Ochsner and Gross,
however, go over in detail the reciprocal relations among neural activity, emotion regula-
tion strategies, situational features triggering or impeding affect regulation, and the com-
bined psychological and physiological consequences of these various influences.
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Part III is one of the strongest and most integrated among the approaches and do-
mains in which these authors place their work. Chapter 13 by Eisenberg, Smith,
Sadovsky, and Spinrad features their research on effortful control in the context of age
and environment. This model has been particularly useful in portraying children’s
effortful control abilities as having meaningful consequences for their social development.

Rueda, Posner, and Rothbart’s developmental approach (Chapter 14) is to focus on
another domain of self-control among young people: attentional control. Their chapter,
along with a few others in this volume, brought to our attention (no pun intended) the vi-
tal importance of allocating attention in the pursuit of intentions. Rueda and colleagues’
contribution gives hope to the question of whether self-regulation can be assisted in de-
velopment (see Mischel & Ayduk, Chapter 6).

The developmental implications of self-regulation failure are exemplified in Chapter
15 by Barkley on attention-deficit/hyperactivity disorder (ADHD). Barkley’s thesis about
executive functioning and metacognition in the role of ADHD revolves around the notion
that these processes aid in the formation of bonds with other members of one’s social
group. This social-evolutionary approach takes the concept of ADHD and links it with
broader, higher order constructs such as attention and social control.

Social bonds are also highlighted in the work by Calkins (Chapter 16), who under-
scores the operation of attachment-related processes in development. Calkins posits that
attachment processes, which are outgrowths of early interactions with parents, serve
emotion regulation functions. Attachment security in Calkins’s model is shown to have
autonomic and physiological implications, as well as repercussions for emotion regula-
tion, and is particularly important in dyadic relationships.

In Chapter 17, McCabe, Cunnington, and Brooks-Gunn also focus on young chil-
dren’s development, this time from the perspective of a bioecological model. In this ap-
proach, self-regulation is seen as resulting from the person x environment interaction,
which is examined from macro- and microlevel contexts. On the latter, McCabe and col-
leagues note some cultural differences in self-regulation development (e.g., between Chi-
nese and U.S. children) and include this aspect of investigation as being on the forefront
of future child regulation research.

Rothbart, Ellis, and Posner (Chapter 18) conclude our section on development.
Their thesis involves the idea of temperament as a personality construct that is based in
reactivity (onset, intensity, and duration of emotional, motor, and attentional reactions)
and is intimately connected with self-regulation. Self-regulation is defined by Rothbart et
al. as modifications of reactivity, of which fear-based inhibitions that control behavior
play a large part. This sophisticated model integrates many of the diverse aspects of child-
hood self-regulation and provides a nice encapsulation of the research in this burgeoning
area.

Part IV represents an up-and-coming research area. The definition of “self-regula-
tion” is expanded in these chapters to include social variables as inputs and outputs of
regulatory behaviors. Leary, in Chapter 19 on the sociometer model, posits that the self
monitors for signs of interpersonal exclusion and alters behaviors if one appears to be
headed toward rejection. Although the sociometer has been largely connected to the con-
cept of self-esteem, it fits within the rubric of self-regulation just as well, because it dis-
plays the dynamism of the self in response to conscious and nonconscious cues of goal
failure. Chapter 20 by Vohs and Ciarocco is also about the interplay between self-regula-
tion and social functioning, but instead of focusing on one topic, they provide a general
overview of the myriad interpersonal phenomena that have self-regulatory functions at
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their core. Their model shows how interpersonal functioning can be affected by previous
self-regulatory endeavors and can also affect subsequent acts of self-control.

Part V begins with a discussion of the role of gender in self-regulation. In Chapter
21, Nolen-Hoeksema and Corte review gender differences in emotion regulation, espe-
cially by way of rumination. Rumination tendencies are much stronger and more preva-
lent among women than among men, which these authors believe may help explain
women’s higher rates of depression and anxiety. Turning to a completely different indi-
vidual difference, MacCoon, Wallace, and Newman (Chapter 22) discuss psychopathic
individuals’ self-regulatory capacities, using cognitive and neurological evidence to in-
form their response modulation hypothesis, in which self-regulation failures follow from
failures to shift attention to nondominant cues that indicate the need for the self to alter
its momentary responses.

We conclude the volume with Part VI, six chapters that illustrate the vast and serious
ramifications of self-regulation failure. In Chapter 23, Sayette begins this section with a
review of the literature on addiction. He parses problems with self-regulation that lead or
contribute to drug problems as being due to either underregulation or misregulation. The
former refers to a failure to exert control over oneself, whereas the latter refers to exert-
ing control, but control that leads to an undesirable response. He focuses on smoking as a
particularly good exemplar of addictive processes, and reviews the laboratory and natu-
ralistic studies on smoking addiction and control processes.

Hull and Slone (Chapter 24) discuss a specific drug, alcohol, and its relation to self-
regulation. They contend that alcohol impairs the cognitive operations needed for effec-
tive self-regulation. According to them, people who are low in self-control capacity are
more likely to have alcohol use and abuse problems, which is one way that alcohol is
problematic for self-control. A second way is that people often indulge in alcohol as a
method of controlling their social, emotional, or other psychological difficulties. Their
ideas about specific mechanisms suggest avenues for future research.

Eating may perhaps be one of the most commonplace—yet least well-understood—
self-regulated domains; at last count, over 50% of Americans are overweight (which
prompted comedian Jay Leno to note that it is now “normal” to be overweight). There-
fore, understanding the self-regulation of eating is increasingly imperative, and it is a
topic that Herman and Polivy (Chapter 25) have tackled for their entire careers. Review-
ing evidence on dieting, social norms, the effects of others on food intake, and eating as
emotion control, these two eminent researchers show that although the self-regulation of
eating may be complex, it need not be convoluted. Herman and Polivy’s elegant experi-
mental designs reveal the how far we have come in understanding this pernicious
regulation problem.

Personal spending is another domain in which people have great difficulty trying to
curb their impulses. In Chapter 26, Faber and Vohs undertake the issue of financial con-
trol and examine three basic patterns of (mis)regulated spending: self-gifting, impulsive
spending, and compulsive spending. The three concepts are related to one another via
problems with self-control, but each also reflects the influence of other factors that are re-
vealed by other theories of psychology and economics. For instance, Faber and Vohs
posit that compulsive spending results from processes related to self-regulation failure, as
well as escape from the self. Their review sheds light on the idea of financial self-regula-
tion as a consequential arena in which to examine regulatory processes.

Wiederman’s chapter on sexuality is an eye-opener, perhaps mostly because it illumi-
nates a massive gap in the study of self-regulation. Wiederman (Chapter 27) astutely
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notes that although societies throughout the world and across eras have attempted to
control their peoples’ sexuality, research on the influence of personal self-regulation stan-
dards has been largely overlooked. Given that sexuality is one of the most basic aspects of
human interaction and also (not coincidentally) a primary domain in which relationships
can fall apart, Wiederman’s pleas for more research should not go unheard.

Our last chapter in this volume is on the link between self-regulation and criminality.
Hirschi’s contribution (Chapter 28) lays out his and Gottfredson’s theory (see Gottfred-
son & Hirschi, 1990) of crime and self-control. Their influential model places self-control
abilities at the heart of acts of crime, and posits that virtually all criminal acts are linked
together by the fact that they provide short-term benefits but incur long-term costs.
Hirschi demonstrates the utility of this model in predicting and describing criminal be-
havior and smartly shows how much variability in criminal acts can be accounted for by
one basic internal process (self-control).

In summary, we have collected a stellar group of self-regulation researchers, who
have laid out the underlying processes, cognitive and physical operations, and emotional
repercussions of self-regulation; demonstrated the developmental trajectories of self-
regulation and effortful control processes, and their associated outcomes; highlighted the
far-ranging effects of self-regulation in terms of personal relationships, addictions, and
consumption; and have shown how people differ in their basic abilities and styles of self-
control. We are enormously pleased with the amount and sophistication of information
on how self-regulation works, and we are particularly excited to have much of it here in
this volume.

PROGRESS AND PROSPECTS

Research on self-regulation has made more progress in some areas than in others (which
is probably true of any field or topic). We can briefly highlight some areas in which prog-
ress has been rapid and others in which it has lagged.

Applied research has in some cases led the way. Research on control of eating, drink-
ing, smoking, and similar topics has long had to recognize the importance of self-regula-
tion and the sources of self-regulation failure. Basic researchers have built onto this sub-
stantial amount of information and have begun to develop more elaborate and general
theoretical models. Hence, one priority in the coming years is that the basic research
models go back to the applied settings for testing.

At the core of any scientific enterprise is the effort to understand the causal sequence
of processes that produce any effect, and in self-regulation, the development of such
microlevel theories seems crucial and promising. Until recently, self-regulation was itself
considered an explanation for other processes and behavioral outcomes, but now, the
field is starting to take the next step and unpack how self-regulation succeeds and fails in
terms of the intrapsychic events.

Emotion plays multiple roles in self-regulation. This handbook does not have a sepa-
rate section devoted to emotion, partly because emotion comes up in different ways in
each of the other sections. Emotion contributes mightily to both successes and failures of
self-regulation. How this seemingly contradictory, paradoxical pattern can be true is a
fascinating challenge for further work, though, already, there have been important steps
in that direction.

Not surprisingly, most models of self-regulation have focused on what happens in-
side the individual psyche. The past few years have, however, seen a rising recognition
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that interpersonal relations affect, and are affected by, self-regulation. The interpersonal
dimension of self-regulation is still underappreciated and seems likely to attract further
study in the coming years.

The 1990s was the “decade of the brain” and in fact was a great stimulus for the
study of physiological and neurological processes. Researchers have scarcely begun to
map out the brain processes and other physiological determinants of self-regulatory pro-
cesses. It seems a safe bet that the growing field of social-cognitive neuroscience will de-
vote increasing effort to understanding these aspects of self-regulation.

Another fascinating development is the beginning recognition that people must often
juggle multiple goals and other self-regulatory projects simultaneously. A given Saturday
afternoon can be devoted to work, repairing relationship damage, or exercising, all of
which involve self-regulation, yet cannot all be done simultaneously. Moreover, if the ca-
pacity for self-regulation is limited, then people must operate with a shifting system of
priorities as to what behaviors are most urgent to regulate.

Integration across subdisciplines is an important, promising area, although the struc-
tures of academic life make such integration difficult and uncertain. Developmental psy-
chologists believe that they were the first to recognize the importance of self-regulation,
in their studies of how children become socialized and learn to control themselves for the
sake of social participation. Neuroscientists similarly believe that they led the way in their
studies of executive function. Clinical psychologists, especially those who deal with ad-
diction and eating disorders, recognized the central importance of self-regulation long be-
fore laboratory researchers had any inkling of how to study it. Social psychologists, espe-
cially those interested in the self, claim priority insofar as they alone have the general
understanding of how self-regulation fits into the operation of the self. Personality psy-
chologists also point out that they have long recognized individual differences in ego
strength and conscientiousness. Finally, cognitive psychologists have for decades exam-
ined how limited resources in attention are allocated and, indeed, how processes of
metacognition regulate cognitive performance.

All these claims are valid, and all areas have something to offer. It is our hope that
this volume contributes to such integrative understanding and cross-fertilization of ideas.
In any case, the next decade promises to be an exciting and productive one in the under-
standing of self-regulation!

REFERENCES

Barkley, R. A. (1997). ADHD and the nature of self-control. New York: Guilford Press.
Baumeister, R. E (in press). The cultural animal: Human nature, meaning, and social life. New
York: Oxford University Press.
Baumeister, R. F., Bratslavsky, E., Muraven, M., & Tice, D. M. (1998). Ego depletion: Is the active
self a limited resource? Journal of Personality and Social Psychology, 74, 1252-1265.
Carver, C. S., & Scheier, M. E. (1981). Attention and self-regulation: A control theory approach to
human behavior. New York: Springer-Verlag.

Carver, C. S., & Scheier, M. E (1998). On the self-regulation of behavior. New York: Cambridge
University Press.

Gottfredson, M., & Hirschi, T. (1990). A general theory of crime. Stanford, CA: Stanford Univer-
sity Press.

Vohs, K. D., & Schmeichel, B. J. (2003). Self-regulation and the extended now: Controlling the self
alters the subjective experience of time. Journal of Personality and Social Psychology, 85,
217-230.






| e

Basic Regulatory Processes






Self-Regulation of Action and Affect

CHARLES S. CARVER

This chapter outlines the fundamentals of a viewpoint on self-regulation in which behav-
ior is seen as reflecting the processes of cybernetic control. I develop the argument that
two layers of control manage two different aspects of behavior. I argue further that, taken
together, these layers of control permit the human being to handle multiple tasks in its life
space. More specifically, they help transform the simultaneous concern with many differ-
ent goals into a stream of actions that shifts repeatedly from one goal to another over
time.

The view described here has been identified with the term “self-regulation” for a
long time (e.g., Carver & Scheier, 1981, 1990, 1998, 1999a, 1999b). This term, however,
means different things to different people. When using it, I intend to convey the sense that
the processes are purposive, that self-corrective adjustments are taking place as needed to
stay on track for whatever purpose is being served, and that the corrective adjustments
originate within the person. These points converge in the view that behavior is a contin-
ual process of moving toward (and sometimes away from) goal representations, and that
this movement embodies characteristics of feedback control. Although this chapter makes
additional points, these ideas lie at its heart.

Certainly the processes described here are not the only processes behind behavior.
Other chapters in this volume examine aspects of self-regulation that differ substantially
from this. Failure to include full discussion of those ideas should not be taken to mean
that I think they are unimportant. Quite the contrary. Furthermore, I believe many of
them are quite compatible with the broad principles described here. These principles
might be thought of as a rough exoskeleton on which a number of more subtle processes
can be hung. It is a view of the structure of behavior that accommodates diverse ways of
thinking about what qualities of behavior matter and why. For this reason, it comple-
ments a wide variety of other ideas about what goes on in human self-regulation.

13
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BEHAVIOR AS GOAL DIRECTED AND FEEDBACK CONTROLLED

I begin this discussion with the goal concept. My use of goals as a starting point resonates
with a renewed interest in goal constructs in today’s personality and social psychology
(Austin & Vancouver, 1996; Elliott & Dweck, 1988; Pervin, 1982, 1989; Read & Miller,
1989). Writers have used a variety of labels, reflecting differences in emphasis—for exam-
ple, current concern (Klinger, 1975), personal striving (Emmons, 1986), life task (Cantor
& Kihlstrom, 1987), personal project (Little, 1989), possible self (Markus & Nurius,
1986), and self-guide (Higgins, 1987, 1996). All these constructs contain overall goals
and subgoals, with ample room for individualization; that is, most goals can be reached
in many ways. People choose pathways that are compatible with other aspects of their
situations and their personalities.

Theorists who use these various terms—and others—have their own emphases (for
broader discussions, see Austin & Vancouver, 1996; Carver & Scheier, 1998, 1999b;
Pervin, 1989), but they have many points in common. All assume that goals energize and
direct activities (Pervin, 1982). All convey the sense that goals give meaning to people’s
lives, that understanding the person means understanding the person’s goals. Indeed, it is
often implicit in such views that the self consists partly of the person’s goals and the orga-
nization among them (cf. Mischel & Shoda, 1995).

Feedback Loops

How are goals used in acting? Answers to this question can be framed at several levels of
abstraction. The answer I pursue here is that goals serve as reference values in feedback
loops. The feedback loop is an organized system of four elements (MacKay, 1966; Miller,
Galanter, & Pribram, 1960; Powers, 1973; Wiener, 1948). The elements include an input
function, a reference value, a comparator, and an output function (Figure 2.1).

Goal,
Standard
, NG
Reference value Comparator
— >
Y
Input function Output function
Effect on
) P
environment

T— Disturbance

FIGURE 2.1. Schematic depiction of a feedback loop, the basic unit of cybernetic control. In a dis-
crepancy-reducing loop, a sensed value is compared to a reference value or standard, and adjust-
ments occur in an output function (if necessary) that shift the sensed value in the direction of the
standard. In a discrepancy-enlarging loop, the output function moves the sensed value away from
the standard.
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An input function (which Pll treat as equivalent to perception) brings information
from a sensor into the system. A reference value is a second source of information, de-
rived from within the system. In the loops discussed here, I'll treat reference values as
equivalent to goals.

A comparator is a mechanism that compares the input to the reference value, yield-
ing one of two outcomes. Either the values being compared are discriminably different, or
they are not. The degree of discrepancy detected by the comparator is sometimes referred
to as an “error signal.” Greater discrepancy implies greater error. (The idea that error de-
tection is fundamental to living systems is echoed in recent evidence that negative events
[implying discrepancies| draw more attention than positive ones; Baumeister, Bratslavsky,
Finkenauer, & Vohs, 2001.)

Next comes an output function. I’ll treat this as equivalent to behavior, though
sometimes the behavior is internal. If the comparison yields “no difference,” the output
function remains as it was. This may mean that there is no output (if there was none be-
fore), or it may mean that an ongoing output continues. If the comparison yields a judg-
ment of “discrepancy,” the output function changes.

There are two different kinds of feedback loops, which diverge in their overall func-
tions. In a discrepancy-reducing loop (also called a negative [for negating] feedback
loop), the output function acts to reduce or eliminate any discrepancy noted between in-
put and reference value. Such an effect is seen in human behavior in the attempt to attain
a valued goal, or to conform to a standard.

The second kind of loop is a discrepancy-enlarging loop (also called a positive feed-
back loop). The reference value here is one to avoid. It may be convenient to think of it as
an “anti-goal.” A psychological example of an anti-goal is a feared or disliked possible
self (Carver, Lawrence, & Scheier, 1999; Markus & Nurius, 1986; Ogilvie, 1987). Other
examples are traffic accidents, having your date make a scene in public, and being seen by
others as a prototypical mental patient (Niedenthal & Mordkoff, 1991). A discrepancy-
enlarging loop senses existing conditions, compares them to the anti-goal, and acts to en-
large the discrepancy. Consider the rebellious adolescent who abhors the possibility of re-
sembling his parents. He senses his behavior, compares it to his parents’ behavior, and
tries to make his own behavior different from theirs in some way.

The action of discrepancy-enlarging processes in living systems is typically con-
strained by discrepancy-reducing processes. To put it differently, acts of avoidance often
lead into other acts of approach. An avoidance loop tries to increase distance from an
anti-goal. But there may be one or more approach goals in near psychological space. If a
goal is noticed and adopted, the tendency to move away from the anti-goal is joined by a
tendency to move toward the goal. The approach loop pulls subsequent behavior into its
orbit. The rebellious adolescent, trying to differ from his parents, soon finds other adoles-
cents to conform to, all of whom are being different from their parents.

The use of the word “orbit” in the previous paragraph suggests a metaphor that
some find useful. One might think of these loops as metaphorically equivalent to gravity
and antigravity. The discrepancy-reducing loop exerts a kind of gravitational pull on the
input it is controlling, bringing that input closer to it. The positive loop has a kind of
antigravitational push, moving sensed values away. Remember, this is a metaphor. There
is more here than a force field, though precisely how much more is somewhat up in the
air (see Carver & Scheier, 2002).

I should say explicitly that feedback processes do more than create and maintain
steady states, because this point is often misunderstood. Some reference values (and
goals) are indeed static end states. But others are dynamic and evolving (e.g., the goal of
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taking a month’s vacation in Europe, the goal of writing a book chapter). In such cases,
the goal changes character as the person traverses the path of activity. Thus, feedback
processes apply perfectly well to moving targets (Beer, 1995).

Goals also vary in abstractness. You can have not only the goal of being a caring per-
son, but also the goal of parking your car straight (which entails the even more concrete
goal of turning the steering wheel with just the right pressure). Thus, it is often said that
goals form a hierarchy (Carver & Scheier, 1998; Powers, 1973; Vallacher & Wegner,
1987). Abstract goals are attained by attaining the concrete goals that help to define
them. This issue is very important in some contexts (see, e.g., Carver & Scheier, 1998,
1999a, 1999b, 2003), but not to the themes of this chapter.

Other Phenomena of Personality-Social Psychology
and Feedback Control

The goal concept, in its various forms, represents one place in which the constructs of
personality and social psychology intersect with the logic of the feedback loop. I want to
note briefly, however, that the intersection is much broader. The notion of reducing
sensed discrepancies has a long history in social psychology, in behavioral conformity to
norms (Asch, 1955) and in models of cognitive consistency (Festinger, 1957; Heider,
1946; Lecky, 1945). The self-regulatory feedback loop, in effect, is a metatheory for such
effects.

Another literature that appears to fit the feedback loop picture is that of social com-
parison (e.g., Buunk & Gibbons, 1997; Suls & Wills, 1991; Wood, 1996). I have argued
elsewhere (Carver & Scheier, 1998) that upward comparisons often are part of the pro-
cess by which people formulate desired reference points and pull themselves toward them
(discrepancy reduction). Downward comparisons sometimes help people to push them-
selves farther away from anti-goals represented by groups who are worse off than they
are (discrepancy enlargement).

FEEDBACK PROCESSES AND AFFECT

Thus far I have considered behavior—the process of getting from here to there. There is
much more to the human experience than action. Another important part of experience is
feelings (indeed, feelings turn out to be an important element in action). Two fundamen-
tal questions about affect are what it consists of and where it comes from. It is widely
held that affect pertains to one’s desires and whether they are being met (e.g., Clore,
1994, Frijda, 1986, 1988; Ortony, Clore, & Collins, 1988). But what exactly is the inter-
nal mechanism by which feelings arise?

Answers to these questions can take any of several forms, ranging from
neurobiological (e.g., Davidson, 1984, 1992, 1995) to cognitive (Ortony et al., 1988) and
beyond. The answer we posed (Carver & Scheier, 1990, 1998, 1999a, 1999b) focuses on
some of the functional properties that affect seems to display in the behaving person.
Again we use feedback control as an organizing principle. But now the feedback control
bears on a different quality than it did earlier.

We have suggested that feelings arise as a consequence of a feedback process that op-
erates automatically, simultaneously with the behavior-guiding process, and in parallel to
it. Perhaps the easiest way to convey what this second process is doing is to say that it is
checking on how well the first process (the behavior loop) is doing at reducing its discrep-
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ancies. Thus, the input for this second loop is some representation of the rate of discrep-
ancy reduction in the action system over time. (I limit myself at first to discrepancy-reduc-
ing loops, then turn to enlarging loops.)

An analogy may be useful. Action implies change between states. Thus, consider be-
havior as being analogous to distance. If the action loop controls distance, and if the af-
fect loop assesses the progress of the action loop, then the affect loop is dealing with the
psychological analogue of velocity, the first derivative of distance over time. To the extent
that this analogy is meaningful, the perceptual input to the affect loop should be the first
derivative over time of the input used by the action loop.

Input by itself does not create affect (a given rate of progress has different affective
effects in different circumstances). I believe that, as in any feedback system, this input is
compared to a reference value (cf. Frijda, 1986, 1988). In this case, the reference is an ac-
ceptable or desired rate of behavioral discrepancy reduction. As in other feedback loops,
the comparison checks for deviation from the standard. If there is one, the output
function changes.

Our position is that the error signal from the comparison in this loop is manifest
phenomenologically as affect, a sense of positive or negative valence. If the rate of prog-
ress is below the criterion, negative affect arises. If the rate is high enough to exceed the
criterion, positive affect arises. If the rate is not distinguishable from the criterion, no
affect arises.

In essence, the argument is that feelings with a positive valence mean you are doing
better at something than you need to, and feelings with a negative valence mean you are
doing worse than you need to (for more detail, including a review of evidence on the link
between this “velocity” function and affect, see Carver & Scheier, 1998, Chs. 8 and 9).
One fairly direct implication of this line of thought is that the affective valences that
might potentially arise regarding any given action domain should fall along a bipolar
dimension. That is, for a given action, affect can be positive, neutral, or negative, depend-
ing on how well or poorly the action is going.

Two Kinds of Behavioral Loops, Two Dimensions of Affect

Now consider discrepancy-enlarging loops. The view that I just outlined rests on the idea
that positive feeling results when a behavioral system is making rapid progress in doing
what it is organized to do. The systems considered thus far are organized to reduce dis-
crepancies. There is no obvious reason, though, why the principle should not apply as
well to systems organized to enlarge discrepancies. If that kind of a system is making
rapid progress doing what it is organized to do, there should be positive affect. If it is
doing poorly, there should be negative affect.

The idea that affects of both valences can occur would seem comparable across both
approach and avoidance systems. That is, both approach and avoidance have the poten-
tial to induce positive feelings (by doing well), and both have the potential to induce neg-
ative feelings (by doing poorly). But doing well at moving toward an incentive is not quite
the same as doing well at moving away from a threat. Thus, the two positives may not be
quite the same, nor may the two negatives.

Based on this line of thought, and drawing as well on insights from Higgins (e.g.,
1987, 1996) and his collaborators (see Higgins & Spiegel, Chapter 9, this volume), I have
argued (Carver, 2001; Carver & Scheier, 1998) for two bipolar affect dimensions (Figure
2.2). One dimension relates to the system that manages the approach of incentives, the
other to the system that manages the avoidance of, or withdrawal from, threat. The di-
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FIGURE 2.2. Two behavioral systems and poles of the affective dimensions held by Carver and
Scheier (1998) to relate to the functioning of each. In this view, approach processes yield affective
qualities of sadness or depression when progress is very poor; they yield qualities such as eagerness,
happiness, or elation when progress is very high. Avoidance processes yield anxiety or fear when
progress is very poor; they yield relief, calmness, or contentment when progress is very high. From
Carver and Scheier (1998), On the self-regulation of behavior. Copyright 1998 by Cambridge
University Press. Adapted by permission.

mension related to approach ranges (in its “purest” form) from affects such as elation,
eagerness, and excitement to sadness and dejection. The dimension related to avoidance
ranges (in its “purest” form) from fear and anxiety to relief, serenity, and contentment.

Merging Affect and Action

This viewpoint implies a natural link between affect and action. That is, if the input func-
tion of the affect loop is a sensed rate of progress in action, the output function must be a
change in rate of that action. Thus, the affect loop has a direct influence on what occurs
in the action loop.

Some changes in rate output are straightforward. If you are lagging behind, go faster,
try harder. Sometimes the changes are less straightforward. The rates of many “behav-
iors” are defined not by a pace of physical action but in terms of choices among potential
actions, or entire programs of action. For example, increasing your rate of progress on a
project at work may mean choosing to spend a weekend working rather than skiing. In-
creasing your rate of being kind means choosing to do an action that reflects that value
when an opportunity arises. Thus, adjustment in rate must often be translated into other
terms, such as concentration, or reallocation of time and effort.

The idea that two feedback systems are functioning in concert with one another is
something we more or less stumbled into. It turns out, however, that such an arrangement
is quite common in a very different application of feedback concepts. This other applica-
tion is the literature of control engineering (e.g., Clark, 1996). Engineers have long
recognized that having two feedback systems functioning together—one controlling
position, the other controlling velocity—permits the device in which they are embedded
to respond in a way that is both quick and stable (i.e., prevents overshoots and
oscillations).

The combination of quickness and stability in responding is valuable in the kinds of
electromechanical devices with which engineers deal, but its value is not limited to such
devices. A person with very reactive emotions is prone to overreact and to oscillate
behaviorally. A person who is emotionally nonreactive is slow to respond even to urgent
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events. A person whose reactions are between the two extremes responds quickly but
without undue overreaction and oscillation.

For biological entities, being able to respond quickly yet accurately confers a clear
adaptive advantage. We believe this combination of quick and stable responding is a con-
sequence of having both behavior-managing and affect-managing control systems. Affect
causes people’s responses to be quicker (because this control system is time-sensitive) and,
provided that the affective system is not overresponsive, the responses are also stable.

DIVERGENT VIEW OF THE DIMENSIONAL
STRUCTURE OF AFFECT

The theoretical elements outlined up to this point have an internal conceptual coherence.
However, there are also ways in which this model differs from other theories. At least two
of the differences appear to have interesting and important implications.

One difference concerns the dimensional structure of affect (Carver, 2001). A number
of theories, including ours, conceptualize affects as aligned along dimensions (though it
should also be noted that not all theorists make this assumption; cf. Izard, 1977; Levenson,
1994, 1999). As just described, our dimensional view holds that affect relating to approach
and affect relating to avoidance both have the potential to be either positive or negative.
Most dimensional models of affect, however, assume a different arrangement.

The idea that eagerness, excitement, elation, and so on should relate to an approach
process is intuitive. It is also intuitive that fear, anxiety, and so on should relate to an
avoidance process. Both of these relations are noted commonly (Cacioppo, Gardner, &
Bernston, 1999; Watson, Weise, Vaidya, & Tellegen, 1999). Both are also represented in a
variety of neurobiological theories bearing on affect (e.g., Cloninger, 1988; Davidson,
1992, 1998; Depue & Collins, 1999; Gray, 1990, 1994a, 1994b).

But attention must also be given to the opposite poles of these two dimensions. Here
is where the consensus breaks down. For example, Gray (e.g., 1990, 1994b) has taken the
position that the inhibition (or avoidance) system is engaged by cues of both punishment
and frustrative nonreward. It is thus tied to negative feelings in response to either sort of
cue. Similarly, he holds that the approach system is engaged both by cues of reward and
by cues of escape or avoidance of punishment. It thus is tied to positive feelings in
response to such cues.

In Gray’s view, then, each system is responsible for the creation of affect of one, and
only one, hedonic tone (positive in one case, negative in the other). This theory yields a
picture of two unipolar affective dimensions (running neutral to negative, and neutral to
positive), each of which is linked to the functioning of a separate behavioral system. A
similar position has been taken by Lang and colleagues (e.g., Lang, 1995; Lang, Bradley,
& Cuthbert, 1990), by Cacioppo and colleagues (e.g., Cacioppo & Berntson, 1994;
Cacioppo et al., 1999), and by Watson and colleagues (1999). In this respect, this version
of a dimensional view (which now dominates discussions of dimensional models of
affect) is quite different from our view.

Evidence of Bipolar Dimensions

Which view is more accurate? There is not a wealth of information on this question, but
there is a little. Consider affect when “doing well” in threat avoidance. In one study (Hig-
gins, Shah, & Friedman, 1997, Study 4), people received either an approach orientation



20 BASIC REGULATORY PROCESSES

to a laboratory task (try to attain success) or an avoidance orientation to it (try to avoid
failing); they then experienced either goal attainment or nonattainment. After the task
outcome (which was manipulated), several feeling qualities were assessed. Among per-
sons given an avoidance orientation, success caused elevation in calmness, and failure
caused elevation in anxiety. Effects on calmness and anxiety did not occur, however,
among persons given an approach orientation. This pattern suggests that (consistent with
Figure 2.2) calmness is linked to doing well at avoidance, rather than doing well at
approach.

Another source of information, though more ambiguous, is data reported some years
ago by Watson and Tellegen (1985). In their analysis of multiple samples of mood data,
they reported “calm” to be a good (inverse) marker of negative affect in the majority of
the data sets they examined. In contrast, “calm” never emerged as one of the best mark-
ers of positive affect. This suggests that these feelings may be linked to the functioning of
a system of avoidance.

There is more evidence linking certain kinds of negative affect to “doing poorly” in
approaching incentives. Some of that evidence comes from the study by Higgins and col-
leagues (1997) just described. The conditions I focused on in the previous paragraph were
those that led to feelings of calmness and anxiety. However, the study also provided data
on sadness. Among persons with an approach orientation, failure caused elevated sad-
ness, and success caused elevated cheerfulness. These effects did not occur, however,
among participants who had an avoidance orientation. The pattern suggests a link be-
tween sadness and doing poorly at approach, rather than doing poorly at avoidance.

Another source of evidence on sadness is a laboratory study (Carver, in press) in
which participants were led to believe they could obtain a desired reward if they per-
formed well on a task. The situation involved no penalty for doing poorly—just the op-
portunity of reward for doing well. Participants had been preassessed on a self-report
measure of the sensitivity of their approach and avoidance systems, a measure that has
been validated with regard to affective responses to cues of impending incentive and
threat (Carver & White, 1994). All participants were given false feedback indicating they
had not done well; thus, they failed to obtain the reward. Reports of sadness and discour-
agement at that point related significantly to premeasured sensitivity of the approach
system, but not to sensitivity of the avoidance system.

Another source of information is the literature on self-discrepancy theory. Several
studies have shown that feelings of depression relate uniquely (i.e., controlling for anxi-
ety) to discrepancies between people’s actual selves and their ideal selves (see Higgins,
1987, 1996, for reviews). Ideals are qualities that a person intrinsically desires to em-
body: aspirations, hopes, positive wishes for the self. There is evidence supporting the
view that pursuing an ideal is an approach process (Higgins, 1996). Thus, this literature
also suggests that sad affect stems from a failure of approach.

Yet one more source of evidence, though again ambiguous, is the data reported by
Watson and Tellegen (1985). They reported “sad” to be a good (inverse) marker of posi-
tive affect in the majority of the data sets they examined, whereas it never emerged as one
of the top markers of negative affect in those data sets. This pattern suggests a link be-
tween sad feelings and approach. The ambiguity about this particular finding derives
from the fact that “sad” usually relates more strongly to the negative-affect factor (de-
spite not being among the best indicators of that factor) than to the positive-affect factor.

There is also evidence linking the approach system to the negative affect of anger.
Harmon-Jones and Allen (1998) studied individual differences in trait anger. Higher trait
anger related to higher left frontal activity (and to lower right frontal activity). This pat-
tern suggests a link between anger and the approach system, because the approach system
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has been linked to activation of the left prefrontal cortex (e.g., Davidson, 1992). On the
other hand, an important qualification on this finding is that it pertains to trait rather
than state anger. More recently, Harmon-Jones and Sigelman (2001) induced a state of
anger in some persons but not others, then examined cortical activity. Consistent with the
findings described thus far, they found elevations in relative left frontal activity, suggest-
ing that anger relates to greater engagement of the approach system.

One more source of evidence on anger is research in which participants indicated the
feelings they experienced in response to hypothetical events (Study 2) and after the de-
struction of the World Trade Center (Study 3; Carver, in press). Participants had been
preassessed on a self-report measure of the sensitivity of their approach and avoidance
systems (Carver & White, 1994). Reports of anger related significantly to premeasured
sensitivity of the approach system, whereas reports of anxiety related to sensitivity of the
avoidance system.

In summary, there are good reasons to believe that certain kinds of negative affect re-
late to an approach system. There is also some reason to suspect that certain kinds of
positive affect relate to an avoidance system.

I have devoted a good deal of space to this issue. Why does it matter so much? It
matters because it appears to have major implications for the search for a conceptual
mechanism underlying affect. Theories that argue for two unipolar dimensions appear to
assume that greater activation of a system translates directly to more affect of that va-
lence (or greater potential for affect of that valence). If the approach system instead re-
lates to both positive and negative feelings, this direct transformation of system activa-
tion to affect is not tenable. How, then, can theories assuming such a transformation
account for the negative affects?

A conceptual mechanism would be needed that naturally addresses both positive and
negative feelings within the approach function (and, separately, the avoidance function).
One such principle is the one described here (Carver & Scheier, 1990, 1998). There may
be others, but this one has advantages. For example, its mechanism fits nicely with the
fact that feelings occur continuously throughout the attempt to reach an incentive, not
just at the point of its attainment. Indeed, feelings rise, wane, and change valence as prog-
ress varies from time to time along the way forward.

COUNTERINTUITIVE IMPLICATIONS

Another potentially important issue also differentiates this model from most other view-
points on the meaning and consequences of affect. Recall that this theory sees affect as re-
flecting the error signal from a comparison process in a feedback loop. This idea has
some very counterintuitive implications—in particular, implications concerning positive
affect (Carver, 2003Db).

If affect reflects the error signal in a feedback loop, affect is therefore a signal to ad-
just rate of progress. This would be true whether the rate is above the mark or below it,
that is, whether affect is positive or negative. For negative feelings, this is not at all con-
troversial. This line of thought is completely intuitive. The first response to negative feel-
ings is to try harder. (For now, I disregard the possibility of giving up effort and quitting
the goal, though that possibility clearly is important; I return to it later.) If the person tries
harder, and assuming that more effort (or better effort) increases the rate of intended
movement, the negative affect diminishes or ceases.

For positive feelings, however, the implications of this line of argument are very
counterintuitive. In this model, positive feelings arise when things are going better than
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necessary. But the feelings still reflect a discrepancy (albeit a positive one), and the func-
tion of a negative feedback loop is to minimize discrepancies. Thus, the system “wants”
to see neither negative nor positive affect. Either quality (deviation from the standard in
either direction) would represent an “error” and lead to changes in output that would
eventually reduce the error.

This view argues that people who exceed the criterion rate of progress (i.e., who
have positive feelings) will reduce subsequent effort in this domain. They are likely to
“coast” a little (cf. Frijda, 1994, p. 113)—not necessarily stop, but ease back, such that
subsequent rate of progress returns to the criterion. The impact on subjective affect
would be that the positive feeling is not sustained for very long. It begins to fade. The fad-
ing may be particularly rapid if the person does turn from this activity to another domain
of behavior (Erber & Tesser, 1992).

Let me be clear that expending greater effort to catch up when behind, and coasting
when ahead, are both presumed to be specific to the goal domain to which the affect is at-
tached. Usually (though not always), this is the goal that underlies the generation of the
affect in the first place (for exceptions, see Schwarz & Clore, 1983). I am not arguing that
positive affect creates a tendency to coast in general, but rather that it creates a tendency
to coast with respect to this activity.

There is an analogy that fits this theory nicely. This is a kind of “cruise control”
model of the origins and consequences of affect. That is, the system just described oper-
ates much the same as a car’s cruise control. If your behavior is progressing too slowly,
negative affect arises. You respond by increasing effort, trying to speed up. If you are go-
ing faster than needed, positive affect arises, and you coast. A car’s cruise control is very
similar. Coming to a hill slows you down; the cruise control responds by feeding the en-
gine more gas, and you speed back up. If you cross the crest of a hill and roll downward
too fast, the system cuts back the gas, dragging the speed back down.

The analogy is intriguing partly because both parts have an asymmetry in the conse-
quences of deviation from the reference point. That is, both in a car and in behavior, ad-
dressing the problem of going too slow requires adding effort and resources. Addressing
the problem of going too fast does not. Indeed, quite the opposite. It requires only reduc-
ing resources. The cruise control does not apply the brakes, it just cuts back the fuel. The
car coasts back to the velocity set point. Thus, the effect of the cruise control on a high
rate of speed depends in part on external circumstances. If the hill is steep, the car may
exceed the cruise control’s set point all the way to the valley below.

In the same fashion, people usually do not react to positive affect by actively trying
to make themselves feel less good (though there are exceptions—Martin & Davies, 1998;
Parrott, 1993). They simply pull back temporarily on the resources devoted to the do-
main in which the affect has arisen. The positive feelings may be sustained for a long time
(depending on circumstances) as the person coasts down the subjective analogue of the
hill. Eventually, though, the reducing of resources would cause the positive affect to di-
minish. Generally, then, the system would act to prevent great amounts of pleasure as
well as a great amount of pain (Carver, 2003b; Carver & Scheier, 1998).

Coasting

The idea that positive affect leads to coasting, which would eventually result in reduction
of the positive affect, strikes some people as being unlikely at best. Many believe that
pleasure is instead a sign to continue what one is doing or even to immerse oneself in it
more deeply (cf. Fredrickson, 2001; Messinger, 2002). On the other hand, the latter view
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creates something of a logical problem. If pleasure increases engagement in the ongoing
activity, leading thereby to more pleasure and thus more engagement, when and why
would the person ever cease that activity?

The notion that positive feelings induce coasting may seem unlikely, but we are not
the only ones to have suggested such a thing. In discussing joy, Izard (1977) wrote,

If the kind of problem at hand requires a great deal of persistence and hard work, joy may put
the problem aside before it is solved. . . . If your intellectual performance, whatever it may be,
leads to joy, the joy will have the effect of slowing down performance and removing some of
the concern for problem solving. This change in pace and concern may postpone or in some
cases eliminate the possibility of an intellectual or creative achievement. ... If excitement
causes the “rushing” or “forcing” of intellectual activity, a joy-elicited slowing down may be
exactly what is need to improve intellectual performance and creative endeavor. (p. 257,
emphasis added)

More recently, Izard and Ackerman (2000) wrote, “Periodic joy provides respite from the
activity driven by intense interest” (p. 258, emphasis added).

Does positive affect lead to coasting? I know of no data that address the question un-
ambiguously (though suggestive evidence was reported by Mizruchi, 1991). To do so, a
study must assess coasting with respect to the same goal as that underlying the affect.
Many studies have been done in which positive affect is created in one context and its in-
fluence is assessed on another task (e.g., Isen, 1987, 2000; Schwarz & Bohner, 1996).
Those who conduct such studies typically work hard to make the two contexts appear
unrelated. Thus, this question seems to remain relatively open.

Coasting and Multiple Concerns

One reason for doubting the idea that positive affect induces coasting is that it is hard to
see why a process could possibly be built-in that limits positive feelings—indeed, that re-
duces them. After all, a truism of life is that people supposedly are organized to seek plea-
sure and avoid pain.

I believe that a basis for the adaptive value of the tendency to coast lies in the fact
that people have multiple concerns at the same time (Carver, 2003b; Carver & Scheier,
1998; Frijda, 1994). Given multiple concerns, people do not optimize their performance
on any one of them, but rather “satisfice” (Simon, 1953)—do a good-enough job on each
concern to deal with it satisfactorily.

A tendency to coast would virtually define satisficing regarding that particular goal.
That is, reducing effort would prevent the attainment of the best possible outcome. A ten-
dency to coast would also foster satisficing regarding a broader set of several goals. That
is, if progress toward goal attainment in one domain exceeds current needs, a tendency to
coast in that particular domain (satisficing) would make it easy to shift to another do-
main at little or no cost. This would help ensure satisfactory goal attainment in the other
domain and, ultimately, across multiple domains.

Continued pursuit of the present goal without letup, in contrast, can have adverse ef-
fects. Continuing a rapid pace in one arena may sustain positive affect in that arena, but
by diverting resources from other goals it also increases the potential for problems else-
where. This would be even more true of an effort to intensify the positive affect, because
doing that would entail further diverting of resources from other goals. Indeed, a single-
minded pursuit of yet-more-positive feelings in one domain can even be fatal, if it causes
the person to disregard threats looming elsewhere.
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A pattern in which positive feelings lead to easing back and to an openness to shift-
ing focus, would minimize such adverse effects. It is important to note that this view does
not require that people with positive feelings shift goals. It simply holds that openness to
a shift in goals is a potential consequence—and a potential benefit—of the coasting ten-
dency. This line of thought would, however, begin to account for why people do eventu-
ally turn away from what are clearly pleasurable activities.

A provocative finding in this regard is that smiling infants engaging in face-to-face
interactions with their mothers periodically avert their gazes from their mothers, then
stop smiling. Infants are more likely to do this (and to avert their gaze longer) when they
are smiling intensely than when the smiles are less intense (Stifter & Moyer, 1991). This
pattern hints that the experience of happiness creates in the infant an openness to shifting
focus, or at least a tendency to coast with respect to the interaction with the mother, let-
ting the affect diminish before returning to the interaction.

PRIORITY MANAGEMENT
AS A CORE ISSUE IN SELF-REGULATION

The line of argument just outlined begins to implicate positive feelings in a broad func-
tion within the organism that deserves much further consideration. This function is the
shifting from one goal to another as focal in behavior (cf. Shallice, 1978). This basic and
very important function is often overlooked. Humans usually pursue many goals simulta-
neously (cf. Atkinson & Birch, 1970; Murray, 1938), and only one can have top priority
at a given moment. Yet from one time to the next, there clearly are changes in which goal
has the top priority.

The problem of priority management among multiple goals was addressed many
years ago in a creative and influential article by Herb Simon (1967). He pointed out that
any entity that has many goals needs a way to rank them for pursuit, and a mechanism to
change the rankings as necessary. Most of the goals we are pursuing are largely outside
awareness at any given moment. Only the one with the highest priority has full access to
consciousness. Sometimes events that occur during the pursuit of that top-priority goal
create problems for another goal that now has a lower priority. Indeed, the mere passing
of time can sometimes create a problem for the second goal, because the passing of time
may make its attainment less likely. If the second goal is important, an emerging problem
for its attainment needs to be registered and somehow taken into account. If the situation
evolves enough to seriously threaten the second goal, some mechanism is needed for
changing priorities, so that the second goal replaces the first one as focal.

Negative Feelings and Reprioritization

Simon (1967) reasoned that emotions are calls for reprioritization. He suggested that
emotion arising with respect to a goal that is outside awareness eventually induces people
to interrupt their behavior and give that goal a higher priority than it had. The stronger
the emotion, the stronger is the claim being made that the unattended goal should have
higher priority than the current focal goal. The affect is what pulls the out-of-awareness
into awareness. Simon did not address negative affect that arises with respect to a current
focal goal, but the same principle seems to apply. In that case, negative affect seems to be
a call for an even greater investment of resources and effort in that focal goal than is now
being made.
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Simon’s analysis is applied easily to negative feelings such as anxiety. If you are fol-
lowing driving instructions that take you into a dangerous part of town, the focal goal is
getting to your destination. Anxiety that arises concerns a second issue—a threat to your
safety. If you promised your spouse you would go to the post office this afternoon and
you have been too busy to go, the creeping of the clock toward closing time can cause an
increase in anxiety. The anxiety is not about the work you’ve been occupied with, but
about the second issue: an angry spouse. Anxiety arises when a threat is coming closer,
whether the threat comes from an ongoing action (e.g., entering a bad area of town) or
arises through the passage of time. The greater the threat, the stronger the anxiety. The
stronger the anxiety, the more likely it is that the anti-goal from which it stems will rise in
priority, until it comes fully to awareness and itself becomes the focal reference point for
behavior.

Positive Feelings and Reprioritization

Simon’s discussion of shifting priorities focused on cases in which a nonfocal goal de-
mands a higher priority than it now has and intrudes on awareness. By strong implica-
tion, his discussion dealt only with negative affect. However, there is another way in
which priority ordering can shift: The currently focal goal can relinquish its place. Simon
noted this possibility obliquely. He pointed out that goal completion results in termina-
tion of pursuit of that goal. However, he did not address the possibility that an as-yet-
unattained goal might also yield its place in line.

Consider the possibility that positive feelings represent a cue regarding reprioriti-
zation, but a cue to reduce the priority of the goal to which the feeling pertains. This pos-
sibility appears to do no violence to the sense of Simon’s analysis. Rather, it simply sug-
gests that the function he asserted for affect is relevant to affects of both valences.
Positive affect regarding an avoidance act (relief or tranquility) indicates that a threat has
dissipated, no longer requires as much attention as it did, and can now assume a lower
priority. Positive feelings regarding approach (happiness, joy) indicate that an incentive is
being attained. If it has been attained, effort can cease, as Simon noted. If it is not yet at-
tained, the affect is a signal that you could temporarily put this goal aside, because you
are doing so well. That is, it’s a sign that this goal can assume a lower priority (Carver,
2003b).

If a focal goal diminishes in priority, what follows? In principle, this is a less directive
situation than the one in which a nonfocal goal demands an increase in priority (which is
very specific about what goal should receive more attention). What happens next in the
case of positive affect depends partly on what else is waiting in line. It also depends partly
on whether the context has changed in any important way while you were busy with the
focal goal. That is, opportunities to attain incentives sometimes appear unexpectedly, and
people often put aside their plans to take advantage of such unanticipated opportunities
(Hayes-Roth & Hayes-Roth, 1979; Payton, 1990). It seems reasonable that people expe-
riencing positive affect should be most prone to shift goals at this point if something else
needs fixing or doing (regarding a next-in-line goal or a newly emergent goal) or if an
unanticipated opportunity for gain has appeared.

Sometimes the next item in line is of fairly high priority in its own right. Sometimes
the situation has changed and a new goal has emerged for consideration. On the other
hand, sometimes neither of these conditions exists. Often the situation has not changed
enough that a new goal has emerged for consideration, and no pressing goal is waiting in
line. In such a case, no change in focal goal would occur, because the downgrade in prior-
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ity of the now-focal goal does not render it lower than the priorities of the alternatives.
Thus, positive feeling does not require that there be a change in direction. It simply sets
the stage for such a change to be more likely.

Given the nature of this line of reasoning, it seems likely that when the priority of the
focal activity drops, there ensues a scanning for potential next actions (cf. Vallacher &
Kaufman, 1996). Such scanning would use internal information about goals waiting in
line and also information from the environment. Unless the latter took place, there would
be no chance to recognize and act on unexpected opportunities.

Evidence That Positive Affect Promotes Shifting

Aspects of this line of reasoning have a good deal in common with ideas recently pro-
posed about circumstances under which people do and do not engage in self-esteem-pro-
tective behavior. Maintaining self-esteem is an important human goal (e.g., Tesser, 1988).
When people are in good moods, however, self-esteem enhancement becomes less likely
(Tesser, Crepaz, Collins, Cornell, & Beach, 2000). Tesser et al. argued from this that self-
esteem maintenance follows the principle of satisficing. That is, it does not happen all the
time in people’s behavior. As long as the self-image is above a threshold of positivity,
there is no effort to build it higher. Only if it falls below the threshold is effort engaged to
prop it back up (cf. Reed & Aspinwall, 1998).

This line of argument was specific to self-evaluation maintenance. But it is consistent
in theme with the ideas just presented about coasting and shifting as a way of satisficing
with respect to multiple concerns. The effects that Tesser and colleagues (2000) discussed
appear very much like the behaviors of people who are doing well enough for the time be-
ing with respect to one important goal (self-esteem), and are free to turn to something
else that might benefit from their attention.

Indeed, a variety of other evidence appears to fit the idea that positive feelings make
people more open to alternate goals, particularly desired goals that seem threatened. Trope
and Neter (1994) had participants complete two ostensibly unrelated sessions in succession.
In the first, positive affect was induced or not. In the second, participants took a social sensi-
tivity test and were told that they performed well on two parts of it but poorly on a third.
They then indicated their interest in reading more about their performances on the various
parts of the test. Positive-mood participants showed more interest in the part they had failed
than did controls. L interpret this as indicating that the positive feeling (arising from a behav-
ioral context unrelated to the target task) rendered people more open to fixing a problem
that needed fixing—the poor performance on the target task.

Trope and Pomerantz (1998) conceptually replicated this effect. In a first session,
participants experienced either success or failure. In an ostensibly unrelated second ses-
sion, they were offered feedback about their ability to attain life goals that varied in self-
relevance. The feedback would pertain to either self-assets or self-liabilities. After success,
greater self-relevance of the goal related to greater participant interest in feedback about
self-liabilities pertaining to that goal.

Reed and Aspinwall (1998) also conceptually replicated this effect. Participants com-
pleted a measure on which they had an opportunity to affirm their kindness (or a control
measure). They then had an opportunity to read information that either asserted or dis-
counted a potential health threat from caffeine. The key finding occurred among partici-
pants who were high caffeine users, and thus had the greatest reason to be threatened by
the threat assertion. The prior affirmation of positive self-image (kindness) made these
persons more open to the information about how caffeine poses a health threat.



Action and Affect 27

These studies all represent cases in which people confronted a personally relevant sit-
uation in need of repair. Other researchers have created situations in which someone else
needed help. A substantial body of research shows that people in good moods are more
willing to help another than are those in less-good moods (Isen, 1987, 2000). I interpret
this as reflecting a tendency to fix a salient problem (for more detail, see Carver 2003b).

Psychological Resource Models

Effects such as these have contributed to the emergence of the view that positive experi-
ences represent psychological resources. Trope and Pomerantz (1998) wrote that experi-
ences such as a success or a positive mood often serve as means to other ends, rather than
as ends themselves. Reed and Aspinwall (1998) suggested that positive self-beliefs and
self-affirmations act as resources that permit people to confront problematic situations
such as health threats (see also Aspinwall, 1998; Isen, 2000; Tesser et al., 2000; for even
broader resource models, see Hobfoll, 1989, 2002; Muraven & Baumeister, 2000).
This line of thought is not quite the same as that underlying the position I am taking,
but some of its connotations are very similar. Either line of thought suggests that when
the situation seems to be in good shape in the focal domain (via a success, or recall of
good times, or positive feelings, or self-affirmation), people are more likely to take up a
salient problem in another domain. Although the findings described are consistent with
this line of reasoning, most of the studies were conducted to investigate self-protective
tendencies per se, rather than shifts in goal or task. My line of reasoning holds that such
shifts should be observable for a wide range of alternative activities, rather than just for
those related to self-improvement, health maintenance, helping, or the like (although
repairing problems for oneself would certainly be very high-priority targets for such

shifts).

Opportunistic Shifting

On the other hand, the idea that positive feelings act as psychological resources need not
be limited to cases in which resources permit people to turn to problems. For example, se-
cure infant attachment is widely seen as a resource that promotes exploration (Bowlby,
1988). Such a view also seems implicit in Fredrickson’s (1998) position that positive
feelings promote play.

The idea that positive affect serves as a resource for exploration resembles in some
ways the idea that positive feelings open people to noticing and taking advantage of
emergent opportunities, to being distracted into enticing alternatives—to opportunistic
behavior. Some evidence is consistent with this idea. Kahn and Isen (1993) reported stud-
ies in which people had opportunities to try out choices within a food category. Those in
whom positive affect had been induced switched among choice alternatives more than
did controls. Isen (2000, p. 423) interpreted this as indicating that positive affect pro-
motes “enjoyment of variety and a wide range of possibilities,” which seems almost a
description of opportunistic foraging.

Another source of evidence worth brief mention, although there are also reasons to
view it with caution, is the behavior of persons in manic or hypomanic states. Mania is
characterized by positive feelings, and also by a high degree of distractibility (American
Psychiatric Association, 1994). This pattern is consistent with the idea that the positive
feelings render these persons especially susceptible to cues indicating opportunities for
gain that lie outside the framework of their current goal pursuit.
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Priority Management and Depressed Affect

One more aspect of priority management that should be addressed here concerns the idea
that in some circumstances, goals are not attainable and are better abandoned. We have
long argued that sufficient doubt about goal attainment results in an impetus to disen-
gage from efforts to reach the goal, and even to disengage from the goal itself (Carver &
Scheier, 1981, 1998, 1999a, 1999b). This is certainly a kind of priority adjustment, in
that the abandoned goal now has a lower priority than it had before. How does this sort
of reprioritization fit into the picture sketched in the preceding sections?

At first glance, the idea that doubt about goal attainment (and the negative feelings
associated with that doubt) causes reduction in effort seems to contradict Simon’s (1967)
position that negative affect is a call for higher priority. I believe, however, that there is an
important distinction between two kinds of negative affective experiences associated with
approach (Carver, in press). (A parallel line of reasoning can be applied to avoidance, but
I limit myself here to approach.) One set of negative affects related to approach coalesce
around frustration and anger. The other set coalesces around sadness, depression, and
dejection.

In presenting the Carver and Scheier (1998, 1999b) view on affect earlier (Figure
2.2), I described the approach-related affective dimension as ranging from elation to de-
pression. That depiction accounts for feelings of sadness, but it ignores frustration and
anger. In reality, however, although Figure 2.2 conveys the sense that approach-related af-
fect can be either positive or negative (or absent), it has only a rough fit to the conceptual
model on which it was based.

Theory holds that falling behind—progress below the criterion—creates negative af-
fect, as the incentive seems to be slipping away. Inadequate movement forward (or no
movement, or reverse movement) gives rise to feelings such as frustration, irritation, and
anger. The lagging of progress (or the affect thereby created) prompts enhanced exertion,
in an effort to catch up. Thus, the function of these feelings (or of the mechanism that un-
derlies them) is to engage effort more completely, to overcome obstacles and reverse the
inadequacy of current progress. If the situation is one in which more effort (or better ef-
fort) can improve progress, such effort allows the person to move toward the incentive at
an adequate rate, and attaining the incentive seems likely. This case fits the priority
management model of Simon (1967).

Sometimes, however, continued efforts do not produce adequate movement forward.
Indeed, if the situation involves loss, movement forward is precluded, because the incen-
tive is gone. In a situation in which failure seems (or is) assured, the negative affect has a
different tone. Here the feelings are sadness, depression, despondency, dejection, grief,
and hopelessness (cf. Finlay-Jones & Brown, 1981). Accompanying behaviors also differ
in this case. The person tends to disengage from—give up on—further effort toward the
incentive (Klinger, 1975; Wortman & Brehm, 1975; for supporting evidence, see Lewis,
Sullivan, Ramsay, & Allessandri, 1992; Mikulincer, 1988).

I know of two published studies that obtained patterns of emotions consistent with
this portrayal (Mikulincer, 1994; Pittman & Pittman, 1980). In each, participants re-
ceived varying amounts of failure, and their emotional responses were assessed. In both
cases, reports of anger were most intense after small amounts of failure, and lower after
larger amounts of failure. Reports of depression were low after small amounts of failure,
and intense after larger amounts of failure.

As just described, approach-related negative feelings in these two kinds of situations
are presumed to link to two very different effects on ongoing action. Both have adaptive
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properties. In the first situation—when the person falls behind but the goal is not seen as
lost—feelings of frustration and anger accompany an increase in effort, a struggle to gain
the incentive despite setbacks. Consistent with this view, Frijda (1986, p. 429) has argued
that anger implies having the hope that things can be set right (see also Harmon-Jones &
Allen, 1998). This struggle is adaptive (thus, the affect is adaptive) because the struggle
fosters goal attainment.

In the second situation—when effort appears futile—negative feelings of sadness and
depression accompany reduction of effort. Sadness and despondency imply that things
cannot be set right, that further effort is pointless. Reduction of effort in this circum-
stance can also have adaptive functions (Carver & Scheier, 2003; Wrosch, Scheier,
Carver, & Schulz, 2003; Wrosch, Scheier, Miller, Schulz, & Carver, in press). It serves to
conserve energy rather than to waste it in futile pursuit of the unattainable (Nesse, 2000).
If reducing effort also helps to diminish commitment to the goal (Klinger, 1975), it even-
tually readies the person to take up pursuit of another incentive in place of this one. That
is, it is hard to turn to a new goal until one disengages from the unattainable goal and is
no longer preoccupied by it.

The variations in effort described in the preceding paragraphs are portrayed in Fig-
ure 2.3, which elaborates on the left panel of Figure 2.2 (and is an adaptation of a figure
from Carver, in press). The left side of Figure 2.3 portrays the hypothesized reduction in
effort when velocity exceeds the criterion, discussed earlier. The right side portrays both
the strong engagement implied by frustration and anger, and the disengagement of
sadness and dejection.

I want to make two additional points about the portion of Figure 2.3 to the right of
the criterion rate. First, this part of Figure 2.3 has much in common with several other
depictions of variations in effort when difficulty in moving toward a goal gives way to
loss of the goal (for details, see Carver & Scheier, 1998, Ch. 11). Perhaps best known is
Wortman and Brehm’s (1975) integration of reactance and helplessness. They described a
region of threat to control, in which there is enhanced effort to regain control, and a re-
gion of loss of control, in which efforts diminish. Indeed, the figure they used to illustrate
those regions greatly resembles the right side of Figure 2.3.

Frustrated

Extent of
engagement
or effort

Criterion

FIGURE 2.3. Approach-related affects as a function of doing well versus doing poorly compared to
a criterion velocity, building on the left panel of Figure 2.2, which has been rotated 90° at the left.
Additional affects are named here, and a second (vertical) dimension indicates the degree of behav-
ioral engagement posited to be associated with affects at different degrees of departure from neu-
tral. From Carver (in press). Copyright by the American Psychological Association. Adapted by
permission.
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Second, the right side of Figure 2.3 is drawn with a rather abrupt shift from frustra-
tion to sadness. The degree of abruptness of the transition in this figure is arbitrary. I be-
lieve there are cases in which the transition is abrupt, and also cases in which it is not.
The two sets of cases may be distinguished by their relative importance. Importance is a
variable that I have ignored in this discussion, but it is one that obviously must play a
very large role in the intensity of affective experience. Although there is not space here to
address this issue adequately, discussions of it can be found elsewhere (Carver & Scheier,
1998, 1999a, 1999b).

This aspect of Figure 2.3 illustrates how these ideas can be linked to another set of
ideas that are increasingly influencing thought in psychology: the concepts of dynamic
systems theory (Vallacher, Read, & Nowak, 2002). The transition from engagement to
disengagement can be seen as a gradual movement along a dimension, but it can also be
seen as a qualitative shift, even the bifurcation of a cusp catastrophe (Carver & Scheier,
1998, Chs. 14-16). In theory, situations that create aggravation versus despondency
move subsequent behavior in divergent directions: further efforts versus giving up. The
idea that behavior under adversity bifurcates into the two classes of effort versus giving
up has been an aspect of our conceptual model for decades (Carver & Scheier, 1981).

TWO MORE ISSUES

I would like to mention briefly two more issues that remove us from the main points of
this chapter, but also bear on the viability of these ideas. Both suggest ways in which these
ideas must incorporate additional flexibility.

Conflict and Self-Control

One issue concerns conflict. Conflict occurs whenever two values are engaged at the same
time (for pursuit or avoidance), and responses to one create problems for the other. Con-
flict has been an important concept in psychological theory for generations (Miller,
1944). The theoretical model outlined here seems well suited to the general notion of con-
flict (for details, see Carver & Scheier, 1998, 1999a, 1999b).

Of particular interest to many people in recent years have been cases in which a per-
son is both motivated to do something and motivated to restrain that impulse (Carver,
2003a). Impulse restraint is a common problem in life outside the laboratory, and one
with serious practical implications in contexts that include dieting, substance abuse, re-
straint of aggression, and many others. Partly for this reason, this class of situations has
become the focal case for many discussions of conflict. Indeed, some writers have gone so
far as to use the term “self-regulation” as synonymous with “self-control,” referring to
the overcoming of an impulse (Baumeister & Heatherton, 1996).

Self-control often is difficult, and sometimes the restrained impulse breaks free. Con-
sider binge eating. The binge eater wants to eat but also wants to restrain that desire. If
self-control lapses, the person stops trying to restrain, and binges. Baumeister and
Heatherton (1996) have noted that mental fatigue plays a role in this, but fatigue is rarely
the sole factor. There often is a point where the person says “Enough,” and stops trying
to self-control. We’ve suggested that confidence plays a role here, as elsewhere in behav-
ior (Carver & Scheier, 1998). The person who is confident continues the struggle to re-
strain. The person whose confidence has sagged is more likely to give up. As in Figure
2.3, there is a bifurcation among responses: continued resistance versus giving up.
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Muraven, Tice, and Baumeister (1998; Muraven & Baumeister, 2000) extended this
line of thought to argue that self-control involves a resource that is limited and can be-
come depleted by extended self-control efforts (see also Schmeichel & Baumeister, Chap-
ter 5, and Vohs & Ciarocco, Chapter 20, this volume). When the resource is depleted, the
person becomes vulnerable to a failure of self-control. This view suggests further that the
pool of self-control resources is shared, so that exhausting resources with one kind of
self-control (e.g., concentrating hard for many hours on a writing assignment) can leave
the person vulnerable to a lapse in a different domain (e.g., eating restraint). This model
of competition for limited energy, which evokes the competition between id and ego, is a
reminder that behavioral self-regulation occurs in a living biological body that has its
own constraints (e.g., energy depletion through exertion).

Much of the recent literature on this issue focuses on situations in which the person
is restraining a self-destructive or socially destructive impulse. As noted earlier, the practi-
cal implications of such cases make them particularly salient. Yet the structure of these
conflicts does not seem inherently different from the structures of other conflicts. The de-
sire to eat without restraint conflicts with the desire to control one’s weight. The desire to
lash out in anger at one’s boss conflicts with the desire to keep one’s job. In each case,
pursuing one desire creates problems for the other one.

There does appear to be one peculiarity in the case of impulse restraint that makes it
at least somewhat different from other cases, and this peculiarity may be important in its
own right. What I have described as an impulse under restraint is often literally impul-
sive. That is, it is not planful, thought out, or premeditated. The act of restraint, in con-
trast, typically is an effort to attain or maintain a somewhat more abstract or long-term
goal, which usually is more premeditated and planful. A number of theorists in personal-
ity—social psychology and elsewhere have asked how impulsive and planful actions differ.
Some theorists have argued that there are two distinct systems of self-regulation, with
two sorts of operating characteristics (cf. Chaiken & Trope, 1999; Epstein, 1985, 1994;
Lieberman, Gaunt, Gilbert, & Trope, 2002; Metcalfe & Mischel, 1999; Shastri &
Ajjanagadde, 1993; Sloman, 1996; Smith & DeCoster, 2000).

This is an interesting idea that has many implications. For example, it helps to make
sense of the finding that a loss of self-awareness (via deindividuation or alcohol ingestion)
causes behavior to become more impulsive and responsive to cues of the moment (e.g.,
Diener, 1979; Hull, 1981; Prentice-Dunn & Rogers, 1989; Steele & Josephs, 1990; see
also Hull & Slone, Chapter 24, this volume). In this pattern, it seems as though an
effortful, planful system is functioning less, leaving in charge an impulsive system with
only short-term goals. Indeed, some kinds of impulsive behavior cause further reduction
in self-awareness, thereby exacerbating the impulsive and unrestrained character of the
behavior (Baumeister & Heatherton, 1996; Heatherton & Baumeister, 1991; see also
Carver & Scheier, 1998, Ch. 13). This line of thought undoubtedly will receive much
further consideration.

Self-Organization and Dynamic Systems

Another issue I want to raise briefly concerns the emerging influence of a set of ideas of-
ten labeled dynamic systems theory (Nowak & Vallacher, 1998; Vallacher & Nowak,
1994, 1997; Vallacher et al., 2002). The details of dynamic systems theory would require
a long discussion (for basic introductions to some of the themes, see Carver & Scheier,
1998, 2002; for more elaborate treatments, though still based in the topics of social psy-
chology, see Vallacher & Nowak, 1994, 1997; Vallacher et al., 2002). For present pur-
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poses, I wish only to raise some of the central premises of dynamic-systems thinking and
to consider their implications for feedback models.

Dynamic systems models allow for stability (regions of behavioral space termed “at-
tractors”), but their hallmark is that they describe how systems change over time (e.g.,
shifts from one attractor basin to another). One way to link the concepts of dynamic sys-
tems to the ideas discussed here is to think of goals as attractors, and the reprioritization
of goals that people undergo as representing shifts from one attractor basin to another
(Carver & Scheier, 2002).

The dynamic-systems view of behavior and the control-process view of behavior are
in many ways complementary. However, there are different emphases in the ways the
models have been applied to psychological phenomena. In describing the feedback-based
view earlier, I implied that when a goal is adopted, the process of moving toward it is
guided by a representation of the goal, and managed and controlled by some sort of
“executive” or intentional process.

In contrast, the dynamic-systems model does not rely on assumptions about top—
down guidance, or even structure. Rather, attractors are said to arise from the intrinsic
dynamics of the system as it operates in its world over an extended period of time. Com-
plex systems are said to have a self-organizing character (Kelso, 19935; Prigogene &
Stengers, 1984). The various forces interweave in ways that are not determined by any
one of them alone, but rather by their mutual influences on each other. Patterns emerge
spontaneously.

The principle of self-organization has some fairly obvious applications to human be-
havior (Carver & Scheier, 2002). People’s perceptions appear to coalesce in Gestalt pat-
terns from the bits and pieces that underlie them (Read, Vanman, & Miller, 1997). Peo-
ple’s actions are sometimes shunted to an unintended path because of slight variations in
the circumstances they encounter. People occasionally discover what they are doing as
they find themselves doing it. Far more than we might think, our actions are influenced
by incidental stimulus qualities that we happen to encounter along the way (Bargh,
1997).

How can such different emphases be reconciled? One possibility returns us to the
idea of there being two different systems with somewhat different operating characteris-
tics (Carver & Scheier, 1998, 2002). There is good reason to believe that self-organizing,
emergent rhythms and cycles in behavior exert influences that have not been well appreci-
ated. There is reason to suspect that people drift or stumble into patterns of action (or
thought) they have not experienced before. Yet it also seems reasonable to suggest that as
emergent patterns stabilize over repeated occurrences, the patterns are coded into mem-
ory in a form that permits them to be invoked for re-creation by an intentional process.
To put it differently, a bottom—up process of self-organized pattern development may
consolidate in a way that leaves an entry point for top—down control.

Does such consolidation occur? Clearly, something like this happens in skill learning.
Something changes, as behaviors—even self-organized coordinations—are repeated over
and over. Indeed, there is evidence that different parts of the brain are involved to differ-
ent degrees when a behavior is relatively new versus being well practiced (Gazzaniga,
Ivry, & Mangun, 1998). Two modes of creating behavior may be at work, one operating
bottom—up, the other top—down. Executive use of compiled capabilities cannot happen
without a solid record of what the capabilities are; one way for such a record to exist
would be through an earlier emergence and consolidation of lower order, self-organized
coordinations.
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CONCLUDING COMMENTS

The ideas just outlined are more than just a little speculative, and they raise many ques-
tions. Indeed, many questions about human behavior have been ignored altogether here.
For instance, what about will? What about self-determination? Even the top—down
effortful processes outlined earlier were described in ways that seem rather automatic, de-
void of self-determination. These questions, though important, remain untouched in this
chapter. They are discussed in depth in other places (e.g., Bargh, 1997; Deci & Ryan,
2000; Ryan & Deci, 2001; Wegner, 2002). As I said at the chapter’s outset, however, the
ideas outlined here cover only parts of the puzzle. Creating models of self-regulation, as is
true of all of psychology, remains a work in progress.
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Affect Regulation
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A literature search 15 years ago on the terms “emotion,” or “mood,” or “affect” and
“regulation” or “management” would have produced scant results concentrated mostly
in the area of developmental psychology (e.g., Kopp, 1989). An important exception to
this was an influential, early article by Morris and Reilly (1987), who presented a review
of a few broad mood regulation strategies and summarizxed research relevant to mood
management in adulthood. Their article marked the start an era of intense interest in, and
active research on, the topic of affect regulation in adulthood. Consequently, if one were
to enter the same terms in a PsychINFO search today, over 3,000 references would be re-
trieved, at least, as of this writing.

Our purpose in this chapter is to describe research on affect regulation that has
emerged since the Morris and Reilly (1987) article. Our intention is not to provide an ex-
haustive review, but rather to summarize some of the key concepts and issues in this area,
and to cover topics important to research, including measures and models of affect regu-
lation. We also discuss several specific affect regulation strategies. However, we begin by
discussing what is regulated, and toward what purposes, in affect regulation.

DEFINING AFFECT REGULATION

There are many proposed definitions of affect regulation, but most include the notion
that, in the process of monitoring and evaluating affective states, individuals take action
either to maintain or to change (enhance or suppress) the intensity of affect, or to pro-
longed or shorten the affective episode (Gross, 1999; Parkinson, Totterdell, Briner, &
Reynolds, 1996; Thompson, 1994). “Affect” refers to the feeling tone a person is experi-
encing at any particular point in time. Feeling tones vary primarily in terms of hedonic
valance, but they can also differ in terms of felt energy or arousal. If the feeling tone is
strong, has a clear cause, and is the focus of conscious awareness, then we use the term
“emotion” to refer to those feelings. However, if the feeling tone is mild, does not have a
clear cause or referent, and is in the background of awareness, then we use the term
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“mood.” Although some authors have used the term “emotion regulation” (e.g.,
Davidson, 2000; Gross & John, 2002) and others, the term “mood regulation” (e.g., Par-
kinson et al., 1996), we prefer the more general term “affect regulation” to subsume the
management of subjective feeling states in general. Also, in this chapter, we are mostly
concerned with effortful or controlled affect regulation rather than automatic processes,
yet we acknowledge that many forms of affect regulation might involve either or both
(Forgas & Ciarrochi, 2002).

Why regulate affect? Affective states influence subsequent behavior, experience, and
cognition, especially in terms of social consequences (e.g., Bless & Forgas, 2000). So one
function of affect regulation is to limit the residual impact of lingering emotions and
moods on subsequent behavior and experience. Certainly, feelings provide important in-
formation to a person and serve to direct subsequent thought and behavior in mostly
adaptive ways; therefore, the goal of affect regulation is not to prevent or short-circuit all
affect. Rather, this goal of effective affect regulation is akin to hanging up the phone after
receiving a message. For example, if a woman is angry at her spouse because he did not
listen to her side in an argument, then that experience of anger should tell her that this is-
sue is important to her. Effective anger regulation would allow her to have the informa-
tion that her angry feelings convey, yet also use these feelings to energize an effective re-
sponse, thereby limiting the residual maladaptive interpersonal effects that often follow
in the wake of anger.

Affect regulation, according to this view, refers primarily to the modulation of feel-
ing states, mostly in terms of the valance of those states, but people seek to regulate en-
ergy level as well (Thayer, 2001). Researchers in the stress and coping tradition have pri-
marily emphasized the downregulation of negative affect (e.g., Bushman, 2002; Tamres,
Janicki, & Helgeson, 2002). However, other researchers are considering the upregulation
of positive affect as well (Davidson, 2000; Fredrickson, 2000; Lucas, Diener, & Larsen,
2003; Lyubomirsky, 2001). Whereas the emphasis on positive or negative affect differs
somewhat across investigators, the importance of affect regulation for adaptive function-
ing in everyday life has also received much attention (e.g., Fichman, Koestner, Zuroff, &
Gordon, 1999). For example, researchers have discussed the role of affective regulation in
organizational settings (e.g., Judge & Larsen, 2001), in families (e.g., Gottman, Katz, &
Hooven, 1997), in relationships (e.g., Eisenberg, Fabes, Guthrie, & Reiser, 2000), and in
old age (e.g., Carstensen, 1993).

Another important outcome of affect regulation is its relation to physical and mental
health. Research on neural correlates of emotion, which shows that disruption in the abil-
ity to regulate the duration of negative affect and to suppress (or inhibit) it, may be cru-
cial in explaining depression and other mood disorders (Davidson, 2002a; Davidson et
al., 2002a; Schaefer et al., 2002). Yet another example concerns the effects of affect sup-
pression on physiological functioning (Gross & Levenson, 1997), though the connection
between affect regulation and long-term health is still an open question (Davidson,
Jackson, & Kalin, 2000).

The main outcome variables of interest mentioned so far include how regulation in-
fluences the residual or downstream consequences of feeling states, how regulation func-
tions in adapting to the challenges of daily life, and how affect regulation relates to
health. In addition to these purposes, we believe that people regulate affect to achieve an-
other superordinate goal: to maintain a global sense of subjective well-being (SWB;
Larsen, 2000a). SWB, according to most experts (e.g., Diener & Seligman, 2002), has
two affective components at its core, both of which are considered as aggregates, or aver-
ages, over relatively long time periods. These two components are average levels of posi-
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tive affect (PA) and negative affect (NA). Thus, people influence their SWB by regulating
the “Big Two” affective states: PA and NA.

AFFECT REGULATION FOR SUBJECTIVE WELL-BEING

It is tempting to think in terms of a full factorial model of affect regulation, with a two
(PA and NA)-by-two (increase, decrease) model. The most obvious regulation strategies
are to increase PA and to decrease NA. There are, however, times when people want to
increase NA (e.g., increase sadness after a loss or increase anger after having been
wronged), or to decrease PA (e.g., to decrease happiness after some successful experience
to get back to some mundane task). Although these more counterintuitive versions of af-
fect regulation do exist (Parrott, 1993) and are worthy of study, they are most likely rare
and play a peripheral role in terms of affecting the outcomes mentioned earlier. Conse-
quently, we focus on those mechanisms directly related to minimizing NA or maximizing
PA.

Minimizing and maximizing affects also have multiple meanings. These efforts can
be directed toward influencing the felt intensity of the respective affect states. For exam-
ple, in terms of NA, efforts might be directed toward transforming absolute distress into
common misery. Alternatively, efforts might be directed toward the temporal duration of
the affective states. For example, one might regulate affect to shorten an episode of dis-
tress. Overall, volitional efforts involve hastening the adaptation to negative events and
slowing the adaptation to positive ones.

STRATEGIES AND BEHAVIORS FOR AFFECT REGULATION

Rippere (1977) was perhaps the first to generate a list of behaviors and cognitive strate-
gies designed to relieve negative emotions. Since then, there have been several proposals
for classifying affect regulation strategies. Borrowing and adapting a scheme from the lit-
erature on stress and coping, Morris and Reilly (1987) classified techniques for the self-
regulation of mood into four broad categories: management of the mood, modification of
the meaning or significance of the problem, problem-directed action, and affiliation.
Other researchers have sought to develop more empirically based classification schemes.
Based on factor analyses of self-reported frequency and effectiveness of strategy use,
Thayer, Newman, and McClain (1994) reported six categories of mood regulation: (1)
active mood management; (2) seeking pleasurable activities and distraction; (3) passive
mood management; (4) social support, venting, and gratification; (5) direct tension re-
duction; and (6) withdrawal/avoidance. Using a different approach, Parkinson and
Totterdell (1999) developed a classification system based on a hierarchical cluster analy-
sis of the conceptual distinctions among 162 different strategies and behaviors. Their
comprehensive work on mapping affect regulation strategies identified two main
distinctions: (1) cognitive versus behavioral strategies, and (2) engagement versus
diversionary strategies.

Larsen (1993, 2000b) reported results of applying an act-frequency approach to elic-
iting behaviors used in the regulation of emotion. After eliminating redundancies and
combining similar acts, Larsen (2000b) reported on an organizing scheme for presenting
24 behaviors into a two-by-two table: The acts are either behavioral or cognitive and are
focused on changing the situation or the emotion. This list of affect-regulating acts, many
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of which we discuss here, has been formed into a measure—called the Measure of Affect
Regulation Styles (MARS)—that has proved useful to researchers (e.g., Fichman et al.,
1999; Lerner & Larsen, 2002). We discuss this measure later and present an updated ver-
sion in Figure 3.1. Although more taxonomic work will undoubtedly be useful, it appears
that most of the variation in affect regulation behaviors is captured in the lists mentioned
so far, and researchers can proceed with more substantive questions.

An important substantive question is, which of the affects—PA or NA—is more im-
portant or more fundamental in terms of regulation efforts? Given the two routes to SWB
(increase PA and decrease NA), which is more efficacious? What should psychologists
recommend that someone do first, concentrate on promoting, PA or concentrate on
remediating NA?

INSTRUCTIONS FOR STATE ASSESSMENT

Did you do any of the following behaviors in an attempt to influence your feelings, either to
increase positive moods or to decrease negative moods? Check all that apply.

INSTRUCTIONS FOR TRAIT ASSESSMENT

In the space preceding each item, place a number from the following scale to indicate how
frequently you use that behavior to influence your feelings, either to increase positive moods or to
decrease negative moods.

Moderate
Not at all Hardly ever Sometimes amount Often Very often Almost always
0 1 2 3 4 5 6
| took action to solve the problem causing | socialized to forget my mood
- my mood | tried to reinterpret the situation, to find a

| tried to understand my feelings by
thinking and analyzing them

| made plans or a resolution to avoid such
problems in the future

| ate something to get over my bad mood
| wrote about my feelings in a diary, letter,
or e-mail

| withdrew from or avoided the situation

| tried to not let my feelings show, to
suppress any expression

| talked to someone about my feelings

| tried to be grateful for the things in my
life that are going well

| thought about something to distract
myself from my feelings

| drank coffee or caffeinated beverages
| did something fun, something | really
enjoy

| prayed, put my faith in God, or did
something religious

| watched TV, read a book, etc., for
distraction

| used alcohol to get out of a bad mood
| talked to an advisor or mentor

different meaning

| tried to accept it as my fate, what will
be, will be

I let my feelings out by venting or
expressing them

| kept to myself, | wanted to be alone
| treated myself to something special
| tried to put things in perspective

| tried to think about those things that are
going well for me

| laughed, joked around, tried to make
myself or others laugh

| compared myself to people who are
worse off

| tried to find something good in the
situation

| worked on something or stayed busy to
forget my mood

| played sports, exercised
| slept or took a nap
| went out of my way to help someone

| daydreamed of the time when | will not
have this problem

FIGURE 3.1. Measure of Affect Regulation Styles (MARS). Copyright by R. Larsen and Z. Prizmic.
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Negative Affect Regulation May Be More Important
Than Positive Affect Regulation

A good deal of literature suggests that negative life events have a stronger impact on sub-
jective feelings than do positive events (Baumeister, Bratslavsky, Finkenauer, & Vohs,
2001). Larsen (2002) presented data showing that negative events have a stronger gain
function than do positive events in terms of producing affective reactions, that negative
events produce more subjective consequences than do equally strong positive events, that
strong NA reactions last longer than strong PA reactions, and that the cognitive system is
designed to prioritize the processing of negative compared to positive information.
Larsen argues that NA is two to three times as strong as PA, such that, one bad day must
be outweighed by two or three good days to maintain average levels of subjective well-
being. Because NA is so much stronger than PA, we begin our discussion of specific affect
regulation strategies with those that seem most appropriate for remediating unpleasant
emotions. We acknowledge, however, that the distinction between strategies for negative
and positive affect regulation is more conceptual than absolute.

Distraction, Getting One’s Mind Off Negative Events or Emotions,
Avoiding Rumination

Distraction can involve disengagement from the problematic situation, or avoidance of
thinking about the problem. The behaviors employed may involve engaging in somewhat
low-effort but preoccupying activities (e.g., watching television, listening to music) or in
more difficult activities (e.g., working on a hobby, reading an involving book) in an effort
to get one’s mind off of a negative event or emotion. A somewhat different slant on this
strategy is to focus on the future, when this problem is resolved. One can also reallocate
resources, by thinking about something that occupies attention, or engage in a
demanding task.

In his study of emotion regulation in everyday life, Larsen (1993) reported that, among
a sample of college students, distraction was the single most frequently mentioned mood
regulation strategy. Out of all occasions when mood regulation strategies were used, stu-
dents mentioned distraction 14% of the time. However, the effects of distraction were
short-lived; mood on the occasion of distraction was slightly better than expected, though
in the next report period (between 6 and 12 hours later), it was no different than average.

To the extent that distraction is effective for affect regulation, it mostly likely works
by interrupting or preventing rumination. Although most people respond to negative life
events with a negative mood, those who are prone to depression or other emotion disor-
ders have difficulty “getting over” or recovering from negative events (Larsen & Cowan,
1988). Rumination, viewed as a breakdown in negative affect regulation caused by focus-
ing on feelings and enhancing negative cognitions, predicts depressive disorders, the onset
of depressive episodes, and anxiety symptoms (see Nolen-Hoeksema & Corte, Chapter
21, this volume). Being able to control one’s own thoughts through volitional effort to
avoid thinking about some unpleasant event is the way to avoid rumination. Whereas this
is often easier said than done, perhaps one approach to short-circuiting rumination is to
engage, at least temporarily, in distraction.

Venting, Expressing the Negative Affect, Catharsis

Freud taught that negative emotions, when not expressed, build up tension and ulti-
mately produce symptoms. Consequently, the discharge of negative emotions through ex-
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pression was thought to rid the psychological system of tension. Psychoanalysis is some-
times viewed as a form of venting therapy, because patients are encouraged to
reexperience the emotions associated with past traumas, a process known as “catharsis.”

Catharsis theory is most often associated with the management of anger. However,
reviews of relevant research (e.g., Geen & Quanty, 1977) conclude that venting or ex-
pressing anger does not reduce aggressive behavior. In recent studies, Bushman (2002;
Bushman, Baumeister, & Phillips, 2001) provided strong experimental evidence that an-
gered participants are more, not less, aggressive if they are encouraged to “let off steam”
by hitting a punching bag in the time between becoming angry and having an opportu-
nity to aggress against the person who angered them. Bushman concluded that venting
anger (e.g., hitting a punching bag) makes people angrier and more likely to be
aggressive.

What about venting as a regulation strategy for other negative emotions? In a daily
experience-sampling study, in which subjects reported on their moods and affect regula-
tion behaviors three times a day, Larsen (1993) found that venting was not an effective
strategy for regulating sadness. In fact, occasions when a person expressed or vented sad-
ness (e.g., by having a good cry) tended to be followed by occasions of elevated sadness.
Expressions of sadness appeared to perpetuate the sad feelings into the next reporting
occasion.

Emotion feedback theories (e.g., facial feedback) suggest that the outward expres-
sion of an emotion serves to amplify the subjective impact or feeling of the emotion.
Larsen, Kasimatis, and Frey (1992) demonstrated how inducing a furrowed brow pro-
duces stronger negative affect in response to unpleasant images compared to looking at
the same images with relaxed brow muscles. The authors argued that the facial expres-
sion serves to amplify ongoing emotion. From this perspective, venting, at least in the
short term, would work to amplify subjective feelings. As such, venting would probably
be more useful in the upregulation of positive emotions; that is, according to this line of
thinking, smiling, laughing, or even postural adjustments, such as sitting up tall or hold-
ing one’s shoulders back, can be used to increase positive feelings. We discuss this further
later.

Suppression, Keeping the Negative Affect from Being Expressed

In contrast to venting, “suppression” refers to inhibiting the expression of the negative
emotion. Emotional containment, or suppression, has been programmatically studied by
Gross (see Ochsner & Gross, Chapter 12, this volume). In a typical experiment, as partic-
ipants watch an emotion-inducing film (e.g., an arm amputation), some of them are in-
structed to suppress outward signs of any emotion they might experience. Subjects in the
suppression condition do report less disgust than the control group. However, the sup-
pression group also exhibits increased physiological activation compared to the control
group. Using a similar paradigm (viewing emotionally loaded slides), Buck (1977; Buck,
Miller, & Caul, 1974) reported conceptually similar findings two decades earlier. Buck
and colleagues reported that, when looking at similar emotional images, less expressive
subjects exhibited the most autonomic arousal. Buck argued then, as Gross and col-
leagues do now, that because the act of suppression takes work or effort, it is associated
with increased physiological arousal. This outlay of energy may interfere with adaptive
functioning.

Other researchers question this conclusion and suggest that the inhibition of negative
emotions may not always be associated with poor outcomes. For example, Consedine,
Magai, and Bonanno (2002) argued that it is a mistake to believe that emotional inhibi-



46 BASIC REGULATORY PROCESSES

tion is inherently unhealthy. They suggest that the capacity to inhibit emotional expres-
sion evolved because it is beneficial, in some instances, to be able to do so. Consedine and
colleagues argued for a more contextualized view of emotional inhibition, suggesting that
much depends on the specific emotion being inhibited, the time course of the emotion,
which component of emotion is being inhibited, and the degree of volition involved in the
inhibition. In addition, emotional suppression or inhibition may have different short- and
long-term consequences.

Cognitive Reappraisal, Finding Meaning in Negative Events

This strategy involves the attempt to find meaning in, or develop a positive interpretation
of, a problematic situation. Many terms have been used to describe this strategy, includ-
ing “positive reappraisal,” “cognitive restructuring,” and “cognitive reframing” (Tamres
et al., 2002). Tennen and Affleck (2002) used the term “benefit finding” to refer to the
search for benefits in adversity, the so-called “silver lining” in every dark cloud. They re-
viewed an impressive amount of research showing that perception of benefits in other-
wise negative experiences is associated with more adaptive long-term outcomes. For ex-
ample, Davis, Nolen-Hoeksema, and Larson (1998) asked people who had recently lost a
spouse, a parent, a child, or a sibling whether they could find anything positive in the ex-
perience. Seventy-three percent of the subjects reported that something positive could be
found, such as finding supportive others, strengthening family bonds, or providing a new
perspective on life. Six months later, those who had found some benefit to their loss were
less distressed than those who did not find such benefits.

The self-disclosure research by Pennebaker and colleagues (e.g., Niederhoffer &
Pennebaker, 2002) is relevant to this strategy. Pennebaker and others have shown that
persons who are induced to write about a traumatic experience over a period of time tend
to fare better—in terms of physical health, immune function, and psychological health—
than those who spend the same period of time writing about a mundane experience.
Pennebaker’s original explanation for this effect concerned the effort it takes to inhibit a
traumatic experience, something akin to keeping a secret. His more recent interpretation
of the effect, however, is more along the lines of self-disclosure as cognitive reappraisal.
By writing about a negative experience, he argues, people construct a story, a reinterpre-
tation of the event that facilitates a sense of resolution.

Gross (2001) makes the important observation that cognitive reappraisal can occur
even before a negative emotion is evoked. As such, this strategy is useful even when nega-
tive emotions are anticipated. For example, before a job interview, candidates might try
to convince themselves that the main purpose of the interview is to gather information
about the prospective employer. By keeping the upcoming job interview in this perspec-
tive, they potentially avoid the anxiety of seeing the situation in purely social evaluation
terms.

Downward Social Comparison

This strategy concerns comparing oneself to others and, if the comparison is favorable to
the self, then positive affective consequences accrue. After a negative event, comparing
oneself to others who have experienced a more severe negative event can serve to put
one’s problem into perspective. So a professor receiving a poor teacher rating might be
seen as a bad event. But if he can find other professors who have received worse ratings,
then his own rating might not seem so bad. No matter what, there are always people who
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are worse off, and making the comparison explicitly may serve to put one’s problem into
perspective.

Social comparison research occupies a very large domain within social psychology
(see Suls, Martin, & Wheeler, 2002, for a review), so generalizations are risky. Neverthe-
less, research shows that people play an active role in using comparison information, and
that they do so in part for emotional reasons (Suls & Wheeler, 2000). Correlational stud-
ies have shown that dispositionally happy persons are less affected by unfavorable social
comparison information (Lyubomirsky & Ross, 1997; Lyubomirsky, Tucker, & Kasri,
2001). Lockwood (2002) has demonstrated that the impact of downward comparison on
self-evaluation is dependent on factors such as similarity to the comparison other and the
likelihood that his or her fate might become one’s own (perceived vulnerability). Al-
though there is much to learn about social comparison processes, it is clear that people
often look for worse-off others with whom to compare fates, thereby enhancing their
own affective states.

Problem-Directed Action or Planning to Avoid Problems in the Future

This strategy involves thinking about and acting on the problem responsible for the un-
pleasant mood. For example, asking to be transferred to a different unit at work to avoid
an unpleasant coworker would be problem-directed action. Or the situation, if it cannot
be avoided, might be modified with an effort toward changing the problematic aspect.
For example, if one could not transfer to a different unit, then he or she might make an
effort toward modifying how he or she interacts with the troublesome coworker. Another
way to regulate the situation is for a person to control how he or she directs attention,
picking and choosing what parts of the situation receive attention.

Problem-focused and emotion-focused coping have been prominent for several de-
cades in the coping literature (e.g., Lazarus & Folkman, 1984). Whereas emotion-focused
coping is any attempt to reduce negative emotion, problem-focused coping involves con-
crete actions designed to solve the problem causing the person to feel unpleasant. The em-
phasis in this distinction is on the actions taken to solve the problem in problem-focused
but not emotion-focused coping. However, Larsen (1993) reported that planning how to
avoid similar problems in the future is a frequently used strategy. Moreover, this strategy
is associated with concurrent and subsequent improvements in mood. Because some
problems, like water under the bridge, cannot be recalled and fixed, it would seem that
efforts expended on planning to avoid similar problems in the future might be useful. As
such, after an unpleasant event, an improvement in mood might follow on the heels of
explicitly planning to avoid such events in the future.

Self-Reward, Thinking about or Doing Pleasant Activities

A common feature of behavioral approaches to self-management is the frequent use of
self-reward. These techniques grow out of a tradition that views emotion disorders, es-
pecially depression, as being caused by a lack of appropriate reinforcing experiences,
especially self-administered reinforcement. Along these lines, researchers have found
that depressed persons display a low frequency of self-reinforcing activities (Heiby,
1983). Experimental studies, in which some subjects are encouraged to increase the
number of pleasant events they provide themselves, and to focus on the pleasantness of
those events, indicate that this method is associated with lessened depression (Dobson
& Joffe, 1986).

Studies of daily experience have similarly shown that frequency of pleasurable activi-
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ties is correlated with increased positive affect (Parkinson et al., 1996), though the causal
direction (is mood causing the selection of more pleasant activities, or vice versa?) is still
unknown. Nevertheless, in another study of daily experience, Fichman and colleagues
(1999) found that engaging in pleasant, rewarding activities is the most successful strat-
egy for reducing negative affect. For the remediation of negative states, it would seem
that self-reward is an obvious and anecdotally frequent response. Faber and Vohs (Chap-
ter 26, this volume) propose the notion of self-gifting as a method of affect regulation,
prolonging PA or diminishing NA.

Self-rewarding experience can be an actual event (e.g., going shopping) or a more
cognitive pleasure (e.g., taking a few minutes off to recall some pleasant experience). One
strategy is to imagine the future, when the current problem has faded. Pleasant anticipa-
tions and pleasant memories may serve the same purposes. Josephson, Singer, and
Salovey (1996) demonstrate how, after being induced to a sad mood, then required to list
two memories, many participants listed positive memories. Moreover, when asked why
they elected memories of that valence, most participants mentioned mood repair as their
motivation. Similar results using positive memories to regulate negative moods are
reported by Rusting and DeHart (2000).

Fredrickson’s theory of positive affect (Fredrickson, 1998, 2000) holds that the func-
tion of positive affect is, in part, to hasten recovery from negative events. In experimental
studies, she has shown that, following a stressor, persons induced to a positive mood
show faster cardiovascular recovery than those in a control condition (Fredrickson &
Levenson, 1998). Such results suggest that the deliberate attempt to self-induce positive
affect through self-reward may be especially useful in speeding recovery from negative
events.

Exercise, Relaxation, Eating, and Other Physical Manipulations

Thayer (2001) provides an important review and integration of information on the affec-
tive consequences of exercise and eating. The empirical literature is large, is dispersed
across different disciplines, and is replete with ostensibly contradictory findings. For ex-
ample, moderate exercise appears positively correlated with pleasant affect in some sam-
ples but not in others. Extremely fit persons who are regular exercisers appear to get less
of an energy boost from exercise compared to persons who are only modestly fit.
Thayer’s own research (1987) indicates that moderate exercise, such as taking a brisk,
20-minute walk, is a reliable method for the average person to change a bad mood and
boost felt energy.

It may seem ironic that the use of energy (to exercise) actually elevates energy, but
the impact of exercise on affect and felt energy has been reliably demonstrated in a num-
ber of studies (e.g., Ekkekakis, Hall, Van Landuyt, & Petruzzello, 2000). In other re-
search (Stevens & Lane, 2001) with a group of athletes, exercise was rated as the most ef-
fective strategy for regulating anger, depression, fatigue, and tension. One possible
explanation why exercise might be judged so positively, especially among athletes, is that
it not only serves as a distraction from the negative affect they are trying to regulate, but
it also is seen as a good and positive behavior in its own right, independent of its affect-
regulating impact.

When it comes to food, emotional effects are complicated by a variety of factors, in-
cluding gender, culture, obesity, and psychopathology. There is a great deal of research on
the effects of prior mood on subsequent eating (reviewed in Thayer, 2001). Of the studies
on the other causal direction, there appears to be reliable evidence that the intake of
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sweets (refined sugar) leads to increased fatigue or tension (Thayer, 1987). Also, people
appear to use stimulants, such as coffee, tea, or nicotine, in explicit attempts to self-
regulate energy level (Adan, 1994). Research that directly examines the effects on mood
of ingesting various substances is relatively sparse. It seems likely, however, that sub-
stances that influence blood glucose, hormones, or neurotransmitters (especially dopa-
mine and serotonin) are likely to produce alterations in affective state. Similarly, activities
such as exercise or meditation (Davidson, 2002b), or even napping or going to sleep ear-
lier than usual (Parkinson et al., 1996), that affect these important biochemicals are also
likely to be associated with consequent changes in affective states.

Socializing, Seeking Comfort, Help, or Advice from Others

One characteristic that almost always correlates with happiness is the number, quality,
and frequency of relationships (Diener & Seligman, 2002). Happy people spend time
with others; they join groups, have many friends and loving relationships, build social
support networks, and generally find the presence of others to be both a satisfaction and
a motive for further social activity. Although such correlational evidence does not prove
that spending time with others causes one to be happy, such findings are at least
consistent with such a conclusion.

In a daily study of affect regulation in salespersons (who have frequent disappoint-
ments), Larsen and Gschwandtner (1995) found that social activity was among the most
frequently used regulation strategies among female salespersons. As pointed out by Tice
and Baumeister (1993), an important aspect of socializing for mood regulation concerns
not socializing with persons who are in the same mood. To socialize with a bunch of an-
gry people would probably not be a good choice for one trying to get over his or her an-
ger. Socializing may work to relieve negative affect through a variety of processes. For ex-
ample, telling one’s story to someone else provides the opportunity to reframe the
situation cognitively, allowing for a reappraisal and reinterpretation. It also provides dis-
traction, changes the situation, and potentially elicits positive emotions.

Withdrawal, Isolation, Spending Time Alone

It may seem contradictory that both socializing and isolation might be useful affect regu-
lation strategies. Nevertheless, isolation appears on the list of strategies presented by sev-
eral researchers (Larsen, 1993; Morris & Reilly, 1987; Parkinson et al., 1996). This strat-
egy refers to removing oneself from social activities during a negative emotional
experience. We have all heard someone say, “Leave me alone, ’'m in a bad mood.” Larsen
(1993), in his study of daily mood regulation patterns, reported that although this strat-
egy is not uncommon, it is also not very successful in remediating negative affect. This
basic finding was replicated by Fichman and colleagues (1999), who reported that spend-
ing time alone correlated with dispositional self-criticism (a component of depressive
style) and also was unrelated to mood improvement in their study of daily mood. Thus,
spending time alone is often employed or endorsed as a mood regulation strategy, yet its
overall effectiveness for general NA relief remains doubtful.

Perhaps the one type of NA for which withdrawal or self-isolation is adaptive is an-
ger. It would seem that when one is angry, especially when on the verge of “flooding” or
losing self-control, withdrawal from the situation is an appropriate strategy. For exam-
ple, if a parent becomes so angry at a child that he or she is on the verge of abusive physi-
cal action, then leaving the scene can be an adaptive response. However, for most other
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negative emotions, including sadness, anxiety, or shame, findings in the literature suggest
that spending time alone may not be adaptive.

Positive Affect Regulation

At first glance, it would seem that when people are feeling positive, they do not need to
regulate their affect. However, in a study of affect regulation strategies used in daily life,
91% of subjects reported that they had tried effortful strategies to induce or maintain a
positive mood (Prizmic, 1997). Based on these results, and on recent work from the posi-
tive psychology movement (e.g., Snyder & Lopez, 2002), we discuss three specific PA
regulation strategies.

Gratitude, Counting One’s Blessings,
or Focusing on Areas of Life That Are Going Well

This strategy is a bit like ruminating on the positive. It involves keeping a focus on one’s
strengths, or the events in life for which one can be thankful. Emmons and McCullough
(2003) have reported two experiments in which participants were randomly assigned to
one of three conditions: listing their hassles, listing things for which they were thankful,
or listing mundane daily activities. Participants made these lists either weekly for 10
weeks (Study 1) or daily for 21 days (Study 2). Participants also kept records of their
moods, coping behaviors, health behaviors, and physical symptoms. Across the studies,
gratitude-outlook groups exhibited heightened well-being on most of the outcome mea-
sures relative to the control groups. The effect of counting one’s blessings was not only
particularly strong for measures of positive affect but it also produced interpersonal and
self-reported health benefits.

Emmons and Shelton (2002) provide an interesting review of both philosophical and
spiritual perspectives on gratitude, and the small but growing scientific literature on this
topic. Typically, gratitude is expressed for positive events. However, finding something in
a negative event that is positive and worth being grateful for is a way of taking control
over the event, thereby choosing to extract some benefit by perceiving the event as a gift.
Most of the current research on gratitude nevertheless focuses on documenting the posi-
tive consequences of regularly reminding oneself of the good in one’s life. The “examined
life” is one in which a person regularly inventories those things for which he or she is
thankful.

How does gratitude work as an affect regulation strategy? One potential mechanism
is that it may slow down adaptation to positive events. People habituate or adapt even to
instances of great good fortune, such as winning a lottery (Brickman, Coates, & Janoff-
Bulman, 1978). Gratitude may work to slow adaptation by consistently reminding one or
refreshing the experience of the good event. Another potential mechanism whereby grati-
tude may work is by reminding the person of areas of his or her life that are going well.
This may be especially useful in times of stress, or following particularly negative events.
The process may be similar to Linville’s (1985) self-complexity notion. By reminding one-
self that there are things in life to be thankful for, one can buffer the effects of negative
events.

Helping Others, Committing Acts of Kindness

Altruism and emotion have been widely studied. However, the predominant causal direc-
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tion of interest in almost all experiments conducted to date has been the effects of emo-
tion on subsequent helping. A few studies have focused indirectly on the effects of helping
on the emotional state of the helper. For example, Wegener and Petty (1994) examined
the anticipated consequences of helping and found that persons in a happy mood (com-
pared to sad) based their decision to help on the anticipated affective consequences of
helping. In another example, Rosenhan, Salovey, and Hargis (1981) found that happy
persons were more likely to help and to anticipate positive consequences for helping.
However, actual measures of affect obtained after helping behavior were not obtained.
Nevertheless, many psychologists assume it is a forgone conclusion that helping produces
positive effects on affective state (e.g., Salovey, Mayer, & Rosenhan, 1991).

A lot of indirect evidence suggests that helping may influence PA. For example,
Simmons, Hickey, and Kjellstrand (1971) showed that persons who donated a kidney to
a relative were more likely to be happier than other relatives who did not donate. Lucas
(2000) found, in a daily experience sampling study, a substantial correlation between the
percentage of time participants spent helping other people and their scores on a global
well-being measure. And several researchers have demonstrated a link between dispo-
sitional happiness and the propensity to be generous, altruistic, and charitable (e.g.,
Feingold, 1983; Williams & Shiaw, 1999).

Humor, Laughter, Expressing Positive Emotions

Older theories of humor viewed the phenomenon as a form of disguised hostility or as a
defensive release of tension. More recent theories (e.g., Lefcourt, 2002) view humor as an
evolved mechanism that facilitates social interaction. Whatever the theory, most research-
ers agree that there are several different forms of humor, including derisive/disparaging,
self-depreciating, and self-directed or mature humor, where a person laughs at his or her
own disappointments or failings, or those of human nature in general. The latter is
thought to be the most positive and beneficial form of humor (Vaillant, 1977).

Researchers have demonstrated that people who smile or laugh frequently also have
more positive life outcomes. Much of the research shows that this effect is especially
strong during periods of stress. For example, Bonanno and Keltner (1997) reported that
bereaved persons who could smile and laugh as they spoke about their deceased spouse
were rated as more attractive and appealing by the interviewers. They interpret this find-
ing to mean that laughing and smiling after a traumatic event serve as a social signal that
the stressed individual is ready to reengage in normal social interaction. Correlational
studies show that persons with a sense of humor cope better with stress and illnesses, re-
cover faster from illnesses, and appear to have enhanced immune system responses com-
pared to low-humor persons (Lefcourt, 2002). Of the few true experiments conducted on
the topic, in which laughter was induced in one group but not another (the control), re-
sults also suggest that laughter attenuates certain physiological responses to stress (e.g.,
Newman & Stone, 1996).

In terms of coping with stress, Taylor, Kemeny, Reed, Bower, and Gruenewald
(2000) have shown that periods of self-conscious PA induction can be quite useful in
overcoming the deleterious effects of chronic stress. For example, among caretakers for
HIV patients, they found that many of the better copers reported efforts to self-induce
laughter and humor, such as taking time to tell jokes or watch a humorous movie. The
key to how laughter works may lie in the fact that it is an overt expression of a pleasant
state, and expression may be the key. Kuiper and Martin (1998) demonstrated that
laughter, not unexpressed pleasant emotions, moderated the relation between stress and
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distress. Expressions may amplify or extend the effects of the positive emotion. Duclos
and Laird (2001) argued that emotional experiences can be controlled through the
deliberate control of emotional expressions.

MODELS AND MEASURES OF AFFECT REGULATION
Models of Affect Regulation

Several researchers have proposed models for the process of affect regulation. Models are
useful, because they identify the key elements or parts of a process and explain mecha-
nism for how those parts work together. In one model of affect regulation, proposed by
Carver and Scheier (1982, 1990), progress toward one’s goals is regulated (see Carver,
Chapter 2, this volume). Affect is seen as a useful by-product in terms of providing feed-
back to the system in a self-correcting or control theory model of goal pursuit. Larsen
(2000b) provides a similar control theory model, the main difference being that affect is
directly regulated in his model; that is, Larsen proposed that people have a set point for
how they typically desire to feel. They then compare their current state to this set point
on a regular basis. When they notice discrepancies, they take action to regulate affect.
One valuable aspect of Larsen’s model is that it posits several points at which individual
differences might become apparent in the system. Many researchers view individual dif-
ferences in affect regulation with great interest, because these may offer insight into both
normal personality functioning and disorders of emotion.

Another model, the process model of emotion regulation, proposed by Gross (1999),
divides emotion regulation into two phases: strategies that may be engaged before the
emotion is evoked, and strategies that may occur after the emotional response. In this
model, antecedent-focused emotion regulation includes factors such as situation selec-
tion, situation modification, and attention deployment. Cognitive reappraisal might be
one form of antecedent-focused emotion regulation, if the effort to interpret the situation
benignly occurs before the emotional response. After the emotional response there is re-
sponse-focused emotion regulation, which includes strategies that diminish the intensity
or shorten unpleasant emotional experiences. The strategy that has received most of
Gross’s attention is suppression or inhibition of expression of negative affect, which we
discussed earlier.

Measures of Affect Regulation
State Conceptions

Several studies of affect regulation have employed the experience sampling method,
where subjects make repeated reports, perhaps several times a day, for fairly long time pe-
riods. In such studies the assessment of affect regulation typically occurs using a checklist
format, where subjects check off whether or not they engaged in a particular behavior or
cognitive strategy during the time period over which they are reporting. The assessment
instrument first developed by Larsen (1993) was based on the list of mood regulation
strategies presented by Morris and Reilly (1987) and contained 11 strategies in a check-
list format. This checklist was adopted and modified by Fichman and colleagues (1999)
in the form of a checklist used in their study of daily mood regulation and depression.

This checklist was recently updated and used in a study of daily affect regulation
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(Prizmic, 2000). The 24 affect regulation items on that checklist were also presented in a
theoretical paper by Larsen (2000b). We present the latest version of the MARS checklist
in Figure 3.1. This checklist, which consists of 32 affect regulation items, is a rapid way
to assess state affect regulation by asking participants whether they have engaged in any
of the behaviors or strategies described by the items. The MARS contains all of the strate-
gies discussed earlier, plus several others that might be of more specialized interest, such
as prayer, denial, or use of alcohol or drugs.

The MARS is probably most useful in prospective studies, in which the interest
lies in assessing ongoing affect regulation in everyday life. For example, it could be
used to assess the frequency with which people engage in each strategy over a fairly
long time period. One could also assess the relative effectiveness of each strategy by as-
sessing ongoing affect and examining changes that follow the enactment of specific
strategies. By combining both within- and between-person variations, even more com-
plex questions can be asked about affect regulation. For example, one might imagine
that most people would frequently use those strategies that are most effective. How-
ever, some persons (perhaps those high on neuroticism) might persist in using
ineffective strategies.

The MARS can be used in a variety of ways besides simply assessing current behav-
ior. It might be used, for example, to assess participants’ recollections of past behaviors,
in an effort to assess the recollected frequency of use, or it might be used to have partici-
pants judge the relative effectiveness of each strategy in their own experience. Perhaps
one of the more interesting applications of the MARS is to use its items to code open-
ended content for mood-regulating styles. For example, Lerner and Larsen (2002) asked
participants to write down what they did in the wake of the September 11, 2001, tragedy
to manage their affective reactions. The open-ended responses were then content-coded
according to the items on the MARS. The most widely use strategies in response to the
September 11 tragedy were socializing and information gathering, though cognitive reap-
praisal, withdrawal, helping others, and distraction were the next most frequent strate-
gies used. Subjects in the Lerner and Larsen sample were then categorized according to
whether or not they engaged in any strategies found by Larsen (1993) to be relatively in-
effective (i.e., distraction, withdrawal, venting, ingesting mood-altering substances, fatal-
ism, intellectualizing, and active forgetting). Subjects who engaged in ineffective affect
regulation styles had more physical and psychological symptoms following September 11
than subjects who engaged in the more effective affect regulation styles. Other research-
ers have also formulated checklists and rating scales for assessing affect regulation. In
particular, interested readers should consult the taxonomies of Parkinson and Totterdell
(1999) and Thayer and colleagues (1994).

Trait Conceptions

Several researchers have focused on the assessment of affect regulation as an individual-
difference characteristic. As such, several personality trait-type measures exist. For
example, Gross and John (2002) presented a 10-item measure, the Emotion Regulation
Questionnaire, that assesses the affect regulation strategies of suppression and cognitive
reappraisal. The items are statements to which the person either agrees or disagrees on a
7-point Likert-type scale. Although this scale shows promising levels of validity (e.g.,
Richards & Gross, 2000), it is limited to two regulation strategies, and the degree of
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overlap (or lack of discriminant validity) with existing personality traits (such as
emotional expressivity) is of some concern.

Another trait measure of affect regulation, developed by Garnefski, Kraaij, and
Spinhoven (2001), the Cognitive Emotion Regulation Questionnaire, is a 36-item inven-
tory that taps into a person’s style of responding to stressful events. The inventory yields
nine subscales for specific affect regulating styles (e.g., Cognitive Reframing, Positive Fo-
cus, Rumination, Planning for the Future, Self-Blame, Acceptance of Fate). The scales
have acceptable psychometric properties, and some have been shown to moderate the
relationship between stress and symptoms.

Mayer and Stevens (1994) developed the 7-item Meta-Regulation scale, which as-
sesses the three conscious affect regulation strategies of repair, dampening, and mainte-
nance. This scale has been used by several researchers (e.g., Kokkonen & Pulkkinen,
2001). Mayer and Salovey (1997) combined their interests to develop the concept of
emotional intelligence, which includes the concept of effective affect regulation. Although
their conceptual definition of affect regulation as an ability is lauded, the specific measure
they published (Mayer, Salovey, & Caruso, 2000) has been criticized on a number of
grounds (e.g., Davies, Stankov, & Roberts, 1998; Lerner & Larsen, 2002). Moreover, the
affect regulation components of emotional intelligence inventories typically yield one
score; thus, they do not provide much in the way of differential abilities or specific styles
of affect regulation. At this point, if one wanted a thorough assessment of the many and
various styles of affect regulation, then a version of the MARS (see Figure 3.1), with in-
structions worded in terms of trait responding, might be the most discriminating
approach to assessment of individual differences.

ISSUES FOR FUTURE RESEARCH
Frequency and Efficacy of Regulation Strategies

One important question concerns how frequently the strategies are employed. In the
study by Thayer and colleagues (1994), results were based on people’s recollected judg-
ments of which strategies they used in the past to change a bad mood. The most fre-
quently reported strategies included call, talk to, or be with someone; think positively;
concentrate on something else; avoidance; listen to music; and try to be alone. In a daily
study of a sample of trainee teachers, participants prospectively reported on their use of
mood-regulation strategies every 2 hours for 2 weeks (Totterdell & Parkinson, 1999). Re-
sults showed that the most frequently used strategies were the diversionary strategies
(e.g., distraction, rationalization, cognitive avoidance, and self-reward), which exceeded
the frequency of more engagement-type strategies (e.g., reappraisal, seeking social sup-
port). Another study by same researchers (Parkinson & Totterdell, 1996), examining a
sample of undergraduates, found that the most frequently used strategies were the en-
gagement strategies. In our daily study of undergraduates, using items from the MARS
(Prizmic, 2000), the most frequently used strategies were the more active, engagement-
type strategies of reappraisal and interacting with others. The question about frequency
appears to be influenced by which persons are being studied, and under what
circumstances.

Efficacy of strategies will likely prove to be a challenging topic to study. Preliminary
findings suggest that efficacy depends on numerous factors, such as the situations that
elicit the use of strategies (i.e., context-related regulation), individual differences, and
the effects of previously used mood-regulation strategies (i.e., individual experience;
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Kokkonen & Pulkkinen, 2001; Parkinson et al., 1996; Rusting & DeHart, 2000). One
particular difficulty will be judging whether persons are poor at enacting affect regulation
strategies, or whether they really have no problematic affects to regulate. For example,
both depressed and nondepressed persons might show low frequency of affect regulation;
the depressed, because they do not have the abilities, and the normals, because they do
not have the need to regulate.

Few studies have directly tackled the question of efficacy. Thayer and colleagues
(1994) assessed recollected effectiveness of strategies to change a bad mood, enhance en-
ergy, and reduce tension. Their results showed that people believed that the most effective
strategy for changing a bad mood, judged both by self-ratings and by psychotherapists,
was exercise, whereas controlling thoughts, reappraisal, and religious or spiritual activity
were rated best to raise energy and reduce tension. When strategy effectiveness is based
on actual prospective data, results show that different strategies are useful for regulating
different affective states. For example, in Totterdell and Parkinson’s (1999) daily study of
affect regulation, both engagement (e.g., reappraisal) and diversionary (e.g., distraction)
strategies increased cheerfulness and calmness, but only engagement was associated with
increases in energy. Pleasant activities and relaxation were best for enhancing calmness,
whereas active and energetic activities were best for enhancing energy.

In our own research (Prizmic, 2000), in which undergraduates reported their moods
and use of regulation strategies three times a day for 4 consecutive weeks, we were able to
assess efficacy as the degree to which negative affect was lower than would be expected
by chance on occasions following strategy use. Cognitive reappraisal correlated with
lower NA, whereas passive strategies, such as distraction and avoidance, correlated with
higher NA after their use. In addition, Prizmic (2000) found that the most frequently used
strategies were also the most effective strategies (i.e., cognitive reappraisal, socializing,
focusing on feelings).

Origin and Maintenance of Affect Regulation Styles

How do people develop effective affect regulation styles? If affect regulation is an ability,
from where does it come? Is there a genetic contribution? How much is learned? Could
schools develop and incorporate classes or interventions that teach affect regulation?
Might affect regulation produce biological changes that allow affective styles to be main-
tained? This is just a sampling of questions about the origin and maintenance of affect
regulation styles.

Davidson proposed increasing positive affect through meditation, which can poten-
tially influence plastic changes in brain circuits controlling emotion (Davidson, 2000;
Davidson et al., 2000). Further questions about maintenance concern whether more au-
tomatic forms of emotion regulation are associated with actual structural changes in the
brain (Davidson et al., 2000). In other words, when affect regulatory behaviors or strate-
gies have long durations or occur with great frequency, changes in the central circuitry of
emotion may actually occur. Individual or state differences in prefrontal activation may
play role in affect regulation, and may potentially be detectable with neuroimaging
technology (Davidson, 2000).

Short- and Long-Term Consequences

Another potentially important topic for research concerns understanding the short- and
long-term consequences of affect and affect regulation. Clearly, emotions are part of a
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cascade of responses, ranging from very fast central nervous system changes to somewhat
slower autonomic nervous system changes, to slower neurochemical and hormonal
changes, and to even slower changes in health status. Moreover, negative affect and stress
responses may accumulate over time to build up what has come to be called “allostatic
load” (e.g., Cacioppo & Gardner, 1999), the total physiological burden that has accrued
over a person’s lifetime. Total allostatic load may be one of the important concepts that
explain the long-term consequences of affect. Effective affect regulation may lessen the
buildup of allostatic load.

Another example of how short- and long-term consequences might be different con-
cerns effects of venting. It may turn out that venting, or the physical expression of nega-
tive emotions, is, in the short term, associated with a perpetuation of emotion and
thereby runs counter to effective regulation. On the other hand, emotional expression
may have beneficial long-term consequences in terms of health and relationship benefits.
Understanding the different processes that might be associated with short- versus long-
term processes involved in affect regulation remains a challenge for future researchers.

Affect Specificity and Person Specificity in Affect Regulation

It seems likely that different affect-regulating behaviors or strategies work differentially
for the different affective states. This might be assessed in terms of frequency (e.g., do
people more frequently engage in downward social comparison when they are sad com-
pared to when they are angry?), or the affect specificity might be assessed more in terms
of efficacy (e.g., inhibition of expression is more effective for controlling affects with
clear expressiveness components, such as anger, compared to affects that are not clearly
expressive, such as loneliness).

Person specificity is also very likely to be found in affect regulation. Sex differences
are an obvious first place to look. We might predict, for example, that women may more
frequently and successfully use strategies that rely on social interaction, whereas men
may be more likely to use and find effective those strategies that are less social, such as
exercising, seeking pleasure, or ingesting mood-altering substances. Age and cultural dif-
ferences might also be found to be instances of person specificity. For example, persons
from Asian cultures may be more likely to employ inhibition of expression strategies to
control affect.

Another very likely source of specificity is in terms of personality. Are certain person-
ality traits associated with using specific strategies either more effectively or more fre-
quently? For example, do extraverts engage in more active socializing, helping others,
and talking to friends or mentors than introverts? Do subjects who score high on
neuroticism, for example, persist in engaging strategies that are generally ineffective? Ad-
dressing the person- and affect-specificity questions may bring a new level of complexity
to research on affect regulation.

CONCLUSIONS

Research on affect regulation has grown tremendously over the last 20 years. Whereas
once it was almost the exclusive domain of developmental psychology, it is now a large
and active field of research, linking social, clinical, biological, and personality psychology
to affective science. The field of affect regulation has matured to the point that several
taxonomies have been published, and several measures exist for researchers interested in
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studying the topic. Moreover, a preliminary body of knowledge about the nature and role
of affect regulation in daily function exists, especially in terms of coping with negative life
events, and the roles of upregulating positive emotions and downregulating negative
ones. Yet much still remains to be learned about affect regulation. In this chapter, we have
tried to highlight developments in this area, to share our enthusiasm for this field and our
perspective on key issues, and to suggest several questions for future research.
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A fundamental human capacity is the ability to regulate and control our thoughts and be-
havior. Recent developments in neuroscience have increased our understanding of the
neural underpinnings of self-regulation. Our goal in this chapter is to describe areas in the
brain that appear to be involved in the self-regulation of thought and action. Self-regula-
tion is viewed here as the higher order (i.e., executive) control of lower order processes re-
sponsible for the planning and execution of behavior. For our purposes in this chapter,
self-regulation refers not only to executive processes such as working memory, attention,
memory, and choice and decision making, but also to the control of emotion (covering is-
sues of affect, drive, and motivation). The primary brain region responsible for these con-
trol functions is the prefrontal cortex (PFC), the anterior portion of the frontal lobes.

The PFC can be viewed as the seat of consciousness; it is the only area of the brain
that receives input from all sensory modalities; therefore, it is the area in which inputs
from internal sources conjoin with information received from the outside world. For
these reasons, the PFC has been labeled the “chief executive” (Goldberg, 2001) that is re-
sponsible for subjective reactions to the outside world and exernal behaviors that shape
our “personalities” (e.g., Bechara, Damasio, Damasio, & Anderson, 1994; Damasio,
1994, Stuss, Gow, & Hetherington, 1992; Stuss & Levine, 2002; Stuss, Picton, & Alex-
ander, 2001).
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THE FRONTAL LOBES
AS A SUPERVISORY ATTENTIONAL SYSTEM

A useful framework for understanding self-regulation is provided by Norman and
Shallice (1986). Their seminal model concerning the role of attention in automatic and
willed action describes two processes for the control of behavior. According to the model,
well-learned, simple actions may be executed via the contention scheduling system, with-
out conscious input. On the other hand, more complex behaviors that require attentional
input are carried out via the supervisory attentional system (SAS). The contention sched-
uling system works via lateral activation and inhibition among selected schemas for ac-
tion. Schema activation within this system does not rely on attentional control but is sim-
ply based on the determination of the activation values of the schemas. Norman and
Shallice use the example of typing a word on signal; this action sequence is represented by
a set of schemas that trigger the appropriate finger, hand, and arm movements, and can
be carried out within the contention scheduling system without attentional input.

However, the model also allows for the conscious control of more novel or complex
tasks, a function of the SAS. This system mediates attention, which in turn can control
the activation or inhibition values of behavioral schemas and bias the selection of the
contention scheduling system. This higher order control provided by the SAS is required
only for complex, novel, or dangerous tasks (e.g., a task that requires error correction or
planning), or tasks that require planning or overriding temptation. In other words, the
SAS is required when there is no available schema to achieve control of the desired behav-
ior. As mentioned earlier, the initiation and execution of routine action sequences do not
require input from the SAS.

Support for the notion that action sequences can be executed without conscious
attentional control is provided in part by the investigation of action slips. An example of
an action slip would be putting shaving cream on a toothbrush (see Norman, 1981; Rea-
son, 1979; Reason & Mycielska, 1982). Such errors arise now and then precisely because
the contention scheduling system is capable of selecting and initiating actions schemas
without attentional control. Occasionally, a schema for an inappropriate action may be-
come more strongly activated than the correct schema within the contention scheduling
system, resulting in an action slip. One of the key functions of the SAS is to inhibit such
prelearned responses when the context is inappropriate (see Baddeley, 1986, 1996;
Damasio, 1994; Luria, 1966; Shallice, 1988), so action slips are particularly likely to oc-
cur if the supervisory system is directed elsewhere at the time (i.e., if the mind is otherwise
engaged). In summary, although it is possible to apply attention to consciously modulate
behaviors, it is not necessary for the execution of routine actions. The concept of “will,”
in this sense, corresponds to the output of the SAS and the inhibition or activation of
behavioral schemas.

What happens, then, when this willful control is disrupted by damage to certain
parts of the brain (e.g., control and inhibition are impeded or no longer possible)? Does
damage to the PFC in effect equate to a damaged SAS? Norman and Shallice (1986) pro-
posed precisely this possibility: They maintained that the functions assumed for the SAS
correspond to the prefrontal areas described by Luria (1966) as responsible for the execu-
tion and regulation of behavior. Patients with frontal lobe damage provide support for
this contention. For example, in the same way that routine behaviors can be executed
without input from the SAS, basic functions (e.g., speaking or using objects) are usually
left unimpaired in persons with damage confined to prefrontal structures. Yet patients
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with frontal lobe damage (particularly those with damage to the dorsolateral PFC, as out-
lined later in the chapter) do have problems with tasks that are novel or that require plan-
ning or error correction (see Walsch, 1978)—precisely the role of the SAS in the Norman
and Shallice model. Frontal lobe patients often appear to have lost their supervisory con-
trol—their guide to complex or novel behavior. Rather, the cues that activate their behav-
ior are often environmentally driven, automatic, and immediate (Shallice, 1988; Stuss et
al., 1992). Therefore, such individuals are unable either to direct or to regulate their
behavior successfully.

Stimulus-based behavior is clearly evident in “utilization behavior,” which is the
compulsive need to act out the actions normally associated with everyday objects, even if
not appropriate to the current context—for example, drinking from an empty cup, or get-
ting into bed whenever one enters a bedroom (see Brazzelli, Colombo, Della Sala, &
Spinner, 1994; Lhermitte, Pillon, & Serdaru, 1986). A less common but more arresting
example of action error can be seen in alien hand syndrome, which is often the result of
damage to the supplementary motor area (SMA) or the corpus callosum. In this disorder,
one hand appears to have a will of its own, or is even seen as belonging to someone else.
The result of this loss of agency is that the alien hand performs uncontrollable and dis-
turbing movements—for example, one hand will undo every button that the other hand
does up (see Della Sala, Marchetti, & Spinnler, 1991; Ramachandran & Blakesee, 1998).
These types of behavior are often described as “environment-driven exploratory re-
sponses,” and can occur following lesions to the medial or orbital frontal lobes, as out-
lined later in this chapter. Clearly, these disorders represent a severe breakdown in self-
regulation, in that the individual is unable to achieve an intended goal.

Because patient data and observations appeared to be consistent with Norman and
Shallice’s viewpoint, Cooper and Shallice (2000) further explored the notion of routine
and complex action schemas by developing a computational model in which action
schemas are hierarchically organized within a network, and the selection of routine ac-
tions is based on competitive activation within this network. Cooper and Shallice pro-
posed that both everyday lapses and the more severe cases resulting from neurological
damage can be explained in this way. One explanation for frontal behaviors (such as uti-
lization behavior) is a loss of top—down input in the system (i.e., a loss of supervisory
control; Shallice, 1982; Shallice, Burgess, Schon, & Baxter, 1989). Another explanation is
offered by Schwartz and colleagues (1995), who proposed that these deficits may arise
from a lack of distinction between contention scheduling and supervisory attention
within the action system itself.

In simulating the contention scheduling system in detail, Cooper and Shallice (2000)
were able to vary the amount of top-down and environmental influence, and to apply the
model to a specific task—for example, the “coffee preparation domain.” They found that
the model was capable of producing hierarchically structured argument and action selec-
tions. For this particular task, 12 actions were performed (e.g., picking up the coffee,
tearing open the packet). The model could account for both everyday action sequences
and, with noise used to mimic a lesion, action disorganization or utilization behaviors in
neurological patients, providing support for the selection of routine actions based on
competitive activation within a hierarchical network of action schemas.

Shallice and Burgess (1996) further refined Norman and Shallice’s (1986) original
model by proposing that the SAS is in fact a modular system that can be divided into dif-
ferent subprocesses. In line with Norman and Shallice, and earlier work (Shallice & Bur-
gess, 1991), the authors propose that the SAS is functionally analogous to the PFC. How-
ever, this differs from previous accounts in that, here, the SAS is viewed as being
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responsible for a number of varied processes when confronted with a novel situation.
Shallice and Burgess suggested that to deal with a novel situation, a new, temporary,
schema must be constructed and implemented to take the place of the source schema trig-
gered by environmental cues. The temporary schema is then responsible for the control of
lower level schemas needed to achieve the task at hand. In extending the original role of
the SAS, this model takes into account the wide range of deficits that patients with frontal
damage exhibit.

However, Hart, Schwartz, and Mayer (1999) provided an alternative angle on the
routine—complex distinction that is fundamental to Norman and Shallice’s model and the
influence of the SAS. They provided examples of patients with traumatic brain injury
who made action errors not only on complex and novel tasks but also on familiar and ba-
sic tasks. This, they maintained, is because action errors originate from a nonspecific con-
sequence of brain damage, which is not necessarily connected entirely to frontal lobe
function. Rather, they saw the cause for impairment as an overall reduction in attention
and capacity that correlated with the severity of the cerebral damage.

Whether or not supervisory control is restricted entirely to the frontal lobes, these
ideas provide a useful framework for understanding issues of self-regulation and self-
regulation failure. Norman and Shallice’s model is important in highlighting the different
means by which actions can be executed, sometimes with the need for higher level pro-
cessing, yet often at a level outside conscious control, via the contention scheduling sys-
tem. The model allows for variety in how we experience actions and, therefore, regulate
our behavior, depending on the amount of supervisory or attentional input that occurs
within the execution of a particular action sequence.

A CLOSER LOOK AT THE FRONTAL LOBES

Three main PFC circuits have been implicated in executive function: the ventromedial—
orbitofrontal cortex (OFC), the dorsolateral prefrontal cortex (DLPFC), and the anterior
cingulate cortex (ACC) (see Chow & Cummings, 1999; Kaufer & Lewis, 1999). It has
been well documented for some time that these areas are responsible for the executive
control of behavior (e.g., Goldstein, 1944; Jastrowitz, 1888; Luria, 1973). Unusual case
studies dramatically highlight the importance of the frontal lobes in the execution of ev-
eryday behavior. In this chapter, we discuss issues of self-regulation in terms of brain re-
gions within the PFC deemed to be responsible for executive control (DLPFC) and emo-
tion regulation (VPFC and ACC), and also particular psychological concepts such as
working memory, self-awareness, and choice.

Dorsolateral Prefrontal Cortex

The DLPFC is implicated in spatial and conceptual reasoning processes, and has been as-
sociated with planning, novelty processing, choice, working memory, and language func-
tion (see D’Esposito et al., 1995; Dronkers, Redfern, & Knight, 2000; Fuster, Brodner, &
Kroger, 2000; Goldman-Rakic, 1987). These are traditionally viewed as “cold” executive
functions (Grafman & Litvan, 1999). More anterior functions of the DLPFC include
attentional switching, selective attention, and sustained attention (e.g., Chao & Knight,
1998; D’Esposito & Postle, 1999; McDonald, Cohen, Stenger, & Carter, 2000; Stuss &
Benson, 1984). Moreover, evidence suggests that the DLPFC is active in behavioral self-
regulation tasks, for example, the selection and initiation of actions (Spence & Frith,
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1999). It has been suggested that the DLPFC is important for mental control, in that it
provides top—down input for task-appropriate behaviors, whereas the ACC monitors
when this control needs to be implemented (McDonald et al., 2000), an issue we address
later in this chapter.

This idea is further supported by evidence that damage to DLPFC often results in ap-
athy, as well as diminished attention, planning, temporal coding, judgment, metamemory,
and insight (Dimitrov et al., 1999). Individuals with damage to this area may also exhibit
motor programming deficits (e.g., apraxia or aphasia), and often show diminished self-
care. If the damage to the DLPFC is bilateral and advanced, the patient may display
perseveration (the uncontrollable repetition of a verbal or a motor response) and
“primative reflexes” such as snouting, grasping, rooting, or sucking (e.g., Knight &
Grabowecky, 2000). These behaviors are also commonly evident in patients with
frontotemporal dementia, known as Pick’s disease (e.g., Ringholz, 2000), and clearly il-
lustrate a breakdown in self-regulation and an inability to direct behavior. Individuals
with DLPFC damage often find it extremely difficult to initiate behavior, but perversely,
once behavior has been initiated, they find it equally difficult to stop it.

Other characteristics linked to DLPFC damage include inertia, aggression, and in-
creased use of spoken profanities and loss of drive (Blumer & Benson, 1975; Pandya &
Barnes, 1987). Moreover, damage to areas that are richly interconnected with the frontal
lobes, for example, the cingulate, the thalamus, or the striatum, may also result in de-
creased drive and motivation (Damasio & Van Hoesen, 1983; Habib & Poncet, 1988;
Laplane, 1990). It seems that a crucial component of self-regulation—the ability to com-
pare the achieved outcome to the intended goal—is either gone or severely disrupted in
many patients with DLPFC damage.

Those with DLPFC damage may suffer from “dorsolateral syndrome,” characterized
by a sense of indifference and a generalized flatness of affect. One consequence of this
disorder is a change in the perception of pain. Patients who still report the sensation of se-
vere pain but are no longer bothered by it provide an extreme example of this disorder.
Those given frontal lobotomies in the 1940s and 1950s were described in this way. Free-
man and Watts (1950) attested that although the patients were capable of experiencing
pain, they did not react to it in the usual manner. Indeed, they appeared to have lost the
fear of pain altogether. Although this may perhaps appear to be a positive outcome of the
lobotomy, it should be noted that these individuals also lost depth of any emotion or feel-
ing (Freeman & Watts, 1950; Hurt & Ballantine, 1974). It has been suggested that this
alteration in the experience of pain as most people know it is caused by a disruption of
higher order regulation of lower order processes (see Goldberg, 2001), or, with reference
to Norman and Shallice’s model, disruption of the SAS.

In summary, although the DLPFC is most strongly associated with cold executive
function processes, it is clear that successful self-regulation would not be possible without
them. Processes such as emotional and behavioral self-regulation are, like many other
processes, underpinned by working memory, choice, novelty detection, and language
functions, and are therefore vital to the processes outlined in the rest of this chapter.

Ventromedial Prefrontal Cortex

The VPEC is strongly interconnected with the limbic structures involved in emotional
processing (Pandya & Barnes, 1987). The VPFC appears to be particularly important for
what is commonly viewed as the crux of self-regulation—how we control our behavioral
and emotional output, and how we interact with others (i.e., our “personality”; Dolan,
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1999). The OFC, a part of VPFC, is particularly implicated in emotional processing
(Pandya & Barnes, 1987), reward and inhibition processes (Elliott, Dolan, & Frith,
2000; Rolls, 2000; Volkow & Fowler, 2000), real-life decision making (Damasio, 1994;
Damasio, Tranel, & Damasio, 1991), self-awareness (Levine, Freedman, Dawson, Black,
& Stuss, 1999; Stuss, 1991; Stuss & Levine, 2002), and strategic regulation (Levine et al.,
1998). Damage to this area may therefore be associated with striking, and sometimes ag-
gressive, behavioral changes (e.g., Rolls, Hornak, Wade, & McGrath, 1994) and a star-
tling disregard or “myopia” with respect to the future (Bechara et al., 1994).

Perhaps the most famous case of damage to this part of the brain is that of Phineas
Gage, who underwent an extreme personality change after an explosion pushed an iron
tamping bar through his frontal lobes (Harlow, 1868). However, there are many other
disturbing examples of how damage to the VPFC and the polar frontal cortex can bring
about dramatic personality changes (see Stuss & Benson, 1986). Damage to the OFC
usually results in personality changes such as indifference, impaired social judgment, im-
paired pragmatics and social responsiveness, poor self-regulation, and inability to associ-
ate situations with personal affective markers (Damasio, 1994; Nauta, 1973). Damage in
this area has also been associated with deficits in creativity and reasoning (Eslinger &
Damasio, 1985; Milner, 1982), and can therefore severely disrupt everyday behavior.

Damage to the OFC may result in “orbitofrontal syndrome.” Unlike dorsolateral
syndrome, which results in a flattening of emotional affect, orbitofrontal syndrome may
be characterized by lack of impulse control and emotional disinhibition, distractibility,
poor judgment and insight, lack of social skills, and inappropriate affect (Stuss & Alex-
ander, 2000). Therefore, emotional expression and control is often severely impaired
(e.g., Stone, Baron-Cohen, & Knight, 1998; Tranel & Damasio, 1994). Often, an individ-
ual with damage to this area cannot inhibit the urge for instant gratification and, as a re-
sult, may engage in behaviors such as shoplifting, or display sexually aggressive behavior.
These individuals, who apparently feel no obligation to abide by rules, etiquette, or even
laws, are often described by others as selfish, boastful, immature, or sexually explicit
(e.g., Blumer & Benson, 1975; Grafman et al., 1996).

Strikingly, patients with damage to the OFC are often quite able to judge whether a
behavior is moral or immoral; acceptable or unacceptable, but they are unable to act on
this knowledge in order to adjust or guide their own behavior appropriately. Many years
ago, Luria (1966) noted this discrepancy between rhetorical knowledge and the ability to
use this knowledge as a guide to behavior in individuals with frontal lobe damage. Ander-
son, Bechara, Damasio, Tranel, and Damasio (1999) investigated the acquisition of com-
plex social norms and moral rules. Interestingly, they found that whereas persons who ac-
quired brain damage later in life were aware of what was inappropriate and what was
not (even if they could not act on this information), it appeared that the acquisition of
such rules was impaired in those who sustained early-onset (prior to age 16 months)
damage to the PFC. They reported that such early damage could lead to a lack of
morality akin to psychopathy.

For these reasons, damage to the OFC is often associated with criminal behavior, or
“frontal lobe crime.” A case study reported by Blair and Cipolotti (2000) describes an in-
dividual, J.S., with damage to the right frontal lobes, including the OFC, who became ex-
tremely aggressive and showed a “callous disregard” for others following his injury. In
their study, J.S.’s performance on several scales was compared to that of another patient
displaying dysexecutive syndrome and five prison inmates with developmental psychopa-
thy. What made J.S.s “acquired sociopathy” different, the authors argued (see also
Damasio, Tranel, & Damasio, 1990), was in part due to J.S.’s inability to respond to oth-
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ers’ negative (particularly angry) emotional reactions. He was unable to use these emo-
tional cues, as most of us do, to regulate his everyday behavior. Blair and Cipolotti (2000)
argued that the OFC is particularly important in generating these expectations (i.e., re-
sponding to social-emotional signals) to guide behavior or to suppress inappropriate be-
havior. Emotions and emotional signals are thought to play a large role in a wide variety
of executive processes, including decision making.

In his somatic marker hypothesis, in which reasoning and emotion are integral to
one another, Damasio (1994) proposed that the brain creates associations between body
states and emotions. For example, an association may be formed between the object tiger
and the emotion fear following repeated exposure to tigers. According to Damasio, this
feedback from our bodies is then stored as an emotional marker, or a biasing device (al-
though once the decision has been made, we do not necessarily link our choice to the rea-
son that these associations were formed in the first place). Somatic markers, he argued,
are crucial in the process of future decision making in terms of reducing options and se-
lecting actions. In this way, somatic markers work like an emotional alarm system, pro-
ducing our “gut feelings” that steer us toward, or pull us away from, certain courses of
action. In this sense, emotions comprise an integral part in decision making and other
aspects of self-regulation.

In defining more specific roles for the medial and lateral OFC, Elliott and colleagues
(2000) suggested that the OFC in general is implicated in monitoring reward values, and
the lateral OFC is particularly involved in suppressing a response that has been previ-
ously associated with a reward (e.g., gambling; see also Damasio, 1994; Rogers et al.,
1999). Moreover, the lateral OFC is involved in responding to angry facial expressions,
perhaps because they serve as a cue to inhibit inappropriate behavior in social contexts.
The anterior area of the OFC, they pointed out, has strong connections with the DLPFC,
a stucture that is also implicated in processes of inhibition. More posterior regions of the
OFC (which have the strongest connections to the amygdala, the insula, and the temporal
pole), the authors argued, are concerned with making risky decisions and choices, per-
haps because these choices involve overriding the risk of punishment with the possibility
of reward. In summary, the VPFC is strongly implicated in many overt aspects of behav-
ioral self-regulation, particularly in terms of emotional processing and the expression or
inhibition of inappropriate responses.

Anterior Cingulate Cortex

The ACC, located on the medial surface of the frontal lobes, is interconnected with corti-
cal and subcortical brain regions, including limbic and motor systems. The ACC interacts
with the PFC in monitoring and guiding behavior (Gehring & Knight, 2000) and is
thought to be part of a circuit that regulates both cognitive and emotional processing
(Bush, Luu, & Posner, 2000). As such, it is strongly implicated in issues of self-regulation
(Awh & Gehring, 1999; Botvinick, Nystrom, Fissell, Carter, & Cohen, 1999; Carter et
al., 2000; Posner & Rothbart, 1998), as well as more traditional executive functions,
such as the division of attention or the selection of appropriate responses (e.g., as re-
quired in the Stroop task, see Bush et al., 1998). Thus, whereas the more posterior sec-
tion of the ACC is responsible for processing cognitive information, the anterior section
is implicated in affective and regulatory processing (see Bush et al., 2000, for review).
As Paus (2001) points out, the ACC is involved in behavioral control in three main
ways. Dense projections from the ACC to the motor cortex and the spinal cord implicate
the structure in aspects of motor control. The ACC is also strongly interconnected with
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the PFC, particulary the DLPFC, implicating the area in cognitive processing. Finally,
links with the thalamus and brain-stem nuclei suggest that arousal and drive states are
important for ACC function. Paus argues that it is the powerful functional overlap of
these three domains, particulary the strong connections between motor and cognitive sys-
tems, that provides the ACC with capabilities to translate intentions into actions. As
such, he argues that the ACC is essential for the willed control of action, not only to initi-
ate actions but also to overcome competing, well-established tendencies (see Paus, 2001,
for supporting patient data and a full review), processes heavily involved in self-regula-
tion. Note that some of these functions that Paus outlined are conceptually similar to
those assigned by Norman and Shallice (1986) to the SAS. In summary, Paus concluded
that the ACC is implicated in the modulatory or regulatory influence of several brain sys-
tems operating at different levels and is important for the interactions between cognition,
motor control, emotion, and motivation.

In line with the notion that the ACC is important in regulation, Badgaiyan and
Posner (1998) suggested that the ACC is best viewed as an executive attentional system
that is needed whenever any kind of supervisory input is required (see Rueda, Posner, &
Rothbart, Chapter 14, this volume), for example, when a task requires the resolution of
conflict, planning, and decision making, or when the task is novel, dangerous, or requires
overcoming a habitual response—precisely the conditions outlined by Norman and
Shallice (1986) in describing the role of the supervisory attentional system (see also
Posner & DiGirolamo, 1998). Is the ACC our closest anatomical equivalent to the SAS?
There has been some controversy surrounding the precise role of the ACC, as it appears
to be involved in several different aspects of executive and regulatory function, although
it is widely accepted that the ACC is somehow implicated in the processing of conflicting
information.

Research has implicated the role of the ACC in decision making and monitoring
(Bush et al., 2002; Elliott & Dolan, 1998; Liddle, Kiehl, & Smith, 2001), initiating the se-
lection of an appropriate novel response from several alternatives (Raichle et al., 1994),
performance monitoring (MacDonald, Cohen, Stenger, & Carter, 2000), action monitor-
ing (Gehring & Knight, 2000; Paus, 2001), detecting or processing response conflict
(Gehring & Fencsik, 2001); detecting and processing errors (Carter et al., 1998; Kiehl,
Liddle, & Hopfinger, 2000; Menon, Adleman, White, Glover, & Reiss, 2001), error out-
come and predictability (Paulus, Hozack, Frank, & Brown, 2002), internal cognitive con-
trol (Wyland, Kelley, Macrae, Gordon, & Heatherton, in press) and reward—punishment
assessment (Knutson, Westdorp, Kaiser, & Hommer, 2000). Recent research reflects a
shift toward the idea that the ACC not only assumes a role in conflict resolution but is
also involved in the degree and nature of conflict. Moreover, it has been suggested that
the conflict itself may be resolved in other parts of the brain, particularly the PFC (see
Botvinick et al., 1999; Carter, Botvinick, & Cohen, 1999; Cohen, Botvinick, & Carter,
2000; MacDonald et al., 2000; Ruff, Woodward, Larens, & Liddle, 2001).

The ACC is further involved in attentional processes necessary for the successful self-
regulation of behavior, including the division of attention between tasks (Corbetta,
Miezin, Dobmeyer, Shulman, & Petersen, 1991), attention for action or target selection
(e.g., Posner, Petersen, Fox, & Raichle, 1988), working memory (e.g., Petit, Courtney,
Ungeleider, & Haxby, 1998), as well as various processes less directly relevant to self-reg-
ulatory processing, such as motor response selection (e.g., Badgaiyan & Posner, 1998)
and pain perception (Devinsky, Morrell, & Vogt, 1995). Clearly, dysfunction within the
ACC can disrupt self-regulatory processes at several different levels.

Interestingly, different areas of the ACC appear to show increased activity in re-
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sponse to different types of cognitive tasks (Badgaiyan & Posner, 1998) and may there-
fore be implicated in different aspects of regulation and executive processing. It has been
proposed that two pathways for control within the ACC system respond to conflict de-
tection (Cohen et al., 2000). One is responsible for general preparatory function, and the
other has a more selective influence on task demands and is modulated by the PFC. Ac-
cordingly, ACC dysfunction has been associated with obsessive—compulsive disorder
(OCD) and schizophrenia (e.g., Johannes et al., 2001; Tamminga et al., 1992), disorders
that exemplify a severe lack of inhibitory control. In relation to OCD, it is argued that the
process of comparing current status with the expectation of achieving a goal is disrupted.
Recently, Shidara and Richmond (2002) reported that in monkeys, one third of the single
neurons recorded in the ACC had responses that progressively changed strength with re-
ward expectancy. This, they proposed, could account for the changes in activity recorded
in the ACC for persons with OCD, or those experiencing drug abuse problems—condi-
tions that are heavily characterized by disturbances in reward expectancy. Other prob-
lems associated with damage to the ACC include mutism, diminished self-awareness, mo-
tor neglect, depression, emotional instability, apathy, loss of regulation of autonomic
function, and severe disruption to social behavior (e.g., Devinsky et al., 1995), all of
which point to the vital function of ACC in self-regulation.

THE FRONTAL LOBES AS AN INTEGRATED STRUCTURE

Although the PFC circuit appears to be responsible for the executive control of different
tasks, it is important to note that damage to the frontal lobes can be described as a bottle-
neck—the point of convergence of the effects of damage anywhere else in the brain
(Goldberg, 2001). Precisely because of the rich interconnections the frontal lobes share
with the rest of the brain, damage to the frontal lobes has widespread consequences. Sim-
ilarly, damage to any other region of the brain can disrupt normal brain activity in the
frontal lobes. Damage to the upper brain stem in a “mild” closed head injury can result in
frontal lobe dysfunction, or “reticulofrontal disconnection syndrome” (see Goldberg,
Bilder, Hughes, Antin, & Mattis, 1989). Moreover, it has been reported that in depres-
sion, blood flow to the frontal lobes is markedly disrupted (Nobler et al., 1994). Indeed,
frontal lobe damage does not, for the most part, reflect direct damage to these areas but
is often the consequence of damage to other parts of the brain. Furthermore, damage to
adjacent parts of the cortex can produce similar cognitive deficits, suggesting that
adjacent areas of the neocortex are capable of performing similar functions.

An approach based entirely on localizations is incomplete, because the brain is a
complex and integrated system (Stuss, 1992). As such, the notion of a gradual, continu-
ous trajectory within the cortices, as opposed to a fully modular system, has become
more popular in recent years. This is reflected in the practice of describing frontal lobe
processes as psychological constructs, as opposed to purely anatomically localized func-
tions. Although it is clear that certain regions of the brain are more implicated in psycho-
logical processes than others, terms such as “executive control function” (Lezak, 1983;
Milner & Petrides, 1984; Stuss & Benson, 1986; Stuss & Gow, 1992), “supervisory
system” (Norman & Shallice, 1986; Shallice, 1988), and “dysexecutive syndrome”
(Baddeley & Wilson, 1988) reflect the move toward investigating psychological processes
rather than focusing on pure anatomical specificity. In the remainder of this chapter, we
therefore focus on several critical psychological processes related to aspects of self-regula-
tion. Many of these are more closely associated with the function of a particular brain
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area, such as the DLPFC, the VPFC, or the ACC, but all are underpinned by a complex
interplay among not only different brain regions but also other social and cognitive
factors.

KEY CONCEPTS IN SELF-REGULATION
Attention and Working Memory

Working memory is a key function of the PFC and is vital to maintain information in the
mind for the execution and sequencing of mental operations (Baddeley, 1986; Fuster &
Alexander, 1970). Moreover, because attention and working memory systems rely on the
shifting of attentional resources, it has been proposed that increased working memory
load results in a decrease in the ability to suppress inappropriate responses (Engle,
Conway, Tuholski, & Shisler, 1995; Roberts, Hager, & Heron, 1994). Some debate exists
about whether working memory and behavioral inhibition rely on the same or different
areas within the PFC. It has been suggested that DLPFC is implicated in working memory
processes, whereas VPFC is implicated in behavioral inhibition (see Fuster, 1997). How-
ever, other researchers have suggested that the distinction is not so clear, because the pro-
cesses are heavily dependent on one another (e.g., May, Hasher, & Kane, 1999), or are
subserved by the same areas in the brain (Miller & Cohen, 2001).

Recent evidence points toward partially segregated networks of brain areas responsi-
ble for different attentional functions. Specifically, Corbetta and Shulman (2002) argue
for the existence of two attentional systems. One system is involved in top-down (goal-
directed) selection and processes, and is dependent on parts of the intraparietal cortex
and superior frontal cortex. The second system is largely lateralized to the right hemi-
sphere (temporoparietal cortex and inferior frontal cortex), is dorsally driven, and works
in detecting behaviorally relevant stimuli, especially those that are particularly salient or
unexpected (as described later in this chapter).

In a study that highlights the role of working memory in the suppression of behav-
ioral responses, Mitchell, Macrae, and Gilchrist (2001) demonstrated that failures of ac-
tion control can result from frontoexecutive load. By measuring oculomotor movements,
they found that antisaccadic errors increased in response to an n-back task (in which par-
ticipants were presented with a series of items and were asked to determine whether each
item matched the item that preceded 7-back in the series). However, these effects were re-
stricted to the inhibitory component of the task, suggesting that working memory and in-
hibitory processes work in union to regulate prepotent behavioral responses, arguably
one of the key ways in which we regulate our behavior. Attention, then, is a key process
in the regulation of cognition and behavior, as seen in the following sections regarding
inhibition, novelty, and decision making.

Inhibition

Arguably one of the most important functions of the attentional system, and a key com-
ponent of self-regulation, is to select and inhibit appropriate subsets of information, and
many studies have addressed the role of attention in the facilitation and inhibition of cog-
nitive processes (e.g., Ghatan, Hsieh, Peterson, Stone-Elander, Ingvar, 1998). Disruption
in inhibitory processes is apparent in behaviors such as collectionism, in which individu-
als pathologically collect random objects. Here, individuals’ inability to inhibit environ-
mentally driven behavior results in a notable lack of autonomy (see Lhermitte et al.,
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1986). Likewise, those suffering from disorders such as OCD and Tourette syndrome dis-
play severe disruption of impulse control: They are unable to inhibit successfully their
thoughts, speech, or movements.

It is well documented that the process of thought suppression can be problematic to
us all (Wegner, 1992; Wegner & Schneider, 1989). For example, we may have trouble
suppressing thoughts of food when on a diet. However, some individuals experience se-
vere and ongoing disruption in the ability to inhibit responses appropriately. Those with
lateral PFC lesions often exhibit difficulty in suppressing previously learned material
(e.g., Shimamura, Jurica, Mangels, Gershberg, & Knight, 1995). As mentioned earlier,
utilization disorder illustrates the inability to suppress behavior that is strongly associated
with the previous presentation of a given object (see Lhermitte, 1983). Here, the individ-
ual is unable to inhibit the behavior primed by the object (e.g., hammering with a ham-
mer) even if that behavior is not appropriate in a given context. This behavior, Stuss,
Floden, Alexander, Levine, and Katz (2001) argued, can be seen as indicative of a more
general dysexecutive deficit that can affect multiple cognitive tasks, such as the Stroop
and antisaccadic tasks, in which reflexive (prepotent) saccades toward a peripheral stimu-
lus are suppressed and replaced with an intentional saccade in the opposite direction (see
also Guitton, Buchtel, & Douglas, 1985).

Imaging work has started to identify the neural mechanisms underlying internal inhi-
bition or cognitive control of thoughts and behavior. In one recent study, subjects were
required to suppress a particular thought, regulate all thoughts, or to think freely about
any thought. The results showed that the suppression of a particular thought led to
greater activation in the ACC, when contrasted with the free-thought condition. The
more generalized task involving the suppression of all thoughts was associated with
greater activation in the insula bilaterally and the right inferior parietal cortex when com-
pared with the free-thought condition (Wyland et al., in press). In another study, Mitch-
ell, Heatherton, Kelley, Wyland, and Macrae (2003) found that ACC activity could pre-
dict the suppression of intrusive thoughts. Using a paradigm that investigated the neural
mechanisms underlying failures to suppress unwanted thoughts, the authors were able to
identify neural activity that differentiated between subjects’ future task success (i.e., sup-
pression) and failure (i.e., intrusion of unwanted thoughts). This study was important in
demonstrating the functional significance of (rather than the correlational relationship
between) the ACC and suppression.

Novelty

One of the major functions of the frontal lobes is to deal with new or surprising situa-
tions effectively; it is vital that we adjust our responses appropriately to the changes we
encounter in our environment, and regulate our behavior accordingly (e.g., Daffner et al.,
1998). Norman and Shallice (1986) argued that the more novel a task, the more input
from the SAS (frontal lobes) is needed to carry out the task. This is consistent with the
finding that when a task is new, blood flow is highest in the frontal lobes, and the presen-
tation of novel information is particularly associated with right-hemisphere activation.

Interestingly, as the task increases in familiarity, blood flow is reduced in the frontal
lobes, suggesting that input is no longer required (Raichle et al., 1994; Van Horn et al.,
1998). Moreover, it has been demonstrated that novelty detection systems can operate
even when subjects are unaware that they are viewing a novel stimulus, for example, fol-
lowing a subtle shift in the nature of a familiar sequence (see Berns, Cohen, & Mintun,
1997). Such findings highlight the significance of novelty detection in everyday informa-
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tion processing. Unsurprisingly, novel or surprising stimuli are usually better remembered
in normal subjects (the Von Restorff effect; Von Restorff, 1933). However, decreased at-
tention to novel events is common following frontal lobe injury (Daffner, Mesulam,
Holcomb, et al., 2000; Knight, 1997; Luria, 1973).

Event-related potentials (ERPs), as measured by electroencephalograph (EEG), are
ideally suited to the study of novelty processing. The good, temporal resolution allows
the investigation of changes in brain function over time and with respect to context. In
their review of novelty processing, Friedman, Cycowicz, and Gaeta (2001) suggested that
the processing of novel events is best understood in terms of detection and evaluation.
The orienting response (an involuntary shift in attention to new, unexpected, or unpre-
dictable stimuli) can be associated with particular patterns of neural activity. It has been
suggested that the detection of novel events is associated with mismatch negativity
(MMN), which is thought to reflect an automatic response to stimulus deviance. How-
ever, the evaluation of those events, important for subsequent action, is associated with
the later P3a response (a frontally oriented positive ERP component), which is thought to
reflect the engagement of the frontal lobes in response to deviant events (e.g., Schroger,
Giard, & Wolff, 2000; see Friedman et al., 2001, for a full review).

If the P3a response is implicated in novelty evaluation, this could go some way to-
ward explaining why patients with frontal lobe damage often show difficulty solving
novel problems (e.g., Duncan & Owen, 2000; Godefroy & Rousseaux, 1997) and do not
show the typical memorial enhancement for novel events or stimuli. EEG studies have
shown that unexpected novel stimuli do not elicit the usual electrophysiological response
to the presentation of novel stimuli in persons with frontal lobe damage (e.g., Knight,
1984; Knight & Scabini, 1998). Using ERP recordings, Daffner and colleagues (2000)
showed that persons with frontal lobe damage exhibit a reduced amplitude in the novelty
P3a response and a reduction in the time they spend viewing novel stimuli compared to
matched controls. They suggest that frontal lobe damage disrupts the novelty P3a re-
sponse, therefore resulting in a reduction in attention paid to novel stimuli; perhaps the
signal indicating that a novel event requires extra attention is disrupted in persons with
frontal lobe damage.

In a more recent study, Daffner and colleagues (2003) investigated the role of both
the PFC and the posterior parietal lobe in novelty processing. They compared responses
to novel target stimuli among patients with focal lesions either to the PFC or to the poste-
rior parietal lobe, and assessed the relative contributions of both regions to novelty pro-
cessing. Using a task in which participants actively directed attention to novel events,
Daffner and colleagues found that damage to the PFC resulted in greater disruption in at-
tention to novel stimuli than to other targets. This was reflected in a marked reduction in
the novelty P3 response, and a reduction in the amount of time spent viewing the novel
stimuli. Those with damage to the parietal lobes, on the other hand, showed a marked re-
duction in both novelty and target P3 amplitude. These individuals showed a greater
disruption in the processing of target than of novel stimuli.

Daffner and colleagues (2003) concluded that the PFC is not limited to involuntary
shifts in attention to (or the detection of) novel events, as previously suggested (e.g.,
Knight & Scabini, 1998), with the parietal lobes capable of performing the same kind of
function (e.g., Corbetta & Shulman, 2002). Rather, Daffner and colleagues proposed a
cerebral novelty network, whereby the PFC determines the allocation of attentional re-
sources to novel events, and the posterior parietal lobe is implicated in the dynamic pro-
cess of updating an internal model of the environment to incorporate the novel event.
They suggested that such a view is consistent with ideas of supervisory attentional control
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(Shallice, 1988): “One of the most important functions of this system is the allocation
and coordination of attentional processes, which includes determining the extent to
which resources are devoted to selected stimuli, inhibiting further allocation of resources
to irrelevant stimuli, and modulating the mental effort devoted to processing stimuli”
(Daffner et al., 2003, p. 306).

Issues surrounding novelty processing have important implications for self-regula-
tion and social interaction. We cannot deal with new or surprising situations and regulate
our behavior accordingly, if we are not even aware that events are new or surprising. Self-
regulation may be severely disrupted when allocation of attention to novel events is either
severely diminished or exaggerated, for example, in those with posttraumatic stress disor-
der (e.g., Kimble, Kaloupek, Kaufman & Deldin, 2000). The processes outlined here al-
low us the extra time or attentional allocation needed to deal with new or unexpected
events, a prerequisite for interaction within a complex social world, and the regulation of
appropriate responses.

Decision Making and Choice

We have addressed the need to deal with new or surprising events to regulate our every-
day behavior effectively. It is also essential that we are able to reduce ambiguity and to
make meaningful decisions to smooth the path for our social relationships and daily in-
teractions. As mentioned earlier in the chapter, persons with damage to the VPFC often
experience problems with decision making and show impairements in risk-taking or gam-
bling tasks. Individuals with early dementia also seem to lose their ability to make
everyday decisions and choices.

A recent study by Tranel, Bechara, and Denburg (2002) suggests that right ventro-
medial PFC is particulary important in terms of decision making, as well as other aspects
of social conduct and emotional processing. In their sample of patients with lesions to ei-
ther the left or the right medial PFC, the authors reported that individuals with lesions on
the right showed extreme disturbances in social behavior, deficits in decision making, and
difficulty holding a job. By comparison, those with lesions to the left did not show such
marked deficits, were generally employed, and displayed more normal social and
emotional processing.

As outlined earlier, individuals with damage to the VPFC are often unable to make
decisions; although they know what they should do, they find themselves incapable of ac-
tually doing it (e.g., Damasio, 1996; Eslinger & Damasio, 1985). As Bechara (2003)
pointed out, this is also a common characteristic of addiction. Studies have shown that
substance-dependent individuals also show dysfunction in the VPFC, and Bechara main-
tained that our understanding of the neural mechanisms of decision making is crucial to
the understanding of disorders of self-regulation such as addiction, pathological gam-
bling, and other compulsive or “uncontrolled” behaviors.

So what neural circuits are involved in making decisions or choosing one course of
action over another? Moreover, are different types of choices subserved by different re-
gions within the PFC? Some researchers using healthy subjects have attempted to address
this question. Using positron emission tomography (PET), Frith, Friston, Liddle, and
Frackowiak (1991) investigated motor responses associated with both routine and willed
acts. Using both auditory (spoken words) and somatosensory (touch) cues as instruc-
tions, they required participants to make a series of “routine” or “willed” responses in
one of two modalities (either by speaking a word or by lifting a finger). The routine re-
sponses were fully specified by the stimulus (e.g., repeat word, or lift first finger). On the
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other hand, the willed acts required an open-ended response; that is, the participants had
to make a choice (generate a word beginning with the letter F, or move fingers at will in a
random sequence). Frith and colleagues found that the willed acts were associated with
increased activity in the DLPFC (Brodmann area 46) and the ACC. They concluded that
the DLPFC is involved in internal response generation, and the ACC is implicated in
response selection and attention.

Although extremely important in highlighting the distinction between willed and di-
rected acts, one possible limitation of this study is that the DLPFC activation associated
with the open-ended responses may be equally attributable to the instruction given to be
“random” in the willed conditions. A potential difficulty with such an instruction is that
working memory is needed to produce “random” motor or verbal responses (e.g., the
generation of novel words beginning with a certain letter), because the subject may try
and hold his or her previous responses in mind, in order not to produce the same re-
sponse over and over again (see Spence & Frith, 1999). As mentioned previously, work-
ing memory has also been shown to be associated with activity in the DLPFC; therefore,
it is hard to determine whether DLPFC activation can be attributed to the response
selection or to the working memory component of the task.

In a recent attempt to study choice within a paradigm that controlled for working
memory demands, Turk and colleagues (2003) employed a task that varied both the
amount of choice available to the subject (choosing a stimulus from an array of 4, when
either 1, 2, or 3 of the stimuli were highlighted as being available) and how meaningful
the stimuli were (faces vs. faces that were potential dates). The results showed that re-
gions of the dorsal premotor cortex, the posterior parietal cortex bilaterally, and the me-
dial surface of the superior frontal gyrus were associated with response selection, irre-
spective of the type of choice to be made. Importantly, there was no choice-related
increase in activation in the DLPFC. However, more anterior portions of the medial sur-
face of the superior frontal gyrus, inferior frontal cortex, and ACC were additionally re-
cruited when the choice to be made was socially meaningful (i.e., when it involved choos-
ing a date). The results suggest that these areas, rather than DLPFC, may subserve certain
types of willed action.

It is clear that studies such as these do not attempt to solve philosophical issues of
free will, volition, and agency, but rather help to elucidate the neural systems involved in
aspects of decision making, choice, and the experience of self as an agent making these
choices. Many more issues to be addressed involve the nature and consequence of the de-
cisions or choices to be made, the context in which they are made, and temporal aspects
of how subjective experience corresponds with neural activity.

SUMMARY

In summary, this review of work concerning the self-regulation of behavior is by no
means comprehensive; indeed, many topics fall outside the scope of this chapter, such as
the development of the PFC in children (Bunge, Dudokovic, Thomason, Vaidya, &
Gabrieli, 2002), and the development of the PFC and its associated executive functions
over one’s lifetime (e.g., Nielson, Langenecker, & Garavan, 2002). Moreover, issues of
self-regulation and inhibition are also clearly relevant to a wide range of clinical disor-
ders, such as OCD, Tourette syndrome, autism, schizophrenia, and attention deficit dis-
order (e.g., Bush et al., 1999; Frith, 1992; Sheppard, Bradshaw, Purcell, & Pantelis, 1999;
Stuss et al., 1992). Rather, the purpose of this chapter is to highlight some key neural
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mechanisms involved in self-regulation and executive control. It is clear that the process
of self-regulation comprises a complex interplay between anatomical, neurochemical,
cognitive, and social factors. An exploration of how brain function and anatomy, com-
bined with our existing cognitive and social theory, has become increasingly important to
our understanding of “self” and how we attempt to regulate our thoughts and behavior.
Accordingly, we have gained a more comprehensive insight into the failures of mental
control that are, to a greater or lesser degree, common to us all.
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Self-Regulatory Strength

BRANDON J. SCHMEICHEL
ROY F. BAUMEISTER

The social and economic costs of self-regulation failure are enormous. Unsafe sex, AIDS,
drug abuse, unethical business practices, obesity, and violence all contain elements of self-
destructive behavior and self-regulatory failure. When people capitulate to their basest in-
stincts, they create not only costly consequences for themselves in the form of poorer
health, prison sentences, and conflicted interpersonal relationships, but also major dis-
ruptions in the fabric of society, for example, by consuming tax dollars, time, and social
capital.

Given the prevalence and costs of self-regulatory failures, more and better self-regu-
lation is clearly desirable, so why does self-regulation fail so often? What is the nature of
the willpower used to control the self? When is it required and why is it not more success-
ful in preventing self-regulatory failure? One likely explanation is that each person has a
limited stock of willpower, and when that stock is depleted, self-control ceases to be effec-
tive.

One prominent model of self-regulation relates to a feedback loop in the form of a
test—operate—test—exit (TOTE) system (see Carver, Chapter 2, this volume; Carver &
Scheier, 1981, 1998; based on Powers, 1973). In the initial “test” phase, a person deter-
mines his or her current standing on a dimension (e.g., current emotional state) and com-
pares the current state to the desired state (e.g., preferred emotional state). If a discrep-
ancy is detected, the “operate” phase is initiated. This phase involves actions intended to
move the self toward the desired end state. Progress toward the goal is monitored by fur-
ther “test” phases. When the desired end state has been achieved (i.e., a good mood has
been restored), the “test” phase will reveal no discrepancy between current and desired
states, so the TOTE process is terminated, constituting the “exit” phase of the feedback
loop.

Each step in the TOTE system is important for self-regulation and suggests a differ-
ent cause of self-regulatory failure. For example, faulty monitoring of current and desired
self-states may cause self-regulatory failure, because one is not clear about either the de-
sired end state or one’s current state (e.g., Kirschenbaum, 1987). However, the crucial
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“operate” phase, which involves self-initiated action to resolve discrepancies in current
and desired states, has received less research attention than the other components of the
TOTE system. One may have a perfectly clear idea that a good mood is preferred to a
current bad mood, yet without sufficient ability to alter cognitive, behavioral, or emo-
tional responses to approach the desired state, a good mood will remain elusive. This sort
of self-regulatory failure is due to faulty self-regulatory operations.

The self-regulatory strength model was first suggested by Baumeister, Heatherton,
and Tice (1994) and elaborated in subsequent work (see Baumeister, 2002a, 2002b;
Baumeister & Heatherton, 1996; Baumeister, Muraven, & Tice, 2000; Muraven &
Baumeister, 2000). It proposes that faulty self-regulatory operations implicated in self-
regulation failure result from a lack of self-regulatory resources. The core of the self-
regulatory strength model is that the ability to regulate responses actively (that is, to
“operate” so as to move the self closer to a desired state) relies on a limited self-
regulatory resource. When regulatory resources have been depleted, self-regulation fail-
ure is more likely. Regulatory resources are required to resolve self-regulatory challenges
successfully, and the expenditure and resulting depletion of regulatory resources are a
cause of self-regulation failure.

UNDERSTANDING THE EXECUTIVE FUNCTION

Our review focuses on the executive functions of the self, with specific emphasis on self-
control and self-regulation. These volitional and active capabilities may be among the
most important functions of the self (Baumeister, 1998). People are capable of transcend-
ing instinctual urges and stimulus—response conditioning, unlike other members of the
animal kingdom. The ability to alter and control one’s own behavior expands the range
of human response options and outcomes dramatically.

The executive functions have been defined and researched primarily by cognitive
psychologists, neuropsychologists, and clinicians. Broadly speaking, executive functions
foster self-directed, intentional behavior. Some of these abilities include planning and
problem solving (Ward & Allport, 1997), switching from one task to another (Allport,
Styles, & Hseih, 1994; Phillips, Bull, Adams, & Fraser, 2002), directing mental attention
(Baddeley, 1996; Wegner, 1994), resisting interference (Denckla, 1996), troubleshooting
(Norman & Shallice, 1986), and performing novel tasks (Shiffrin & Schneider, 1977).
Response inhibition, strategy generation and application, and flexible action are also
facilitated by the executive functions (Denckla, 1996).

Executive functioning, as normally studied in cognitive psychology and
neuropsychology, focuses almost exclusively on high-level cognitive processing. However,
other forms of self-control that extend the information-processing focus of executive
functioning have been the object of recent research attention. Self-regulated behavior
such as inhibiting impulses, active choice making, persisting in the face of failure, and
controlling emotions also require the self’s executive function.

The extensive range of abilities engendered by executive functioning may suggest
that virtually all thought and behavior require the active, controlled self. People fre-
quently plan for the future, resist temptation, and otherwise attempt to regulate their
own behavior. However, the list of behaviors that require little or no conscious control
continues to grow. Evaluating novel stimuli (Duckworth, Bargh, Garcia, & Chaiken,
2002), retrieving information from long-term memory (Hasher & Zacks, 1979), non-
conscious goal striving (Bargh, Gollwitzer, Lee-Chai, Barndollar, & Trotschel, 2001), and
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related phenomena rely on automatic processes, and conscious control by the self is
unnecessary.

The automaticity of many behaviors sets important limits on the regulatory and ex-
ecutive functions of the self. Regulatory resources are only required in actions that de-
mand active self-control, so automatic behavior does not rely on regulatory resources.
Even when self-regulatory resources have been depleted, automatic responses such as effi-
cient retrieval from memory and nonconscious goal-directed behavior should function
appropriately. Only self-regulated performance is affected when regulatory resources are
low.

Self-regulation and executive functioning are common in everyday life and encom-
pass more than flexible information processing. The self-regulatory strength model ex-
plains that regulatory resources are used in all manner of active choice making, executive
functioning, and self-regulation. Emotion regulation, impulse control, and interpersonal
interaction are also among the unique human abilities that require the self’s regulatory re-
sources. However, automatic response patterns do not require active guidance by the self.
The model of self-regulatory strength presented in this chapter is one attempt to locate
the self in self-regulation and executive functioning.

DEFINITIONS

Since William James distinguished between the “I” and the “me,” most self theorists have
likewise considered the self as a combination of the knower and the known. This focus
on the self as a knower has tended to downplay or overlook the self as a doer. The present
consideration of the self’s executive functions emphasizes the “doing” aspect of the self.
The executive functions are construed as the active, conscious, and intentional core of the
self, responsible for planning, initiating, and revising ongoing cognition and behavior. As
such, the self’s executive functions encompass self-control and self-regulatory abilities.
Some theorists have suggested that the executive functions evolved to allow self-regula-
tion, thereby giving the executive functions a central role in adaptive self-regulatory
behavior (Barkley, 2001; Baumeister, 1998).

Self-regulation involves the self acting on itself to alter its own responses. Strictly
speaking, the self does not regulate itself as a whole. Emotions and thoughts are not the
self, but are felt and thought (and possibly controlled) by the self. Regulation of the self’s
responses is usually initiated with the goal of achieving a desired outcome, such as im-
proving one’s mood or avoiding an undesirable outcome.

Self-regulation and self-control are highly related and, like most authors, we use the
terms interchangeably. For those who make a distinction, “self-regulation” is the broader
term and may refer to both conscious and nonconscious alteration of responses by the
self. Self-control typically implies a more deliberate and conscious process of altering the
self’s responses. “Self-control” is sometimes used specifically to refer to inhibition of un-
wanted impulses. This review focuses mostly on self-regulation and, more broadly, the
executive functions of the self.

SELF-REGULATORY STRENGTH

“Self-regulatory strength” refers to the internal resources available to inhibit, override, or
alter responses that may arise as a result of physiological processes, habit, learning, or the
press of the situation. Crucially, self-regulatory strength relies on a limited and depletable
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resource. When self-regulatory resources have been expended, a state of ego depletion re-
sults, and self-regulation failure is more likely. For example, attempting to control a quiv-
ering voice during a public speaking engagement may cause ego depletion, making it
more difficult to restrain trips to the complimentary candy dish once the talk is over.

The self-regulatory resource is required for all manner of active self-regulation and
executive functioning. Thus, not only emotion regulation (Larsen & Prizmic, Chapter 3,
this volume) and impulse control require regulatory resources, but executive functions,
such as making active choices, switching tasks, and solving complex problems, are also
powered by regulatory resources. The domain-independent nature of these resources sug-
gests an important relationship among varied forms of self-regulation and executive func-
tioning: Any particular self-regulation attempt will be impaired by prior, seemingly unre-
lated forms of regulation and executive functioning. Suppressing a forbidden thought
may impair subsequent attempts to control emotions. Inhibiting an impulse to eat sweets
may impair one’s facility in making a difficult choice. According to the self-regulatory
strength model, depleting regulatory resources in virtually any way will make subsequent
self-regulation and executive functioning more prone to failure, regardless of the specific
form of the regulatory challenge.

The self-regulatory strength model differs from models of attention as a limited re-
source, because the strength model predicts a subsequent, not a concurrent, decrement in
self-regulation. Attention models typically explain cognitive deficits, such as in dual-task
processing and cognitive load situations, by positing a limited attentional resource that
can focus on only a limited number of tasks at one time. When the attentional system is
overloaded, current task performance suffers, but when the distraction is removed, atten-
tion returns to its full capacity. In contrast, the self-regulatory resource takes time and
rest to be replenished, so the effects of ego depletion will persist even after the task that
drains those resources is ended.

The difference between the resource model of attention and the resource model of
self-regulation can easily be seen in the research paradigms. Studies on the limits of atten-
tion ask people to do two or more things at once. Self-regulatory depletion studies, in
contrast, usually have people perform tasks one after the other, and they reveal (as we
cover in more detail shortly) that performance on the latter tasks is poorer because of the
resources expended on the earlier tasks. Limited attention is only relevant to simulta-
neous tasks. For present purposes, the important point is only that the resource involved
in self-regulation is distinct from attention, because it does not follow the same patterns.

We have labeled this view of self-regulation the “strength” model, because self-regu-
lation operates like strength: High at first, strength diminishes as the muscles are exerted,
and only after some rest is strength restored to its initial power. Other implications of the
analogy to strength are that people seek to conserve self-regulation once it begins to be
depleted, and it can be gradually increased by exercise.

The pattern of results observed in the two-task paradigm suggests that ego depletion
extends over time, so subsequent self-regulation suffers. Expending limited regulatory re-
sources on the first task impairs performance on a subsequent task, even when the two
tasks are seemingly unrelated, because the same resource is necessary for both tasks.
Thus, the strength model focuses on self-regulation over time, which is crucial to many
forms of self-control, including weight loss, test preparation, and fiscal responsibility. To
be successful, each requires choice making and self-regulation on a moment-to-moment,
day-to-day basis.

Other theories of self-regulation are plausible. In particular, a priori, it is possible
that self-regulation operates as an information-processing schema instead of a strength.
According to the schema view, self-regulation is essentially a matter of cognitive process-
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ing that uses information about the self and the environment (including task demands) to
calculate the optimal course of action, and behavior follows directly from those
calculations.

Still another possible theory of self-regulation considers it to be a skill (instead of a
strength or a cognitive process). This view has been favored by developmental psycholo-
gists, who treat self-regulation as one among many skills that children gradually acquire
as they grow up. If self-regulation is a general skill, then a person who performs well at
one self-regulatory act is likely to perform well at another.

These three views of self-regulation predict different effects of an initial regulatory
act on a subsequent regulatory attempt. According to the schema view, an initial self-
regulatory attempt should prime the self-regulatory schema, so performance on a subse-
quent regulatory attempt should improve because of the activated schema. By analogy, a
computer that has already loaded its word-processing program will be faster at doing a
new word-processing task than if it had not loaded that program or perhaps was busy
doing numerical data analysis.

Meanwhile, the self-regulation-as-skill view suggests that an initial self-regulatory at-
tempt will have little effect on subsequent self-regulation except for minor benefits due to
learning and practice, because skilled performance tends to be constant across trials.
(Skill will show a very gradual improvement over many trials but remains essentially the
same from one trial to the next.)

In contrast, the self-regulation-as-strength view predicts that an initial regulatory at-
tempt will result in ego depletion, with adverse consequences for further behavior that re-
lies on limited regulatory resources. Therefore, self-regulation would deteriorate over suc-
cessive attempts. In the next section, we describe studies attempting to distinguish among
these three competing models and their predictions.

SELF-REGULATORY STRENGTH: EMPIRICAL EVIDENCE

The initial ego depletion studies pitted the skill, schema, and strength views against each
other and found strong support for the self-regulatory strength model. The inhibition of
prepotent impulses, or impulse control, is a fundamental capability of the self’s executive
functions. Baumeister, Bratslavsky, Muraven, and Tice (1998) showed that resisting
temptation impaired subsequent self-regulated persistence on an apparently unrelated
task. Participants sat near a batch of chocolate-chip cookies and chocolate candies. The
cookies had been freshly baked in the laboratory, and participants had been instructed to
forgo eating for at least 3 hours prior to the experiment to ensure that they would be suf-
ficiently tempted by the cookies. Participants in the ego-depletion condition were not al-
lowed to eat the tasty cookies; instead, they had to eat radishes. Performance by partici-
pants in this group on a subsequent regulatory task was inferior to two different control
conditions, in which participants were allowed to eat the sweet-tasting cookie treats, and
the other in which participants performed the experiment with no food present. Specifi-
cally, participants that were not allowed to eat the tempting cookies gave up more
quickly on an unsolvable geometric figure-tracing task compared to both the cookie-
eating and no-food control groups. Thus, apparently, resisting the temptation to eat the
cookies and chocolate depleted some inner resource, leaving participants less able to per-
sist in the face of failure on the difficult puzzles. These results supported the predictions
of the strength model and contradicted those of the schema and skill models.

The experiments reported in Baumeister and colleagues (1998) also demonstrated
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that acts of self-regulation could impair subsequent volition in some sphere other than
self-control. Participants in Study 2 were taught an easy task that required them to read a
text and cross out all instances of the letter e. After successfully performing this task, par-
ticipants were asked to perform the task with additional rules, such as not crossing out
any e that was adjacent or two letters removed from another vowel. These rules require
people to override (repeatedly) their newly acquired habit of crossing out every e, thereby
making this new task a self-regulatory challenge. In contrast, control participants solved
three-digit multiplication problems, which are difficult and mentally taxing but do not in-
volve self-regulation, insofar as these can be performed by simply following well-learned
procedures rather than having to override incipient responses.

After both groups had performed their respective tasks, behavioral passivity was
measured. People were shown a film clip of a boring movie and given control over how
long they would sit and watch it. For half of the participants, continuing to view the
movie was a passive option, whereas quitting was an active option: They were told that
the movie would continue until they pressed the button in front of them, whereupon it
would stop. For other participants, quitting was the passive option, whereas continuing
required the active response. These people had to keep pressing the button to see more of
the movie, and the film would stop if they did nothing. Participants in the ego-depletion
condition favored the passive response, whether this response resulted in stopping the
film or continued viewing; that is, ego depletion led to longer viewing of the boring movie
when participants actively had to stop the movie, but depletion led to shorter viewing of
the boring movie when only a passive action was required to stop the movie. Ego deple-
tion increased subsequent passivity, consistent with the self-regulatory strength model.

Wallace and Baumeister (2002) showed that ego-depletion effects were not influ-
enced by self-attributions or self-efficacy. They considered that performance on a second
regulatory act might fail, because an initial self-regulatory task caused people to view
themselves as poor at self-control. This prediction was derived from notions of self-attri-
butions or self-efficacy (see Bandura, 1977; Bem, 1965). Lack of self-efficacy, in turn,
could cause people to perform more poorly on subsequent self-regulatory tasks, because
they did not feel sufficiently able to perform the second task. To pit this alternate account
against the resource depletion model, Wallace and Baumeister had participants perform a
resource-depleting version of the Stroop task. Some participants were then given explicit
success or failure feedback regarding Stroop performance to ensure feelings of efficacy
and inefficacy, respectively. Subsequent persistence at an ostensibly unrelated task was
measured to assess the effects of success or failure feedback and resource depletion on
further self-control. The results supported the resource-depletion view and argued against
the self-perception and self-efficacy explanations. Again, participants in the ego-depletion
conditions performed more poorly on a subsequent test of self-control than nondepleted
participants. Performance feedback did not alter the effect of ego depletion on persis-
tence. The success and failure feedback manipulations had no effect on the second self-
control act. Even participants who rated their performance on the initial Stroop task
quite favorably performed poorly at the subsequent regulatory task. Presumably, these
participants had high feelings of self-efficacy, but these feelings did not diminish the ego-
depletion effects.

Ego depletion has also been shown to impair physical endurance, persistence, and
emotion regulation (Muraven, Tice, & Baumeister, 1998). In a first study, some partici-
pants were asked to control their emotions while viewing a sad film clip, whereas others
were instructed to watch the clip naturally. Participants were then given a handgrip de-
vice and were asked to squeeze it for as long as they could. The handgrip task required
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self-regulation in the form of coping with physical discomfort and resisting the inclina-
tion to give up and relax one’s hand muscles. People who had tried to alter their emo-
tional reactions while watching the film clip exhibited poorer physical stamina compared
to those who watched the film without trying to control their feelings, suggesting that the
regulatory resources required for physical stamina had been depleted by the prior efforts
at emotion control.

Another study in this series showed that controlling thoughts also impairs subse-
quent persistence in the face of failure, consistent with the depletion model (Muraven et
al., 1998). As an initial task, some participants were asked not to think about a white
bear (Wegner, Schneider, Carter, & White, 1987). Regulating the content of ongoing
thoughts is a difficult and cognitively costly pursuit (Wegner, 1994). In a control condi-
tion, participants were simply asked to list their thoughts and were not instructed to con-
trol their thoughts in any way. Persistence on a series of unsolvable anagrams was mea-
sured subsequent to the thought-listing and thought-control tasks. As predicted by the
ego-depletion model, participants who had depleted their regulatory resources by sup-
pressing a forbidden thought persisted less at the difficult anagram task. These partici-
pants apparently could not marshal the resources to maintain persistence at a difficult
task requiring cognitive stamina.

A related study by Muraven and colleagues (1998) demonstrated that controlling
thoughts impaired subsequent attempts to control emotions. Participants in the ego-
depletion condition suppressed a forbidden thought, whereas other participants only
listed their thoughts. After the initial task, all participants watched a funny video clip and
were instructed to suppress any laughter or signs of amusement in response to the clip.
Participants that had previously been asked to suppress a forbidden thought were less
able to stifle outward signs of amusement. Once again, the depleted participants were un-
able to muster the regulatory resources required to control their emotional expressions.
This study showed that controlling thoughts may have a deleterious effect on subsequent
efforts to control emotions, explicitly linking two heretofore distinct types of self-
regulation.

The results of the studies reported in Muraven and colleagues (1998) indicate that
the resources of the active self are limited and depletable. Furthermore, the same resource
appears to be used in a variety of tasks that require self-control, including emotion regu-
lation, physical stamina, thought control, and persistence in the face of failure. When vo-
litional resources have been taxed, all manner of controlled self-regulatory acts may
suffer.

CHOICE MAKING AND SELF-REGULATORY STRENGTH

The self’s executive function may also be involved in making choices. Certainly, some
choices are very simple to make and may be facilitated by preferences that have already
been established, even preferences of which the person may not be aware (e.g., Nisbett &
Wilson, 1977). Such choices are automatic and, therefore, do not require regulatory
strength. However, some choices are novel and may therefore require the self to play a de-
cisive and controlling role. According to the self-regulatory strength model, choices that
require the active self should deplete regulatory resources, leaving people relatively un-
able to perform subsequent acts that also require self-control.

In a first study of the hypothesis that active choice making depletes self-regulatory
resources, participants were asked to make a series of choices (Vohs, Twenge, Baumeister,
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Schmeichel, & Tice, 2003). Participants made pairwise choices among products such as
candy bars (e.g., Snickers or Twix), scented candles (vanilla or grape) and T-shirts of dif-
ferent colors (black or white). In a control condition, participants simply indicated the
frequency with which they used such products. All participants then performed the cold
pressor task, which requires people to immerse their hands in ice water for as long as pos-
sible. Forcing oneself to persist on this task requires overcoming the strong desire to with-
draw one’s hand from the aversive ice water. Consistent with the depletion hypothesis,
participants who had made a series of choices persisted less at the cold pressor task than
did control-condition participants.

In a separate study by the same researchers, participants that had made a series of
choices were unable to force themselves to consume a healthy but bad-tasting drink com-
pared to participants who did not make a series of choices. Because persisting at the cold
pressor task and forcing oneself to drink a bad-tasting liquid required self-control and the
inhibition of impulses contrary to the requirements of the task, performance on these
tasks was impaired by resource depletion as a result of active choice making. Once again,
ego depletion impaired executive functioning. The act of making a series of choices pre-
sumably made high demands on the self’s regulatory resources, so these resources were
not available to participants for the performance of the subsequent tasks.

Converging evidence that active choice making causes ego depletion was reported by
Baumeister and colleagues (1998). They reported a study that used a variant of a classic
cognitive dissonance manipulation, wherein some participants made a proattitudinal
choice, others made a counterattitudinal choice, and still others were given no choice, but
were assigned to perform a counterattitudinal behavior. The counterattitudinal choice
condition is the only one in which cognitive dissonance should arise. From the self-regu-
latory-strength perspective, however, active choice making depletes regulatory resources,
so the actual content of the choice (whether consistent with or counter to one’s attitudes)
should make little difference in regulatory resource expenditure, and subsequent self-
regulation should be impaired in both cases. However, because assignment to a counter-
attitudinal condition required no choice on the part of participants, this group should
show no ego-depletion effects. Subsequent persistence on unsolvable puzzles confirmed
the ego-depletion account. Participants who had been assigned to a counterattitudinal
position persisted the longest at the frustrating task, whereas both proattitudinal and
counterattitudinal choice makers persisted the least, and there were no discernible differ-
ences in the persistence of these latter two groups. The self-regulatory strength needed to
force oneself to keep trying in the face of failure was apparently the same strength used to
make responsible decisions about one’s own behavior.

SELF-REGULATORY RESOURCES
AND INTELLIGENT RESPONDING

The research reviewed so far has detailed ego-depletion effects on persistence in the face
of failure, emotion regulation, physical endurance, and decision making. More recent re-
search has demonstrated that ego depletion impairs high-level cognitive operations as
well.

Many cognitive processes occur automatically, without active direction by the self. In
contrast, other forms of cognition require self-regulation precisely because automatic op-
erations are not sufficient. For example, solutions to difficult logic problems do not pres-
ent themselves immediately. When people are faced with such challenges, the inclination
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to let attention wander, to think impulsively, or simply to quit and do something more en-
joyable requires self-regulatory resources. Furthermore, generating possible solutions and
otherwise thinking through such a problem may require self-regulated thought control.

If high-level cognitive tasks do in fact require self-regulation for successful perfor-
mance, then ego depletion should result in poorer performance on them. In contrast, ego
depletion should have little or no effect on tasks that do not require the self’s executive
function to expend its regulatory resources, such as tasks that can be done with little at-
tention, or those that are highly routinized and automatic. Furthermore, these more auto-
matic tasks should not cause subsequent resource depletion, and performing them should
have little effect on subsequent self-regulation. Of course, there are exceptions to this
claim, such as when extended persistence on even highly routinized and mindless tasks
must be maintained despite impulses to quit, arising from fatigue, boredom, or stress. For
example, it is easy to press a button 10 times in response to a prompt, but having to press
that button 10,000 times might drain regulatory resources. In the main, however, auto-
matic behavior should not be affected by, and should not cause, ego depletion.

Recent studies have shown that ego depletion makes people perform less intelligently
on complex cognitive tasks but does not impact basic forms of information processing
(Schmeichel, Vohs, & Baumeister, 2003). In a first study of the relationship between ego
depletion and intelligent performance, some participants were asked to control carefully
their attention while watching a video depicting a woman being interviewed. Specifically,
these participants were asked to ignore extraneous stimuli (text) that appeared at the bot-
tom of the viewing screen. They were also told to redirect their attention to the main ac-
tion on the screen, if they found themselves attending to the extraneous stimuli. In the
control condition, participants were given no attention-control directions, and no men-
tion was made of the extraneous stimuli on the screen. Therefore, these participants were
free to direct their attention to any aspect of the video clip that they wanted. After the
video clip, all participants completed problems from the Analytical subtest of the Gradu-
ate Record Examination (GRE). Participants who had been instructed to control their at-
tention during the video clip performed worse on the GRE problems. Compared to par-
ticipants in the no-depletion control group, attention-control participants attempted
fewer problems in the time allotted for GRE test performance, answered fewer problems
correctly, and achieved a lower proportion of correct responses on the items they did at-
tempt to solve. This pattern of results is indicative of a broad impairment of higher order
cognitive capacity. Presumably, good performance on the GRE test required self-
regulatory resources that had been depleted by the prior self-regulatory task.

However, not all cognitive tasks should be impaired by ego depletion. Simple infor-
mation-processing activities, such as retrieving knowledge from memory, or perceiving
and categorizing stimulus information, should be immune to regulatory resource deple-
tion effects; that is, ego depletion should only impair activities that require active, con-
trolled processing, whereas more basic and automatic forms of thought should remain
intact.

Recent research has supported the view that ego depletion impairs higher order cog-
nition, whereas basic information processing remains unaffected (Schmeichel et al.,
2003). Participants completed two types of cognitive tasks. One task required higher or-
der, controlled cognition, and the other required simple information retrieval from mem-
ory and the application of basic computational rules. At the beginning of the study, some
participants were directed to suppress their emotional reactions to an upsetting film clip.
In the control condition, participants were directed to view the clip normally and react
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naturally. After viewing the clip, all participants performed two cognitive tests. The first
test (General Mental Abilities Test [GMAT]; Janda, 1996) was a measure of basic infor-
mation processing and contained sections on general knowledge, vocabulary, and basic
algebra. The second test (Cognitive Estimation Test [CET]; Shallice & Evans, 1978), a
measure of higher order cognitive processing, requires participants to reason their way to
sensible answers, because no clear answer is readily available for any of the questions
(e.g., “How many seeds are there in a watermelon?”).

Consistent with the self-regulatory strength model, ego depletion due to prior emo-
tion control led to worse performance on the test of higher order cognition (i.e., the
CET). Furthermore, depleted and nondepleted participants performed equally well on the
test of more basic information processing (i.e., the GMAT). Depleted participants pro-
vided a greater number of wildly inaccurate estimates on the CET than did control-condi-
tion participants, reflecting their relative inability to control sufficiently the content of
their thoughts. These results suggest that the regulatory resources required to generate ac-
ceptable cognitive estimates (e.g., by generating anchor values and adjusting those
anchors appropriately) were lacking because of prior ego depletion.

Ego depletion impaired controlled cognition, while leaving basic cognitive abilities
intact in a third study, which used a different ego-depletion manipulation and different
cognitive tests than used in prior studies. Here, we selected two tasks that clearly differed
in the amount of controlled processing required for successful performance. Our measure
of basic information processing was memory for nonsense syllables. Participants studied
a short list of nonsense syllables and were asked to recall as many of them as possible a
short while later. The measure of higher order cognition was the Reading Comprehension
subtest of the GRE. As predicted, participants that had been asked to control their atten-
tion while watching a video clip performed worse on the subsequent GRE test than did
participants who watched the clip naturally. However, performance on the nonsense syl-
lable recall task was not affected by ego depletion. These results replicated the previous
studies and strongly attested to the hypotheses that ego depletion impairs higher order
cognition but has little or no effect on basic information processing. Depletion impairs
only activities that require the self to act as a volitional, active agent.

Conceptually similar work by Kruglanski and colleagues (Webster, Richter, &
Kruglanski, 1996) has demonstrated effects similar to ego depletion. After performing a
lengthy final examination, students were asked to consider some information about hy-
pothetical job applicants to form impressions of the applicants. Students experiencing
mental fatigue (or ego depletion, in our terminology) due to the long final exam were
more likely to base their impressions of others on early, limited information. They formed
their impressions quickly, considering only a portion of the available information. A com-
parison group of students that had not just finished a lengthy exam were not prone to
“seizing and freezing” on the limited information; therefore, they based their impressions
of the target persons on broader samples of information. It is probable that the
nonfatigued participants had more regulatory resources at their disposal, and could freely
expend those resources and avoid leaping to conclusions based on thin slices of informa-
tion. Thus, these participants opted to consider a greater amount of information to form
more accurate impressions than their depleted counterparts. The depleted students pre-
sumably formed incomplete or inaccurate impressions of the target individuals because
they were prone to rely on incomplete, unelaborated information. These results are con-
sistent with the self-regulatory strength model, in that depleted students appeared to lack
the resources necessary for controlled cognitive processing.
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SELF-REGULATORY EXERTION AND TIME EXPERIENCE

Recent work has begun to explore some of the subjective consequences of ego depletion
by focusing on the experience of time passage. A series of studies by Vohs and Schmeichel
(2003) demonstrated that regulating the self is associated with an elongated perception of
time. For example, when participants controlled their emotions while watching a film
clip, they estimated that the clip lasted longer than did participants who watched the clip
without actively controlling their emotions (Studies 1 and 2). In another study, extended-
duration perceptions mediated the link between initial self-regulatory exertion and subse-
quent regulatory ability. When participants had controlled their emotional expressions,
they experienced elongated time passage and also gave up more quickly on a subsequent
self-regulated task (replicating the typical depletion effect). Finally, distorted time percep-
tion due to self-regulation extended to a subsequent and different self-regulated act. After
suppressing a forbidden thought, participants performed a breath-holding task. Depleted
participants estimated that they had held their breath for a longer duration than they ac-
tually did, and their breath-holding ability was actually worse than that of participants
who had not initially suppressed a forbidden thought. In summary, self-regulatory exer-
tion was associated with the perception that much time had passed, and this elongated
experience of time extended into a subsequent, and quite different, self-regulatory
endeavor.

Vohs and Schmeichel (2003) suggested that active self-regulation fosters an ex-
tended-now state, wherein time passage is elongated. When people experience an ex-
tended-now, current thoughts and feelings become more salient, making continued self-
regulation more difficult. Ego depletion and the extended-now state appear to go hand in
hand: Depleted participants give overly long estimates of the duration of self-regulated
behavior, and they give up more quickly at subsequent persistence tasks as a result.

SELF-REGULATORY STRENGTH
IN ALCOHOL CONSUMPTION AND DIETING

Recent research by Muraven, Collins, and Nienhaus (2002) has applied the self-control
strength model to alcohol consumption and its restraint in a sample of male social drink-
ers. After being informed that they would be taking a test of driving skills later in the ex-
periment, with the opportunity to earn a reward for good performance, some partici-
pants were asked to suppress a forbidden thought provided by the experimenter. Other
participants worked on simple arithmetic problems that required little or no self-regula-
tory resources. After completing their respective tasks, participants were given the oppor-
tunity to taste-test and rate the qualities of different alcoholic beverages (beers). In this
manner, participants were encouraged to consume as much beer as they desired (in a 20-
minute session) but also were provided a reason to regulate their alcohol intake, so as to
perform well on the subsequent driving test.

Participants who had suppressed a forbidden thought subsequently drank more beer
and had higher blood-alcohol content at the end of the experiment than did participants
who performed the simple math problems. The effect of resource depletion on alcohol
consumption was particularly striking among participants with high trait levels of preoc-
cupation with alcohol. Participants who tended to have a high level of preoccupation
with alcohol were particularly likely to consume alcohol following the resource-depletion
manipulation. This research provides an important link to “real-world” applications of
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the self-control strength model. (See Hull and Sloane, Chapter 24, this volume, for an
extended discussion of self-regulation and alcohol consumption.)

Research by Vohs and Heatherton (2000) applied ego depletion to dieting. Dieters’
self-regulatory resources were depleted by exposure to a situation that was either strongly
depleting (i.e., sitting next to a bowl of candies) or weakly depleting (i.e., sitting far from
a bowl of candies). Among those who were strongly depleted, dieters ate more ice cream
(Study 1) and persisted less on a demanding cognitive task (Study 2). Nondieters, con-
versely, were not depleted by the situational manipulation of candy, and so did not eat
more ice cream or fail to persist at the difficult task. These studies emphasize the role of
chronic differences among people that may render them particularly vulnerable to re-
source depletion in regulation-relevant situations; that is, resisting the tempting candies is
depleting only for people who have the goal of inhibiting caloric intake (i.e., dieters). Pre-
sumably, nondieters found the candies less tempting and less demanding of self-regula-
tory resources, because they were not actively trying to inhibit caloric intake. (See
Herman & Polivy, Chapter 25, this volume.)

BOOSTING SELF-REGULATORY STRENGTH
AND PREVENTING DEPLETION

The research detailing self-regulatory failure following ego depletion suggests that self-
regulatory resources are used in a variety of behaviors. These depletion patterns raise an
important question: How might self-regulatory resources be strengthened, allowing peo-
ple to meet challenges and improve the likelihood of successful self-regulation?

If self-regulatory strength acts like a muscle, then temporary resource fatigue (ego
depletion) should be a consequence of exertion. Over time, however, repeated exertion
should lead to a stronger muscle, or a deeper well of resources on which to draw. Thus,
one consequence of repeated self-regulation should be greater self-regulatory strength.

Muraven, Baumeister, and Tice (1999) examined this hypothesis in a longitudinal
study of repeated self-regulatory practice on further self-control. Participants were as-
signed various self-regulatory exercises to perform for a 2-week period. One group was
to try to improve posture by, for example, sitting and standing up straight; another group
was told to engage in affect regulation as often as possible. Both before and after the 2
weeks of exercise, participants underwent laboratory measures of self-regulation and de-
pletion. By comparing performance before and after the exercise period, the researchers
concluded that the 2 weeks of exercise did lead to improvements in self-control, at least
relative to a control group that did not practice exercising regulatory resources during the
intervening 2 weeks. These results tentatively suggest that the first benefit of exercising
self-control is a greater capacity to resist the debilitating effects of ego depletion. How-
ever, the overall significance of the finding was partly due to the fact that the control
group performed worse at the postpractice measure of depletion. More and better re-
search regarding the long-term benefits of exercising the self-regulatory resource may
help to confirm this important implication of the self-regulatory strength model.

Other work is needed to explore how the self-regulatory resource may be replenished
when it is temporarily depleted. Although systematic studies are lacking, circumstantial
evidence indicates that sleep and other forms of rest help restore it. In particular, self-
control appears to get progressively worse the longer a person goes without sleep, even in
the course of a normal day, which suggests that sleep serves a valuable function of replen-
ishing a resource that is expended gradually throughout the day. One study found that
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guided meditation helped to offset the impact of ego depletion and to restore the self’s
functions (Smith, 2002).

Further work is under way to explore the hypotheses that ego depletion can be coun-
teracted by self-affirmation exercises (i.e., thinking favorable thoughts about the self) or
by positive emotional experiences. Preliminary data suggest that these procedures do
have some power to restore the self’s capacity for self-control. If these findings continue
to be supported, they may shed some light on the nature of the resource that is depleted
and how it functions.

CONCLUSIONS

Self-regulation is one of the most important functions of the psyche. The research pro-
gram covered in this chapter suggests that it operates on the basis of a limited resource
that resembles a strength or energy. It becomes depleted when it is expended in acts of
self-regulation or other executive function activity. The same resource is used for many,
quite different kinds of self-regulation, and it is also used for making choices, for re-
sponding actively instead of passively, and for other executive functions. This resource
promises to shed light on the neglected but highly important aspect of the self as being,
instead of just a knower and a known, also a doer.
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Willpower in a Cognitive-Affective
Processing System

The Dynamics of Delay of Gratification

WALTER MISCHEL
OzLEM AYDUK

INTRODUCTION

The concept of effortful control in self-regulation or, in everyday language, “willpower,”
has survived a century of historical vicissitudes within psychology. Beginning with Wil-
liam James (1890) who made it central for the field’s agenda, to its banishment as unsci-
entific at the height of behaviorism, to its resurgence within contemporary psychology in
an explosion of work on “self-regulation,” the concept’s popularity has waxed and
waned. Currently, this now vigorously pursued and intensively researched—but still elu-
sive—construct is more center stage than ever. It is difficult to find a conference in social,
personality, or developmental psychology in which self-regulation and self-control—and
a host of related executive and agentic functions (e.g., planning, future-orientation, goal-
directed behavior, effortful control, proactive behavior)—are not major agenda items. As
such, it remains a challenge for psychological research and theory on willpower to articu-
late a framework for studying and making sense of the diverse phenomena that the term
encompasses. This chapter is intended as a step toward meeting that challenge. With this
goal in mind, we begin by asking: What does the construct encompass? There are two re-
lated sides to the answer.

Individual Differences

As is intuitively obvious, there are widely observed individual differences in willpower.
Historically in Western cultures these have been conceptualized as reflections of a stable
broad trait that characterizes the person consistently across situations and over time. In
this vein, the ancient Greeks used the term “akrasia” (a deficiency of the will) to distin-
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guish between people who successfully regulated their impulses and temptations from
those who did not. And in modern versions such global trait constructs as conscientious-
ness (Bem & Allen, 1974; McCrae & Costa, 1999) and ego resilience and ego control
(Block & Block, 1980) are commonly used by researchers to explain how and why people
differ in terms of their overall levels of self-regulatory ability. These trait approaches offer
valuable information concerning the stability and correlates of people’s self-regulatory
abilities, but provide limited information about the specific processes that underlie such
competencies and that enable or constrain them.

Self-Regulatory Processes

Consequently one must explicate the conditions and mechanisms that make willpower
possible and that underlie the observed individual differences. Fortunately, in a rapidly
accelerating trajectory, self-regulation research and theory are analyzing and illuminating
many of the relevant processes influencing diverse aspects of willpower and “human
agency” (e.g., Mischel & Morf, 2003; Mischel, Shoda, & Smith, 2004). For more than
three decades the field has been bursting with important findings on the nature of human
self-regulation, creating fresh challenges and offering exciting prospects, while at the
same time still struggling with classic problems in trying to figure out the basic nature of
willpower and its essential ingredients (Carver & Scheier, 1982; Gollwitzer & Bargh,
1996; Higgins, 1996; Higgins & Kruglanski, 1996; Kuhl, 1985; Mischel, Cantor, &
Feldman, 1996; Mischel & Morf, 2003; Morf & Mischel, 2002).

Our overarching goal in this chapter is to outline a theoretical framework for under-
standing self-regulatory efforts that takes into account individual differences as well as
the processes that underlie them and enable the individual to exercise willpower in the
course of goal pursuit. We begin with the premise that self-regulatory processes do not
operate in isolation. Rather, we assume that they are more fruitfully viewed as intrinsic
aspects of the larger mental and emotional processing systems that characterize the indi-
vidual. Accordingly, our specific goals in this chapter are to:

e Describe the larger processing system.

e Identify the key components of the self-regulatory system and highlight their cog-
nitive-affective processing dynamics, drawing from research on delay of gratifica-
tion illustratively.

e Illustrate how the components of the system interact with each other as well as
other sub-systems in the generation of observed individual differences in self-regu-
lation.

e Examine the implications for predicting and enhancing the individuals’ ways of
coping with relevant life challenges that require self-regulation.

BASIC FEATURES
OF THE SELF-REGULATORY PROCESSING SYSTEM

The explosion of work on self-regulation has led to a host of informative findings
about its diverse forms, determinants, and implications. Cumulatively, they suggest an
emerging consensus among process-oriented researchers concerning key ingredients for
a conceptual framework that demystifies the essentials of willpower and provides a
road map for its further scientific analysis. We attempt that framework here in the
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hope that it will have heuristic value for future research and theory development. First,
we outline basic features for a self-regulatory processing system that seems to be
widely assumed—albeit often only implicitly—within a broadly social cognitive-affec-
tive theoretical framework (Kunda, 1999). The view of the self-regulatory processing
system presented here is closely related to Mischel and Ayduk’s (2002) analysis, to the
conception of the “Self as a Psycho-Social Dynamic Processing System” developed re-
cently by Mischel and Morf (2003), to the Cognitive Affective Processing System
(CAPS) presented earlier by Mischel and Shoda (1995, 1998, 1999; Shoda & Mischel,
1998), and to the Metcalfe and Mischel (1999) hot/cool model, and draws extensively
on these sources. We draw on the self-system model because the very terms “will-
power,” “effortful control” and “self-regulation” imply an agentic self—a self-system
that actively, and effortfully does the regulating. We draw on the CAPS model because
self-regulation needs to be understood as an integral component within the larger
cognitive-affective processing system and its sub-systems in which these processes func-
tion. And we draw on Mischel and Ayduk (2002) and Metcalfe and Mischel (1999) to
illustrate key mechanisms in delay of gratification.

The Connectionist Metaphor for a Self-Regulatory Processing System

The largest challenge that faces theorists interested in constructing a scientific model, ei-
ther of the self-system, self-regulation, or a broader personality processing system, is how
to do so without re-invoking the “homunculus”—the little actor or “doer” in the head of
the person who becomes the agent of all that follows (e.g., Kuhl, 1996). While we do not
pretend to have solved this age-old problem, we try to assuage the fear of the homunculus
by using connectionist models and parallel distributed processing systems as our meta-
phor (e.g., Baumann & Kuhl, 2002; Graziano & Tobin, 2001; Mischel & Shoda, 1995;
Morf & Rhodewalt, 2001; Nowak, Vallacher, Tesser, & Borkowski, 2000; Read &
Miller, 2002; Shah & Kruglanski, 2002; Shoda, LeeTiernen, & Mischel, 2002; Shoda &
Mischel, 1998; Van Mechelen & Kiers, 1999). In the discussion that follows we borrow
from these contributions and the connectionist metaphor. We begin with a brief summary
of the key characteristics of these models.

Such models are promising metaphors because of two features. First, they are able to
take account of multiple concurrent processes without invoking a single central control,
thus helping to reduce the homunculus danger (Rumelhart & McClelland, 1986). As dis-
cussed by Mischel and Morf (2003), the agency is in the organization of the network, and
so there is no need to invoke an internal controller. Second, connectionist models can ac-
count for a system that is biased. They do so in the sense that the patterns of activation in
such a system are constrained and guided—and thus biased—Dby the existing network—a
network that reflects the individual’s unique biological, psychosocial, developmental, and
life experiences. Examples of such biases are abundant and are seen every time an individ-
ual reacts predictably (e.g., with withdrawal and self-silencing or hostility and aggres-
sion) when particular threats (e.g., partner’s rejection and hostility) are encountered
(Ayduk, Downey, Testa, Yen, & Shoda, 1999; Ayduk, May, Downey, & Higgins, 2003;
Morf & Rhodewalt, 1993; Zayas, Shoda, & Ayduk, 2002). The particular model that
guides us most in this chapter, and in much of the research from which we draw, is the
Cognitive-Affective Processing System or CAPS (Mischel & Shoda, 1995), which was de-
signed as a broad processing framework for analyzing individual differences and basic
processes such as self-regulation, self-control, and proactive, agentic (self-directed and fu-
ture-oriented) behavior over time.
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Processing Characteristics, Units,
and Dynamics of the Self-Regulatory System

If we assume that self-regulatory behavior is generated by an organized, dynamic, cogni-
tive-affective processing system like CAPS, one has to consider the nature of the units in
the system, their relationship and organization, and the dynamics of their functioning.
Using the connectionist, network-like metaphor, the first assumption is that in this type of
processing system the mental representations consist of cognitions and affects (emotional
states), abbreviated as CAUs or cognitive—affective units. These CAUs are interconnected
within a stable network (much like a neural network, again as a metaphor) that con-
strains and guides their activation with pathways of activation and de-activation.

Substantively, the types of CAUs on which related theory and work has focused are
based on psychological variables shown to be important in decades of past research, as
proposed initially by Mischel (1973). These person variables include such mental-emo-
tional representations as personal appraisals or construals (encodings) of the situation;
beliefs, and expectancies (e.g., self-efficacy and outcome expectations); personal values
and goals; affects (e.g., anxiety, shame, pride, eagerness); as well as evaluative self-
standards, which are activated in specific situations. Particularly important for effortful
control are the individual’s available and accessible self-regulatory competencies. These
include cognitive-attention strategies and scripts for generating diverse types of social
behavior that are essential for sustained, goal-directed effort in the pursuit of difficult
goals whose attainment requires impulse control and delay of gratification (Mischel &
Ayduk, 2002; Mischel et al., 1996). In terms of the connectionist metaphor, the CAUs are
themselves composed of activation patterns among much lower-level units (Mischel &
Shoda, 1995, 1998; Shoda & Mischel, 1998). CAUs operate at multiple levels within the
system and its sub-systems. These levels interact and are in part automatic and in part
more deliberative, in part cognitive, and in part affective (Metcalfe & Mischel, 1999).

As in CAPS, individual differences in self-regulation are assumed to reflect both dif-
ferences in the ease of accessibility of different CAUs (e.g., trust and efficacy expecta-
tions, self-regulatory competencies, appraisals of situations as challenging or threaten-
ing), and differences in the stable organization of the relationships among the CAUs.
Thus, it is assumed that the CAUs are organized into distinctive idiographic networks.
Each network is unique, although individuals can be grouped into types and sub-types.
These types may differ both on the basis of similarities in their chronic levels of accessibil-
ity (e.g., some have higher anxious expectations for rejection, or lower fears of failure,
than others) and on the basis of their organization, as will be illustrated in subsequent
sections.

Figure 6.1 summarizes this model. A CAPS network is illustrated by the large circle,
which consists of interconnected CAUs (shown by smaller circles). The darker the circle
for a CAU the more accessible it is. The inter-connections among the CAUs may be excit-
atory (solid lines) or inhibitory (broken lines), and the strength of these connections dif-
fers as indicated by the darkness of the links.

Within this model, the relatively stable patterns of activation are the processing dy-
namics of the self-regulatory system. Situational features are encoded by CAUs, which in
turn, activate a subset of mediating units that are connected to other units through a sta-
ble activation network. These situational features may be events and social stimuli that
are either encountered, self-initiated (e.g., thoughts and affects activated by thinking,
planning, or ruminating), or created by internal states (e.g., when hungry, or craving
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FIGURE 6.1. Illustrative self-regulatory dynamics in a cognitive—affective processing system
(CAPS). Self-regulation in a CAPS network is illustrated by the large circle, and the smaller circles
within it represent the cognitive—affective units (CAUs). The darker a circle, the more accessible
that thought or affect is. The CAUs are inter-connected either through excitatory (solid lines) or in-
hibitory (broken lines); the darkness of a line indicates the strength of the association between any
two CAUs. As illustrated, situational features are encoded by CAUs, which in turn activate a subset
of mediating units that are inter-connected through a stable activation network. The dynamics of
this network guide and constrain the individual’s behavior in relation to particular situation fea-
tures. The multiple influences on the CAPS network are indicated at the bottom. The system acts
upon itself through a feedback loop: The behaviors that are generated influence one’s subsequent
experience and the social learning history, influencing the system’s further development and modi-
fying the situations encountered and generated over time.

drugs, or in other arousal states). These diverse influences may activate a contextualized
construction or reconstruction process within the particular situation, rather than elicit-
ing a retrieval of pre-existing responses or entities from storage. This reconstruction pro-
cess occurs for example when the strength of the excitatory association between two
CAUs is modified by a particular situation that activates one while strongly inhibiting the
other. In this manner, the system becomes able to generate somewhat novel behavioral ex-
pressions; nevertheless, the preexisting dynamics of this network guide and constrain the
reactions of the individual to particular features of situations. Thus the person and the
situation interact reciprocally in a mutual influence process.
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Development of the Self-Regulatory System

As illustrated in Figure 6.1, the CAPS network and the situational features that elicit its
different aspects are assumed to develop as a function of biological and genetic predispo-
sitions as well as through the influences of the person’s culture, society and idiographic
social-cognitive learning history (Mischel & Shoda, 1999). Individual differences in the
host of biochemical-genetic-somatic factors that influence self-regulation are conceptual-
ized as pre-dispositions in this framework. The emphasis is on the “pre” to underline that
these are biological precursors that may manifest themselves both directly and indirectly
at multiple levels within the system and in diverse and complex forms (Grigorenko, 2002;
Mischel & Shoda, 1999). These biological pre-dispositions (i.e., temperament) bias the
system’s development in particular directions. Nevertheless, their influences are con-
stantly modulated by the affordances presented by the cultural, social and interpersonal
contexts within which the child is situated. In particular, infant temperament and quality
of parental care interact in meaningful ways in the development of effective self-regula-
tory mechanisms (e.g., Calkins & Fox, 2002; Kochanska, 1997). For example, children’s
“difficult” temperament is related to increased cortisol levels—a physiological marker of
dysregulation—in the face of stress, but only in the context of poor and unresponsive
adult caring (Gunnar, Larson, Hertsgaard, Harris, & Brodersen, 1992; see Gunnar &
Donzella, 2002, for review).

Thus, many factors interact to influence the genesis of the person’s distinctive organi-
zation, and they reflect both genetic endowment and biological history, and their interac-
tions with social learning and developmental experiences in the course of socialization
within a particular culture. Noteworthy is that the system does not merely react to the sit-
uations encountered in its course of life-long development. It also acts upon itself through
a feedback loop, both by generating its own internal situations (e.g., in anticipated and
planned events, in fantasy, in self-reflection), and through the behaviors that the system
generates in interaction with the social world (see Figure 6.1). These behaviors (e.g.,
impulsive reactions, failures to carry out intentions, effective control efforts and goal pur-
suit) further influence the individual’s social-cognitive experiences and evolving social
learning history, and modify the subsequent situations encountered and generated. This
way, development of the self-regulatory system becomes a life-long process of adaptation
both through assimilating new stimuli into the existing CAPS network and by accommo-
dating the network itself in response to novel or different encounters.

In the rest of this chapter, the model depicted in Figure 6.1 will be fleshed out and il-
lustrated with research findings on delay of gratification (see Mischel, Shoda, & Rodri-
guez, 1989, for review) and related phenomena of willpower that exemplify its different
aspects. The focus on delay of gratification reflects the fact that this program of research
has data from four decades of experimental and longitudinal work that speaks both to in-
dividual differences and to basic processes that enable—or undermine—willpower or
effortful self-regulation.

MOTIVATIONAL PROCESSES IN THE DECISION TO “WILL”

More than a century after James (1890) distinguished the wish or motivation to exert
willpower in goal pursuit, and the ability to do so effectively, a distinction between regu-
latory motivation and regulatory competence is still useful because often people have one
of these but not the other. This was illustrated by a recent president of the United States
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whose impressive abilities to self-regulate in some contexts were seen often in his skillful
handling of political and foreign affairs, yet he was either unable or insufficiently moti-
vated to apply them to himself when it came to his personal affairs to the point of im-
peachment (see Ayduk & Mischel, 2002, for further discussion).

First we consider the role of motivation for effortful self-regulation in the framework
of the present model. The individual’s response to any given situation in which effortful
self-regulation may be an option begins with the encoding process in which the subjective
meaning of the situation, including its self-relevance and personal importance, are ap-
praised. The appraisal itself activates a cascade of other cognitive-affective representa-
tions within the system—expectations and beliefs, affective reactions, values and goals.
These CAUs operate at multiple levels as indicated above, and interacting in a coherent
organization. To illustrate, take the hungry dieter confronted with a temptingly exquisite
slice of chocolate fudge cake. The motivational strength to forgo the temptation may de-
pend on such factors as whether the person construes the cake as “unhealthy and fatten-
ing—a “threat to health and fitness” or as a great treat” to which one is entitled at the
end of a long hard day. Likewise, is the affect that is triggered primarily a strong desire or
an anxious concern? And what expectations about the outcome are likely to occur if the
cake is eaten, and if it is bypassed? How high are the person’s expectations that self-
control now will pay off in better health and appearance later? How much does the per-
son value the long-term super-ordinate goals that are served by eating healthy and being
fit? Do self-regulatory behaviors like dieting serve a higher goal that is central to the self,
such as being a worthy self-respecting person, or are they merely a part of a casually tried
fashionable diet of the day?

Questions like these have been considered in studies of the motivational processes in
self-regulation and, specifically, in the context of cross-cultural delay of gratification
choice experiments that assessed people’s preference patterns for larger but delayed ver-
sus smaller or less valued but immediately available rewards beginning in the 1950s
(Mischel, 1961a, 1974Db). Taken collectively, the findings indicated the important roles of
(1) trust and control expectations about actually obtaining the delayed outcomes, and (2)
the subjective relative values of the immediately available versus the temporally delayed
pay-offs (Mischel, 1961b, 1974b). These person variables significantly predict whether
people form the intention and make the initial decision to exert self control and, in these
examples, try to delay immediate gratification for the sake of more valued but delayed re-
wards. To the extent that individuals trust that the delayed rewards will materialize if
they put the necessary effort into it and believe that they have control over the allocation
of resources they are more likely to perceive the benefits to be greater than the costs asso-
ciated with delay of gratification. Perhaps as important as these expectations in determin-
ing goal commitment in delay choice is the subjective value of the delayed reward(s). Un-
surprisingly, the smaller the magnitude of the delayed rewards, and the longer their
temporal delay, the less people value them and are willing to wait for them in the self-
delay of gratification task (Mischel & Metzner, 1962).

The motivation to delay immediate gratification for the sake of distal goals that are
contingent on the individual’s own efforts also depends on the activation of beliefs that
one can fulfill the necessary requirements—that is, self-efficacy beliefs (Bandura, 1986;
Mischel et al., 1996)—on which the attainment of the distal reward is contingent. For ex-
ample, when self-efficacy beliefs were experimentally manipulated by giving false success/
failure feedback on an unrelated performance task, participants who were given false
positive feedback chose to work for the preferred but delayed contingent reward more of-
ten than the participants who were given false negative feedback (Mischel & Staub,
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1965). Thus how well the participants felt that they could perform the task determined
whether or not they chose to try for the more difficult but preferred reward. The findings
on choice or preferences for delayed versus immediate gratification are consistent with
the role that control expectancies and self-efficacy beliefs play in other self-regulatory
contexts as well. For example, high self-efficacy beliefs lead to greater motivation to en-
gage in health promoting behavior (Hooker & Kaus, 1992; Kaplan, Atkins, & Reinsch,
1984) and adjustment to stressful health events and procedures (Major et al., 1990).

Similarly, positive control expectancies motivate people to try to persist in the face of
challenge and also improve the way they construe and behave in response to negative sit-
uations. For example, people who suffer from psychological and/or physical distress but
nevertheless believe that they are capable of influencing the outcomes of their situations
adjust better in response to discomfort (Averill, 1973; Miller, 1979; Rodin, 1987; Taylor,
Lichtman, & Wood, 1984; Thompson, 1981) and report feeling less anxiety and distress
in relation to the pain associated with their conditions (Kanfer & Seidner, 1973; Szpiler
& Epstein, 1976). Conversely, people who perceive themselves as having little control
over the situations they find themselves in often feel powerless and choose not to engage
in adaptive forms of self-regulatory behavior (Dweck, 1986; Seligman, 1975).

In summary, findings from studies on the motivation and choice to delay gratifica-
tion (i.e., goal commitment) suggest that an expectancy-subjective value mechanism un-
derlies the initial assessments that people make regarding this decision. It is a subjective
calculation of whether the value and feasibility of attaining a delayed reward relative to
the value of the immediately available one is high enough to warrant their choice to wait
or work to attain it. In the connectionist, network-like metaphor for the self-regulatory
processing system model, self-efficacy beliefs, positive outcome and control expectations,
and the subjective value of the rewards, are the CAUs that influence these decisions and
intentions to commit oneself to a difficult self-regulatory goal.

FROM GOOD INTENTIONS TO WILLPOWER:
OVERCOMING STIMULUS CONTROL WITH SELF-CONTROL

Goal commitment is a necessary but not a sufficient condition for goal attainment. Well-
intentioned New Year’s resolutions—to adhere to that diet, to forgo tobacco, to become
more attentive and caring toward a partner, to persist with regular breast self-examina-
tions—are a first step, but unless implemented by effective self-regulatory mechanisms to
sustain effortful control they easily fade away when the time comes to actually exercise
the will. The failure of well-motivated good intentions is documented in decades of re-
search on the power of stimulus control, beginning with work on classical conditioning at
the start of the last century, to the prolific studies inspired by Skinner’s work on operant
conditioning (e.g., Skinner, 1938) during the dominance of behaviorism, to the current re-
surgence of interest showing the importance and pervasiveness of automaticity by Bargh
and colleagues (e.g., Bargh, 1997; Chartrand & Bargh, 2002). Collectively, this impres-
sive line of research has made plain the pervasive power of the situation for eliciting pre-
potent responses almost reflexively without higher-order mediation and consciousness.
Indeed the incisive and persuasive work of Bargh and colleagues has been so compelling
that one begins to sense that the cognitive revolution is now in trouble in social and per-
sonality psychology, and in need of new defenders ready to make the case again for the
power of cognitive processes against a new form of mechanistic behaviorism that may be
re-emerging (see Ferguson & Bargh, 2000). The challenge to these defenders of cognition
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and purposeful self-regulation is to specify the processes and conditions that people can
use to make them less susceptible to succumbing to the pressures and influences of the
momentary situation as they attempt to pursue their long-term commitments and goals.

The next questions we address are: what are those processes and conditions in which
individuals may overcome stimulus control and the pressures and temptations of the mo-
ment for the sake of more valued but delayed, or blocked, goals and outcomes? What
makes it possible for some people to give up their addictions, to resist the temptations
that threaten their cherished values and goals, to persist in the effort, to maintain their re-
lationship, to overcome the more selfish motivation and take account of other people—in
short, to exert “willpower”? And why do others seem to remain the victims of their own
vulnerabilities and biographies?

Theoretically, in the CAPS model of self-regulation, effective pursuit of delayed re-
wards and difficult to attain long-term goals depends on the availability and accessibility
of certain types of cognitive-attention strategies that are essential for overcoming stimu-
lus control. Again the question has to be answered: what strategies and processes make
that possible? How do they work and how can they be harnessed in the service of more
constructive and effective self-regulation? Absent the availability and accessibility of such
strategies, efforts to sustain delay of gratification and self-control are likely to be short-
lived and the power of the immediate situation is likely to prevail and elicit the prepotent
response—eat the cake, smoke the cigarette grab the money, succumb to the temptation.
In contrast, in effective goal pursuit, these strategies become activated and utilized when
the person tries to forgo impulsive, automatic reactions in response to immediate situa-
tional pressures and temptations for the sake of more valued but temporally delayed
goals.

The Delay of Gratification Paradigm

Insights into the conditions and processes that enable effortful control have come from
research in the preschool delay paradigm (Mischel, 1974a; Mischel & Baker, 1975;
Mischel & Ebbesen, 1970; Mischel, Ebbesen, & Zeiss, 1972; Mischel & Moore, 1973).
In this procedure, young children wait for two cookies (or other little treats) that they
want and have chosen to get and which they prefer to a smaller treat, such as one cookie.
They then are faced with a dilemma: they are told that the experimenter needs to leave
for a while and that they can continue to wait for the larger reward until the experi-
menter comes back on his’/her own, or they are free to ring a little bell to summon the
adult at any time and immediately get the smaller treat at the expense of getting the larger
preferred reward. In short, the situation creates a strong conflict between the temptation
to stop the delay and take the immediately available smaller reward or to continue wait-
ing for their original, larger, more preferred choice, albeit not knowing how long the wait
will be. After children understand the situation, they are left alone in the room until they
signal the experimenter. The child of course has a continuous free choice, and can resolve
the conflict about whether or not to stop waiting at any time by ringing the bell, which
immediately brings back the adult. If the child continues to wait, the adult returns spon-
taneously (after a maximum of 20 minutes).

This simple and seemingly trivial situation has turned out to be not only compelling
for the young child but also surprisingly diagnostic, making it possible to significantly
predict conceptually relevant and consequential long-term outcomes from the number of
seconds children wait at age 4 years to diverse indices of self-regulation in goal pursuit
and social-emotional cognitive competencies decades later in adulthood (e.g., Ayduk et



108 BASIC REGULATORY PROCESSES

al., 2000; Mischel et al., 1989). To illustrate, the number of seconds children can wait in
certain diagnostic situations (i.e., when no regulatory strategies are provided by the ex-
perimenter and children have to access their own competencies) is significantly predictive
of higher Scholastic Aptitude Test (SAT) scores and better social-cognitive, personal, and
interpersonal competencies years later (Mischel, Shoda, & Peake, 1988; Shoda, Mischel,
& Peake, 1990). These links between seconds of preschool delay time and adaptive life
outcomes in diverse social and cognitive domains remain stable, persisting into adult-
hood, as discussed in later sections. Given the existence and psychological importance of
the individual differences tapped in this situation it becomes important to understand
what is happening psychologically that makes some children ring soon and others wait
for what seems an eternity. What determines who will be under the stimulus control elic-
ited by immediate temptations and who will be able to resist those pressures and sustain
the choice to persist for the delayed rewards? We next consider the cognitive-attention
control strategies that help and hurt such efforts and examine how they may play out in
the proposed self-regulatory system.

Temporal Discounting

The delay of gratification paradigm for the analysis of willpower taps a phenomenon that
makes effortful control especially difficult in situations when it is often most needed. It is
a factor that undermines the person’s motivation to keep important long-term goals in
mind when faced with short-term gratifications that are immediately present. This perva-
sive phenomenon, found in animal species from rats to humans, is temporal discounting
(Ainslie, 2001; Loewenstein, Read, & Baumeister, 2003; Rachlin, 2000; Trope &
Liberman, 2003). Well-known to economists and philosophers as well as to psycholo-
gists, this tendency refers to the systematic discounting of the subjective value of a re-
ward, outcome, or goal as the anticipated time delay before its expected occurrence in-
creases. Temporal discounting is seen clearly in delay of gratification studies in the
finding that the perceived subjective value of the delayed reward(s) in young children,
and hence their motivation to choose to delay, decreases systematically as the length of
the expected delay interval increases (Mischel, 1966, 1974b; Mischel & Metzner, 1962)
as mentioned earlier. Similar findings with respect to the effect of time delays on the dis-
counting of subjective value have long been widely documented and recognized as of
central importance for understanding problems that range from the psychiatric and medi-
cal to the areas of behavioral medicine and behavioral economics (Ainslie, 2001;
Loewenstein et al., 2003; Morf & Mischel, 2002; Petry, 2002; Rachlin, 2000; Wulfert,
Block, Ana, Rodriguez, & Colsman, 2002). The hot/cool analysis of willpower, described
next, was developed in large part to try to understand the basic mechanisms that may un-
derlie the phenomena tapped by the delay paradigm.

Hot/Cool Systems within CAPS

Following the connectionist and parallel distributed processing neural network metaphor,
two closely interacting systems—a cognitive “cool” system and an emotional “hot” sys-
tem—have been proposed as components of the broader CAPS system. The interactions
between these two systems are basic in the dynamics of self-regulation in general and of
delay of gratification in particular and underlie the person’s ability—or inability—to sus-
tain effortful control in pursuit of delayed goals (Metcalfe & Mischel, 1999).
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Briefly, the cool system is an emotionally neutral, “know” system: it is cognitive,
complex, slow, and contemplative. Attuned to the informational, cognitive, and spatial
aspects of stimuli, the cool system consists of a network of informational, cool nodes that
are elaborately interconnected to each other, and generate rational, reflective, and strate-
gic behavior. Although the specific biological roots of this system are still being explored,
the cool system seems to be associated with hippocampal and frontal lobe processing
(Lieberman, Gaunt, Gilbert, & Trope, 2002; Metcalfe & Mischel, 1999).

In contrast, the hot system is a “go” system. It enables quick, emotional processing:
simple and fast, and thus useful for survival from an evolutionary perspective by allowing
rapid flight or fight reactions, as well as necessary appetitive approach responses. The hot
system consists of relatively few representations, or hot spots (e.g., unconditioned stim-
uli), which elicit virtually reflexive avoidance and approach reactions when activated by
trigger stimuli. This hot system develops early in life and is the most dominant in the
young infant. It is an essentially automatic system, governed by virtually reflexive stimu-
lus-response reactions, which, unless interrupted, preclude effortful control. Although
other theorists (e.g., Epstein, 1994; Lieberman, 2003) have employed somewhat different
terms to describe similar sets of opponent self-regulatory processes, there is reasonable
consensus that what Metcalfe and Mischel (1999) call the hot system is more affect-based
relative to the cool system and generates simple, impulsive, and quick approach-avoid-
ance responses in the presence of eliciting stimuli. The impulsive behavioral products of
this system provide ample documentation for the power of stimulus control, and the for-
midable constraints that many hot (affect-arousing) situations place on a person’s ability
to exert willpower or volitional control. Currently, neural models of information process-
ing suggest that the amygdala—a small, almond-shaped region in the forebrain thought
to enable fight-or-flight responses—may be the seat of hot system processing (Gray, 1987;
LeDoux, 1996; Metcalfe & Jacobs, 1996), but again the exact loci and circuitry remain
to be mapped with increasing precision.

Consistent with a parallel-processing neural network metaphor, the hot/cool analysis
assumes that cognition and affect operate in continuous interaction with one another, and
emphasizes the close connections of the two sub-systems in generating phenomenological
experiences as well as behavioral responses. Specifically, in the model hot spots and cool
nodes that have the same external referents are directly connected to one another, and
thus link the two systems (Metcalfe & Jacobs, 1996; Metcalfe & Mischel, 1999). Hot
spots can be evoked by activation of corresponding cool nodes; alternately, hot represen-
tations can be cooled through inter-system connections to the corresponding cool nodes.
Effortful control and willpower become possible to the extent that the cooling strategies
generated by the cognitive cool system circumvents hot system activation through such
inter-system connections that link hot spots to cool nodes. Thus, consequential for self-
control are the conditions under which hot spots do not have access to corresponding
cool representations, because these conditions are the ones that undermine or prevent
cool system regulation of hot impulses.

Effects of System Maturation

Two assumptions are made about the determinants of the balance between hot and cool
systems. First, this balance depends critically on the person’s developmental phase. The
hot system is well developed at birth, whereas the cool system develops with age. Conse-
quently early in development the baby is primarily responsive to the pushes and pulls of
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hot stimuli in the external world as many of the hot spots do not have corresponding cool
nodes that can regulate and inhibit hot system processing. This assumption is in line with
developmental differences in the maturation rates of the biological centers for these two
systems. With age and maturity, however, the cool system becomes elaborated as many
more cool nodes develop and become connected to one another, thereby greatly increas-
ing the network of cool system associations and thus the number of cool nodes corre-
sponding to the hot spots.

Empirical evidence from the delay of gratification studies supports these expecta-
tions. Whereas delay of gratification in the paradigm described seems almost impossi-
ble—and even incomprehensible—for most children younger than 4 years of age
(Mischel, 1974b; Mischel & Mischel, 1983), by age 12 almost 60% of children in some
studies were able to wait to criterion (25 minutes maximum; Ayduk et al., 2000, Study
2). Furthermore, the child’s spontaneous use of cooling strategies such as purposeful self-
distraction is positively related to both age and verbal intelligence (Rodriguez, Mischel,
& Shoda, 1989). By the time most children reach the age of 6 years, they are less suscepti-
ble to stimulus control from mere exposure to the desired objects facing them. As the cool
system develops it becomes increasingly possible for the child spontaneously to generate
diverse cognitive and attention deployment cooling strategies (e.g., self-distraction, in-
venting mental games to make the delay less aversive), and thus to be less controlled by
whatever is salient in the immediate field of attention (Rodriguez, Mischel, & Shoda,
1989).

Effects of Stress Level

Second, the hot/cool balance depends on the stress level, which in turn depends both on
the stress induced by the appraisal of the specific situation and the chronic level charac-
teristic for the person. The theory assumes that whereas at low to moderate levels of
stress cool system activation may be enhanced, at high levels it becomes attenuated and
even shuts off. In contrast, the hot system becomes activated to the degree that stress is
increased (Metcalfe & Jacobs, 1996; Metcalfe & Mischel, 1999). The stress level of the
system reflects both individual differences in the person’s chronic level of stress and the
stress induced within the particular situation. Consistent with the view that high stress
levels tend to attenuate the activation of the cool system, delay of gratification becomes
more difficult when children experience additional psychological stress (e.g., by thinking
about unhappy things that happened to them), but it becomes easier when stress is de-
creased, for example by priming them to “think fun” (Mischel et al., 1972). It is an ironic
aspect of willpower and human nature that the cool system is most difficult to access
when it is most needed.

The reader who remembers Freud’s conception of the id as characterized by irratio-
nal, impulsive urges for immediate wish-fulfillment, and its battles with the rational, logi-
cal executive ego, will not fail to note their similarity to the hot and cool systems as con-
ceptualized in contemporary thinking (e.g., Epstein, 1994; Metcalfe & Mischel, 1999).
The key difference is that what has been learned from research on this topic over the
course of the past century now allows us to specify more clearly the cognitive and emo-
tional processes that underlie these two systems and their interactions to enable effective
self-regulation. We consider these specific processes next, drawing on experiments con-
ducted using the delay of gratification paradigm.

The hot/cool analysis of the dynamics of willpower summarized above was based in
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part on empirical evidence from the long-term research program on delay of gratification
by Mischel and colleagues (e.g., see Mischel, 1974b; Mischel & Ayduk, 2002; Mischel et
al., 1989, for reviews). This research provides a framework for systematically conceptual-
izing the processes that undermine or support the successful exertion of willpower in di-
verse contexts, and provides an account that seems to fit the available data reasonably
well. We next consider those data and examine how they speak to the predictions and
post-dictions suggested by the hot/cool analysis.

PROCESSING DYNAMICS IN DELAY OF GRATIFICATION
Mental Representation of Goals/Rewards

The experiments on mechanisms enabling delay of gratification were motivated originally
by the following question, posed more than 30 years ago: how does the mental represen-
tation of deferred rewards or goals influence the person’s ability to continue to wait or
work for them? The question needed to be asked at that time, when behaviorism was still
at its height, and because although rewards had been assigned huge power as the determi-
nants of behavior, virtually nothing was known about how people’s mental representa-
tions of them operated and influenced goal-directed behavior. Few theories or even hy-
potheses were available to guide the search for answers. A notable exception was Freud
(1911/1959) whose writing about the transition from primary (id-based) to secondary
(ego-based) processes famously theorized that the ability to endure delay of gratification
begins to develop when the young child