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Foreword by Lord Carlile of Berriew

I am delighted to provide the foreword for the Application of Big Data for National Security. The 
publication of this new and important volume provides a valuable contribution to the still sparse 
literature to which the professional, policy-maker, practitioner, and serious student of security and 
information technology can turn. Its publication serves as a timely reminder that many countries 
across the world remain at risk from all manner of threats to their national security.

In a world of startling change, the first duty of government remains the security of its country. The 
range of threats to national security is becoming increasingly complex and diverse. Terrorism, cyber-
attack, unconventional attacks using chemical, nuclear, or biological weapons, as well as large-scale 
accidents or natural hazards—anyone could put citizens’ safety in danger while inflicting grave damage 
to a nation’s interests and economic well-being.

In an age of economic uncertainty and political instability, governments must be able to act quickly 
and effectively to address new and evolving threats to their security. Robust security measures are 
needed to keep citizens, communities, and commerce safe from serious security hazards. Harnessing 
the power of Big Data presents an essential opportunity for governments to address these security 
challenges, but the handling of such large data sets raises acute concerns for existing storage capacity, 
together with the ability to share and analyze large volumes of data. The introduction of Big Data 
capabilities will no doubt require the rigorous review and overhaul of existing intelligence models and 
associated processes to ensure all in authority are ready to exploit Big Data.

While Big Data presents many opportunities for national security, any developments in this arena 
will have to be guided by the state’s relationship with its citizenry and the law. Citizens and their 
elected representatives remain cautious and suspicious of the access to, and sharing of, their online 
data. As citizens put more of their lives online voluntarily as part of contemporary lifestyle, the safety 
and security of their information matters more and more. Any damage to public trust is counter-
productive to national security practices; just because the state may have developed the technology 
and techniques to harness Big Data does not necessarily mean that it should. The legal, moral, and 
ethical approach to Big Data must be fully explored alongside civil liberties and human rights, yet 
balanced with the essential requirement to protect the public from security threats.

This authoritative volume provides all security practitioners with a trusted reference and resource to 
guide them through the complexities of applying Big Data to national security. Authored and edited by 
a multidisciplinary team of international experts from academia, law enforcement, and private industry, 
this unique volume is a welcome introduction to tackling contemporary threats to national security.

Lord Carlile of Berriew CBE QC
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Preface by Edwin Meese III

What is often called the “information age,” which has come to dominate the twenty-first century, is 
having at least as great an impact on current society as did the “industrial age” in its time, more than a 
century ago. The benefits and constructive uses of Big Data—a big product of the information age—are 
matched by the dangers and potential opportunities for misuse which this growing subject portends. 
This book addresses an important aspect of the topic as it examines the notion of Big Data in the con-
text of national security.

Modern threats to the major nations of the world, both in their homelands and to their vital interests 
around the globe, have increased the national security requirements of virtually every country. Terror-
ism, cyber-attacks, homegrown violent extremism, drug trafficking, and organized crime present an 
imminent danger to public safety and homeland defense. In these critical areas, the emergence of new 
resources in the form of information technology can provide a welcome addition to the capabilities of 
those government and private institutes involved in public protection.

The impressive collection of authors provides a careful assessment of how the expanding universe 
of information constitutes both a potential threat and potential protection for the safety and security of 
individuals and institutions, particularly in the industrialized world.

Because of the broad application of this topic, this book provides valuable knowledge and thought-
provoking ideas for a wide variety of readers, whether they are decision-makers and direct participants 
in the field of Big Data or concerned citizens who are affected in their own lives and businesses by how 
well this resource is utilized by those in government, academia, and the private sector.

The book begins with an introduction into the concept and key applications of Big Data. This overview 
provides an introduction to the subject that establishes a common understanding of the Big Data field, 
with its particular complexities and challenges. It sets forth the capabilities of this valuable resource for 
national security purposes, as well as the policy implications of its use. A critical aspect of its beneficial 
potential is the necessary interface between government and the private sector, based on a common 
understanding of the subject.

One of the book’s strengths is its emphasis on the practical application of Big Data as a resource 
for public safety. Chapters are devoted to detailed examples of its utilization in a wide range of 
contexts, such as cyberterrorism, violent extremist threats, active shooters, and possible integration 
into the battlefield. Contemporary challenges faced by government agencies and law enforcement 
organizations are described, with explanations of how Big Data resources can be adapted to effect 
their solutions. For this resource to fulfill its maximum potential, policies, guidelines, and best prac-
tices must be developed for use at national and local levels, which can continuously be revised as 
the data world changes.

To complement its policy and operational knowledge, the book also provides the technological 
underpinning of Big Data solutions. It features discussions of the important tools and techniques to 
handle Big Data, as well as commentary on the organizational, architectural, and resource issues that 
must be considered when developing data-oriented solutions. This material helps the user of Big Data 
to have a basic appreciation of the information system as well as the hazards and limitations of the 
programs involved.

To complete its comprehensive view of Big Data in its uses to support national security in  
its broader sense—including the protection of the public at all levels of government and private 
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activity—the book examines an essential consideration: the public response and the political envi-
ronment in which difficult decisions must be made. The ability to utilize the advantages of Big Data 
for the purposes of national security involves important legal, social, and psychological consider-
ations. The book explains in detail the dilemmas and challenges confronting the use of Big Data  
by leaders of government agencies, law enforcement organizations, and private sector entities.  
Decisions in this field require an understanding of the context of national and international legal 
frameworks as well as the nature of the public opinion climate and the various media and political 
forces that can influence it.

The continuing advances in information technology make Big Data a valuable asset in the ability 
of government and the private sector to carry out their increasing responsibilities to ensure effective 
national security. But to be usable and fulfill its potential as a valuable asset, this resource must be 
managed with great care in both its technical and its public acceptance aspects. This unique book 
provides the knowledge and processes to accomplish that task.

Edwin Meese III is the 75th Attorney General of the United States (1985–1988).
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CHAPTER

AN INTRODUCTION  
TO BIG DATA

John Panneerselvam, Lu Liu, Richard Hill

1
WHAT IS BIG DATA?
Today, roughly half of the world population interacts with online services. Data are generated at an 
unprecedented scale from a wide range of sources. The way we view and manipulate the data is also 
changing, as we discover new ways of discovering insights from unstructured data sources. Managing 
data volume has changed considerably over recent years (Malik, 2013), because we need to cope with 
demands to deal with terabytes, petabytes, and now even zettabytes. Now we need to have a vision that 
includes what the data might be used for in the future so that we can begin to plan and budget for likely 
resources. A few terabytes of data are quickly generated by a commercial business organization, and 
individuals are starting to accumulate this amount of personal data. Storage capacity has roughly dou-
bled every 14 months over the past 3 decades. Concurrently, the price of data storage has reduced, 
which has affected the storage strategies that enterprises employ (Kumar et al., 2012) as they buy more 
storage rather than determine what to delete. Because enterprises have started to discover new value in 
data, they are treating it like a tangible asset (Laney, 2001). This enormous generation of data, along 
with the adoption of new strategies to deal with the data, has caused the emergence of a new era of data 
management, commonly referred to as Big Data.

Big Data has a multitude of definitions, with some research suggesting that the term itself is a mis-
nomer (Eaton et al., 2012). Big Data challenges the huge gap between analytical techniques used his-
torically for data management, as opposed to what we require now (Barlow, 2013). The size of datasets 
has always grown over the years, but we are currently adopting improved practices for large-scale 
processing and storage. Big Data is not only huge in terms of volume, it is also dynamic and has various 
forms. On the whole, we have never seen these kinds of data in the history of technology.

Broadly speaking, Big Data can be defined as the emergence of new datasets with massive volume 
that change at a rapid pace, are very complex, and exceed the reach of the analytical capabilities of 
commonly used hardware environments and software tools for data management. In short, the volume 
of data has become too large to handle with conventional tools and methods.

With advances in science, medicine, and business, the sources that generate data increase every day, 
especially from electronic communications as a result of human activities. Such data are generated 
from e-mail, radiofrequency identification, mobile communication, social media, health care systems 
and records, enterprise data such as retail, transport, and utilities, and operational data from sensors and 
satellites. The data generated from these sources are usually unprocessed (raw) and require various 
stages of processing for analytics. Generally, some processing converts unstructured data into semi-
structured data; if they are processed further, the data are regarded as structured. About 80% of the 
world’s data are semi-structured or unstructured. Some enterprises largely dealing with Big Data are 
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Facebook, Twitter, Google, and Yahoo, because the bulk of their data are regarded as unstructured. As 
a consequence, these enterprises were early adopters of Big Data technology.

The Internet of Things (IoT) has increased data generation dramatically, because patterns of usage 
of IoT devices have changed recently. A simple snapshot event has turned out to be a data generation 
activity. Along with image recognition, today’s technology allows users to take and name a photograph, 
identify the individuals in the picture, and include the geographical location, time and date, before 
uploading the photo over the Internet within an instance. This is a quick data generation activity with 
considerable volume, velocity, and variety.

HOW DIFFERENT IS BIG DATA?
The concept of Big Data is not new to the technological community. It can be seen as the logical exten-
sion of already existing technology such as storage and access strategies and processing techniques. 
Storing data is not new, but doing something meaningful (Hofstee et al., 2013) (and quickly) with the 
stored data is the challenge with Big Data (Gartner, 2011). Big Data analytics has something more to 
do with information technology management than simply dealing with databases. Enterprises used to 
retrieve historical data for processing to produce a result. Now, Big Data deals with real-time process-
ing of the data and producing quick results (Biem et al., 2013). As a result, months, weeks, and days of 
processing have been reduced to minutes, seconds, and even fractions of seconds. In reality, the concept 
of Big Data is making things possible that would have been considered impossible not long ago.

Most existing storage strategies followed a knowledge management–based storage approach, using 
data warehouses (DW). This approach follows a hierarchy flowing from data to information, knowledge, 
and wisdom, known as the DIKW hierarchy. Elements in every level constitute elements for building the 
succeeding level. This architecture makes the accessing policies more complex and most of the existing 
databases are no longer able to support Big Data. Big Data storage models need more accuracy, and the 
semi-structured and the unstructured nature of Big Data is driving the adoption of storage models that 
use cross-linked data. Even though the data relate to each other and are physically located in different 
parts of the DW, logical connection remains between the data. Typically we use algorithms to process 
data in standalone machines and over the Internet. Most or all of these algorithms are bounded by space 
and time constraints, and they might lose logical functioning if an attempt is made to exceed their bound 
limitations. Big Data is processed with algorithms (Gualtieri, 2013) that possess the ability to function 
on a logically connected cluster of machines without limited time and space constraints.

Big Data processing is expected to produce results in real time or near–real time, and it is not mean-
ingful to produce results after a prolonged period of processing. For instance, as users search for infor-
mation using a search engine, the results that are displayed may be interspersed with advertisements. 
The advertisements will be for products or services that are related to the user’s query. This is an 
example of the real-time response upon which Big Data solutions are focused.

MORE ON BIG DATA: TYPES AND SOURCES
Big Data arises from a wide variety of sources and is categorized based on the nature of the data, their 
complexity in processing, and the intended analysis to extract a value for a meaningful execution. As a 
consequence, Big Data is classified as structured data, unstructured data, and semi-structured data.
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STRUCTURED DATA
Most of the data contained in traditional database systems are regarded as structured. These data are 
particularly suited to further analysis because they are less complex with defined length, semantics, and 
format. Records have well-defined fields with a high degree of organization (rows and columns), and 
the data usually possess meaningful codes in a standard form that computers can easily read. Often, 
data are organized into semantic chunks, and similar chunks with common description are usually 
grouped together. Structured data can be easily stored in databases and show reduced analytical com-
plexity in searching, retrieving, categorizing, sorting, and analyzing with defined criteria.

Structured data come from both machine- and human-generated sources. Without the intervention 
of humans for data generation, some machine-generated datasets include sensor data, Web log data, call 
center detail records, data from smart meters, and trading systems. Humans interact with computers to 
generate data such as input data, XML data, click stream data, traditional enterprise data such as cus-
tomer information from customer relationship management systems, and enterprise resource planning 
data, general ledger data, financial data, and so on.

UNSTRUCTURED DATA
Conversely, unstructured data lack a predefined data format and do not fit well into the traditional rela-
tional database systems. Such data do not follow any rules or recognizable patterns and can be unpre-
dictable. These data are more complex to explore, and their analytical complexity is high in terms of 
capture, storage, processing, and resolving meaningful queries from them. More than 80% of data 
generated today are unstructured as a result of recording event data from daily activities.

Unstructured data are also generated by both machine and human sources. Some machine- generated 
data include image and video files generated from satellite and traffic sensors, geographical data from 
radars and sonar, and surveillance and security data from closed-circuit television (CCTV) sources. 
Human-generated data include social media data (e.g., Facebook and Twitter updates) (Murtagh, 2013; 
Wigan and Clarke, 2012), data from mobile communications, Web sources such as YouTube and Flickr, 
e-mails, documents, and spreadsheets.

SEMI-STRUCTURED DATA
Semi-structured data are a combination of both structured and unstructured data. They still have the 
data organized in chunks, with similar chunks grouped together. However, the description of the chunks 
in the same group may not necessarily be the same. Some of the attributes of the data may be defined, 
and there is often a self-describing data model, but it is not as rigid as structured data. In this sense, 
semi-structured data can be viewed as a kind of structured data with no rigid relational integration 
among datasets. The data generated by electronic data interchange sources, e-mail, and XML data can 
be categorized as semi-structured data.

THE FIVE V’S OF BIG DATA
As discussed before, the conversation of Big Data often starts with its volume, velocity, and variety. The 
characteristics of Big Data—too big, too fast, and too hard—increase the complexity for existing tools 
and techniques to process them (Courtney, 2012a; Dong and Srivatsava, 2013). The core concept of Big 



CHAPTER 1 AN INTRODUCTION TO BIG DATA6

Data theory is to extract the significant value out of the raw datasets to drive meaningful decision mak-
ing. Because we see more and more data generated every day and the data pile is increasing, it has 
become essential to introduce the veracity nature of the data in Big Data processing, which determines 
the dependability level of the processed value.

VOLUME
Among the five V’s, volume is the most dominant character of Big Data, pushing new strategies in storing, 
accessing, and processing Big Data. We live in a society in which almost all of our activities are turning out 
to be a data generation event. This means that enterprises tend to swim in an enormous pool of data. The 
data are ever-growing at a rate governed by Moore’s law, which states that the rate at which the data are 
generated is doubling approximately in a period of just less than every 2 years. The more devices generate 
data, the more the data pile up in databases. The data volume is measured more in terms of bandwidth than 
its scale. A quick revolution of data generation has driven data management to deal with terabytes instead 
of petabytes, and inevitably to move to zettabytes in no time. This exponential generation of data reflects 
the fact that the volume of tomorrow’s data will always be higher than what we are facing today.

Social media sites such as Facebook and Twitter generate text and image data through uploads in 
the range of terabytes every day. A survey report of the Guardian (Murdoch, Monday May 20, 2013) 
says that Facebook and Yahoo carry out analysis on individual pieces of data that would not fit on a 
laptop or a desktop machine. Research studies of IBM (Pimentel, 2014) have projected a mammoth 
volume of data generation up to 35 zettabytes in 2020.

VELOCITY
Velocity represents the generation and processing of in-flight transitory data within the elapsed time limit. 
Most data sources generate high-flux streaming data that travel at a very high speed, making the analytics 
more complex. The speed at which the data are being generated demands more and more acceleration in 
processing and analyzing. Storing high-velocity data and then later processing them is not in the interest 
of Big Data. Real-time processing defines the rate at which the data arrive at the database and the time 
scale within which the data must be processed. Big Data likes low latency (i.e., shorter queuing delays) 
to reduce the lag time between capturing the data and making them accessible. With applications such as 
fraud detection, even a single minute is too late. Big Data analytics are targeted at responding to the 
applications in real time or near–real time by parallel processing of the data as they arrive in the database. 
The dynamic nature of Big Data leads the decisions on currently arriving data to influence the decisions 
on succeeding data. Again, the data generated by social media sites are proving to be very quick in veloc-
ity. For instance, Twitter closes more than 250 million tweets per day at a flying velocity (O’Leary, 2013) 
and tweets always escalate the velocity of data, considerably influencing the following tweets.

VARIETY
Variety of Big Data reveals heterogeneity of the data with respect to its type (structured, semi-struc-
tured, and unstructured), representation, and semantic interpretation. Because the community using 
IoT is increasing every day, it also constitutes a vast variety of sources generating data such as images, 
audio and video files, texts, and logs. Data generated by these various sources are ever-changing in 
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nature, leaving most of the world’s data in unstructured and semi-structured formats. The data treated 
as most significant now may turn out not to be significant later, and vice versa.

VERACITY
Veracity relates to the uncertainty of data within a data set. As more data are collected, there is a con-
siderable increase in the probability that the data are potentially inaccurate or of poor quality. The trust 
level of the data is more significant in the processed value, which in turn drives decision making. This 
veracity determines the accuracy of the processed data in terms of their social or business value and 
indicates whether Big Data analytics has actually made sense of the processed data. Achieving the 
desired level of veracity requires robust optimization techniques and fuzzy logic approaches. (For addi-
tional challenges to Big Data veracity, see Chapters 17 and 18.)

VALUE
Value is of vital importance to Big Data analytics, because data will lose their meaning without contrib-
uting significant value (Mitchell et al., 2012; Schroeck et al., 2012). There is no point in a Big Data 
solution unless it is aimed at creating social or business value. In fact, the volume, velocity, and variety 
nature of Big Data are processed to extract a meaningful value out of the raw data. Of the data gener-
ated, not necessarily all has to be meaningful or significant for decision making. Relevant data might 
just be a little sample against a huge pile of data. It is evident that the non-significant data are growing 
at a tremendous rate in relation to significant ones. Big Data analytics must act on the whole data pile 
to extract significant data value. The process is similar to mining for scarce resources; huge volumes of 
raw ore are usually processed to extract the quantity of gold that has the most significant value.

BIG DATA IN THE BIG WORLD
IMPORTANCE
There is clear motivation to embrace the adoption of Big Data solutions, because traditional database sys-
tems are no longer able to handle the enormous data being generated today (Madden, 2012). There is a need 
for frameworks and platforms that can effectively handle such massive data volumes, particularly to keep up 
with innovations in data collection mechanisms via portable digital devices. What we have dealt with so far 
are still its beginnings; much more is to come. The growing importance of Big Data has pushed enterprises 
and leading companies to adapt Big Data solutions for progressing towards innovation and insights. HP 
reported in 2013 that nearly 60% of all companies would spend at least 10% of their innovation budget on 
Big Data that business year (HP, 2013). It also found that more than one in three enterprises had actually 
failed with a Big Data initiative. Cisco estimates that the global IP traffic flowing over the Internet will reach 
131.6 exabytes per month by 2015, which was standing at 51.2 exabytes per month in 2013 (Cisco, 2014).

ADVANTAGES AND APPLICATIONS
Big Data analytics reduces the processing time of a query and in turn reduces the time to wait for the 
solutions. Combining and analyzing the data allows data-driven (directed) decision making, which 
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helps enterprises to grow their business. Big Data facilitates enterprises to take correct, meaningful 
actions at the right time and in the right place. Handelsbanken, a large bank in northern Europe, has 
experienced on average a sevenfold reduction in query processing time. They used newly developed 
IBM software (Thomas, 2012) for data analytics to achieve this growth. Big Data analytics provides a 
fast, cheap, and rich understanding of problems facing enterprises.

Real-time data streaming increasingly has a lead role in assisting human living. The KTH Royal 
Institute of Technology in Sweden analyzed real-time data streams to identity traffic patterns using the 
IBM components of Big Data solutions (Thomas, 2012). Real-time traffic data are collected by using 
global positioning systems (GPS) from a variety of sources such as radars in vehicles, motorways, and 
weather sensors. Using IBM InfoSphere stream software, large volumes of real-time streaming data in 
both structured and unstructured formats are analyzed (Hirzel et al., 2013). The value extracted from 
the data is effectively used to estimate the traveling time between source and destination points. Advice 
is then offered regarding alternative traveling routes, which serves to control and maintain city traffic.

As discussed earlier, processing of massive sets of data is becoming more effective and feasible, in 
just fractions of seconds. The level of trustworthiness of the data is an important consideration when 
processing data. Enterprises are concerned about risk and compliance management with respect to data 
assets, particularly because most information is transmitted over a network connection. With these 
applications, we are enjoying significant benefits such as better delivery of quality, service satisfaction, 
and increased productivity. The more the data are integrated and the more complex they are, the greater 
the significance is of the risk it poses to an organization if the data are lost or misused. The need to 
safeguard data is directly reflected in continuity planning and the growth of the organization. With this 
in mind, about 61% of managers reported that they have plans to secure data with Big Data solutions 
(Bdaily, 2013). Big Data is big business. Research studies indicate that the companies investing more 
in Big Data are generating greater returns and gaining more advantages than companies without such 
an investment. Companies leaning toward Big Data solutions are proving to be tough and strong com-
petitors in the industry. People are attracted by the policies of online shopping providers such as eBay 
because they provide a wide access and availability zone, offers such as free shipping, tax reductions, 
and so on. A huge community might concurrently be using the same site over the Internet, and Big Data 
allows the service providers to manage such a heavy load without issues including network congestion, 
bandwidth and server issues, and traffic over the Internet affecting users’ experience.

Big Data applications have important roles in national security activities such as defense manage-
ment, disaster recovery management, and financial interventions (Gammerman et al., 2014). Generally, 
governments consider securing financial interventions to be one of their primary tasks for fighting 
against international crimes. Financial transactions across countries involve various levels of process-
ing and every level may include different languages and currencies and different methods of processing 
and different economic policies. Such a process also includes information exchange through various 
sources including voice calls, e-mail communication, and written communication. As discussed, most 
of these sources generate data in unstructured formats lacking inherent knowledge. Big Data solutions 
facilitate effective processing of such diverse datasets and provide better understanding of inter- and 
intra-dependency factors such as customs, human behavior and attitudes, values and beliefs, influence 
and institutions, social and economic policies, and political ideologies, and thus enable the right deci-
sions at the right time to benefit the right entities. Big Data solutions also allow potential risk calcula-
tion, gross domestic product management, and terrorism modeling by delving into historical records 
along with current data despite the huge pile of datasets.
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Big Data is used in health care applications to improve quality and efficiency in the delivery of 
health care and reduce health care maintenance expenditure. With real-time streaming capability, Big 
Data applications are also used to continuously monitor patient records, helping in the early detection 
and diagnosis of medical conditions. Big Data solutions benefit local education authorities, which 
involve various levels of digital data processing under several layers of local governments in the United 
Kingdom. Local education authorities function as a collective organization, and Big Data solutions 
offer easy provisions in funding management, progress monitoring, human resource management, 
coordination of admissions, etc. Similarly, we see Big Data applications in a variety of domains such 
as online education, cyber security, and weather tracking.

ANALYTICAL CAPABILITIES OF BIG DATA
DATA VISUALIZATION
Visualization of large volumes of data can enable data exploration to be performed more efficiently. 
Such exploration helps identifying valuable data patterns and anomalies. Analytic capabilities provide 
a variety of data visualization types including bubble charts, bar-column representations, heat grids, 
scatter charts, and geospatial maps such as three-dimensional building models, digital terrain models, 
and road/rail networks. Modern software interfaces allow the construction of more complicated and 
sophisticated reports for the user’s consumption.

GREATER RISK INTELLIGENCE
Big Data allows greater visibility and transparency of the organization’s risk profile. Reactive discov-
ery of current incidents and proactive analysis of emerging issues help enterprises to reduce the risks of 
being susceptible to fraud and internal hackers. To this end, Big Data analysis benefits governments to 
strengthen their security policies and law enforcements by the way of instantly identifying suspicious 
behaviors. The sophisticated machines and environmental sensors in enterprises often generate data 
related to their operating and health conditions. Such data are referred to as Machine-to-Machine 
(M2M) data and are usually ignored because of their massive volume. Big Data analytics provides the 
analysis capability to help maintain equipment components in a timely, preventive manner, thus avoid-
ing costly industrial downtime and increasing operational efficiency.

SATISFYING BUSINESS NEEDS
The three major requirements of enterprises are operations, risk, and value management. In the begin-
ning, it is difficult for enterprises to identify which data sources have significant value and which data 
are worth keeping. Keeping abundant data that are low in value is of little use. Big Data analytics 
enhances the organization’s capability of making quick decisions by providing a rapid estimation of the 
significant value of the data, thus supporting time and value management. With the aid of Big Data 
solutions, simultaneous management of operations, risk, and data value is now within the reach of more 
enterprises. Thus, uncovering the hidden values of under-rated data highly benefits organizations and 
governments with deeper data mining and helps them to identify the motivation of activities involving 
digital transactions and to prevent frauds and international crimes.
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PREDICTIVE MODELING AND OPTIMIZATION
Predictive insights refers to the ability of organizations to better understand the risks involved in their 
actions, driving the process towards the intended outcome and guiding the adoption of design modifica-
tions in the processing architecture. Big Data platforms allow the extraction of these predictive insights 
by running multiple iterations of the relevant data. Massively parallel processing of Big Data allows 
organizations to develop and run predictive modeling to optimize results. Predictive models are run in 
an environment that hosts the relevant data, avoiding the complex process of moving massive data 
across networks. Such a strategy is referred to as database analytics. The architecture is optimized by 
reducing risks involved with the applications, avoiding any infrastructure failure, and designing an 
appropriate processing model based on the requirements of the data and the required outcome.

STREAMING ANALYTICS
The efficiency of the operating nodes is usually configured in such a way that they can be reused to 
handle streaming data. Real-time analysis of streamed data is made possible without much data loss 
and at minimum cost. The architecture is now capable of processing data streaming from various data 
sources to integrate the necessary data in an instant and generate outputs with the lowest possible pro-
cessing time. Queries can be executed in a continuous fashion enabled by a high degree of parallelism 
and automatic optimization.

IDENTIFYING BUSINESS USE CASES
Often, data gain value in novel situations. Once a useful pattern emerges by means of data exploration, 
the value sources can be identified and further refined to gain quality benefits. These quality benefits are 
visualized by the analytics and should be in line with the objectives set forth by the organization.

VIDEO AND VOICE ANALYTICS
Voice and video data are generated mostly in an unstructured format. In addition, the streaming of such 
data results in velocity issues as well as high analytics complexity. Big Data platforms can perform 
effective capturing of such data with the aid of NoSQL databases. In some cases, the image file of the 
video may be uninteresting because of its massive volume. However, the value in the image data is 
significant for forming the metadata. Big Data analytics is capable of extracting individual frames of 
videos and important transcripts of audio files. Voice and video analytics have a vital role in enterprises 
such as call centers, telecommunication networks, CCTV surveillance, and so on.

GEOSPATIAL ANALYTICS
Geospatial data sources include land drilling, offshore drilling, abandoned wells, and mobile data. Poor 
governance of such data often has a profound impact on a business’s goals and may cause considerable 
economic loss. Big Data analytics aids the effective maintenance of geospatial data and contributes 
towards more effective productivity management. Big Data processing allows intelligent exploitation 
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of hidden information, which in turn facilitates high-resolution image exploitation and advanced geo-
spatial data fusion for effective interpretation. Such advancements in data interpretation also highly 
benefit antiterrorism activities facilitated by accurate GPS tracking, unmanned aerial vehicles and 
remotely piloted aircraft videos, and so on.

AN OVERVIEW OF BIG DATA SOLUTIONS
GOOGLE BIGQUERY
Google BigQuery (Google) is a cloud-based SQL platform that offers real-time business insights with 
an analysis capability up to several terabytes of data in seconds. Iterative analysis of massive sets of 
data organized into billions of rows is available through a user interface. BigQuery can be accessed by 
making calls to the BigQuery Rest API supported by a variety of client libraries such as PHP, Java, and 
Python.

IBM INFOSPHERE BIGINSIGHTS
This is a software framework from IBM that uses Hadoop to manage large volumes of data of all for-
mats. BigInsights increases operational efficiency by augmenting the data warehouse environments, 
thereby allowing storage and analysis of the data without affecting the data warehouse (Harriott, 2013). 
Operational features of the framework include administration, discovery, deployment, provision, and 
security.

BIG DATA ON AMAZON WEB SERVICES
Amazon Elastic MapReduce, built around the Hadoop framework, provides an interface to Big Data 
analytics tools. Its DynamoDB is a NOSQL-based database that allows the storage of massive data in 
the cloud. Amazon Web Services Big Data solutions are targeted at reducing the up-front costs for 
enterprises and may thus be more cost-effective for smaller enterprises.

CLOUDS FOR BIG DATA
With the adoption of cloud services to increase business agility, Big Data applications will drive enter-
prises even more quickly toward clouds. Clouds are offering services instantly, and rapid provisioning 
(Ji et al., 2012) is available at a moment’s notice. Experiments performed by Big Data applications are 
much easier in clouds than hosting them internally in the enterprise. With its wide availability, clouds 
permit elastic provisioning of the resource requirements for Big Data processing (Talia, 2013). The “try 
before you commit” feature of clouds is particularly attractive to enterprises that are constantly trying 
to gain a competitive advantage in the marketplace. Some of the Big Data solutions such as Google 
BigQuery (see above) are only available as cloud services. Because the parallelization process involves 
a huge architecture, building such an environment with the required hardware and software tools is 
typically prohibitive for small-sized enterprises. In such a case, adopting cloud services proves to be a 
better option for enterprises, reducing implementation costs to levels that are viable and sustainable 
(Courtney, 2012b).
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Apart from these advantages, there are, of course, drawbacks to processing Big Data in clouds. 
Pushing massive volumes of data over any network inevitably risks the overall performance of the 
infrastructure and also reduces availability and Quality of Service (QoS). Optimizing the bandwidth 
required to analyze the mammoth amount of Big Data is one of the remaining open challenges to cloud 
vendors (Liu, 2013). Often, enterprises want data to be processed in one physical location rather than a 
distributing processing across geographically remote clusters. Enterprises also need to front the migra-
tion costs involved in moving data to the cloud, because at times application deployment can cost three 
times as much as base software costs.

CONCLUSIONS
Developments in technology have started to uncover the concept of Big Data, and the understanding 
and reach of Big Data are becoming better than before. Big Data has applications in a wide range of 
technological implementations and will change the way that human activities are recorded and analyzed 
to produce new insights and innovations. Ultimately, this facilitates new capabilities by the way of 
faster responses to more complex data queries and more accurate prediction models. Big Data is par-
ticularly suited to applications in which the barriers to progress are fundamentally grounded in datasets 
that are large in volume, fast moving (velocity), wide ranging in variety, and difficult to trust (veracity), 
and have potential high value. Big Data is a potential solution to applications proving to be complex and 
time- and energy-consuming with current machine capabilities, leading us to a new and innovative way 
of dealing with business and science. Big Data allows us to do big business with big opportunities lead-
ing the way for big quality of life. Resolving the lesser relevance of Big Data and extending the deploy-
ment of Big Data solutions to every possible type of digital processing will uncover the value of 
underestimated and undervalued data and benefit humans to discover new innovations in technology.
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INTRODUCTION
We are living in the age of Big Data. The volume, velocity, and variety of data to which agencies have 
access can often exceed their ability to store, process, and analyze that data to support accurate and 
timely decision making.

Across the world, law enforcement and intelligence agencies are facing an increasingly complex range 
of threats from a myriad of different sources; Nation States, groups and individuals with completely different 
motivations and a growing arsenal of modus operandi. Whether tackling cross-border organized crime or 
lone wolf terrorist threats, the need to continually adapt countermeasures continues. Agencies have invested 
heavily in collection platforms and technologies to capture and analyze information, the volume of which is 
increasing exponentially. When faced with the many types of data now available, the potential for informa-
tion overload is high. This is especially true for intelligence professionals charged with turning this data into 
actionable intelligence to help counter these threats, increasing the risk of missing key pieces of information 
leading to reputational damage at the least, and at the worst failure to prevent a real and credible threat.

Since the attacks on New York and Washington in September 2001, we have seen growing urgency 
across the Western world and beyond to tackle the ever-present threat of terrorism, a need that has been 
underlined in the intervening years by high-profile incidents such as the London suicide attacks of July 
7, 2005, Anders Breivik’s twin attacks in Norway in 2011, and the Boston Marathon bombings in the 
United States in April 2013. Developments in Syria and Iraq indicate that this trend is likely to con-
tinue. Add to this the increase in organized criminal activities such as arms trading, human trafficking, 
and drug smuggling, coupled with tough financial constraints, and it is clear that agencies need to 
improve their effectiveness whilst driving economic efficiencies.

THE AGE OF BIG DATA AND HIGH-PERFORMANCE ANALYTICS
Terrorism, crime, and other threats to national security can be properly addressed only through the avail-
ability of timely reliable intelligence. Successful operations need to be able to use information from a 
range of sources including human intelligence, signals intelligence, and open-source intelligence. The 
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growing volume and unstructured nature of available data requires committed investments in data exploi-
tation (see Figure 2.1). Gaining value from these data is critical to ongoing success.

In the past, most agencies worked with data that they held internally within their organization and 
the intelligence they were generating themselves in the form of intelligence reports or information 
gathered from the investigations they were carrying out. In this tightly controlled environment, data 
growth was largely manageable.

The situation today has changed radically because data volumes have increased in all elements of our 
lives. The same applies to agencies that now have data available to them that increasingly originate from 
or are held outside their own organization. In the Internet age, to gain a truly holistic view of activities, 
new and emerging technology solutions such as social media, automatic number plate recognition, tele-
communications, and financial and other sensor data have an increasingly important role in agency life.

Analysts need to call on all of the information available to them and assess it to obtain a clear picture 
of how a situation is evolving over time. This is increasingly difficult in an environment where adver-
saries are exploiting the Internet, social media networks and other digital channels to great effect. 
Analysts often have to review huge volumes of information, looking for that golden nugget of relevant 
information that could bring an investigation to a positive conclusion.

At the same time, much of the data being generated no longer take the form of easy-to-manage struc-
tured data saved in a tabular format within relational databases. Instead, a significant proportion of data 
are unstructured in the form of word documents, transcripts, witness statements, or Internet content, 
which presents another key Big Data challenge. These data can be extremely valuable—especially given 
the latest advances in text analytics to automatically generate keywords and topics, categorize content, 
manage semantic terms, unearth sentiment, and put all of that into context (see Chapters 11–13).

TECHNOLOGY CHALLENGES
The downside to all this is that, given the vast type, quantity, and formats of available data, it is 
unlikely that users know what is relevant or what should be searched for. What about all the impor-
tant  information hidden in the data that has not been questioned because it appears unrelated—the 
“unknown unknowns”?

FIGURE 2.1

Anticipated growth of data, 2009–2020.
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Overwhelmed by the scale and complexity of the data being generated, most agencies’ legacy data-
bases simply cannot cope. There is a growing acceptance that siloed systems are a thing of the past and 
that such silos prevent users from seeing the bigger picture that their data could potentially reveal. To 
help address this challenge, agencies must consider using the latest data storage and processing tech-
nology, such as Hadoop, which uses lower-cost commodity hardware to reliably store large quantities 
of data (see also Chapters 9–11) and supports the power of parallel processing enabling rapid access to 
the data. The inability of an organisation to access the entire Big data store in a timely manner and 
identify useful and relevant data inevitably leads to missed opportunities and potentially poor 
intelligence.

Once the data is available in your ‘data lake’ the ability to carry out comprehensive searches across 
data sources is a critical part of an analysts Big Data arsenal, but also assumes that there is a starting 
point. This might be a known organization or individuals who can lead the analyst to further valuable 
sources of intelligence. When faced with organized threats, national security agencies are frequently in 
a position to ask such targeted questions about an organization, its methods of operation, who its mem-
bers are and with whom they interact. Exploring the data available and gathering new data is the key to 
success. However, in these examples, that success is achieved through asking specific questions about 
the vast quantities of data available to build the intelligence picture, identifying the known unknowns 
and then gathering further data to fill in the gaps.

The next step to truly unlocking the Big Data gold mine requires the adoption of high-performance 
analytics (HPA) solutions, creating the ability to process vast volumes of data quickly and efficiently, 
to uncover hidden patterns, anomalies, and other useful information that can be used to make better 
decisions. High-performance analytics has the potential to enable law enforcement or national security 
agencies to integrate and analyze huge volumes and varieties of data, structured and unstructured, to 
review and anticipate changes in criminal and terrorist activity. For example, Figure 2.2 shows an 
analysis that was performed on casualties inflicted by different types of explosive attack. The figure 
indicates a gradual reduction in numbers of wounded or killed people in all types of attack owing to 
better preventative measures, but also that improvised devices were still responsible for several hun-
dreds of wounded people. These data can be graphically presented to users in a matter of seconds and 
manipulated to predict future possibilities.

High-performance analytics delivers the potential to help agencies quickly access and analyze every 
bit of relevant data and thereby move from a pay and chase approach, in which agencies put in place 
technology to react to events that have already happened, to a more proactive predict and prevent 
environment.

The real benefit of applying HPA to Big Data is that agencies do not need to know what they are 
looking for before they start. Instead, analytical techniques will model the data and push information of 
interest back to them, drawing attention to relevant content, effectively pushing the needle out from 
inside the haystack. This information can then be processed through standard analysis and investigation 
processes to determine whether it is viable intelligence, effectively converting Big Data into actionable 
intelligence.

BUILDING THE COMPLETE INTELLIGENCE PICTURE
Although human intervention is always needed to provide the necessary element of domain knowl-
edge and expertise, advances in text analytics capabilities help analysts by pre-sifting data. 
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Sophisticated linguistic rules and statistical methods can evaluate text, minimizing inconsistency 
and ambiguity. The latest text analytics technology can automatically determine keywords and top-
ics, categorize content, manage semantic terms, unearth sentiment, and put things into context. By 
applying text analytics, agencies can start to extract intelligence from unstructured data and turn it 
into a more structured format that can then be analyzed in conjunction with existing structured 
data.

This is a critical element of the Big Data processing cycle for agencies, because they can 
exploit all of the data they have, not just the structured content. As all investigators will highlight, 
often it is the text, such as witness descriptions, that contains the most valuable intelligence. It is 
all about approaching Big Data holistically with a full suite of capabilities to achieve the best 
results.

Advanced analytics extracts insights from Big Data, supporting the analyst beyond the ability just 
to ask specific questions or run specific queries. Multiple analytical techniques can be applied to large 
data volumes to uncover the key nuggets of intelligence (see Chapters 8 and 10–13).

Front end, operational technology also has a key role in addressing all of these issues and chal-
lenges. Investigators assigned to specific cases need to be working from a single integrated information 
technology (IT) platform that provides excellent visibility into all the critical information, eliminates 
double-entry, and provides a streamlined process workflow, helping save time and drive faster responses 
to threats.

FIGURE 2.2

SAS visual analytics illustrating preferred attack types deployed by a terrorist cell and related casualties/deaths 
(2008–2011).
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Agencies sharing information in a fusion center environment, for example, need to be able to search 
and exploit data effectively using analytic techniques and also to leverage technology to reveal patterns, 
anomalies, key variables, and relationships in the data, such as those shown in Figure 2.3, ultimately 
leading to new insights and better answers, faster.

They urgently require systems that present teams with the relevant information in one place and then 
allow them to use analytics to effectively pinpoint and evaluate the information that is critical to the case.

This is where providers such as SAS (SAS, 2014) can help deliver solutions that allow investigators 
to identify and share intelligence more effectively, analyze data, uncover hidden patterns and networks, 
and ultimately reduce threats.

It is critical that any system that is implemented be flexible enough to be tailored to fit an agency’s 
operational processes, and not the other way around. One of the biggest risks and greatest hidden costs 
involved in the purchasing of any IT solution is the need to change existing processes to fit around a 
new system.

It is vital that the chosen system be able to be tailored on an ongoing basis to meet the changing and 
future needs of a particular organization. This ensures that the agency can mitigate risk by evolving and 
adapting to address new or emerging legislation, ultimately improving the overall return on investment.
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FIGURE 2.3

SAS for fusion centers: using link charts to visualize relationships between persons, vehicles, and information 
reports.
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EXAMPLES
SCENARIO 1: FUSION AND MICHIGAN STATE POLICE
The Michigan State Police (MSP) use SAS in support of statewide information sharing and to support 
the operations of the Michigan Intelligence Operations Center (MIOC).

The Michigan State Police Department is working closely with the Department of Homeland Secu-
rity to establish the MIOC for Homeland Security in East Lansing, Michigan, with an operational node 
in the Detroit area. It is required that all MIOC personnel, regardless of physical location, have full 
access to MIOC software solutions.

The MIOC for Homeland Security provides information to patrol officers, detectives, manage-
ment, and other participating personnel and agencies on specific criminals, crime groups, and crimi-
nal activity. The MIOC for Homeland Security supports antiterrorism and other crime-specific 
objectives by collecting, analyzing, and disseminating information to a number of communities of 
interest. The success of the MIOC for Homeland Security is based on the secure collection and shar-
ing of criminal intelligence information among concerned partners within the state regardless of the 
type of threat.

Using the SAS solution for fusion centers, MIOC serves as the primary criminal intelligence 
processing system in the state of Michigan and provides access to over 600 law enforcement agen-
cies as well as 21,300 certified police officers and numerous state and federal departments as they 
identify and prevent criminal acts directed toward citizens from both domestic and international 
threats.

Information can be provided on specific criminals, crime groups, and criminal activities, and crimi-
nal intelligence information can be shared among concerned partners within the state, regardless of the 
type of threat.

SCENARIO 2: NATIONAL SECURITY AND INTELLIGENCE SOLUTION  
IN THE MIDDLE EAST
Digital information was stored in databases on different unlinked systems with limited search capabili-
ties, which meant that finding information was labor-intensive and time-consuming.

SAS provided an intelligence solution that migrated several national systems into one centralized 
security information warehouse. This provided a single unified view of information from different 
agencies including:
 
 •  Immigration data: 25 million records per year
 •  Policing: 9 million records per year
 •  Traffic, driver, and vehicle details: 20 million records per year
 •  Hotel reservations: 3 million records per year
 

This system proved particularly successful in identifying and tracking down suspects based on 
their hotel booking history. This National Security Agency now has a unified view of information 
from all participating agencies, reduced time needed to find information, improved response rate to 
threats, reduced training costs, and the ability to take in more information from further agencies in 
the future.
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CONCLUSION
Faced with vast amounts of data in a variety of formats, agencies struggle to transform them into 
usable, consistent intelligence. They struggle to see the bigger picture because of information silos and 
a lack of analytical and visualization tools at their disposal.

However, agencies have become increasingly clear about the value of Big Data in preventing and 
solving crime and threats to national security. We have seen an ongoing shift in mindsets, in which data 
are increasingly seen as an opportunity rather than a problem, and the latest technologies are available 
now to enable agencies to start taking advantage of that opportunity.

Without the right tools, pinpointing relevant data in Big Data that might potentially be useful can be 
resource-intensive and unaffordable. With the right solutions, irrelevant information can be sifted out 
and areas of interest highlighted.

Today’s latest analytics technologies enable faster, better decision making by improving analysis of 
the huge and ever-growing volume of data. The ability to scour Big Data using High Performance ana-
lytics and data management will become increasingly crucial in enabling intelligence professionals to 
reveal hidden insights and produce better decisions. A prerequisite for processing and analyzing all 
available information is the ability to extract it, preferably automatically, from many different sources 
and formats and to apply suitable data quality processes. The final step is then to use the insight gained 
in support of operational effectiveness.
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CHAPTER

HARNESSING THE POWER 
OF BIG DATA TO COUNTER 
INTERNATIONAL TERRORISM

Andrew Staniforth, Babak Akhgar

INTRODUCTION
The United Kingdom (UK) has long been an island under siege from extremists who believe they can 
advance their aims through acts of violence. For over a century the British security apparatus of the 
state has prevented terrorist atrocities and has pursued those who wish to destroy its free and demo-
cratic way of life. Yet, although the UK has developed one of the world’s most sophisticated counterter-
rorism architectures, successful terrorist attacks have occurred with alarming regularity.

The rapid developments that have been made to counterterrorism since the catastrophic events of 
September 11, 2001 in the United States (US) are unprecedented in the UK’s long history of protecting 
the nation’s security. As 9/11 marked the dawn of a new era of global terrorism, technological advance-
ments in communications through the creation of the Internet, social media, and the volume of open 
source information changed—and continue to change—the very nature of terrorism. To respond to the 
immediacy of the terrorist threat, major cultural shifts in counterterrorism have taken place alongside 
societal views and attitudes toward national security. As a result, counterterrorism is no longer the hid-
den dimension of statecraft and has moved out of the shadows in recent years. While the British govern-
ment has rightly made strides toward an increasingly open and public facing domestic security 
apparatus, the nature of counterterrorism remains enshrined in a preventative ethos.

To prevent terrorism and render visible what others do not want authorities to know, counterterror-
ism must be intelligence-led and so necessitates a covert approach. That being said, not all countermea-
sures need to be cloaked in secrecy for them to be effective, and the contemporary phase of 
counterterrorism has evolved important new trends alongside palpable moves toward expansion and 
localism. Countering terrorism today is a collaborative approach. No one single government agency or 
department can protect the nation from the diverse range of threats required to be tackled at home and 
overseas. Collaboration in counterterrorism was amplified after the discovery of the home-grown ter-
rorist threat of embedded citizens living in UK communities, which served to challenge the traditional 
pursuit of terrorists and raised concerns as to whether the police and their intelligence agency partners 
had the capacity and capability to protect the public they serve. The severity of the post-9/11 terrorist 
threat prompted a relentless pursuit of information by intelligence and law enforcement agencies, who 
developed an increasing appetite for capturing unprecedented volumes of data—much of which was 
thrust upon them during the investigation of major counterterrorism operations. This chapter first 
examines the unique operational challenges faced by intelligence and law enforcement agencies during 
the early phases of tackling the post-9/11 terrorist threat. Exploring specific counterterrorism 
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operations and the difficulties of progressing in multiple investigations while capturing increasingly 
large volumes of data highlights how the use of Big Data can support contemporary counterterrorism 
investigations.

A NEW TERROR
In 2003, Omar Khyam, a 24-year-old man from Crawley, West Sussex, began planning an ambitious 
terrorist attack in the UK. The scale and scope of his deadly and determined attack were unprecedented 
at the time and would stretch the UK’s security apparatus to near the breaking point. Recruited and 
radicalized by the ideological rhetoric of Islamist extremists, Khyam led a small group of British citi-
zens who sympathized with the Al Qaeda cause. The terrorist cell included his younger brother, 
18-year-old Shujah Mahmood, as well as Jawad Akbar, aged 22, and Waheed Mahmood, aged 33. The 
four men, all from Crawley, shared Pakistani backgrounds; meetings in Britain over the conflict in 
Kashmir led them to become interested in the mujahedeen fighters in the disputed region (Summers and 
Casciani, 2007). Each man traveled to Pakistan to support jihadi groups and their armed campaigns, but 
the jihad was no longer just in Kashmir—it was in Afghanistan, too—and the Crawley terrorist cell, 
fuelled by the ideology promoted by Osama bin Laden, developed a deep antipathy toward the War on 
Terror. Frustrated with being unable to join the insurgency in Afghanistan and angry over the 2003 
invasion of Iraq, Khyam and his cell members decided they should bring extreme jihadist violence to 
the streets of Britain (Summers and Casciani, 2007). To carry out a successful terrorist attack, Khyam 
knew that they would require military experience. In July 2003, to enhance the skills of the terrorist 
cell, Khyam helped organize a special secret training camp in which some of the group learned weap-
ons and explosives skills (Cowan, 2006). The cell members mulled over several ideas for a terrorist 
attack in the UK, one of which was to poison the beer at a football stadium (Summers and Casciani, 
2007). Another suggestion proposed targeting trains, pubs, and nightclubs in Britain. They discussed 
attacking the Bluewater shopping center in Kent, the Ministry of Sound nightclub in south London, and 
even National Grid to maximize economic damage. The terrorist cell’s ambitions were limited only by 
their individual and collective macabre creativity, but in November 2003 they settled on delivering 
indiscriminate mass murder by detonating a huge bomb.

FERTILIZER PLOT
The Khyam-led terror cell conducted successful early experiments with a small explosive device com-
posed of 1.5 kg of ammonium nitrate fertilizer. This experiment convinced the group that a much larger 
device could be used (Summers and Casciani, 2007). The cell then purchased 600 kg of ammonium 
nitrate (Summers and Casciani, 2007). Fertilizer has long been a constituent part of homemade explo-
sives used by paramilitary militant groups around the world with devastating results. More important, 
ammonium nitrate–based fertilizer bombs had been used by the Irish Republican Army in the UK; as 
an essential component part of the device, it was openly available in large quantities. The terrorist con-
spirators stored the industrial-sized bag of agricultural fertilizer at a self-storage unit in Hanwell, West 
London (Sampson and Staniforth, 2012). Unbeknownst to the plotters, diligent staff at the depot had 
become suspicious and alerted the police. A major covert terrorist investigation was launched under the 
code name Operation CREVICE.
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The Security Service (MI5) had already developed a keen interest in the activities of Khyam 
because of his suspected links to an Al Qaeda sympathizer working in both Britain and Pakistan 
(news.bbc.co, 1538). However, it was the call from a member of the public at the storage facility that 
provided the evidence to UK authorities that a significant terrorist plot was being planned. As part of 
the major covert terrorist investigation, the police and Security Service decided to replace the ammo-
nium nitrate with an identical but harmless substance. This action successfully served to remove the 
imminent threat to the public. So long as it only contained an inert substance, no explosive device 
could be detonated, but investigators knew that it was only a matter of time before the terrorist cell 
would uncover the result of their covert actions. The removal of the key component part of the bomb 
provided valuable time to gather intelligence on the terrorist cells links with Al Qaeda, the extent of 
their network, and the exact location of the intended bombing. To support the operation, listening 
devices were placed in several of the defendants’ homes and a vehicle, which provided detailed sur-
veillance coverage of the terrorists’ activities. The Security Service and the police then watched and 
waited for the plot to unfold, gathering both intelligence and evidence to secure the terrorists’ con-
viction at court.

INTERNATIONAL DIMENSION
Investigations soon revealed that a larger terrorist cell network existed beyond the core group from 
Crawley. New plotters had been identified, including Anthony Garcia, age 27, from Ilford, Essex, 
Nabeel Hussain, aged 20, from Horley, Surrey, and Salahuddin Amin, aged 30, from Luton, Bedford-
shire. In addition, on the other side of the Atlantic, Mohammed Junaid Babar, a 31-year-old Pakistani-
born US citizen, was identified as part of the CREVICE cell conspirators (Cowan, 2006). With a 
melancholy irony that is all too familiar to terrorist investigators, it would later be revealed that Babar 
had flown to Afghanistan to fight against the Americans several days after 9/11, even though his mother 
had been caught up in the 9/11 World Trade Center attack (Cowan, 2006). She had escaped from the 
first of the Twin Towers where she worked, when it was hit by Al Qaeda suicide bombers. Operation 
CREVICE revealed that Babar had traveled first to London, where he stayed for three or four days 
before traveling to Pakistan, where he met members of the Crawley-based terrorist cell. Another terror-
ist plotter, Canadian Mohammed Momin Khawaja, aged 29, from Ottawa, was also identified. Khawaja 
was assisting the terrorist plot by designing a remote-control detonator for the fertilizer-based device 
(News, 2008). The discovery of Khawaja and Babar added a new trans-Atlantic dimension for the 
operatives investigating Operation CREVICE. New information was discovered from the intrusive sur-
veillance of Jawad Akbar’s home in Uxbridge, West London, on February 22, 2004 (Laville, 2006). 
During a conversation with cell leader Khyam, Babar appeared to suspect that they were under surveil-
lance, saying, “Bruv, you do not think this place is bugged, do you?” “No, I do not think this place is 
bugged, bruv,” replied Khyam (Laville, 2006). During the recording Akbar suggested that the Ministry 
of Sound nightclub in London would be a soft target, saying, “What about easy stuff where you do not 
need no experience and nothing, and you could get a job, yeah, like for example the biggest nightclub 
in central London where no one can even turn round and say ‘Oh they were innocent,’ those slags danc-
ing around?” (Laville, 2006). Akbar later suggested that the UK nightclubs and bars were “really, really 
big,” asking his fellow conspirators, “Trust me, then you will get the public talking yeah, yeah … if you 
went for the social structure where every Tom, Dick, and Harry goes on a Saturday night, yeah, that 
would be crazy, crazy thing, man” (Laville, 2006). Khyam stated, “The explosion in the clubs, yeah, 
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that’s fine, bro, that’s not a problem. The training for that is available … to get them into the Ministry 
of Sound really isn’t difficult” (Laville, 2006). During the recorded conversation the men also dis-
cussed the use of terror in the jihad. Akbar stated, “I still agree with you on the point that terror is the 
best way and even the Qur’an says it, isn’t it?” (Laville, 2006).

As the plotters advanced their preparations, the police and Security Service operatives monitored 
their activities as part of a long game, waiting for the moment to move to executive action and arrest the 
cell members. Significant amounts of data were now being collected by MI5 and police investigative 
teams. The rich mix of open source information and covert intelligence data, all of which needed to be 
recorded, assessed, prioritized, and acted upon, was unprecedented in its volume for a single counter-
terrorism operation that now had international dimensions.

EXECUTIVE ACTION
During late March 2004, the Security Service and police were forced to bring Operation CREVICE into 
its final phase. Information had been gained by staff at the storage facility, who reported that Khyam 
had mentioned he would not require storage after the end of March. This piece of information led 
authorities to the natural conclusion that the ammonium nitrate was to be moved either to another loca-
tion for longer-term storage or as part of the final construction of the bomb (Summers and Casciani, 
2007). In either case, the risks presented to the public and the ongoing covert investigation outweighed 
whatever gains could be made through further extending the operation. On March 29, the members of 
the terrorist cell were arrested. A further terrorist plotter, Khawaja was arrested in Ottawa, Canada, and 
Amin was later detained in Pakistan.

The executive action phase of Operation CREVICE provided compelling evidence of the reach of 
contemporary terrorist investigations: A new era had dawned. What had started in the town of Crawley 
had quickly spread across several continents. In total, approximately 700 police officers from five sepa-
rate police forces were engaged in a series of raids, again showing the extensive resources required to 
bring modern terrorist suspects to justice. At the commencement of the CREVICE plotters’ trial at the 
Old Bailey in London in March 2006, Khyam, Mahmood, Akbar, Waheed Mahmood, Garcia, Hussain, 
and Amin all denied conspiracy to cause explosions in the UK. Khyam, Garcia, and Hussain denied 
possessing 600 kg of ammonium nitrate fertilizer for terrorist purposes, whereas Khyam and Shujah 
Mahmood denied having aluminum powder, a key component part in the development of a fertilizer-
based bomb. Although the attack planned by Khyam would not have realized the mass casualties of the 
Al Qaeda Planes Operation of 9/11, the British plot to build a massive bomb from fertilizer nevertheless 
could have resulted in hundreds of deaths. Expert analysis of the kind of weapon that the convicted 
conspirators were making revealed that it could have led to a repeat of previous large-scale terrorist 
attacks. Professor Alan Hatcher, a former military bomb disposal expert, revealed that “If they had got 
it right, it would have been catastrophic” (Summers, 2007). According to Professor Hatcher, the CREV-
ICE cell had all the ingredients for a crude but effective bomb. Mixed with other ingredients including 
aluminum powder and sugar, 600 kg of ammonium nitrate fertilizer, purchased from an agricultural 
merchant in Sussex, would have made a deadly device with devastating power if used in a crowded area 
(Summers, 2007). The Central Criminal Court also heard from Gary Smart, the general manager of the 
Ministry of Sound night club in London. He told the court that if the packed club were attacked, “It is 
clear that the consequences could be devastating. With such a large number of people in such a confined 
space, the impact could result in loss of life, injury, or structural damage” (Laville, 2006).
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VULNERABILITIES EMERGE
Despite the operational challenges and complexities of a yearlong trial, Omar Khyam was found guilty 
of conspiring to cause explosions likely to endanger life between January 1, 2003 and March 31, 2004. 
Also convicted were Waheed Mahmood, Jawad Akbar, Salahuddin Amin, and Anthony Garcia. In pass-
ing sentence, the judge, Sir Michael Astill, told the five convicted men, “You have betrayed this country 
that has given you every opportunity. All of you may never be released. It’s not a foregone conclusion” 
(Summers and Casciani, 2007). Two other men, Nabeel Hussain and Shujah Mahmood, were found not 
guilty. The jury deliberated for 27 days, a record in British criminal history. Outside the Old Bailey, the 
solicitor for Nabeel Hussain read a statement on his client’s behalf, which said, “I have always main-
tained my innocence of the allegations against me. I have never been an extremist or believed in extrem-
ism. I am so glad this ordeal is over” (Summers and Casciani, 2007). In October 2008, in a packed 
Ottawa courtroom in Canada, Mohammed Momin Khawaja was found guilty on five charges of financ-
ing and facilitating terrorism related to building a remote-control device to trigger the CREVICE 
bombers’ fertilizer explosive. The terrorism charges against Khawaja were the first laid under Canada’s 
Anti-Terrorism Act introduced in the wake of 9/11. At the time of his arrest for his part of the CREV-
ICE plot, Khawaja was a software developer for Canada’s Foreign Affairs Department. He pleaded not 
guilty but Ontario Supreme Court Justice Douglas Rutherford concluded that proof that he was work-
ing actively with the Crawley-based group could be found in the evidence, which included intercepted 
e-mails, a trip for training in Pakistan, and money transfers. Justice Rutherford wrote in his judgment 
that “Momin Khawaja was aware of the group’s purposes and whether he considered them terrorism or 
not, he assisted the group in many ways in the pursuit of its terrorist objective. It matters not whether 
any terrorist activity was actually carried out” (News, 2008).

Operation CREVICE was truly a landmark case in the development of counterterrorism investiga-
tion and prosecution in the UK. At that time, it was the largest and most complex counterterrorism 
investigation ever conducted by UK authorities. Operation CREVICE had achieved its strategic aim of 
protecting the public from harm, putting terrorists in prison after due legal process. Despite a successful 
outcome, the sheer mass of information obtained during the investigation presented its own challenges 
to authorities. Unbeknownst to intelligence and law enforcement agencies at the time, if subjected to 
rigorous review and follow-up, the volume of information captured during Operation CREVICE would 
have revealed early signs and indicators of future threats to public safety. They were threats—with the 
benefit of hindsight—that were not assessed, prioritized, or followed on the radar of UK security forces, 
and as a result, they were not fed into the broader national threat assessment picture. While understand-
ing the demands placed on authorities to protect the public from a new and severe form of terror with 
finite resources, the collection of increased amounts of information began to expose vulnerabilities in 
the capacity and capability of the counterterrorism apparatus to effectively exploit large volumes of 
existing data recorded on their systems.

ASSESSING THE THREAT
Once the UK’s intelligence machinery of government had positively identified the domestic terrorist 
threat in 2003, it quickly responded to it. Operation CREVICE in particular had forestalled an attack 
that was intended to cause mass casualties (News, 2008). For the first time in the history of the Secu-
rity Service, the Director General was invited to a meeting of the full cabinet in April 2004 to be 
personally congratulated by Prime Minister Tony Blair (News, 2008). Much work needed to be done 



CHAPTER 3 HARNESSING THE POWER OF BIG DATA28

to better understand the potency and potential longevity of the Islamist terrorist threat in the UK, but 
investigations of several Islamist groups in May 2005 had concluded that none were actively plan-
ning an attack (Andrew, 2009). The Joint Terrorism Analysis Centre (JTAC), established in 2003 to 
assess the threat from international terrorism, had reported that “We judge at present there is no 
group with both the current intent and the capability to attack the UK” (Intelligence and Security 
Committee, 2006). In addition, a JTAC report on the terrorist threat to UK rail and underground 
networks, which was issued to the transport sector in May 2005, summarized the threat on its front 
page as follows: “Rail and underground networks have been attractive targets to terrorists worldwide; 
Madrid attacks offer inspiration for further attacks against rail networks; attacks on UK rail networks 
feature highly in terrorists’ menu of options; but there is no suggestion of a current threat to UK rail 
or underground” (Intelligence and Security Committee, 2006). Given the information available at the 
time, JTAC decided to reduce the UK threat level from Severe General to Substantial, although the 
accompanying report that outlined the reasons for the reduction in the threat level suggested that 
Substantial continued to “represent a high level of threat” and that it was possible “that there was 
current UK attack planning of which it was unaware” (Intelligence and Security Committee, 2006). 
The JTAC report also explicitly warned that an attack “might well be mounted” without warning 
(Intelligence and Security Committee, 2006). Despite the cautionary assessment from JTAC about 
unknown attacks, it appeared that the combined efforts of the UK security forces, at home and over-
seas, had managed to curb the vaulting ambitions of British citizens inspired by the ideology of Al 
Qaeda.

While the imminence of a threat from homegrown terrorists appeared faintly, if at all, on the radar 
of intelligence agencies after the national threat level was downgraded, 2005 was already proving to 
be a busy period for those engaged in policing and protecting national security. In the beginning of 
July, the G8 Summit at Gleneagles in Scotland was well under way. One of the largest police opera-
tions the UK had ever undertaken was proving successful as a direct result of many months of plan-
ning and preparing to meet the challenges of potential terrorist and extremist threats. The world’s 
most powerful and influential heads of state had gathered to discuss a variety of world issues, includ-
ing poverty in Africa and rising debt among Third World countries. This latter issue became center 
stage for the summit, resulting in a massive demonstration of 250,000 people on the streets of Edin-
burgh in support of the Make Poverty History campaign. Despite the operational challenges and 
potential for extremist or terrorist attacks, the new Deputy Director General of the Security Service, 
Jonathan Evans, who had been appointed in February 2005, recalled how by that stage it had so far 
“been a quiet week” (Andrew, 2009). On the July 6, the International Olympic Committee announced 
that the 2012 Olympics Games would be staged in London. Members of the public and supporters of 
the London Olympic bid, who had gathered at Trafalgar Square, cheered as the news was broadcast 
live on large screens across the capitol. Celebrations continued well into the nigh, and Prime Minis-
ter Tony Blair expressed his gratitude for the work and dedication of the team engaged in bringing 
the Olympics to London.

This was the celebratory backdrop when many Britons (and Londoners in particular) awoke the 
following morning, Thursday, July 7. The newspapers and other news media carried stories and 
photographs of the previous day’s celebrations. Early morning rush hour in London had started as 
normal. There were some delays to the Underground, including on the Northern line, but nothing 
unusual to report (House of Commons, 2005). Later that morning news would reach the emergency 
services of an unfolding national critical incident, a crisis of such profound magnitude that it 
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would shape the way in which the actions of government would protect its citizens from future 
terrorist attacks. It would also prove to be the worst atrocity in the nation’s capital since the Blitz-
krieg of the Third Reich during World War II.

SUICIDE TERROR
On the morning of July 7, 2005, four young men, described by others as looking as if they were going 
on a camping holiday, boarded a train form Luton to London (Sampson and Staniforth, 2012). This 
tight-knit group was in fact British Al Qaeda-inspired suicide bombers, making their final preparations 
to deliver a deadly attack that had been secretly planned beneath the radar of the sprawling UK coun-
terterrorism intelligence machinery. The train from Luton arrived at London King’s Cross station at 
8:23 AM, slightly late owing to a delay ahead of them on the rail network. At 8:36 AM, the four young 
men, Mohammed Siddique Khan (aged 30), Shehzad Tanweer (aged 22), Jermaine Lindsay (aged 19), 
and Hasib Hussain (aged 18) departed the train and were captured on closed-circuit television cameras 
on the concourse close to the Thameslink platform, heading in the direction of the London Under-
ground system (Staniforth, 2009). A few moments later, at around 8:30 AM, they were seen hugging 
each other. They appeared happy, even euphoric (Sampson and Staniforth, 2012). They then split up, 
each carrying an estimated 2–5 kg of homemade explosives in their rucksacks (House of Commons, 
2005). The time had come to break the fraternal bond of their terrorist cell and execute their individual 
contributions to a deadly coordinated attack.

From their movements at this time, it appears that north, south, east, and west coordinated strikes 
were planned. This calculated attack seems to have been clearly designed to maximize destruction and 
chaos amid the 3.4 million passenger journeys made on the London Underground every day (tfl.gov.
uk). At 8:50 AM, the Eastbound Circle Line train boarded by Tanweer and packed with commuters 
exploded (House of Commons, 2005). Forensic evidence suggested that Tanweer was sitting toward the 
back of the second carriage with the rucksack next to him on the floor (House of Commons, 2005). 
When he detonated the device, the blast killed eight people including Tanweer himself and injured a 
further 171 innocent members of the public. At Edgware Road, Khan was also in the second carriage 
from the front, most likely near the standing area by the first set of double doors (House of Commons, 
2005). He was probably also seated with the bomb next to him on the floor. Shortly before the explo-
sion, Khan was seen fiddling with the top of the rucksack. The explosion from the homemade explo-
sives killed seven people including Khan and injured a further 163. On the Piccadilly Line, Lindsay was 
in the first carriage as it traveled between King’s Cross and Russell Square. It is unlikely that he was 
seated on the crowded train, which had 127 people in the first carriage alone (HM Government, 2012). 
Forensic evidence suggested that the explosion from the rucksack device occurred on or close to the 
floor of the standing area between the second and third set of seats (Staniforth, 2009). The most devas-
tating of the blasts on the morning of July 7, this killed 27 people including Lindsay, leaving a further 
340 people injured. On the Northern line the explosive device of Hussain failed to detonate. He left the 
London Underground at King’s Cross station and soon boarded a number 30 bus traveling eastward 
from Marble Arch. This bus was crowded after the closures on the Underground caused by the other 
attacks. Hussain sat on the upper deck, toward the back. Forensic evidence suggested that the bomb was 
next to him in the aisle or between his feet on the floor (Staniforth, 2009). A man fitting Hussain’s 
description was seen on the lower deck earlier, fiddling repeatedly with his rucksack (Staniforth, 2009). 
At 9:47 AM, the bus was diverted down Tavistock Square, when Hussain detonated the rucksack device, 
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killing 14 people. Within just 57 minutes, 52 innocent lives were lost and 784 people were injured. Four 
otherwise unremarkable British citizens, inspired by Al Qaeda, had managed to deliver an attack of 
military proportions in the middle of the nation’s capital. The attack was undetected by all of the state’s 
security apparatus in operation at that time, leaving the public and those in authority asking what more 
could have been done to prevent the attack.

JOINING THE DOTS
The Security Service mounted their response to the 7/7 bombings under Operation STEPFORD, which 
soon discovered that it had previously encountered two of the suicide bombers, Mohammed Siddique 
Khan and Shezhad Tawneer, on the periphery of its investigation into Operation CREVICE (Sampson 
and Staniforth, 2012). MI5 also discovered that it had on record a telephone number that, it was able to 
identify after (but not before) the attacks as that of a third suicide bomber, Lindsay (Andrew, 2009). 
There were no Security Service traces for Hussain. According to MI5, the first evidence of Khan’s 
involvement was discovered on Saturday July 9, when credit cards in his name were found at the sites 
of the two attacks (Andrew, 2009). Subsequent investigations by MI5 revealed that Khan and Tanweer 
had visited Pakistan in 2003 and spent several months there with Tanweer in the winter of 2004–5, 
probably in contact with Al Qaeda, planning and training for the 7/7 attacks (Andrew, 2009).

At midday on Friday, July 8, Home Secretary Charles Clarke visited MI5 headquarters at Thames 
House and seemed impressed by the early stages of Operation STEPFORD (Andrew, 2009). After 
meetings with ministers, Director General Manningham-Buller told her senior MI5 colleagues that 
evening that Tony Blair and Charles Clarke were “onside, not keen on knee-jerk responses, not witch-
hunting and keen to let the police and MI5 get on with the job” (Andrew, 2009). She had also told 
Security Service personnel in the Thames House restaurant earlier that day that, “What happened on 
Thursday is what we’ve feared, been warning about, and have worked so hard to prevent. We were 
shocked by the horror but, while we had no intelligence that could have prevented it, not surprised” 
(Sampson and Staniforth, 2012).

The events of 7/7 and the post-incident investigation conducted by the police and MI5 had a pro-
found impact on contemporary counterterrorism practice. Yet, more than five years after the attacks, the 
British public had yet to learn how their fellow citizens had died and whether departments of the state 
and the emergency response could have prevented their deaths.

HELD TO ACCOUNT
In the capacity of Assistant Deputy Coroner for Inner West London, from October 11, 2010 to March 
3, 2011, Right Honorable Lady Justice Hallet heard the evidence in the inquest touching the deaths of 
the 52 members of the public who were killed as a result of four suicide bombs. In the coroner’s report 
published on May 6, 2011, Hallet LJ stated that “I sat without a jury and have given verdicts of unlaw-
ful killing, with the medical cause of deaths recorded as ‘injuries caused by an explosion’ in respect of 
each deceased” (HM Government, 2012). On March 11, 2011, Hallet LJ announced in public that her 
report would be submitted under Rule 43 of the Coroner’s Act 1984. She was satisfied that the evidence 
she had heard gave rise to a concern that circumstances creating a risk of other deaths would occur or 
continue to exist in the future, and she was of the opinion that action should be taken to prevent its re-
occurrence or continuation. In the light of her conclusion, Hallet LJ made nine recommendations to the 
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authorities that had the power to take action. The nine recommendations provided lessons to be learned 
from the events of that morning in July. No crisis should be wasted in terms of organizational learning 
and development to improve responses to terrorist events of such magnitude. It was not until the close 
of the 7/7 inquest that a full and accurate picture emerged, which served to highlight the full scale of 
the challenges that emergency first responders and the states national security apparatus confronted in 
what is now recognized as a new era of public accountability and professional responsibility. The coro-
ner found that none of the victims died because of the delays in the emergency response, but improve-
ments in communication were needed between transport executives and the emergency services during 
a crisis (Dodd, 2011).

The 7/7 inquest also focused on UK law enforcement and intelligence agencies efforts to prevent 
coordinated suicide attacks. Although the coroner found that MI5 could not have prevented the attacks, 
she used her statutory powers to recommend that they must learn from and act on the lessons arising 
from the inquest. The first of two recommendations for the Security Service concerned undercover 
photographs taken before the 7/7 attacks of the Al Qaeda cell ringleader from Leeds, Mohammad 
Sidique Khan. The Security Service had denied that it had in its possession sufficient intelligence to 
assess Khan as a serious threat or danger to the public before he martyred himself on July 7. Surveil-
lance images of Khan and one of his suicide cell members, Shehzad Tanweer, were obtained by MI5 in 
February 2004 as part of the investigation under Operation CREVICE. In April 2004, copies of the 
images were sent to the US. The second recommendation for MI5 that resulted from the inquest con-
cerned how the Security Service prioritized the level of threat posed by terrorist suspects and the 
records it kept and how it reached those decisions. Hallet LJ found confusion about the level of priority 
given by MI5 to investigate Khan, but crucially refrained from criticizing the Security Service for not 
treating him as more of a threat. She did, however, find that inadequate recording of decisions risked 
“dire consequences” if potential errors could not be picked up by supervisors at MI5 (HM Government, 
2012).

The 7/7 inquest had called the Security Service to account in a way that reflected a new era of public 
scrutiny of the state’s security forces. As the main domestic partner of MI5 in pursuing terrorists, the 
police service was also called on to provide details of its knowledge, awareness, and actions in prevent-
ing terrorism before the tragic events of 7/7. The high volume of counterterrorism operations being 
conducted in the post-9/11 era brought pressure upon state security forces to prioritize their efforts 
against the resources they had available. As a result, many new dots were found but they were never 
joined. Associates would drift in and out of major operations and many would be acquaintances remain-
ing on the periphery of investigations, whereas many more would in fact have nothing to do with ter-
rorism and would not be the primary subjects of the operations being conducted at the time. The links 
between Khan and the key conspirators of Operation CREVICE more than a year before 7/7 presented 
new challenges. In 2008, Lord Carlile of Berriew Q.C., then Independent Reviewer of Terrorism Leg-
islation, stated, “The reality that violent Jihadists all over the world are working together against the 
established order, and that with rare exceptions there are links of some kind to weave all the terrorist 
cells into an international destructive tapestry, is well argued” (Staniforth, 2009). In January 2009, 
Security Service Director General Jonathan Evans publicly acknowledged that “if another attack took 
place, the Security Service would probably discover, as after 7/7, that some of the terrorists responsible 
were already on its books. But the fact that we know of an individual and the fact that they have had 
some association with extremists doesn’t mean we are going to be indefinitely in a position to be con-
fident about everything that they are doing, because we have to prioritize” (Andrew, 2009).
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The lessons of 7/7 and the recommendations arising from the coroner’s report remain vital for the 
continued development of public safety and accountability. The security apparatus of the state had done 
everything in its power to protect its citizens from terrorist attack, but it was clear that it held informa-
tion in its systems that could have supported the early identification of and possible further investiga-
tion into the 7/7 terrorist cell.

STRATEGIC APPROACH
At the time of the catastrophic terrorist attack in the US on September 11, 2001, the UK government, 
like the US and many other countries in the developed world, had no sophisticated or coherent cross-
departmental strategy to counter international terrorism. In short, the UK had no plan to institute of any 
rigor that would have been able to effectively respond to a major Al Qaeda indiscriminate attack. Of 
course, the UK security apparatus had memories of the long counterterrorist campaign in Northern 
Ireland to draw upon and the foundations that had been laid down in terms of a corpus of emergency 
terrorism legislation on the statute book. Throughout the history of counterterrorism practice in the UK, 
collaboration between government departments had been key to the success of many operations, and 
the intelligence community had learned the value of close cooperation with the police service. Never-
theless, the characteristics of violent jihadist terrorism, with its vaulting ambitions, strident ideology, 
and disregard for civilian casualties—indeed for all human life, with adherents prepared to give their 
lives in their attacks— represented new challenges for Parliament and public, government and law 
enforcement alike.

In the immediate aftermath of 9/11, the Cabinet Office in London initiated work on developing a 
comprehensive national counterterrorism strategy called CouNter-TErrorism STratgy (CONTEST). 
Mapped within CONTEST were four pillars, which became known as the 4Ps: Pursue, to stop terrorists 
attacks; Prevent, to stop people becoming terrorists, or supporting violent extremists; Protect, to 
strengthen protection against terrorist attack; and Prepare, to mitigate an attack’s impact when it can-
not be stopped. The strategy that emerged from this work had a clear strategic aim: “to make it possible 
for society to maintain conditions of normality so that people could go about their normal business, 
freely and with confidence, even in the face of suicidal terrorist attacks” (Omand, 2010). The conditions 
“freely, and with confidence” were an important reminder to seek security in ways that uphold British 
values, such as liberty and freedom under the law. The strategy was later presented to the Cabinet and 
adopted in 2003, but the details remained confidential and were not published by the government until 
2006. An updated version, CONTEST 2, was published in 2009, and a third generation, CONTEST 3, 
was published in 2011 by the coalition government.

In developing the four-pillar structure of CONTEST, the Cabinet Office believed that the strategy 
was easily understood as a logical narrative, translated into specific programs of action across govern-
ment, the private sector, and the voluntary sector, and as has been shown, capable of being updated and 
extended in response to developments in the threats and in our technologies for countering them. It was 
important that the complexities of such a wide-ranging strategy were simplified and focused because 
successful delivery would depend on a joint approach and the strength of partnerships. The creation of 
CONTEST as an overarching public strategy has given clarity and direction to all agencies and pro-
vided the framework with which separate organizations can allocate resources and assets for a com-
bined effect. As CONTEST developed, additional focus was on the principles of the 4P’s. The structure 
of CONTEST enables Prevent and Pursue to focus on the actual human threat from terrorists, designed 
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to reduce the risk by stopping them, whereas Protect and Prepare focus on the capacity and capability 
of the UK to reduce vulnerability to attacks when they occur. By simultaneously tackling areas to 
reduce te risk and minimize vulnerability, this approach collectively serves to reduce the threat.

The development of Prevent reveals an important element of counterterrorism practice in the UK: that 
the public, often the victim of terrorist attacks, can help prevent them, but to do so it need to be informed 
and kept updated so that all can work together toward shared values of freedom, tolerance, democracy, 
and human rights. The immediacy and the diversity of the post-9/11 threats brought about a series of fresh 
challenges. At the core of many of the changes required to tackle Al Qaeda-inspired terrorism was the 
problematic shift to the preemption or interception of terrorism. This was a shift necessitated by the sui-
cidal component of terrorist tactics demonstrated during 7/7, a shift that had far-reaching implications for 
national security, and in particular for the police service. The policing of political violence—traditionally 
categorized as intelligence-led and politically sensitive—had historically generated structures that had 
been remote, secretive, and specialist. Yet the contemporary evolution of terrorism had spawned important 
new trends and demanded a new policing response. Contemporary terrorism now involved embedded citi-
zens as much as foreign extremists. Although that phenomenon may not have been new to other parts of 
the world, it certainly represented a significant change in Britain. As a direct result, concepts such as com-
munity involvement, multi-agency working and public assurance—now widely accepted and practiced in 
local policing—were to migrate into the policing of political violence. All police officers, not just special-
ist counterterrorism officers, therefore had to share in the tasks. Counterterrorism policing thus became a 
matter for all in the police, for all of their strategic partners, and for all of the public. Empowering part-
ners, stakeholders, and communities themselves to assist in the fight against terrorism significantly 
increased the amount of information being gathered by authorities. Combined with increasing use of the 
Internet and social media and the development of smart mobile communications, the impact on terrorism 
and the measures deployed to counter it were profound.

CHANGING THREAT LANDSCAPE
The Internet has changed, and continues to change, the very nature of terrorism. The Internet is well-
suited to the nature of terrorism and the psyche of the terrorist. In particular, the ability to remain anony-
mous makes the Internet attractive to the terrorist plotter. Terrorists use the Internet to propagate their 
ideologies, motives, and grievances. The most powerful and alarming change for modern terrorism, how-
ever, has been its effectiveness for attracting new terrorist recruits, often the young and most vulnerable 
and impressionable in our societies. Modern terrorism has rapidly evolved, becoming increasingly non-
physical, with vulnerable homegrown citizens being recruited, radicalized, trained, and tasked online in 
the virtual and ungoverned domain of cyberspace. With the increasing number of citizens putting more of 
their lives online, the interconnected and globalized world in which we live provides an extremely large 
pool of potential candidates to draw into the clutches of disparate terrorists groups and networks.

The openness and freedom of the Internet unfortunately supports self-radicalization: the radicalization 
of individuals without direct input or encouragement from others. The role of the internet in both radical-
ization and recruitment into terrorist organizations remains a growing source of concern for security 
authorities. This concern was amplified as a new global threat from the Islamic State (IS) emerged in 
2014. The violent progress of IS through towns and villages in Iraq had been swift, aided by foreign fight-
ers from Britain. During the summer of 2014, IS gained control of large swathes of Iraq, leading Prime 
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Minister David Cameron to warn his Cabinet that violent IS jihadists were planning attacks on British soil 
(Staniforth, 2014a). The warning came amid growing concerns among senior security officials that the 
number of Britons leaving the UK to fight alongside extremist groups abroad was rising.

The export of British-born violent jihadists is nothing new, but the call to arms in Iraq this time had 
been amplified by a slick online recruitment campaign urging Muslims from across the world to join 
the fight and to post messages of support for IS. The rise in the UK threat level from Substantial to 
Severe in September 2014 was supported by figures published from the Channel program of the Asso-
ciation of Chief Police Officers, which seeks to support individuals who may be vulnerable to violent 
extremism. The Channel program had seen a 58% rise in referrals during 2013, dealing with 1,281 
people in 2013–14, up from 748 the previous year (Staniforth, 2014a).

In a chilling online recruitment video designed to lure jihadists to Iraq, 20-year-old Nasser Muth-
ana, a medical student from Cardiff, and his 17-year-old brother Aseel, declared their support for IS. In 
the video, Nasser states, “We understand no borders. We have participated in battles in Syria, and in a 
few days we will go to Iraq and will fight with them” (Staniforth, 2014a). Nasser attained 12 General 
Certificates of Secondary Education at grade A, studied for his A levels, and was offered places to 
enroll for medicine degrees at four UK universities the previous September, but instead he volunteered 
to swell the ranks of the Al Qaeda-inspired IS. Unbeknownst to his parents or the authorities, the former 
school council member and his younger brother, who was studying A levels at the time, traveled to 
Syria via Turkey to fight the Assad regime. Recognizing the early signs and potential indicators of radi-
calization development remains a challenge for the police, partners, the public, and parents. The father 
of the brothers-in-arms fighting for IS, Mr Muthana, declared no knowledge of their intended travel 
plans to Syria and had reported them missing to the police in November 2013 (Staniforth, 2014a). Mr 
Muthana was devastated that his sons had turned to violent extremism, stating that “Both my sons have 
been influenced by outsiders, I do not know by whom. Nasser is a calm boy, very bright and a high 
achiever.” He went on to say that “He loved rugby, playing football, and going camping with friends. 
But he has been got at and has left his home and everyone who loves him” (Staniforth, 2014b).

The Internet allows individuals to find people with shared views and values and to access informa-
tion to support their radical beliefs and ideas. The unregulated and ungoverned expanse of the Internet 
knows no geographical boundaries, thus creating a space for radical activists to connect across the 
globe. This is especially problematic because easy access to like-minded people helps to normalize 
radical ideas such as the use of violence to solve grievances. Yet, it is impossible and well beyond the 
scope of any single government to solve the issue of radicalization by simple processes, such as the 
suggestion to clean up the Internet. Whereas the Internet provides a vital communication tool for ter-
rorists, it has equally provided intelligence and law enforcement agencies with prime sources of evi-
dence and intelligence about what terrorists are thinking and planning; but the full potential of the 
Internet, social media, and smart mobile communications has yet to be harnessed by those engaged in 
preventing terrorism and violent extremism.

EMBRACING BIG DATA
Recent developments in UK counterterrorism practices provide evidence of the operational reality in 
responding to the full range of contemporary terrorist threats. Modern counterterrorism is complex and 
investigators require all the help and support they can muster to keep communities safe from violent 
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extremists. Although major steps have been taken to strengthen counterterrorism responses, the exploi-
tation of open source information and the prioritization of intelligence already captured remain real 
operational challenges. With the addition of a new era of public responsibility and accountability, secu-
rity officials would be well advised to put current counterterrorism practices under the microscope to 
examine how, moving forward, the counterterrorism machinery of the state can effectively harness the 
power of the Internet, social media, and associated smart mobile communications. The challenges for 
UK counterterrorism authorities identified thus far specifically relate to increasing volumes of data. 
This has presented practical difficulties in appropriately resourcing analytical capacity and capability, 
but the volume of data it represents fades into insignificance compared with what is termed “Big Data.”

“Big Data” is the term applied to large and complex datasets that come from many sources such as 
financial transactions, social media, and Internet searches, and has many applications especially within 
intelligence management and analytics for law enforcement agencies (CENTRIC, 2014). Big Data 
represents the greatest opportunity to increase the effective delivery of counterterrorism. Big Data ana-
lytics can help identify terrorist networks and their associations using open source intelligence (OSINT) 
combined with traditional intelligence sources (see Chapter 1). It can also rapidly support the identifi-
cation of radical roots within online communities using capabilities such as social media analysis to 
identify informal networks, emerging topics, influencers, links between individuals, groups, or con-
cepts, and sentiment analysis (see Chapters 10, 11, and 13). In essence, Big Data analytics can concur-
rently channel the intelligence and knowledge requirements for the Prevent, Pursue, Protect, and 
Prepare pillars of the CONTEST counterterrorism strategy in a coherent and holistic manner.

Using the strategic intelligence model of Akhgar et al. (Akhgar et al., 2013) for national security 
(i.e., assessment of threats in a proactive manner through knowledge-based decision making processes 
and holistic risk assessment) allows the creation of a high-level canonical set of requirements toe real-
ize and implement Big Data analytics. The potentials for law enforcement agencies and security ser-
vices in the context of CONTEST strategy can be summarized as:
 
 1.  Development of a unified Big Data vision across the national security apparatus
 2.  Definition of Big Data analytics capabilities for the concurrent realization of CONTEST pillars’ 

objectives. This includes a national Big Data strategy and a technology agnostic deployment 
methodology.

 3.  Scoping the integration between OSINT and traditional data sources (e.g., imagery intelligence 
and human intelligence)

 4.  Implementation of a knowledge architecture and data models for proactive monitoring and reac-
tive response capabilities (e.g., gaining intelligence to prevent radicalization and disrupt terrorist 
attacks)

 5.  Building holistic deployment processes and infrastructure (e.g., legal and ethical procedures, 
return on investment on Big Data in terms of operational effectiveness and cost saving, key perfor-
mance indicators, training, software and hardware capabilities)

 
The set of high-level requirements to realize and implement Big Data analytics for law enforcement 

ensures that the use of Big Data is fully embraced throughout the apparatus, architecture, and opera-
tional activities for tackling terrorism. The requirements serve to augment all efforts across the national 
security landscape to maximize the potential of Big Data analytics by providing an agreed-upon, 
shared, and coherent program that will rapidly increase the effectiveness of counterterrorism 
operations.
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CONCLUSION
Throughout the history of UK counterterrorism practice, shocking and dramatic incidents at home and 
abroad have only served to deepen the resolve of the government to develop and strengthen its response. 
The tragic events of 9/11 and 7/7 provided the genesis for developing a stronger and more sophisticated 
approach to counterterrorism designed to meet the future challenges of an unpredictable world. Yet 
beyond resolute determination, such events must instill a re-dedication to preparedness so that new 
ways of working can be identified; practitioners push the boundaries of counterterrorism practice 
beyond the current state of the art; and most important, all in authority can embed progressive develop-
ments to ensure that the primary driver for change in counterterrorism practice is not simply the next 
successful attack.

The discovery of the homegrown terrorist threat has challenged the traditional pursuit of terrorists. The 
British government now seeks to ensure that mechanisms are in place to be able to draw on the valuable 
information and goodwill of communities from which aberrant extremists are recruited and radicalized. A 
major shift toward harnessing the capacity of the public and open source information to support the broader 
counterterrorism effort has been an important development in recent years. Such developments need to 
continue apace, and the full impact of Big Data on counterterrorism practices, focusing on the ability to 
better deliver safety and security to the public, must be further explored. In times of financial recession and 
austerity, the financial efficiency savings of Big Data opportunities must also be considered.

Harnessing the power of Big Data presents a unique opportunity to keep one step ahead of terrorist 
adversaries, but seamless integration and application to current counterterrorism practices also present 
numerous challenges. The handling of such large datasets raises acute concerns regarding existing stor-
age capacity, together with the ability to share and analyze large volumes of data. The introduction of 
Big Data capabilities will require the rigorous review of existing intelligence models and associated 
processes to ensure counterterrorism practitioners have the tools to tackle terrorists using the power of 
Big Data analytics.

Although Big Data presents many opportunities, any developments to tackle terrorism in this arena 
will have to be guided by the state’s relationship with its citizenry and the law. In the post-Snowden era, 
which has revealed the extent of state surveillance, citizens remain cautious and suspicious of access to 
their online data. Any damage to public trust is counterproductive to contemporary counterterrorism 
practices, and just because the state may have developed the technologically and techniques to harness 
Big Data does not necessarily mean that it should. The legal, moral, and ethical challenges to Big Data 
must be fully explored alongside civil liberties and human rights, yet balanced with protecting the pub-
lic from terrorist threats. Those in authority must also avoid at all costs the increased use of Big Data 
as a knee-jerk reaction to placate the public and the press after a terrorist attack. Experience over recent 
years shows that in the aftermath of terrorist events political stakes are high: politicians and legislators 
fear being seen as lenient or indifferent and often grant executive broader authorities without thorough 
debate.

New special provisions intended to be temporary turn out to be permanent. Although the govern-
ment may frame its new provisions in terms of a choice between security and liberty, sometimes the 
loss of liberty is not necessarily balanced by a gain in safety, and the measures introduced become 
counterproductive. The application of Big Data should be carefully considered and not quickly intro-
duced, because any misuse of its power may result in long-term damage of relations with citizens and 
communities as a result of the overextended and inappropriate use of Big Data capabilities. Big Data 
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analytics must not be introduced by stealth, either, but through informed dialogue, passing though the 
due democratic process of government. Citizens are more likely to support robust measures against 
terrorists that are necessary, appropriate, and proportionate, but many citizens, and politicians for that 
matter, will need to be convinced that harnessing the power of Big Data is an essential part of keeping 
communities safe from terrorism and violent extremism.

It is important never to forget that compared with other types of serious crime, terrorism remains a 
relatively rare occurrence; but the cost is high when attacks succeed. Terrorism therefore continues to 
demand a determined response. The history of terrorism in the UK reveals with alarming regularity that 
terrorist plotters achieve their intended objectives, defeating all of the state’s security measures put in 
place at the time. Unfortunately, this pattern is not set to change. The police and intelligence agencies 
will prevent further terrorist atrocities, but there is a strong likelihood that they will not stop them all. 
In the light of that conclusion, all in authority must dedicate themselves to increasing counterterrorism 
capabilities and developing new approaches to better protect the public. To ignore or dismiss the posi-
tive benefits of Big Data would be misplaced and unwise. Harnessing the power of Big Data would be 
a game-changer for counterterrorism policy makers, professionals, and practitioners.
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THE INTERSECTION OF BIG DATA AND LAW ENFORCEMENT
We live in an age in which the challenge of protecting the public from crimes, disasters, and other dan-
gers remains ever-present. Whereas violent crime rates in the United States (US) have dropped in the 
past decade (Federal Bureau of Investigation, 2012), active shooter and mass casualty incidents appear 
to be trending upward (Blair et al., 2014). Law enforcement agencies have regularly pursued new meth-
ods, data sources, and technologies that hold promise to improve public safety, such as public surveil-
lance cameras (La Vigne et al., 2011).

More recently, Big Data sources and analytics are beginning to be explored in the public safety 
arena. Computer science, physics, bio-informatics, economics, and political science are among fields 
that have already seen progress through adopting Big Data, but have encountered pitfalls as well (Boyd 
and Crawford, 2012; Lazer et al., 2009), particularly if the data they are engaged with are “digital 
traces” of online activity. Many businesses have embraced Big Data as critical to gaining market advan-
tage, yet still struggle with developing analytics that provide actionable insights (LaValle et al., 2011). 
Law enforcement can learn from these experiences as it seeks to adapt the use of Big Data to its unique 
challenges and constraints.

What do we mean by “Big Data” in a law enforcement or public safety context? The sheer size of 
the data in question—gigabytes, terabytes, even petabytes of data—could be sufficient to deem it “big”. 
However, a more nuanced and useful definition might be “data whose size forces us to look beyond the 
tried-and-true methods that are prevalent at that time” (Jacobs, 2009). Furthermore, data that are com-
plex, heterogeneous, or ambiguous in nature may demand moving beyond tried-and-true methods 
sooner than a larger but well-understood, well-structured, and predictable dataset. The velocity at 
which data arrive can pose another problem.

Potential sources of Big Data for law enforcement and public safety are varied. Some are familiar 
sensor-based feeds, such as public surveillance cameras or traffic cameras that can produce huge 
amounts of video data. Technological innovations such as computer-aided dispatch and other electronic 
record management efforts produce volumes of data that can be mined in hopes of reducing crime 
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(Byrne and Marx, 2011), perhaps in conjunction with relevant data from the U.S. Census, the Federal 
Bureau of Investigation, the National Institute of Justice, or comparable sources. Such data sources 
have well-understood structures and properties and may have been intentionally built to support law 
enforcement needs. Both the sensors and the databases in question are likely to be law enforcement 
assets. This greatly simplifies the challenges of working with this type of Big Data. Forensic analyses 
of computer hard drives or cloud data stores as part of criminal investigations can also involve extremely 
large quantities of data (Garfinkel, 2010). In this case, the focus is on gathering evidence pertinent to a 
specific investigation of a known suspect from systems used by that suspect.

Another potential source of Big Data for law enforcement is social media (see Chapter 11). Social 
media has been widely adopted in the US, with nearly three-quarters of online adults reporting they use 
one or more types of social media regularly (Duggan and Smith, 2013). Through social media, people 
can freely and easily create, post, and share online content in many forms, including text, images, 
audio, and video. They can converse with others, build and maintain social networks, plan, organize 
and execute events, exchange knowledge and commentary, rate and recommend, interact in educational 
or scientific endeavors, and engage in a host of other social activities. Although thousands of social 
media platforms exist, a far smaller number have been widely adopted and are likely to be broadly 
relevant as information sources in a public safety context.

Social media can be an unparalleled real-time source of information about the thoughts, feelings, 
behaviors, perceptions, and responses to events for large numbers of individuals. In particular, the 
microblogging platform Twitter has been observed to provide a timely source of direct observations 
and immediate reactions to events such as natural disasters (Starbird et al., 2010), human-caused disas-
ters such as the London riots (Glasgow and Fink, 2013), as well as campus shootings and other violent 
crises (Heverin and Zach, 2012) with strong public safety implications.

Social media have been recognized as a potential tool for local governments during crisis events 
both as a way of keeping the public accurately informed and as a source of situational awareness. Some 
law enforcement agencies have begun employing social media actively. One notable example is the 
Boston Police Department. Shortly after the initial explosions near the finish line of the Boston Mara-
thon in April 2013, during the early stages of the investigation of the bombing and the manhunt and 
throughout the following weeks, the Boston Police Department used Twitter to communicate with the 
public. They provided updates on police activities and the status of the investigation, announced road 
closures, requested public assistance with the investigation, and expressed sympathy for the victims 
(Davis et al., 2014). In general, police departments that use Twitter have been observed to predomi-
nantly tweet information on recent crimes or incidents, department-related activities, traffic problems, 
and crime prevention tips (Heverin and Zach, 2011).

Law enforcement has significant experience and familiarity with sensors such as cameras. Social 
media, the output of humans as social sensors in their communities, may seem arcane and unfamiliar 
in comparison. The scale of publicly shared social media and the inherent technical complexities of 
acquiring, processing, and interpreting it can seem daunting. A social media post containing a keyword 
of interest such as “shooting” could be an accurate eyewitness text description of a crime accompanied 
by a photograph of the event, global positioning system coordinates, and a precise timestamp. Alter-
nately, it could be a sarcastic comment, a joke, song lyrics, an uninformed opinion, a different meaning 
of the term (“shooting hoops”), a falsehood, hearsay, or some other form of self-expression unrelated 
to a crime. Billions of social media messages are posted each day, which further complicates the chal-
lenge of finding the right information for law enforcement.
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Beyond searching for specific relevant posts in a sea of data, it may also be important to uncover 
trends or patterns in large collections of social media data, to detect anomalies or understand connec-
tions between individuals or groups.

CASE EXAMPLE AND WORKSHOP OVERVIEW
These examples clearly indicate the use of social media for law enforcement but do not tap into the 
broader Big Data analytic potentials of social media. To examine the issues of using Big Data to sup-
port law enforcement and public safety, this chapter describes a focused case example. The case was an 
active shooter event in an enclosed public space, a suburban shopping mall, during business hours.

On January 25, 2014, authorities received reports of shots fired at a shopping mall in Columbia, 
Maryland. A young man had entered the mall, shot and killed two employees of a skate shop, and fired 
on additional patrons of the mall before taking his own life. He clearly met the Federal Emergency 
Management Agency definition of active shooter, “one or more suspects who participate in an ongoing, 
random or systematic shooting spree, demonstrating the intent to harm others with the objective of 
mass murder” (FEMA, 2013).

Law enforcement personnel arrived at the mall within 2 min. In all, hundreds of officers from 
Howard County, Maryland and allied agencies, special weapons and tactics teams from throughout 
the region, and explosives experts from several agencies responded to the event. They effectively 
secured the large and complex scene of roughly 1.6 million square feet, over 200 stores, multiple 
floors, and numerous entry and exit points. They searched the facility, evacuated thousands of mall 
patrons safely, ensured medical attention was provided to the injured, confirmed there was only one 
perpetrator, and identified and removed an improvised explosive device left by the perpetrator at the 
scene. During and after the incident, the Howard County Police Department (HCPD) actively used 
social media, particularly Twitter, to communicate directly with the public, providing informational 
updates and guidance and correcting misinformation (Police Executive Research Forum, 2014). Law 
enforcement handling of the incident was viewed positively, a sentiment reflected in this Twitter 
message:

Again. I cannot reiterate this enough. If you are a police department follow @HCPDNews to learn 
how to manage a crisis. #ColumbiaMall

A few months later, Johns Hopkins Applied Physics Laboratory (JHU/APL) sponsored a workshop 
on social media as a data source during emergencies and disasters. The event was a collaboration 
among 17 expert participants from HCPD, the Division of Fire and Rescue Services, the Office of 
Emergency Management, the Public Information Office, and the National Institute of Justice and a 
team of JHU/APL researchers, data scientists, engineers, and computer scientists. It explored how 
social media Big Data could provide insights during a crisis and how these insights could be applied in 
incident response and other law enforcement and public safety contexts. In addition, methods for mea-
suring the effectiveness of official messaging in incident response were examined. Based on gaps and 
needs identified by experts in the course of response to the mall shooting or developed through profes-
sional experience in policing and public safety, JHU/APL staff developed prototype analytics and tools 
to illustrate potential approaches to resolving these gaps. This exercise advanced the art of the possible 
and illuminated potential challenges.
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Initial sessions of the workshop focused on information sharing. A panel discussion on the mall 
shooting incident and response was conducted and a timeline was presented. Brainstorming sessions 
explored high-level topics regarding response to the mall shooting:
 
 •  What would you want to do that you could not?
 •  What would you want to know that you did not?
 •  What would you want to convey/communicate that you did not?
 •  Were the tools you used limiting in any way?
 

These discussions brought forth both incident-specific observations and broader needs of the law 
enforcement and public safety community. To help spur creativity for how social media and Big Data 
approaches could contribute to these challenges, JHU/APL demonstrated a small set of social media 
tools and technologies that helped illustrate the art of the possible.

The output of the brainstorming and discussion sessions was synthesized and used to prioritize goals 
for quick-turnaround prototyping of potential analytics and tools. These approaches were applied to large-
scale social media data gathered for the incident and demonstrated to law enforcement and public safety 
participants at the end of the workshop. Feedback was collected after the initial information sharing and 
brainstorming sessions and at the end of the workshop. We worked through the active shooter case guided 
by the experience of law enforcement and other public safety officials who responded to the incident. We 
examined actual social media data from that local area during the time frame of the incident. This combi-
nation generated unique and powerful insights into key issues, promising strategies and potential pitfalls 
in using Big Data to help meet law enforcement and public safety needs.

At a high level, desirable features of a system to support the use of social media for law enforcement 
included:

Usability and accessibility-oriented features:
 
 •  Easily tailored, flexible, or customizable
 •  Searching, filtering
 •  User roles
 •  Available when and where needed
 •  Easy to use
 •  Consistent with existing concepts of operations
 •  Support a variety of audiences
 •  Enable communication and outreach to the community
 •  Enable proactive monitoring of official social media communications and their effectiveness
 

Information-oriented features:
 
 •  Have mechanisms for assessing accuracy or validity of data
 •  Provide actionable information
 •  Alerting
 •  Include both real-time and historical data
 •  Able to handle multiple media and data types
 •  Video and images, as well as text
 •  Maps and geographic information
 •  Support analyses of social information
 •  Groups, networks, or organizations
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Implicit in such a system are numerous technical challenges to be faced if hopes of making sense of 
Big Data or developing situational awareness are to be realized. These challenges go beyond coping 
with the scale and velocity of the data. They may require approaches drawn from machine learning or 
other fields to identify relevant signals in the noise of social media Big Data. Aggregations of large 
amounts of social media data may enable significantly different approaches or novel analytics that 
would not be part of the typical law enforcement repertoire.

Although crisis response to an active shooter incident was the motivation for the workshop, law 
enforcement and public safety experts quickly uncovered additional needs and opportunities for lever-
aging social media Big Data. The days after the incident were times of elevated risk. There was real 
potential for additional copycat attacks or other disturbing and potentially violent public incidents to be 
triggered or influenced in some way by the mall shooting. Two such incidents did occur at the mall 
during the following week. The need for timely, effective communications with the local populace 
spiked shortly after the first 911 call and continued long after the physical incident was resolved. 
Besides providing updates on the situation at the mall and the status of the investigation, public infor-
mation officers had to monitor social media to manage and mitigate rumors and false information, such 
as persistent inaccurate claims of a romantic relationship between the victims and the shooter. Investi-
gators digging into the background of the shooter found indicators of troubling online behavior more 
than a year before the shooting. Building and maintaining situational awareness in the present, monitor-
ing and interacting with the public, examining past activities in investigative or intelligence contexts, 
and alerting or predictive capabilities can all contribute to crisis response and to a broader spectrum of 
law enforcement and public safety situations. Each of these thematic areas was explored in the work-
shop and will be described further. Other potential areas of interest, such as policy considerations for 
the use of social media by law enforcement, were outside the technical scope of this workshop, but have 
been addressed elsewhere (Global Justice Information Sharing Initiative, 2013). Budget and other 
resource constraints are also out of scope, but affordability and sustainability are practical consider-
ations, particularly for smaller departments.

SITUATIONAL AWARENESS

I need to see the battlefield, not just the fight I’m in.

Law enforcement and other first responders need to ascertain critical factors in their environment to 
guide appropriate decision making and response to a dynamic situation. Failures to attain situational 
awareness during incident response can have catastrophic consequences (Endsley, 1995). Information 
overload and lack of awareness of key information are major impediments to attaining situational 
awareness. The scale of social media data is part of the problem. For example, the social media plat-
form Twitter has tens of millions of new posts created every hour. The difficulties of finding the right 
data in this Big Data—data that are geographically relevant, topically relevant, temporally relevant, and 
associated with relevant individuals or groups—are even greater.

LOOKING INTO THE PAST

For homicides [in particular], we need to go back historically.



CHAPTER 4 BIG DATA AND LAW ENFORCEMENT44

Investigations are conducted by law enforcement to establish the elements of an offense, identify the 
guilty party, and provide evidence of guilt (O’Hara and O’Hara, 1988). Determining what happened and 
who did it is different from maintaining situational awareness based on interpreting live information as it 
streams by. Analysis of Big Data from social media could identify potential witnesses, victims, and persons 
or locations of interest. It can surface leads or contribute to evidence collection or criminal network identi-
fication. Used appropriately as another tool in the toolbox for investigative and criminal intelligence work, 
social media data can contribute to public safety (Global Justice Information Sharing Initiative, 2013).

INTERACTING WITH THE PUBLIC

There was a tipping point, where we became the credible source of information, not the media.

Community policing has always recognized the importance of partnership and communication with 
the community. Members of the community are valuable sources of information and insight and can 
help solve problems of crime and social disorder (Community Policing Consortium, 1994). With the 
advent of social media, law enforcement communication with the public has moved from broadcast 
mode, typically mediated by the news media to interactive dialog and engagement. It requires listening, 
answering, and monitoring the public’s understanding as well as sharing information. The luxury of 
having to prepare an official statement in time for the 5 pm news has been replaced by expectations of 
timely, even near-instantaneous social media updates. Events can quickly jump from local to regional, 
to national importance. Abilities to track and assess official social media communications and their 
effectiveness across large and varied audiences and to inform or correct inaccurate information in a 
focused fashion are important in times of emergency, as well as during day-to-day operations.

ALERTING AND PREDICTION

Can we identify threats before they become a reality?

The desire to predict criminal behavior is powerful in law enforcement and in the general public. 
Significant efforts have been made to predict those who are likely to commit crimes in the future: for 
example, to re-offend if granted parole (Berk and Bleich, 2013). Other work has focused on predicting 
where crime is likely to happen (geographic hot spots) or predicting identities of perpetrators (Perry 
et al., 2013). Crime data, demographic data, economic data, and geographic information are commonly 
used in these efforts, which have met with mixed success and tactical utility, with effectiveness varying 
depending on specific circumstances. Using social media data in a predictive or alerting capacity also 
poses challenges. However, detecting indicators in social media of threats or disturbances related to an 
upcoming public event or large gathering or more generally identifying relevant anomalies in baseline 
usage of social media could help law enforcement and public safety efforts to respond faster potentially 
intercede before an actual incident.

Tackling the Big Data generated by social media can contribute to each of these themes, but no 
single tool, technology, method, or algorithm is sufficient. Over the course of the workshop, a variety 
of methods and techniques were applied, individually or in concert with others, to build prototype 
capabilities. Such capabilities can help transform unwieldy quantities of information into manageable 
sources of information, insight, and opportunities for action. Multiple capabilities were integrated into 
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a dashboard for ease of use and interaction with analytics. A selection of these capabilities will be 
described to illustrate how social media Big Data could be marshaled in support of public safety needs. 
First, background information on the social media data used in the workshop will be presented.

TWITTER AS A SOCIAL MEDIA SOURCE OF BIG DATA
Twitter is a popular and widely used social media platform for microblogging, or broadcasting short 
messages. Twitter has hundreds of millions of users worldwide, and they broadcast over 500 million 
messages, known as tweets, per day. Tweets may include text, images, and links. A public tweet can be 
seen by anyone with Internet access, not just followers of the sender or people with Twitter accounts.

Twitter users have developed the convention of hashtags, a type of marker included in a tweet. 
Hashtags are words, phrases, or abbreviations that are preceded by the hash symbol “#,” such as 
#mallshooting. Users may choose to incorporate well-established hashtags in their tweets to provide a 
topical label, or they may spontaneously invent a new hashtag for a new event or idea. Use of a hashtag 
makes a tweet easily discoverable by anyone interested in that topic. Hashtags can be used to express 
emotion (#anguished) or evaluation (#ridiculous).

In addition, there are several distinct tweet-based social behaviors common in Twitter. “Retweet-
ing” is directly quoting and rebroadcasting another user’s tweet, often an indication that the message 
was considered noteworthy or important enough to share. Other behaviors include mentioning another 
user in one’s tweet (that is, talking about that user) or directly addressing one’s tweet to another user, 
as if talking to that person, albeit in a public forum. Thus, people can carry on conversations in Twitter 
involving two to many dozens of individuals. Twitter provides additional affordances, such as the abil-
ity to follow other users or “favorite” specific tweets.

Tweets are complex objects. In addition to the message content of the tweet, each tweet has many 
pieces of associated metadata, such as the username of the sender, the date and time the tweet was sent, 
the geographic coordinates the tweet was sent from (if available), and much more. Most metadata are 
readily interpretable by automated systems, whereas tweet message content may require text process-
ing methods for any automated interpretation of meaning.

SOCIAL MEDIA DATA ANALYZED FOR THE WORKSHOP
Twitter was a clear choice for social media to analyze for the mall shooting. It was actively used by the 
local police and fire departments during the incident, as well as by those in the mall and surrounding 
areas. Twitter is widely used, and usage surges during crises and major events. Querying Twitter’s 
Search Application Program Interface (API) for public tweets originating within a 5-mile radius around 
the location of the shooting from January 25 to February 25 returned 3.7 million tweets from 24,000 
unique users, amounting to 4 terabytes of data. During just the hour of the shooting, over 10,000 tweets 
were sent from this small area. Clearly this scale of data is beyond law enforcement capability to moni-
tor without assistance from tools and technology. Because Twitter’s free API returns only a sample of 
the actual tweet activity, additional methods were employed to retrieve more tweets. Nonetheless, the 
data retrieved almost certainly are less than the actual amount. Over 300,000 of these tweets were 
tagged with geographic coordinates, allowing the location they were sent from within Howard County 
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to be precisely pinpointed. Twitter data from this focused location-based search were complemented by 
data from the Twitter Decahose, a 10% feed of all tweets.

Like many social media platforms, Twitter allows users to share images, either by embedding the 
image in the tweet or by including a link to the image. From a sample of tweets that contained links to 
images, over 1000 images were retrieved. These images included photos taken by survivors sheltering 
in place within the mall. The images provide a basis for determining whether advanced methods could 
be applied to images themselves and not just to text. Automatic identification of photos containing 
objects such as firearms is one application.

TOOLS AND CAPABILITIES PROTOTYPES DURING THE WORKSHOP
Social media matters for law enforcement because it enables instantaneous, unmediated connection and 
communication with the public, serves as a source of information and leads for situational awareness 
or investigations, and can contribute to measures of effectiveness and outcomes relating to public 
safety. A number of capabilities to support law enforcement use of social media Big Data were proto-
typed during the workshop. Highlights of this work will be described.

WORD CLOUD VISUALIZATION
Our public safety experts advised that it was essential to have an easy way to attain a big picture or 
summary view of what was happening in social media, tailored to the specific situation faced by law 
enforcement. For the workshop, a word cloud visualization capability was developed that summarized 
the content of tweets. Word clouds are a simple, appealing way to show the most frequent words in a 
body of text (Feinberg, 2009). More popular words are larger, and layout and color can be used to pro-
vide more visual interest. Rather than generate a single, static display, we created a word cloud visual-
ization which was updated on the fly based on the set of tweets that met the user’s search query for the 
geographic region the user had zoomed in on. After applying standard natural language text processing 
techniques such as tokenization (rendering the content of the tweet into distinct words or symbols), 
stemming (reducing words to their more basic forms by removing suffixes, etc.), and stopword removal 
(eliminating common but uninformative words such as “and” and “the”), the resulting word cloud pro-
vided a simple snapshot of what people in that area were saying about a topic of interest. Because the 
most popular words could be far more frequent than the next few words, it is often necessary to scale 
the sizes of words in the visualization: for example, by computing a weighted average of the count and 
log value for the frequency of the word (see Figure 4.1 for an example).

DYNAMIC CLASSIFICATION OF TWEET CONTENT
Finding social media data about a topic of interest may seem as simple as typing a term into a search 
box, but experience shows that such an approach is riddled with false positives, hits that contain that 
term but are about something else. Given the scale of social media data, public safety officers could 
easily be swamped attempting to review search results full of irrelevant social media posts, and the 
output of analytics based on such inaccurate data would no longer be credible. For example, a sample 
of tweets in English from Howard County in the days preceding the mall shooting that contained forms 
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of the term “shoot” were more likely to be about other topics (basketball, photo shoots, drug use, etc.) 
rather than actual shootings. Roughly three-quarters of these tweets were false positives.

To address this problem, we applied a machine learning technique to automatically classify tweets that 
were genuinely about a shooting. Using machine learning, a classifier can be automatically built for a 
category, given a set of labeled training examples (for example, “shooting” and “not shooting” tweets). 
Presented with a new unseen text, the classifier will predict to which category the text belongs (Sebastiani, 
2002). We created classifiers to identify shooting-related and fire-related tweets. These classifiers used a 
support vector machine implemented through LIBSVM (Chang and Lin, 2011). Based on results from 
testing data, both classifiers were accurate. For the workshop, we performed dynamic classification on 
tweets returned by a search, to improve the relevance of results. Such an approach helps separate wheat 
from chaff from a user’s perspective and can improve the usefulness of any follow-on analytics or visual-
izations that use search results as their input, such as a word cloud. A classification approach can be par-
ticularly useful to support situational awareness, investigative, or alerting needs.

CONTENT-BASED IMAGE RETRIEVAL

We have kneejerk tendency to want a guy in blue to put eyes on.

Trained officers with a camera in hand might be the ideal source for photographs of crisis or natural 
disaster events to aid in developing situational awareness and to support mobilization and deployment 
of appropriate resources. However, they cannot be anywhere they might be needed at a moment’s 
notice. Tapping into the social media image output of people who are in the vicinity of an event, 
whether they are eyewitnesses, bystanders, passers-by, or victims, multiplies the sensors available to 
public safety dramatically. The challenge lies in culling the relevant images. During the active shooter 

FIGURE 4.1

Word cloud visualization of social media from an active shooter event.
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event, a tweet describing people “in the [store name] stockroom because the malls on lockdown” was 
posted accompanied by a photo. It is equally possible for a relevant image to be posted with ambiguous 
text (“oh my god”) or with no text at all. Because social media users publicly share millions of images 
and videos each day, automated approaches to handing these data are needed. Content-based image 
retrieval methods analyze the image itself, commonly identifying features such as colors, shapes, and 
edges. They may be used to detect the presence of objects within the image, such as vehicles or people, 
discriminate between photos of indoor and outdoor scenes, or perform similar tasks.

Our case example involved an active shooter. To test the viability of identifying relevant images in 
social media for this case, we trained a classifier to detect social media images containing firearms.  
A convolutional neural network pretrained on images from ImageNet, a large image corpus (Deng 
et al., 2009), was used to extract features from the social media images (Sermanet et al., 2013). Many 
of these social media images are lower-resolution or poorer-quality photos than those typically used in 
image classification tasks. GentleBoost (Friedman et al., 2000), a type of machine learning algorithm, 
was then applied to predict the probability that an image contained a firearm, given its features. Trained 
on images labeled as containing AK47s, the classifier successfully identified previously unseen social 
media images with firearms. After sorting 1000 images based on the classifier score, those containing 
firearms were far more likely to rank highly, whereas low-scoring images were extremely unlikely to 
contain firearms. Eighteen of the top 20 highest-scoring images included firearms, whereas none of the 
bottom-ranking 450 images contained a firearm. Included among the top 30 images was a photo taken 
by the shooter of himself with his weapon, shortly before he began his attack. Although the photo did 
not actually appear in social media until after the attack was over (the shooter had set a delayed publica-
tion time for the post), and thus in no way could have helped predict or prevent the attack, the potential 
for image classification techniques to help law enforcement seems clear. Similar to text classification, 
image classification can support situational awareness, investigative, or alerting needs when dealing 
with Big Data.

This type of application differs considerably from the Next-Generation 911 system, which will 
modernize existing 911 capabilities to handle photos, videos, and other media types in addition to calls 
(Research and Innovative Technology Administration (RITA)—United States Department of Transpor-
tation, 2014). In the Next-Generation 911 context, images would be submitted to a public safety access 
point, much as phone calls are placed to 911 now.

MAXIMIZING GEOGRAPHIC INFORMATION
Knowing where a social media post was sent from, and thus where the sender was located, can be critical 
for interpreting the relevance and utility of the information and sender for crisis response. Knowing which 
tweets were coming from inside the mall during the active shooter event had obvious value. Although 
tweets containing latitude and longitude information can easily be placed on a map, most tweets do not 
contain this information. Leveraging other information in the tweet, whether that information appears in 
tweet content or other metadata associated with the tweet, such as user location information, can provide 
a way to approximate location when coordinates are not explicitly stated. Translating a location descrip-
tion, such as a street address or place name, into a position on a map is known as geocoding. We enriched 
tweets that lacked latitude and longitude information with the results of a geocoding service and used this 
information to plot and visualize tweet density, finding hot spots of social media activity during and after 
the shooting. Each of the four thematic areas can benefit from geographic information, although it may be 
particularly valuable for situational awareness and investigative applications.
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DETECTING ANOMALIES
Anomalies are aberrations, exceptions, or unexpected surprises in data. Detecting anomalies translates 
to opportunities for action in a broad range of domains from credit card fraud to cyber intrusions, to 
malignant tumor diagnosis (Chandola et al., 2009). To detect anomalies in law enforcement and public 
safety contexts, we examined two types of anomalies: anomalous changes for specific topics of known 
relevance and for generic, nonspecific changes.

A number of established hashtags in the county are commonly used in public communications and 
public safety contexts. We created a visualization to summarize how many tweets contained relevant 
hashtags over time. In addition, we developed a capability to find contextual anomalies, large changes in 
frequency that are outside expected daily, weekly, monthly, or other patterns (see Figure 4.2). This method 
was also applied to the output of the “shooting” and “fire” text classifiers, in which it successfully detected 
actual shooting and fire events being discussed in social media. Applied to raw counts of tweets within the 
geographically bounded region, anomalous shifts in generic tweeting frequency can be detected. These 
could be indicators of events of an unspecified or unanticipated nature. In summary, basic monitoring and 
situational awareness can be enhanced with the potential to alert when anomalies are detected.

INFLUENCE AND REACH OF MESSAGING

The public is bypassing the media, and talking to us directly.

In the hours after the shooting, individual tweets from @HCPDNews, the police department’s official 
Twitter account, were retweeted—shared or propagated by others—hundreds or even thousands of times. 

2200 Last Anomaly Time:
25-Jan-2014 14:30

Total Volume of Tweets from Howard County

2000

1800

N
um

be
r o

f T
w

ee
ts 1600

1400

1200

1000

800

600

400

200

25-Jan-2014

00:00:00 25-Jan-2014

06:00:00 25-Jan-2014

12:00:00 25-Jan-2014

18:00:00

Tweets

FIGURE 4.2

Detection of anomalies in social media activity.



CHAPTER 4 BIG DATA AND LAW ENFORCEMENT50

These tweets spawned additional responses, such as mentions. Each of the retweets or mentions can trig-
ger a cascade of further social media activity. Accurately detecting and measuring the influence, spread, 
or “contagion” of information or users who are sources of information in social media is complex (Romero 
et al., 2011). For incident management, it is essential to make sense of the flurry of activity surrounding 
their social media communications to the public, determine whether their messaging is effective, and 
shape future actions based on this knowledge. For the workshop, we explored two approaches to illumi-
nate influence and spread of messaging. We used a dynamic graph visualization capability to show the 
network of activity that emerged in response to tweets from @HCPDNews. A heat map of these tweets 
was also plotted on Google Earth. This showed that the incident and @HCPDNews’ messaging about it 
were not of purely local interest but had spread outside the region, attracting national and global attention. 
An important consideration in this work is determining the criteria for inclusion. Retweets are clearly 
relevant and relatively easy to identify, whereas tweets that paraphrase the originals have murkier prove-
nance. We also prototyped mechanisms for focused interactions with sets of social media users. One 
example is the ability to send a tweet proactively to Twitter users known to be inside the mall, providing 
them with clear information on the actions of the police, what to expect, and how to respond.

TECHNOLOGY INTEGRATION
No single technology, technique, or approach is enough to meet these varied needs. We developed 
numerous methods and used them synergistically. A suite of open source technologies was leveraged to 
create the social media crisis response dashboard (see Figure 4.3). Used together, they could help 

FIGURE 4.3

Prototype dashboard for social media in crisis response.
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support public safety needs. For example, a graphical user interface used a set of REST1 services to 
access a Lucene2-indexed SOLR3 database of tweet data that could be queried geographically, via 
zooming in on a map, temporally, and through text. These results could be displayed as pins on a map 
(given geographic coordinates), as a word cloud, or in a heat map. Dynamic classification tags were 
used to improve query results. Anomaly detection time series information could also be displayed. We 
also explored using cloud data stores for social media data management.

LAW ENFORCEMENT FEEDBACK FOR THE SESSIONS
Law enforcement and public safety experts who participated in the workshop were uniformly positive 
in their evaluation of the effort and its results, particularly given the short time frame (less than a week). 
They found the workshop worthwhile, well organized, clear in its goals, a good use of their time, and a 
valuable learning experience. A number of them commented on how effectively social media informa-
tion could be refined and presented to support their work, and on the desirability of future collabora-
tions to help bring such capabilities into practice.

DISCUSSION
The potential for social media Big Data and affordances to reshape law enforcement and public safety, 
as it has been shaping business, politics, science, and basic human social interaction, has been explored 
in the context of crisis response to an active shooter event. We explored key issues and needs of law 
enforcement and public safety. Situational awareness, monitoring and interacting with the public, 
investigation and criminal intelligence, and alerting or predictive capabilities emerged as major themes.

The prototyped dashboard illustrated capabilities in all of these areas. Integrating open source tech-
nologies and libraries of algorithms, we parsed, enriched, classified, summarized, and visualized social 
media text and images. Through analytics tailored to law enforcement needs, we helped tame potential 
torrents of Big Data into focused, manageable, interpretable information to promote understanding and 
help guide action.

These efforts are best thought of as an initial foray into this space, not a turnkey solution. To meet 
public safety needs, Big Data must be tackled at many levels. Key concerns include:
 
 •  Access, storage, and management of large, heterogeneous datasets
 •  Development, use, and evaluation of analytics and metrics
 •  Exploration ability to query, sort, filter, select, drill down, and visualize social media information
 •  Linkage to action, including interaction with the public
 

We encountered a range of potential challenges. First is the challenge of geography. Knowing where 
someone was or where something happened can be essential in public safety; yet, most items in the 
social media Big Data source we used, Twitter, are not geotagged. Advances in methods are critical to 

1 http://en.wikipedia.org/wiki/Java_API_for_RESTful_Web_Services.
2 http://en.wikipedia.org/wiki/Lucene.
3 http://en.wikipedia.org/wiki/Apache_Solr.
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associate or infer location information, potentially from mentions of landmarks or locations (geocod-
ing) in the text (Fink et al., 2009), associated images, or past patterns of activity.

This ties into the challenge of relevance. To get the right information from Big Data, one must 
ensure the data not only come from the right location, but that they are about the right thing. Keyword-
based methods must be augmented by more advanced language or image processing techniques to 
improve precision and recall, capturing more wheat while discarding the chaff. Both supervised and 
unsupervised machine learning methods can contribute to this challenge.

Law enforcement experts expressed the perspective that exhaustive data from their jurisdiction were 
more important than a larger dataset sampled over a broader area. This highlights another challenge: the 
challenge of completeness. Social media providers allow various degrees of access to the publicly 
shared information they host. They may limit the amount of data that can be accessed through their 
APIs or the types of queries that can be asked. It can be difficult to gauge how complete or representa-
tive a dataset is. It will be the case that for different types of law enforcement or public safety applica-
tions, those data do not need to be exhaustive to be informative. A sample may still successfully provide 
tips or leads or inform about trends.

Big Data derived from social media is leading to “a revolution in the measurement of collective 
human behavior” (Kleinberg, 2008), requiring advances in theory, computation, modeling, and analyt-
ics to cope. For law enforcement, this final challenge holds tremendous promise for improving our 
ability to serve and protect the populace. Further partnerships and collaborations among researchers, 
technologists, and public safety professionals will hold the key to meeting this challenge.
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INTRODUCTION
In the wake of the notorious anthrax mailings of September and October 2001, investigators lacked 
computational tools and digitized information sources that have become more readily available today 
through modern bioinformatics1 and in the form of comparative social, linguistic, and behavioral data-
sets. Nor did the common fund of knowledge required to apply so-called “Big Data” analysis to behav-
ioral science allow such techniques to be employed beyond a rudimentary fashion. The extensive and 
costly investigation into the identity of the mailer was led through the years that followed by the United 
States (US) Federal Bureau of Investigation (FBI) with the assistance of the US Postal Inspection Ser-
vice. By 2007, the Department of Justice (DOJ) had determined that “the single spore-batch (of Bacil-
lus anthracis) created and maintained by Dr. Bruce E. Ivins at the United States Army Medical Research 
Institute of Infectious Diseases (“USAMRIID”) was the parent material for the letter spores” (DOJ, 
2010). Dr. Ivins remained under investigation for these crimes both before and after his death by suicide 
in the summer of 2008.

Ivins worked in an extremely dangerous arena and—like other such researchers—as a condition of 
his employment, he assented to certain safeguards and active monitoring in the form of data collection. 
These safeguards were designed to protect the public from what has been called insider risk or insider 
threat (Shaw et al., 2009; Silowash et al., 2012). Therefore, Dr. Ivins did not retain the privacy protec-
tions held by civilian employees in most workplaces, either private or governmental. Because he 
worked in a top secret environment with biological select agents or toxins (BSATs) including anthrax, 
Ivins was also required to waive confidentiality of his medical and mental health records. Despite this 
waiver, Ivins’ mental health records were never examined by federal investigators during his lifetime 
and do not appear to have been accessed before his hiring. Notably, they contained admission of crimes 
that would have precluded his employment and security clearance had this information come to light. 
Like the information collected on Ivins’ communications and on his comings and goings in the 

1 One of the outcomes of this case was the development and advancement of modern bioinformatics by The Institute for 
Genomic Research.
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workplace, his mental health records proved to be illuminating when a formal postmortem review was 
authorized by Chief Judge Royce Lamberth of the US District Court of Washington, DC.2

Although examination of the “Amerithrax” case could provide insight into the potential for 
prediction of bioterror incidents perpetrated by insiders, predictive uses of Big Data analysis (with 
all of their attendant concerns for privacy and civil liberties) are not a focus of this chapter. Nor is 
this a chapter on current best practices in deterring insider threat or a how-to in applying particular 
data analysis techniques. In fact, the Report of the Expert Behavioral Analysis Panel (EBAP), a 
nongovernmental independent panel of medical and systems experts, did not initiate or use data 
mining in its 2009–2010 review of relevant material. Rather, we will examine this historic case 
conceptually—particularly by tracing the retrospective inquiry into available records conducted by 
the Lamberth-authorized EBAP from July 2009 to August 2010. We do this in the context of cur-
rent data mining techniques, available corpora for analysis, understandings of the relationship 
between algorithm and interpretation (Nowviskie, 2014a, 2014b), and ethical conversations sur-
rounding Big Data.

Effective application of Big Data analysis could potentially augment the ability of investigators to 
solve difficult crimes involving insider threat. However, insider threat cases also pose an opportunity to 
reflect on important ethical and interpretive facets of computational text analysis and data mining. 
These range from judgments made during the selection, collection, and disclosure of data to the con-
sidered choice of algorithmic tools to aid in discovery, visualization, and expert interpretation by 
behavioral analysts.

It is important for law enforcement investigators to understand that Big Data analysis in crime-
solving and behavioral analysis is rife with decision making and contingency (see also Chapters 
15–18). Its conclusions can depend on the subjective standing points of those who assemble data-
sets, design the processes by which they are analyzed, and interpret the results. In other words, 
such techniques provide no push-button answers, only arrangements of information that must be 
interpreted in almost a literary sense and which, in fact, themselves depend on a chain of previous 
decision points, interdependencies, moments of expert intuition, and close interpretive readings 
(Chessick, 1990). It is little wonder, then, that many of our citations for this chapter come from the 
academic field of the digital humanities. For decades, scholars in the field have grappled with the 
relationship of algorithmic toolsets and data visualization techniques to the making of meaning and 
to deeply subjective, interpretive, and ethical questions in disciplines such as history, literature, 
and anthropology (Gold, 2012). Data mining is an aid to interpreting selected and processed (there-
fore, in some sense, pre-interpreted) datasets. It can be a crucial means of focusing investigators’ 
attention, but is never a substitute for close and critical reading of sources or for psychological and 
behavioral analysis. That is the key lesson to be taken from this chapter.

2 The review was commissioned in July 2009 and chaired by one of the current chapter’s co-authors. It issued its report, 
The Amerithrax Case: Report of the Expert Behavioral Analysis Panel, in August 2010. Although initially sealed, a 
redacted version was released in March 2011 through the Federal Court order of Judge Lamberth. Any material cited 
in this chapter remains publicly available. No information provided in this chapter reflects Grand Jury material or still-
undisclosed or privileged information that is protected through patient privacy law (Health Insurance Portability and 
Accountability Act).
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IMPORTANCE OF THE CASE
This was the longest and most expensive investigation ever undertaken by the FBI. It began in 2001, in 
the wake of the September 11 jet airliner attacks on the World Trade Center in New York City and on 
the Pentagon in Washington, DC. Only 1 week after these dramatic and visually striking airliner attacks, 
a stealthy, unwitnessed attack was perpetrated in the form of anthrax-laden letters, postmarked after 
having been picked up from a mailbox in Princeton, New Jersey. The “ensuing criminal investigation,” 
according to the DOJ Report (2010),

was extraordinarily complex, given the possible breadth and scope of this bioterrorism attack. In 
the seven years following the attack, the Amerithrax Task Force expended over 600,000 investigator 
work hours, involving in excess of 10,000 witness interviews conducted on six continents, the execu-
tion of 80 searches, and the recovery of over 6000 items of potential evidence. The case involved the 
issuance of over 5750 federal grand jury subpoenas and the collection of 5730 environmental samples 
from 60 site locations. Several overseas site locations also were examined for relevant evidence with 
the cooperation of the respective host governments.

The human toll of the anthrax mailings included citizens in the private sector and government, 
resulting in five deaths as a result of inhalational anthrax and direct infections occurring in at least 17 
others.

However, the impact on individual citizens included more victims than those who either died of 
anthrax or experienced bacterial infection. Thousands of possibly exposed but symptom-less individu-
als were treated with antibiotics as a public safeguard. Postal workers experienced a dramatic evolution 
and devolution of the US Postal Service. Policies and procedures relating to national security were 
modified, affecting scientists and laboratories in the academic, governmental, and private sectors. In the 
course of the investigation, one later-exonerated scientist, who had been named early on as a person of 
interest, ultimately received a $4.6 million settlement from the US government (Lichtblau, 2008). 
Because the anthrax used in the crime had originated at USAMRIID, scientists who worked there at 
Fort Dietrich experienced the stress of an ongoing federal investigation that occurred over the course of 
several years.

Finally, and perhaps most critically, concerns about the potential for bioterrorism raised by these 
incidents fed into the passage of the now-controversial USA PATRIOT Act and formed a key part of the 
justification for the US invasion of Iraq. The specter of the anthrax mailings was raised dramatically in 
a February 2003 speech to the United Nations Security Council, when former Secretary of State Colin 
Powell shared since-discredited intelligence as to Iraq’s biological weapons capability. While suggest-
ing that the Saddam Hussein regime may have produced up to 25,000 L of anthrax able to be distributed 
from spray tanks on unmanned drones, Powell brandished a prop vial to remind his audience that “less 
than a teaspoon full of dry anthrax in an envelope shut down the United States Senate in the fall of 
2001” (CNN, 2003; Weisman, Friday September 9th, 2005).

Before this, the PATRIOT Act, signed into law by then-President George W. Bush in October 2001, 
and since repeatedly contested by civil liberties advocates, had dramatically expanded the ability of 
government agencies to collect and demand disclosure of information useful for Big Data pattern anal-
ysis of the activities of both private US citizens and foreign nationals. Researchers have noted a clear 
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chilling effect on the day-to-day information-seeking behavior of average citizens—such as Google 
users apparently reluctant to conduct innocent searches for words like “anthrax”—in the months after 
the July 2013 revelations by Edward Snowden of improper government surveillance (Pasternack, 
2014). Thus, the Ivins case sits squarely at a crucial nexus of personal, social, ethical, and historical 
consequences for both insider threat and bioterror prevention and for the use of Big Data in law 
enforcement.

THE ADVANCEMENT OF BIG DATA ANALYTICS AFTER 2001
Although the FBI’s 2001 investigation involved, in part, the review of 26,000 e-mails, the analysis of 
4 million megabytes of data in computer memory and information collected from 10,000 witness inter-
views and 5,750 grand jury subpoenas, the ready availability of truly astronomical amounts of digitized 
and born-digital information to law enforcement and academic research is a recent phenomenon (FBI, 
2011). The legal landscape for surveillance and subpoena of digital data by the government expanded 
rapidly, although not without controversy and critique, under the USA PATRIOT Act of 2003. Com-
merce-driven analytic techniques that are commonplace now were not as regularly used at the turn of 
the past century, in part owing to the dearth of available consumer data. Mass digitization of the histori-
cal and contemporary print record under projects such as Google Books had just begun. Indeed, by 
some estimates, 90% of the world’s actionable cultural data have been produced in the past 3 years 
(Nunan and Di Domenico, 2013). Finally, conversations about the ethical and interpretive dimension of 
Big Data analysis were not as sophisticated in 2001 as they are today (boyd and Crawford, 2012; Data 
and Society Research Institute, 2014; Lennon, 2014).

Increasingly generated from a rapidly expanding set of media technologies, Big Data now can be 
said to include five key categories: public data, private data, data exhaust, community data, and data 
generated through self-quantification (George et al., 2014). Public data are defined as those typically 
maintained and made available by a democratic government as a common good, whereas private data 
are held as a proprietary asset by corporations and private organizations. Data exhaust refers to pas-
sively collected, so-called “non-core” data that seemingly holds little interest on its own, but which can 
be recombined with other data sources to create new value. Examples include purchase transactions 
and Internet searches, which become valuable to advertisers, sociologists, and law enforcement when 
combined with other axes of information such as demographic, identity-based, and geospatial data. 
Community data incorporate generally unstructured or heterogeneous, volunteered data, primarily tex-
tual in nature, into informal, crowd-sourced networks that can be used to capture trends, such as con-
sumer reviews or Twitter feeds. Finally, data of self-quantification are (mostly) deliberate recordings by 
individuals of their own personal actions and behaviors, tracked through devices such as health- 
monitoring wristbands and generally uploaded to proprietary cloud-computing databases by mobile 
applications (George et al., 2014).

In 2001, most of these types of data were not available for analysis using current powerful compu-
tational techniques able to reveal trends within and among gigantic socioeconomic and cultural datasets 
(George et al., 2014). Although contemporary text- and data-mining methods can help investigators 
draw a sharp outline of one individual’s actions from his or her interactions at a group level (Nunan and 
Di Domenico, 2013) and can assist investigators in understanding changes in the behavior of a single 
individual and in the emotional tone or sentiment of his writings (Liu, 2010), access of investigators to 
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born-digital information meeting the commonly accepted definition of “Big Data” (data both large in 
volume and high in variety and velocity) was much more limited at the time of the attacks.

RELEVANT EVIDENCE
A significant amount of circumstantial and scientific evidence implicating Dr. Ivins led the US DOJ 
to determine that he had been solely responsible for mailing the anthrax letters in September and 
October 2001. The DOJ further found that Ivins had the opportunity and ability to produce and mail 
the spores.

After this identification, Chief Judge Royce C. Lamberth of the US District Court for the District of 
Columbia authorized a report from the Expert Behavioral Analysis Panel (EBAP) cited above. The 
panel was charged with examining “the mental health issues of Dr. Bruce Ivins and what lessons can be 
learned from that analysis that may be useful in preventing future bioterrorism attacks” (Saathoff and 
DeFrancisco, 2010). Notably, the EBAP was not specifically authorized by Judge Lamberth to use 
algorithmic techniques to seek patterns or behavioral anomalies or to conduct sentiment analysis of 
Ivins’ electronic communications, which represented only a small fraction of the available information 
on the case. Voluminous non-digitized records included interviews, application forms, security assess-
ments, and health data. The resulting EBAP Report was therefore based on a review of Dr. Ivins’ sealed 
psychiatric records and of the FBI and US Postal Service’s extensive investigative file—not on a com-
puter-assisted distant reading of the case.

Relying on the expertise of the Panel’s nine members, the EBAP Report held that the investigative 
file and sealed psychiatric records supported the DOJ’s determination that Ivins was responsible for the 
crimes, in that Ivins “was psychologically disposed to undertake the mailings; his behavioral history 
demonstrated his potential for carrying them out; and he had the motivation and the means.” The 
Report further held that Ivins’ psychiatric records “offer considerable additional circumstantial evi-
dence in support of the DOJ’s finding” (Saathoff and DeFrancisco, 2010).

Through its investigation, the panel found that Dr. Ivins had led a secretive, compartmentalized life 
with criminal behaviors dating back to his time in college four decades earlier. A meticulous scientist, 
Ivins was careful about divulging incriminating evidence, revealing his criminal behaviors mainly to 
select mental health professionals, who were bound by confidentiality rules preventing them from pro-
viding information to authorities. It was not until after Ivins’ death on July 29, 2008 that the court order 
issued by Chief Judge Lamberth allowed access to all of his available mental health records. In addi-
tion, also after his death, FBI agents removed “two public-access computers from the Frederick County 
Public Libraries’ C. Burr Artz Library in downtown Frederick, Maryland” (American Libraries  
Magazine, 2008). Information gleaned from digital forensic analysis of these machines was also made 
available to investigators.

Although the sophisticated toolsets and fund of knowledge possessed by bioinformatics research-
ers today did not exist at the time of the anthrax attacks, the first focus of investigation had to be on 
the spores themselves. Bacterial pathogenomics was in its infancy at the time of the mailings, which 
were in fact a major impetus to the growth and development of the field (Pallen and Wren, 2007). 
Although the scientific basis of the analysis of BSATs is beyond the scope of this chapter, it is worth 
noting that analysis of the mailed anthrax spores quickly proved them to be of the AMES strain. This 
was a highly lethal and identifiable form of anthrax then being used to develop an anthrax vaccine 
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required on a large scale by the US military. What took much more time and effort, requiring the 
work of numerous independent laboratories and scientists, was the painstaking phylogenetic tracing 
of mutations, now known as microbial forensics. These specific signatures were ultimately found in 
only one original source: the strain maintained by Dr. Bruce Ivins at USAMRIID in Fort Dietrich, 
Maryland (DOJ, 2010).3

The double-blind scientific process of experimentation yielded a great amount of information over 
time, but it is important to understand that it was not available to law enforcement during and immedi-
ately after the attacks, only in the years that followed. Furthermore, Dr. Ivins’ decision to insert himself 
into the investigation from an early stage, and without the authorization of superiors, served to impede 
the more traditional and circumstantial investigation. According to the final report issued by the DOJ, 
federal investigators learned in interviews that Ivins was “driven by obsessions” and that he had a long-
standing practice of using false identities, “especially when mailing packages from distant post offices.” 
When confronted with damning evidence, Ivins was unable to provide reasonable or consistent expla-
nations for his behavior and “took a number of steps to stay ahead of the investigation.” However, 
because a large number of independent scientists performed experiments yielding objective data that 
allowed investigators to trace the anthrax to Ivins’ flask, he was not able to obstruct the scientific pro-
cess so easily. The vector for the murder weapon, a flask identified as RMR-1029, was found to be in 
Ivins’ sole possession.

In the course of their work, investigating scientists learned that Dr. Ivins possessed significant 
expertise in the type of equipment that had been used to prepare the spores for insertion into the mailed 
envelopes. His technical prowess in creating highly purified anthrax spores was unquestioned, given his 
significant role in leading the vaccine program.

The investigation then turned toward psychological predisposition, behavior, and motive, the 
area of the EBAP’s expertise. An examination of Ivins’ e-mail correspondence with supervisors 
regarding the future of his anthrax program revealed that the program was in jeopardy, in part 
because of questions from Senator Daschle and other lawmakers regarding the safety of the anthrax 
vaccine that he had developed. According to the DOJ’s conclusion, Dr. Ivins’ life’s work appeared 
destined for failure, absent an unexpected event (DOJ, 2010). Examination of records dating back 
to his time as an undergraduate revealed Dr. Ivins’ long history of vengeful behaviors directed 
toward others. The son of a Princeton graduate, he aspired to attend Princeton while in high school, 
but ultimately matriculated at the University of Cincinnati. From childhood, his family life was 
marked by significant emotional abuse as well as the repeated physical violence that his mother 
directed toward his father.

Preoccupied with fantasies of revenge, Ivins threatened college roommates with biological agents 
and shot pistols in occupied university buildings. He felt easily slighted. While an undergraduate, his 
romantic overtures toward a member of the Kappa Kappa Gamma sorority chapter at the University of 
Cincinnati were rebuffed. He then spent the rest of his life preoccupied with vengeance toward the 
national sorority and certain sorority members of his acquaintance. In the final year of his life, Ivins 
admitted that he had burglarized and vandalized a sorority house and made plans to kill Kappa Kappa 

3 Ongoing scientific inquiry and examination of the case has continued, most notably with a National Research Council 
review (2011), undertaken at the FBI’s request. The Nuclear Regulatory Commission’s finding is akin to the thesis we put 
forward here: that it is not possible to reach a definitive conclusion in this case on the basis of one type of evidence or method 
of analysis alone.
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Gamma members. Through thorough investigation, it was determined that both sets of anthrax letters 
sent to the media in September and to the Senate in October 2001 were mailed from the same postal 
collection box in Princeton, New Jersey. Significantly, this mailbox was located across the street from 
the Princeton campus and next to the site of Princeton’s Kappa Kappa Gamma administrative offices.

This kind of deep insight into Ivins’ psychological state—specifically the likely association in his 
mind among Princeton University, Kappa Kappa Gamma, and the desire for revenge and validation—
came only from a close reading of mental health records and relevant evidence held in small, sparse, 
and heterogeneous datasets. Insights such as these are difficult to glean from data analysis at scale, 
which typically requires large, dense, and relatively uniform (or uniformly encoded) sets of informa-
tion. However, taken together with data gathered by the US Postal Inspection Service and the FBI, 
including information generated or discovered by biogenomic investigators, digital forensic analysts, 
and creators of psychological and other health records, some elements of the case, if examined today,– 
might lend themselves to sentiment analysis, authorship attribution, and forms of so-called “distant 
reading” or pattern analysis at scale (Moretti, 2005, 2013).

POTENTIAL FOR STYLOMETRIC AND SENTIMENT ANALYSIS
Bing Liu defines sentiment analysis simply as, “the computational study of opinions, sentiments and emo-
tions expressed in text” (Liu, 2010). Sentiments mined from text corpora of any size may express attitudes 
or judgments, reveal affect or a psychological state, or contribute to the emotional and aesthetic effect an 
author wishes his or her words to have on an audience. Classification of utterances in sentiment analysis 
can occur either through supervised or unsupervised machine learning, but, like all natural language pro-
cessing tasks, these techniques pose no simple solutions and rest on “no easy problems” (Liu, 2010). 
Similarly, stylometry, which is most often associated with authorship attribution, and which uses similari-
ties in vocabulary and phrasing to suggest the originator of a disputed text, applies a constellation of 
computational linguistic techniques to complex problems in human language. Examples include the nota-
ble early case of the contested authorship of the Federalist Papers (Mosteller and Wallace, 1964) and the 
more recent attribution of a pseudonymous crime novel to Harry Potter author J.K. Rowling (Juola, 
2014). Computational analyses of style have also been used to suggest the gender or personality attributes 
of a writer, but here, as with authorship determination, the standards of proof and of admissibility of evi-
dence in forensic application are necessarily much higher than in literary or historical study (Juola, 2006). 
This is further complicated by the typically shorter and more fragmentary nature of texts relevant to 
forensic examination: a difficult problem, but not one that has proven insurmountable (Chaski, 2005).

The DOJ Final Report makes data-driven determinations: “Dr. Ivins made many statements, and 
took many actions, evidencing his guilty conscience.” Many of these statements were made verbally 
and in interviews given to federal law enforcement. However, the bulk of the textual evidence in the 
case, often inconsistent and contradictory, was found in e-mails from Ivins’ workplace, which con-
tained words and phrases indicating his emotional state. Because Ivins was a civilian scientist who 
began his job at USAMRIID in Fort Dietrich in December 1980, he communicated through e-mail from 
the time it became available to his laboratory. As such, the extent of his e-mail correspondence is sig-
nificant, especially because he addressed colleagues via e-mail with both professional and personal 
concerns and because it opens the possibility of a longitudinal study—of comparison over time. 
Although Ivins attempted to extensively delete potentially incriminating e-mails dating from the period 
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leading up to the anthrax mailings, he was unsuccessful.4 As federal agents focused on his laboratory, 
he remained unaware that his e-mails had been automatically saved within his computer system and 
were therefore available for review.

After the First Gulf War and claims by some that Ivins’ anthrax vaccine may have been responsible 
for Gulf War syndrome, a constellation of symptoms arising in military personnel who were given the 
vaccine, Dr. Ivins was subjected to increasing public criticism for his work. He was also required to 
respond to Freedom of Information Act requests. Additional themes gleaned from a reading of his 
e-mails in this period include a sense of abandonment in his personal life. The DOJ Final Report notes 
that “Ivins’s email messages revealed a man increasingly struggling with mental health problems.” In 
addition to voicing frustration, Dr. Ivins expressed anger in his correspondence. As the investigation 
proceeded, Dr. Ivins shifted blame to others in interviews with law enforcement as well as in e-mails. 
In particular, he shifted blame to close colleagues who worked with him in the laboratory, including a 
former colleague whom, at one point, he planned to poison.

The voluminous e-mails Ivins sent from his government account are revealing in that they address 
his ongoing substance abuse as well as his feelings of frustration, anger, and rage. Any examination of 
these office e-mails as a digital data corpus would be incomplete, however. Dr. Ivins also used numer-
ous pseudonyms in communicating on various Web sites, including the Wikipedia site for the Kappa 
Kappa Gamma sorority and in blog posts that revealed his homicidal plans toward an actress in a reality 
television series. Also, according to the DOJ findings, Dr. Ivins had long been fascinated with codes 
and secrecy. He referred repeatedly to a favorite book describing the steganographic use of DNA 
codons—three-letter sequences—that could be embedded within a seemingly normal communication 
to transmit secret messages. It is therefore possible that further textual evidence in this case has 
remained undiscovered, perhaps even hidden in plain sight. It is also possible that various sentiment 
analysis techniques could be applied retrospectively to the Ivins corpus, as a concrete experiment in 
determining their use in cases such as this. Do changes in tone correlate with evidence of criminal 
behavior? If so, does this imply that investigators, if properly authorized, might usefully scan for nota-
ble changes in sentiment across all the e-mail correspondence coming from a lab under investigation? 
Should they? What precedent would this set? What impact would the inevitable chilling effect of this 
monitoring have on scientific communication on a local and much larger scale?

Authorship attribution algorithms were likewise not applied to the problem of analyzing Ivins’ writ-
ing style against that of the anthrax letters (and indeed, even if such approaches had been commonplace 
among investigators, it is not clear whether it would have been possible to obtain sufficient writing 
sample, given the brevity of the letters) (Chaski, 2005). Nonetheless, Dr. Ivins’s use of written language 
in electronic messages was deemed by expert human readers to be similar to the language used in the 
anthrax mailings.5 Similarly, this corpus of writing, taken alongside other real-world examples, could 
provide fodder for experiments in authorship attribution by law enforcement.

4 Dr. Ivins also had a huge corpus of handwritten letters to aid in comparisons. He used both electronic and handwritten 
documents that helped facilitate effective compartmentalization, thus decreasing the potential for investigators to access all 
of his writings for analysis.
5 To the extent possible at the time, the FBI attempted to compare the brief anthrax threat letters against its existing database 
of written threats. No prior authored threats of Dr. Ivins existed in the database. Therefore, the automated canvassing did not 
yield a match in content or style.
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POTENTIAL FOR FURTHER PATTERN ANALYSIS AND VISUALIZATION
Beyond the insights that might be gained through sentiment and stylometric analysis of written language, 
the Amerithrax case illustrates potential for pattern analysis and visualization of midsize datasets. These 
data include biogenomic corpora as well as collected transactional information such as pharmaceutical 
prescription information, diagnostic codings, postal manufacturing, and financial data. Perhaps even more 
significant in this case are records of Dr. Ivins’ behavior: specifically, of his comings and goings. Ivins’ 
access to restricted anthrax spores was recorded with the help of a digitized entry log. This log detailed 
his vastly increased laboratory hours during the nights and weekends just before each mailing.

Although data relating to scientists’ hours spent in the “hot suite” was available within the research 
facility’s security system, it was not accessed until biogenomic evidence led investigators to USAM-
RIID and Ivins’ laboratory. Although it may seem obvious now that this type of passively collected data 
would be of interest, Ivins had made statements that focused suspicion on other quarters and was there-
fore able to divert the investigation. Important in this case were changed patterns not only in the number 
of hours he spent in the highly restricted anthrax laboratory, but also in the timing of Ivins’ presence 
there. A dramatic and atypical increase in hours during August, September, and early October, before 
the postmarking of the second group of letters, occurred at times when he was alone in that laboratory 
on weekends and at night. When questioned about this, Ivins was evasive and vague in his answers. He 
could point to no scientific endeavor that would have explained his long and unusually timed hours, 
other than to say that they occurred during a period of stress at home, which prompted him to prefer the 
laboratory to the presence of his wife and children.

In the days, weeks, and months following the attacks, Dr. Ivins behaved in ways that seemed helpful to 
investigators within the FBI and US Postal Inspection Service. In addition to privately identifying no less 
than seven colleagues as possible anthrax mailers, to divert attention from himself, he also engaged in behav-
iors that may have been designed to elicit positive attention, positioning himself as a researcher possessed of 
expertise that could benefit his colleagues during the investigation or which could provide a public service.

Notably, these positive behaviors (not of a type subject to self-quantification or passive collection 
of data exhaust) occurred just after the first group of letters had been postmarked, but before medical 
symptoms suggesting anthrax infection in any recipients could occur. Shortly after the postmarking of 
the initial mailings, Ivins reintroduced himself to a former colleague in the form of an e-mail. In it, he 
indicated that in the wake of the 9–11 attacks, he was prepared to assist the country in the event of 
bioterrorism. In the absence of any specific warning or sign of biological attack, this struck the former 
colleague as odd. Also within the narrow window between the postmarking of the first letter and pub-
licized symptoms in recipients, Ivins joined his local chapter of the American Red Cross. His applica-
tion specified that his occupation involved anthrax research. (In reviewing numerous other forms and 
applications that Ivins had filled out over the decades, the EBAP found it significant that this appeared 
to be the only moment at which he identified himself as someone versed in anthrax research.)

After the deaths of his victims, Ivins inserted himself into the official investigation by appearing at 
a pond that was being searched for anthrax spores. Although advised by colleagues that it would be 
inappropriate to participate in the investigation in his role as a Red Cross volunteer, he ignored that 
advice and was present during the search until recognized by an investigator and escorted from the area. 
Nonetheless, Ivins’ provision of scientific expertise in apparent response to the anthrax mailings earned 
admiration from colleagues and supervisors. In fact, in a public ceremony in 2003, he was awarded the 
highest US Army Civilian Award, presented personally by the Secretary of the Army.
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Absence of evidence, however, is not necessarily evidence of absence. Ivins sometimes evaded 
opportunities to track his behaviors. For instance, although he had a self-admitted, decades-long history 
of making midnight drives to other states to burglarize sorority houses, Ivins’ wife and family were 
seemingly unaware of his late night and long-distance travels. He left no credit card records for gaso-
line or other purchases, and he may in fact have taken further steps to avoid surveillance or obstruct 
justice. Still, significant behavioral and transactional evidence was amassed as part of the investigation, 
and that evidence, mapped along temporal and geographic axes with the help of contemporary visual-
ization tools and techniques, would likely reveal patterns unnoticed by investigators at the time of the 
case and therefore unavailable to behavioral analysts. Even simple visualizations in the form of time-
lines, maps, scatterplots, and charts can serve to focus investigators’ attention. If dense, complex infor-
mation related to Ivins’ activities could have been compared visually against the recorded actions of 
other scientists under investigation in his lab—or even against his own behavior in less pressured 
periods—anomalies suggesting fruitful lines of inquiry might have emerged sooner.

However, just as we find in stylometric and sentiment analysis that the very “complexity of lan-
guage implies that automated content analysis methods will never replace careful and close reading of 
texts” (Grimmer and Stewart, 2013), data visualization, too, must be understood as a complex, human-
istic act depending on and demanding interpretation. Like the human beings whose behaviors they 
attempt to represent, algorithmic data visualizations can overemphasize and obscure information, both 
inadvertently and by design. The well-known work of statistician and political scientist Edward Tufte 
on visualization and information design is foundational here (Tufte, 1997, 2001), as is Johanna Druck-
er’s warning that technologies of display borrowed from the natural and social sciences can render 
those who study humanistic datasets “ready and eager to suspend critical judgment in a rush to visual-
ization” (Drucker, 2011). Drucker holds that all human-generated data must instead be understood as 
capta—not as something rationally observed, neutrally presented, and given, but rather as that which is 
taken, in the form of subjective representations demonstrating and demanding the “situated, partial, and 
constitutive character of knowledge production, the recognition that knowledge is constructed” by 
people with inherent, inescapable agendas or biases, blind spots, and points of view (Drucker, 2011).

FINAL WORDS: INTERPRETATION AND INSIDER THREAT
Why are the concerns we highlight here particularly relevant to insider threat cases in a Big Data age? 
What qualities of these investigations demonstrate how algorithmic data analysis is simultaneously 
promising—indeed necessary, as crimes are committed in an increasingly networked, digital world—
and yet clearly in need of further critical examination? We have used the 2001 Amerithrax case to 
demonstrate how insider threat investigations pose examples of individuals behaving in traceably 
anomalous ways, often within groups whose sensitive missions open them to a particularly high level 
of monitoring and data collection. Cases such as these demand that investigators visualize and identify 
patterns emerging from dense, rich, and very large sets of behavioral and transactional data that play 
out across metadata-bearing axes such as space and time. They also provide opportunities for compu-
tational techniques possible within smaller sample sets—such as sentiment analysis and forensic 
authorship attribution—to be tested and refined now that mass-digitized textual corpora are available 
for comparison, experimentation, and advancement of machine learning and natural language 
processing.
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Most interesting to us, however, as behavioral analysts and law enforcement agencies continue to 
add algorithmic approaches to their investigatory toolsets, are not questions about what is possible, but 
about what is advisable. The Ivins case, which ended in the suicide of a suspect under investigation and 
subsequent, costly, and time-consuming rounds of scientific and psychological review, proves useful in 
foregrounding the concerns that insider threat investigations raise with regard to data collection, inter-
pretation, ethics, and use. Just as life scientists are examining their ethical obligations vis-à-vis dual use 
research in an age of bioterrorism (Kuhlau et al., 2008; Somerville and Atlas, 2005), forensic investiga-
tors should operate within and advocate for rigorous legal and ethical constraints. To date, debates 
about psychological ethics and national security have focused largely on the involvement of mental 
health professionals in prisoner interrogation (APA, 2013; Ackerman, 2014). A concomitant conversa-
tion should be opened about the ethics of Big Data use in forensic psychiatry and criminal profiling.

Critical here will be an effort to broaden the understanding that algorithmic data analysis and visu-
alization are no substitute for close reading and interpretation by trained and intuitive psychiatric pro-
fessionals. These techniques are rather an aid to elucidation, serving to focus investigators’ attention 
and provide further forms of evidence that must be interpreted as to behavior and psychological state. 
Here, we can usefully bring to bear lessons learned from the application of computing to interpretive 
problems in humanities scholarship. These range from the impact of implicit assumptions and biases 
on research questions and the assembly of datasets (Sculley and Pasanek, 2008; see also Chapters 17 
and 18) to the reminder that subjective and objective concerns must be kept in useful tension in text 
analysis, data mining, and visualization (Clement, 2013).

A comprehensive review by the Council on Library and Information Resources of eight large-scale digi-
tal humanities projects funded under an international Digging into Data Challenge scheme in 2009 and 2011 
found that “humanistic inquiry,” like human behavior, is “freeform, fluid, and exploratory; not easily trans-
latable into a computationally reproducible set of actions.” This review identified a characteristic need that 
data-driven projects in the humanities share with the application of data analytics to investigations of insider 
threat: the need to address inevitable gaps “between automated computational analysis and interpretive rea-
soning” that can “make allowances for doubt, uncertainty, and/or multiple possibilities” (Williford and 
Henry, 2012). Forensic behavioral scientists, like other investigators of crimes, must recognize the potential 
of data science to resolve insider threat cases more quickly and effectively, adding crucial evidence to the 
positive identification of perpetrators and perhaps saving lives. However, they should feel an equally great 
responsibility to employ new technologies wisely, in accordance with the law and their professional ethics, 
and in ways that augment rather than supplant close reading and interpretive expertise.
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CHAPTER

CRITICAL INFRASTRUCTURE 
PROTECTION BY HARNESSING 
BIG DATA

Laurence Marzell

6
INTRODUCTION
This chapter looks at the relevance, benefits, and application of Big Data for enhancing the protection 
and resilience of critical infrastructure (CI). CI is an integral part of an interconnected “system of sys-
tems” that affects the health, wealth, and well-being of the communities it touches and in which we all 
live, also affecting the resilience of the wider society, which depends on it for its essential needs such 
as transport, food, utilities, and finance.

WHAT IS A CI SYSTEM?
CI is often described as a “system of systems” that functions with the support of large, complex, widely 
distributed, and mutually supportive supply chains and networks. Such systems are intimately linked 
with the economic and social well-being and security of the communities they serve. They include not 
just  infrastructure, but also networks and supply chains that support the delivery of an essential product 
or service.

A “system of systems” is most commonly described at national level, but it also operates locally. For 
example, the interdependencies of an oil refinery extend equally to the services that support the well-
being and social cohesion of its local workforce, such as health, education, and transport, which in turn 
employ local people, as they do at the shipping lanes that bring in the crude oil, the roads that take the 
fuel away, and the telecommunications that link all of these elements together. They are not bound by 
the immediate geography of the refinery itself or necessarily linked directly to its operational role.

As a complex, interdependent “system of systems,” the challenges faced by CI, whether from natu-
ral or man-made hazards, are shared across the entire system, and its organizational structure and can-
not be viewed in isolation.

To understand the relevance of Big Data and its application to the security and resilience of CI, 
related communities, and wider society, one must also understand the underlying structural makeup of 
this complex, interconnected system of systems in which all moving parts and stakeholders—CI opera-
tors, citizens, business, emergency services, essential service providers, municipal authorities, etc.—
are intrinsically linked through a myriad of often hidden and unseen dependencies and interdependencies. 
Within this system of systems, local communities are not one single homogeneous entity, but take on 
the shape and characteristics of dynamic ecosystems through their diverse, multilayered human and 
societal makeup and needs.



69 UNDERSTANDING THE STRATEGIC LANDSCAPE 

The relevance, application, and benefit of Big Data to the security and resilience needs of both the 
CI and related communities can therefore only be understood within the context of these system of 
systems and the community ecosystems in which it must be applied, and to which end users of Big 
Data must operate in their capacity for “protecting citizens from harm and for promoting their 
well-being.”

In acknowledging this system-wide interconnectivity and the interdependencies and dependen-
cies throughout the system, and that risks and harm do not respect man-made borders and  boundaries, 
this chapter also proposes that Big Data should not be considered separate from the rest of the 
system. Instead, it should be considered part of an integrated supply chain that needs to  coexist 
alongside and interact with all of the other supply chains in the system, whether physical or 
virtual.

In doing so, Big Data can provide far-reaching benefits to the safety, security, and resilience of the 
CI-related communities and society, if viewed and considered as part of one unified framework: sup-
porting a top-down–bottom-up and holistic view of the system and of all of its moving parts, players, 
and needs.

UNDERSTANDING THE STRATEGIC LANDSCAPE INTO WHICH BIG DATA 
MUST BE APPLIED
Emergencies and threats are continually evolving, leaving CI and communities vulnerable to attacks, 
hazards, and threats that can disrupt critical systems. More than ever, our CI and communities depend 
on technologies and information exchange across both physical and virtual supply chains. These are 
rapidly changing, borderless, and often unpredictable.

All aspects of our CI and of the communities in which we live are affected by continuously shifting 
environments; the security and resilience of our CI and communities require the development of more 
efficient and effective mechanisms, processes, and guidelines that mirror and counter these changes in 
the strategic landscape, to protect and make more resilient those things on which we depend and the 
way of life to which our communities and society have become accustomed.

CI functions with the support of large, complex, widely distributed, and mutually supportive supply 
chains and networks. Such systems are intimately linked to the economic and social well-being and 
security of the communities in which they are located and whom they serve, and with the wider societal 
reliance for such essential services as food, utilities, transport, and finance.

They include not only infrastructure but also networks and supply chains, both physical and virtual, 
that support the delivery of an essential product or service.

Future threats and hazards, particularly those caused by the impacts of climate change, have the 
potential to disable CI sites to the same if not greater degree as a terrorist attack or insider threat. The 
impact of severe weather such as flooding or heavy snow may disrupt the operation of sites directly or 
indirectly through supply chain and transport disruption. In addition, the tendency to elevate terrorism 
as the main threat rather than to consider the full range of hazards from which modern society is at risk 
results in site-specific plans that assume damage will be the result of acts targeted directly at the critical 
facility—either a physical attack or an insider threat—rather than a side effect of a wider natural hazard 
or other non-terrorism–related event affecting either the  geographical location in which the CI is located 
or the interconnected supply chains on which it depends.
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The individual assets, services, and supply chains that make up the CI will, in their various forms, 
sit either directly within a community or straddle and impact multiple communities depending on the 
sector or the services provided.

As with the CI and its interdependent supply chains, where once geographic boundaries were the 
only means of describing a community, in our modern interconnected world, a community may and 
indeed often does extend beyond recognized boundaries, embracing those of like-minded interests or 
dispositions through shared values and concerns wherever they may be, locally, regionally, nationally, 
or internationally.

These communities are not static, homogeneous entities, easily described with their entire essential 
needs catered for by those responsible and then set in stone and left. A community is fluid and con-
stantly changes, as do its needs, across and between the many different layers from which the whole is 
made. A community has discrete communities within it and further ones within those. A community 
and its behavior and interactions both within itself and with other communities, and with its dependent 
relationship with the CI, can more easily be described as an ecosystem.

The following Wikipedia definition of an ecosystem (Wikipedia, 2014) is useful to allow us to pic-
ture and compare the value of using such a description:

An ecosystem is a community of living organisms (plants, animals and microbes – read people) in 
conjunction with the non-living components of their environment (things like air, water and mineral 
soil—read CI and essential services), interacting as a system). These components are regarded as 
linked together through nutrient cycles and energy flows. As ecosystems are defined by the network 
of interactions among organisms, and between organisms and their environment, they can be of any 
size but usually encompass specific, limited spaces although some scientists say that the entire planet 
is an ecosystem. (For the CI, communities and the essential services and supply chain upon which 
they rely, these nutrient cycles, energy flows and network of interactions represent our modern inter-
connected and interdependent world).

Ecosystems are controlled both by external and internal factors. External factors such as climate, the 
parent material which forms the soil and topography, control the overall structure of an ecosystem 
and the way things work within it, but are not themselves influenced by the ecosystem. Ecosystems 
are dynamic entities—invariably, they are subject to periodic disturbances and are in the process of 
recovering from some past disturbance. (For the CI and communities, read man made, natural or 
malicious events).

As our reliance on the networked world increases unabated, modern society will become ever more 
complex, ever more interconnected, and ever more dependent on essential technology and services. We 
are no longer aware of the origin of these critical dependencies; nor do we exert any control or influence 
over them. In the developed world, there is an ever-downward pressure on cost and need for efficiency 
in both the public and private sectors. This is making supply chains more complex, increasing their 
fragmentation and interdependency and making those who depend on them, citizens and their com-
munity ecosystems, more fragile and less resilient to shock.

The security and resilience of the CI and of communities are key challenges for nations and those 
responsible. A collaborative and shared approach among all affected stakeholders, whether public, 
private, community, or voluntary sector and across artificial and man-made borders and boundaries, is 
now recognized as the most effective means by which to enhance security and resilience to counter this 
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complexity. The application of Big Data to improve the security and resilience of the CI and related 
communities could provide a step change in helping to achieve this. However, this can happen only if 
those responsible for our protection from harm and promotion of well-being become, along with the 
application of the Big Data itself, as interconnected and interoperable as the CI system of systems and 
the community ecosystems are themselves.

Alongside the need to understand the structure and makeup of the CI system of systems and com-
munity ecosystems before Big Data can be meaningfully applied, it is equally critical to understand the 
issues and challenges facing those responsible for security and resilience planning, preparedness, 
response, and recovery: the resilience practitioners, emergency responders, CI operators, and policy 
makers. Their issues and challenges are intrinsically linked to the ability to enhance the security and 
resilience of the CI and communities.

It is accepted thinking that the ability of nation states, and indeed of broader institutions such as the 
European Union, to increase resilience to crisis and disasters cannot be achieved in isolation; it requires 
all stakeholders, including emergency responders, government, communities, regulators, infrastructure 
operators, media, and business, to work together. CI and security sectors need to understand the context 
and relationship of their roles and responsibilities within this interconnected system. This complex 
“system” of stakeholders and sectors can result in duplication of effort, missed opportunities, and secu-
rity and resilience gaps, especially where each stakeholder organization has a starting point of viewing 
risk through its own individual perspective. When greater collaboration and a more collective effort are 
required, this tends to drive an insular approach when actually it is the opposite that is required.

Where they do consider this “wider system,” and the nuclear industry is particularly good in this 
respect, other factors such as a lack of internal or regulatory integration or a holistic approach to under-
standing the human elements as they relate to governance, shared risks, and threats and policy under-
mine this wider view.

An example is recent events in Japan after the devastating earthquake and tsunami that damaged the 
nuclear power plant at Fukushima Dai-ichi. The natural disaster damaged not only the reactors, but also 
the primary and secondary power supplies meant to prevent contamination, and the road network, 
which prevented timely support from reaching the site quickly.

In this instance, safety and security in the nuclear industry have traditionally been regulated and 
managed in isolation. Safety management has been the responsibility of operators, engineers, safety 
managers, and scientists, whereas security tends to be the responsibility of a separate function fre-
quently led by ex-military and police personnel with different professional backgrounds and competen-
cies. Similarly, regulators for safety and security are traditionally separate organizations.

The complex, interconnected nature of safety, security, and emergency management requires conver-
gence; without it, serious gaps in capability and response will persist. Although this approach would not 
have prevented the devastation at Fukushima, had the regulators of safety and security been integrated into 
mainstream organizational management and development, because it is neither efficient nor effective to 
consider nuclear safety cases, security vulnerability assessments, and financial and reputational risk sepa-
rately, certainly some of the consequences at Fukushima could have been mitigated, as the work of the 
World Institute of Nuclear Security clearly articulates in their International Best Practice Guides.1

Much of the debate on CI security and resilience centers on the critical national infrastructure, i.e., 
the people, assets, and infrastructure essential to a country’s stability and prosperity. However, what 

1 https://www.wins.org/index.php?article_id=120.
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seems evident is that much of what is critical to a nation sits within local communities, often with a 
strong influence over their economic and social well-being. Disruption to that infrastructure, whether 
man-made or natural, not only has an impact across a country, but can seriously undermine communi-
ties, some of which may already be fragile economically or socially.

CI operators and those in authority charged with keeping the community safe recognize the integral 
role that CI and its operators have in the local communities upon which they have an effect. In this 
respect, the term “critical local infrastructure” might be more meaningful because it highlights the 
importance of involving local people in aspects of emergency preparedness planning and training 
regarding elements of the CI based in their communities.

A more collective approach and ownership of large-scale, collective risk is essential to meet twenty 
first–century challenges. The challenges facing a fragmented community not only affect operational 
effectiveness—in the worst case putting lives at risk—they also result in inefficiencies and duplications 
that are hard to identify and hard to improve or remove. Natural disasters, industrial accidents, and 
deliberate attacks do not recognize geographic or organizational borders and the weakness at these 
interchanges might themselves present weaknesses and vulnerabilities that can be exploited. Risks that 
appear to be nobody’s responsibility have the potential to affect everyone.

Therefore, it should also be clear that the requirement to make appropriate risk assessments needs to 
be a coherent and integrated process involving all sectors, agencies, and organizations, and which includes 
the ability to prioritize the risks identified. Such an approach would, for example, enable a collective 
assessment to be made not only of which risks are greatest, but which risks might be acceptable and which 
are not, with procurement within and between organizations made, or at least discussed on this basis.

The need for a collective effort to achieve the combined effect between all of the stakeholders in a com-
munity, both the consumers and providers (i.e., citizens, CI, and responders), across the spectrum of “harm 
and well-being”, has never been more apparent. Achieving a common scalable and transferable means to 
better understand, plan for, and counter these complex interdependencies and their inherent vulnerabilities to 
the consequences of cascading effects, whatever their origin or cause, has never been more critical.

Despite their varying social, cultural, geographic, and ethnic differences citizens and their communities 
have shared needs in their desire for safety, security, and well-being. The CI, too, despite its operational, 
geographic, and networked diversity, has a shared need across its different sectors and supply chains for a 
greater, more enhanced view of the risks and threats it faces, especially from the hidden, unseen interdepen-
dencies, and how these can be managed in a more coherent, cohesive, effective, and efficient way.

This shared means, whatever the size, makeup, and location of a community, and from whichever 
touch point a citizen has engagement, can be described as its strategic community requirement (SCR). 
Without such a means to achieve this combined effect, our modern society and the millions of indi-
vidual communities from which it is made can only become less resilient to shocks, whether man-
made, natural, or malicious; less cohesive to increasing social tensions; and increasingly unable to 
provide the quality of life expectations of citizens that our politicians so espouse.

Despite the structural complexity of both community ecosystems and CI system of systems, with 
the inherent difficulty of understanding how they coexist and interact, with their shared needs for 
safety, security, resilience, and well-being, this SCR provides commonality and overarching consis-
tency; giving an opportunity to support greater visibility and enhanced cohesion and coherence to 
improve resilience across the many different moving parts and players.

Use of an overarching architecture to achieve this would enable a single, unified view of the world 
from which a shared, collective approach to enhancing the security and resilience of the CI and 
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communities can be carried out under a common SCR framework. Within this framework, the application 
of Big Data by end users can be meaningfully undertaken to maximize and achieve the benefits sought.

WHAT IS MEANT BY AN OVERARCHING ARCHITECTURE?
The architecture is an enabling tool to support the CI, community, and responder organizations in 
understanding and managing the complexity of the systems in which they operate and are tasked to 
protect us. It can be used to represent an integrated model of the system, or the community, from the 
operational and business aspects to the technologies and systems that provide capability. By covering 
both the operational and technical aspects across such a system, the architecture enables all communi-
ties of interest to gain the essential common understanding needed to deliver benefits that are required 
from the application of Big Data.

One of the main focuses of the architecture in this effort is to present a clear vision of the system in 
all of its dimensions and complexity in terms of its existing state and its desired or future state(s). The 
result can support all aspects of the requirement for the use of Big Data including:
 
 •  Governance and policy
 •  Strategic planning
 •  Tactical planning and operations (front line and logistics)
 •  Automation of processes
 •  Capability/requirements capture

THE SCR
Two concepts underpin the SCR, each mutually supporting the other for maximum effect. These con-
cepts are protection from harm and promotion of well-being and combined effect.

Protection from Harm and Promotion of Well Being
Those things that can harm us, or which we perceive to cause us harm, either as individuals or as part 
of the community in which we live, can be described in high-level terms as:
 
 •  Terrorism
 •  Civil emergency—natural
 •  Civil emergency—man-made
 •  Organized crime
 •  Public order
 •  Cyber
 

Aspects that touch our everyday journey as citizens, that can either positively or adversely affect our 
well-being and quality of life, will to varying degrees sit within the following categories:
 
 •  Political
 •  Cultural
 •  Environment
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 •  Economic
 •  Social
 

As citizens, we expect those responsible in authority to be able to keep us from harm from any of 
these threats. We also expect those responsible to broadly promote policies that support our well-being 
across the categories shown.

However, in the complex, interconnected ecosystems in which we reside, and the far wider system 
of systems in which our CI and communities exist, harm and well-being are intrinsically linked by the 
myriad of hidden and unseen interdependencies previously described. These might, for example, 
encompass physical or virtual supply chains of information, essential services, or other critical depen-
dencies. For those in authority, these interdependencies drive unseen gaps, overlaps, and disparities in 
how they understand, plan for, and provide for our harm and well-being needs. These interdependent, 
interconnected risks are in turn compounded by the single view of the world approach to risk adopted 
by the many individual organizations and agencies upon which we rely to keep us safe and provide for 
our essential needs and life support systems.

As individual citizens coexisting within these complex community ecosystems, we are all consum-
ers of harm and well-being needs: even those in authority charged with providing them. As society gets 
ever more reliant upon complex, interconnected, unseen, and increasingly stretched dependencies, the 
need for a collective citizen- and community-centric approach to understand, plan, and manage the 
shared outcomes and effects we seek has never been greater. The ability for all community stakehold-
ers, wherever they sit on the supply or demand side of harm and well-being, to join together to meet 
these challenges in a cohesive and coherent way and deliver these shared outcomes through the com-
bined effect of their collective efforts is paramount.

Combined Effect
Within the common framework of shared harm and well-being that straddles both CI and communities, 
however they are described, their varied, dynamic, and multilayered nature will, of course, dictate 
locally specific priorities. Four core themes within the SCR framework that will accommodate these 
and facilitate the collective effort of stakeholders to achieve such a combined effect are:
 
 •  Collective view of risks
 •  Interconnected journey touch points and interfaces
 •  Shared ownership
 •  Capability and capacity negotiation
 

Through these themes, stakeholders charged with meeting our harm and well-being needs can come 
together and use the SCR architecture framework (SCAF) to deliver the combined effect of their collective 
effort to understand, plan, and manage the issues and challenges to the CI and communities in a joined 
up, coherent, and cohesive way. This would include a greater focus on the viewpoint of the citizen, one 
that understands how citizens interface with these harm and well-being needs in their daily lives and 
how they expect them to be provided in a seamless manner.

This Combined Effect approach was set out in the joint RUSI/Serco White Paper ‘Combined Effect: A 
New Approach to Resilience’ (Cole and Marzell, 2010), published in late 2010, which encouraged a 
more holistic, collaborative approach to resilience planning. Its aim is to help to bring together public 
and private sector resilience stakeholders officially designated Category 1 and 2 responders under the 
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Civil Contingencies Act 2004, the private sector suppliers, operators and contractors, as well as the volun-
teer organizations and community groups that support them. Importantly, the methodology seeks to identify 
where gaps in current knowledge, understanding and capability exist so that they can be more easily addressed.

This approach also supports the essential dialogue across and among all relevant and interested 
community stakeholders wishing to become involved and support the enhanced security and resilience 
of their communities in a more meaningful way; part of a wider community engagement throughout the 
ecosystem that is deemed essential by governments in informing and countering many of the societal 
challenges of policing ethnically and culturally diverse communities.

The overarching SCAF enables the Combined Effect approach to span the spectrum of harm and 
well-being, whether this is planning and preparing for terrorism, flood or youth offending or providing 
appropriate access to health care, education, and employment opportunities to those most in need. 
Often, these involve similar issues and organizations, seeking similar outcomes. Previously, there has 
been neither the shared visibility nor the collective means to have meaningful discussions on a shared 
risk, ownership, and outcome approach: an experience that citizens and their communities both expect 
and seek across the touch points they encounter daily.

A Combined Effect approach provides the wherewithal, the concepts and doctrine to identify, under-
stand, and mitigate the impacts from the system of systems interdependencies, with supporting tools, tech-
niques, and information to mitigate the often hidden or unseen vulnerabilities, threats, risks, and harm they 
foster. Combined Effect would use intelligence provided by Big Data through the SCAF to inform and 
improve the collective effort of stakeholders for the security and resilience of the CI and communities.

The diagram in Figure 6.1 illustrates the spectrum of harm and well-being in relation to other ele-
ments of the SCR.
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UNDERPINNING THE SCR
The challenges these different organizations face in coming together to achieve such a collective effort, 
let alone the need to embrace citizens more completely in the process, can be achieved through a more 
informed understanding of the capabilities within the four key capability areas that underpin all aspects 
of an individual organization’s service delivery. Under the SCR framework, these same capabilities 
would also underpin a collective, Combined Effect approach: governance, people, processes, and sys-
tems (technology).

Adoption of such a shared risk approach would enable the gaps, disparities, overlaps, and duplica-
tion that exist among different organizations when they come together to be identified, planned for, and 
managed. Once in place, this would underpin meaningful, evidence-based negotiations among stake-
holders regarding how such a Combined Effect undertaking can be achieved. Achieving Combined 
Effect does not preclude individual organizations from planning for and managing their own individu-
ally identified risks, which, when done under the umbrella of the SCR framework to enhance collective 
security and resilience through a shared risk approach, will provide more effective and efficient benefits 
across the system and for all as a result.

The diagram in Figure 6.2 outlines these key capability areas and how they fit together to underpin 
the SCR, relevant stakeholders, and shared risk and outcomes approach.
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STRATEGIC COMMUNITY ARCHITECTURE FRAMEWORK
The SCAF will give relevant community stakeholders, such as the police, other emergency responders, 
and municipal authorities, a shared framework of governance, a concept of operations, and the enabling 
tools and technology to support closer collaboration for greater, more effective, and efficient commu-
nity-based security and resilience that is Combined Effect.

The SCAF will enable users at varying levels—strategy and policy, command layers, and opera-
tional delivery on the ground—to have a community-wide, holistic understanding and view of the risks, 
threats, and hazards that they collectively face. The SCAF will support understanding, collation, and 
coordination of the collective capabilities and capacities that all members of the community—public 
and private, voluntary and citizens—can bring to bear in support of their collective effort, safety, secu-
rity, and well-being.

The SCAF will support an informatics capability to ensure that the myriad of informal, formal, and 
social information and communications channels that now reside within and across communities is 
fully understood, embedded, and exploited. Visualization and associated modeling and gaming tech-
niques will allow for the dynamic testing and exercising of concepts; drive an iterative process of feed-
back into CI and community end users; and then continue onward for scalable and transferable 
exploitation elsewhere.

Relative Likelihood

R
el

at
iv

e 
Im

pa
ct

CabinetOffice

Big Data Across Boundaries 

B
ig D

ata Top D
ow

n B
ottom

 up

FIGURE 6.3

Building trust and common purpose.
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The SCAF will provide the wherewithal and means to understand where and how the applica-
tion of Big Data in the security and resilience of the CI and communities can be best achieved, 
supporting the greater collective effort of stakeholders and end users responsible in a joined and 
coherent fashion.

For example, Big Data can be used to support the security and resilience of the CI and of communi-
ties in the following ways:
 
 •  Build trust and common purpose among individual citizens, communities, the police, 

responder and authority groups, and the CI to plan for, prepare for, respond to, and recover 
from threats, risks, vulnerabilities, and hazards that can harm them and affect their well-being 
(see Figure 6.3).

 •  Enable empirical and intelligence-led discussions within and across the community and its 
stakeholders, as well as regionally or nationally, regarding the benefits and value of shared 
resources, greater cooperation, and joint working/interoperability to meet identified shared risks 
and threats through the greater cohesion and coherence of a Combined Effect approach  
(see Figure 6.4).

 •  Support iterative processes to feed into local (and, where appropriate, national) policy and  strategy 
planning to inform the creation of a new, dynamic, best-practice, collectively shared safety, 
 security, and resilience plan (see Figures 6.5 and 6.6).

FIGURE 6.4

Big Data: cohesion, coherence and interoperability.
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CONCLUSIONS
Big Data brings enormous benefits to society through its ability to amalgamate and aggregate the 
myriad datasets and sources for meaningful application. In this instance, protection of our CI, citizens 
and communities has been discussed.

Similar to Big Data (see Chapters 1 and 10), the CI system of systems and the community ecosystems 
are complex and have a myriad dependencies and interdependencies that make up the whole. Unlike Big 
Data, however, these are not clearly understood; no mechanisms currently make sense of the whole in a 
coherent and cohesive way and too many individual, fragmented and different organizations are involved, 
which essentially makes it a largely ungoverned space from a governance perspective. It would be diffi-
cult to apply Big Data to such an incoherent space in any meaningful way to make a real difference.

Big Data itself is part of the solution to creating a shared, unified view of the CI system of systems 
and community ecosystem where all moving parts—the dependencies, interdependencies, and organiza-
tional borders and boundaries and stakeholder capabilities—all can be seen within the one architecture 
framework (SCAF). In creating such a view for the SCR, Big Data may used in a meaningful way to 
provide real value and benefits to stakeholders charged with keeping us, the CI, and our communities 
safe, secure, and more resilient through the combined effect of their collective effort.
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CHAPTER

MILITARY AND BIG DATA 
REVOLUTION

Jean Brunet, Nicolas Claudon

7
RISK OF COLLAPSE
For a number of countries, military forces could miss out and be left unable to meet the ambitions of 
their mission. The armed forces know how essential their intelligence agencies are to the preparation 
and success in a battle. Today, any action or decision is preceded by intelligence action. However, the 
more data you have, the more difficult it is to extract useful information from it. As this book is being 
written, most intelligence services are struggling with the capabilities required to collect, filter, aggre-
gate, archive, compute, correlate, and analyze the tremendous quantity of data available. The only solu-
tion is often a choice between an arbitrary sub-set of data or ignoring some essential business rules. If 
the human intelligence gathered by a single individual in a location deemed dangerous is still decisive 
for the success of an operation, the digging and analyzing of the dust of data is secretly done by ordi-
nary citizens assisted by an exponentially growing number of computers. These “armies of the shadow” 
have become the formidable tool of intelligence services.

Requests for “actionable information1” are recurrent. Actionable information is required at every 
level by military forces, so that well-informed decisions can be made. However, these requests are dif-
ficult to meet within a suitable timeframe, and the information often arrives too late for the execution 
of specific missions, which are defined by speed, lack of casualties, clear and instant information on the 
battle field, and a restricted budget. Maximizing and optimizing a mission requires additional and effi-
cient data processing. The data processing chain consists, at first sight, of simple operations: filtering, 
merging, aggregating, and simple correlation of data. These are simple processing operations, but have 
to be applied on a different scale with low latency to achieve the level of intelligence required by 
today’s missions.

Beyond intelligence requirements, the huge quantity of data available on a battlefield is a conse-
quence of the ever increasing use of sensors, technologies essential in warfare such as nano network 
sensors, tactical sensors, global positioning systems for vehicles and men, and tags/codes and 
communications.

The military looks for an agile, responsive, and swift reaction, because this is usually a decisive 
element for victory. But that is not all. A battlefield is not isolated from its geopolitical, social, and 
cultural environment. The preparation of military action is based on thorough intelligence groundwork 
requiring the gathering of a large quantity of data from the environment surrounding the battlefield. 
Asymmetrical wars have reinforced these links. It is therefore also a matter of processing data 

1 Actionable information means having the necessary information immediately available to deal with the situation at hand.
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originating worldwide: from the web, social networks, communication flows; i.e., from a “sea of data,” 
which provides a digital picture of the world updated every second with hundreds of thousands of 
events. The COP2—a tool favored by the military when making decisions, giving orders or taking 
action—is a snapshot that is valued only because it is up-to-date. Such a snapshot is even more difficult 
to obtain due to primary event flows that are rocketing in terms of quantity and speed.

Even if the Big Data field brings solutions to this new situation, the military knows that technology 
cannot solve everything on its own. A major risk arises if the data is analyzed by people without experi-
ence of analyzing 3’Vs data3 or without the right tools and modes of data visualization. The human 
factor is crucial when interpreting complex data structures (see also Chapters 17 and 18). Let us imag-
ine that instead of handling a few hundreds or thousands of lines in an Excel spreadsheet with sorting 
macros and filters, it is necessary to analyze manually several thousand Excel spreadsheets with hun-
dreds of thousands of lines. For instance, a paper by the UK’s Government Business Council estimates 
that the number of unmanned aerial systems (UAS) in use has risen from 50 a decade ago to “thou-
sands” now, with spending on them increasing from less than $300 million in 2002 to more than $4 bil-
lion in 2011. These UAS, it is estimated, have flown more than one million combat hours during this 
period.

At the more global level, it took years of effort to set up “network centric warfare” (NCW). It is a 
concept popularized under the name of networked warfare, which appeared in military doctrines at the 
end of the 20th century. As a term of American origin, it describes a way to conduct military operations 
by using the capabilities of the information systems and networks available at the time. The main evolu-
tion in relation to the prior doctrines concerns the sharing of information. It is about the capacity to link 
together the different armed forces (Army, Air Force, Navy), as well as armed forces of allied countries, 
to gather information using drones or satellites and to disseminate it to units in real-time so as to strike 
quicker and more efficiently. During the past few years, the network centric concept has expanded into 
the civil and business sector in the United States, and today, it supports the US influence in large com-
panies and international organizations.

Unfortunately, the twilight of the concept began in 2010 for several reasons: the cost of such a sys-
tem, the complexity of its implementation, and, finally, the nature of complex threats that do not seem, 
at first sight, to be consistent with the concept. However, a large amount of military needs have been 
formalized in NCW, and today some elements are extracted by armed forces. These armed forces are 
also, by indirect means, in possession of a light version of NCW. We feel that the advent of Big Data 
updates NCW under new auspices. Our objectives are more specifically to allow the rapid rise of net-
worked warfare best practices, at a low cost and adapted to the new threats: agility, swift reaction, and 
short loops between sensors and effectors.

INTO THE BIG DATA ARENA
The General Atomics MQ-9 Reaper is a surveillance and combat drone built by General Atomics for 
the US Air Force, the US Navy, the Aeronautica Militare, the Royal Air Force, and the French Air 
Force. During a mission, the MQ-9 Reaper generates the equivalent of 20 Tbytes of data. A report by 

2 Common operational picture.
3 Volume, velocity, and variety called 3’Vs.
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former processing officers reveals that 95% of the videos are never viewed. The continuous rise of con-
nected objects worldwide and on the battlefield is going to increase the gap between an abundance of 
data and the ability to use this information. It becomes obvious then, that for the armed forces, the risk 
of errors has to be taken into consideration.

In this chapter, instead of focusing only on Big Data’s theoretical capacity to meet needs or on 
evaluating the positive impact of technology on the military profession, we will focus on a very specific 
vision of a Big Data system rendered usable by integrating use cases and construction within the same 
thinking process. This chapter proposes a solution, aiming for quick implementation and immediate 
cost-effective benefits. In a time of austerity in military budgets, it becomes even more interesting to set 
priorities with results achievable in less than 18 months and then evolve in increments without forget-
ting the long-term vision. Wanting to design a full Big Data system can be extremely expensive. It is 
preferable to set priorities and implement them in stages. For example, it is better to make concessions 
on precision/accuracy rather than computation time, and then with longer calculation time to increase 
the result’s degree of accuracy. Actions on the ground require a short loop of less than 2 minutes. In that 
case, any result, however partial, is meaningful, as long as it is delivered swiftly. This is the reason why 
we are looking to use Big Data systems, which are presently capable of providing results in quasi real-
time, and then gradually improve either the precision or the richness of the results.

We will explain how to create a system capable of processing around 10,000 to 1 million events per 
second. Processing means to filter, enrich, and correlate data sufficiently to obtain results useful on the 
battlefield. With 3’Vs flows, this system is designed to process an event with a low latency, of about a 
few seconds, to execute simple or complex business rules, and run machine learning on the fly. We will 
also explain how to make the system flexible, fault tolerant, and capable of evolving. We shall give a 
few examples highlighting the advantages of the type of architecture, which will be developed.

In its final stage, a Big Data solution has to be compared to a reactive weapon system that has flexibil-
ity and adaptability when faced with rapid threat. It is modular, and it grows incrementally in power and 
service. The implementation and configuration of thousands of computer nodes is not trivial, but it is 
possible today. A soldier still finds it difficult to compare the value of a fighter plane and that of a super-
scalar Big Data datacenter. It is an old debate, illustrated during past conflicts such as World War II, 
when the tenacious work of a British team of cryptanalysts averted two years of war.

Finally, it is to be noticed that police force intelligence and military intelligence tend to work more 
closely together than before. In this time of austerity, it is reasonable to assume that the sharing of 
means and sources of intelligence will become more common within the same country, while agree-
ments with allied private operators will continue to increase. In other words, what we describe here can 
also be implemented for police intelligence or for the collaboration of both.

SIMPLE TO COMPLEX USE CASES
To provide the military with the benefits of an intelligence system based on Big Data, one of the main 
difficulties is the need for diverse information. It is almost limitless in its form and expression, 
because it is changing constantly. There are two main classes of use cases, which can be differenti-
ated mostly by their processing time/latency and their accuracy/quality. We aim to capture these use 
cases by means of a classification, which matches with different capabilities and capacities of Big 
Data systems.
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The first class (class I) consists of the use cases already known and implemented in conventional 
applications that are struggling with the amount of data. It is a matter of adapting these applications or 
running them after applying some other treatments first, so as to reduce the magnitude with different 
processing treatments. It is also through Big Data batch processing that it is possible to rewrite part of 
these applications. These technologies are well known in the Big Data field, and a part of them are 
described later in the technical chapters (see Chapters 9–14).

As noted, the ability to process Big Data opens horizons inaccessible until now. Information, which 
used to be hidden in the sea of data, becomes accessible thanks to simple or complex treatments run 
mostly in MapReduce. This first class is well known, and the “conventional” Big Data systems based 
on large warehouses and batch processing are fairly well mastered. It is, nevertheless, necessary to 
review the algorithms to recode them in parallel mode. The infrastructures also need to be fully reviewed 
and resized to receive Big Data treatments.

The increasing number of events (data points) provided by sensors and other means, which describe 
individuals and their environment improves the digital version of the world. The challenge is to exploit 
it through Big Data. The different stages of the processing chain decrease the magnitude of the informa-
tion along with the enrichment process, so that once it has reached the user’s desk, it can be handled, 
analyzed, and interpreted. This first stage already allows, for instance, the analyst to take all the videos 
recorded during the MQ-9 Reaper’s flight (not just 5%) and to apply treatments for filtering, shape 
recognition, analysis of differences between two missions, etc. The treatments, applied to each image 
of the video, are parallelized. For each image, the results are compared with the subsequent computa-
tion cycle, until they provide information of interest for the analyst. Although the treatments do not 
replace the human eyes and brain, they can highlight specific sequences containing relevant elements. 
To summarize, only a minute fraction of the video will be viewed by the analyst, but it will be the right 
one. Nonetheless, these treatments are applied after the flight, with batch processing with a duration 
that will vary from a few minutes to several hours.

Use cases in class II attempt to exploit the sea of available data within a fixed period. This second 
class regroups use cases that were inaccessible until now, thanks to technologies able to process flows 
“on the fly,” i.e., streaming processing. These use cases are characterized by short processing time and 
short latency. The computation is applied on a subset of data: The most recent data is used in streaming 
processing. They are kept within a time window that moves continuously, defined by the current time 
T and T-delta. Delta can vary from a few minutes to a few hours.

Let us return to the video recording of the MQ-9 Reaper’s mission. Imagine that a radio chan-
nel enables the retrieval of the images in streaming mode. This flow of images is analyzed in real-
time. Each image injected in the Big Data system is processed immediately. As the images are 
being processed, the results are compared with each previous image. The algorithms of the image 
analysis are prioritized according to operational priorities: Which strategic information, even 
incomplete, does the soldier need before taking action? Is it enough to r-program the flight of the 
drone?

“On the fly” processing provides tactical information, which is at the heart of what is happening on 
the battlefield and to the action. You need to know about it is at the time the event occurs. Big Data are 
progressively building up toward the real-time analysis of data. Since 2007, Big Data technologies and 
systems allow the processing of all data over periods that vary from a few minutes to several hours. 
Over the past three years, with ever increasing volumes of data, the need of the market is moving 
toward a demand for reactive systems and short processing times. A need for interactivity with the data 
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is growing beyond batch treatments, because these are not in the “battle rhythm.” This requires system 
architectures and new technologies, which are gradually emerging, to:
 
 •  Treat flows before archiving them in a warehouse;
 •  Maximize the use of servers’ RAM;
 •  Create capacity to trigger treatments on event arrival;
 •  Optimize the recognition of required treatments and data;
 •  Transform specific analysis algorithms, so as to deliver useful information as soon as possible;
 •  Create specific analysis algorithms, which produce increasing accuracy as the computation time 

increases.
 

To make the most of real-time mass processing, the implementation of Big Data causes a radical 
change in the way a need is expressed. This change seems close to the military’s operational 
concerns.

The more data you have, the more difficult it is to extract specific information.

The collection of structured and unstructured datasets involves reconsidering the way data are grad-
ually distilled through several stages, until information for decision-making is produced. To benefit 
better from it, it is always important to know whether all the data is necessary. A particular organization 
of the data in RAM could provide useful results with a sufficient degree of accuracy and quality.

Sacrificing accuracy for actionable information to stay in the battle rhythm.

Depending on the case, it is not always necessary to obtain maximum accuracy for “actionable 
information.” The needs should be recorded and then prioritized.

Waiting too long sometimes means being too late.

It is possible to obtain an interesting result without realizing all iterations of the calculation on the 
whole data. This is why it is desirable to determine and prioritize the needs according to the objective 
to be achieved.

The better Big Data is explained and used, the more effective is the response to military requirements.

Faced with the Big Data phenomenon, we are trying to build systems, methods, and processes at the 
crossroad of the constraints of the military profession and the constraints of the computer systems.

The subclasses in Figure 7.1 are now described from a different angle:
 
 •  “Global analytic vision” subclass: This subclass brings together the needs for a global vision of intel-

ligence, of a clarified situation, directions to follow, trends, or behaviors. The results are sufficiently 
informative. They rely on a large sub-set of data, but computations can be improved, for instance by 
sampling, to reduce processing time and by reducing the reading time if the data can fit in the RAM. 
The use of machine learning algorithms can detect information by relying on this sampling.

 •  “Deep analytics vision” subclass: This subclass brings together the needs for an in-depth and 
detailed vision of intelligence. All requested data are involved in producing the result. The reports 
are full and detailed, and the analyses are accurate and 100% reliable. The computations are made, 
if necessary, over the whole set of data. The accuracy and quality of the results are maximized. It 
usually takes several hours to get them. The treatments are usually of the batch type.
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 •  “Real-time information” subclass: This subclass brings together the needs for instantly 
useable information. The processing time is short (from a few milliseconds to a few tens of 
seconds), and the latency is very low (once collected, the data are processed immediately) 
and guaranteed. Each fraction of time saved is important when extracting urgent information 
needed to guide future decisions. The data used are the most recent ones (within a range of a 
few minutes to a few hours); the algorithms are not always deterministic, insofar as all data 
are not available. The algorithms are simple, or they are designed to provide a result that is 
less accurate, but useable nevertheless by setting, if possible, a confidence interval. It often 
concerns individual, specific information, such as the geographical position of an entity on 
the ground at a specific time whose identity needs to be confirmed within a few minutes of 
identification.

 •  “Actionable information” subclass: This subclass brings together the needs associated with 
the “actionable information” type: high accuracy and quality with short response times (i.e., 
latency <100 ms). This can be done by simple filtering, merging, or enrichment operations, 
and by complex algorithms such as space–time correlation or machine learning in streaming 
mode.

 
In Figure 7.1, we also note that the separation into subclasses is linked to the localization of the data 

either in RAM or externally, i.e., stored on disk or accessible through the network on another physical 
server. The larger the amount of data used for processing located in memory, the quicker the treatments. 
Conversely, the larger the amount of data stored on disk or remotely, the longer it takes to access it. 
Depending on this localization, we can notice that the accessible subclasses are different. The size of 
the data sets used also determines which subclasses are accessible. Obviously, the larger the set, the 
slower the treatments on a Big Data scale.
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CANONIC USE CASES
Hundreds of use cases have been analyzed. Here are some of the categories:
 
 •  International common operational picture;
 •  Troop movements, terror movements;
 •  Terror threat, terror cells;
 •  Defense of own troops, protection;
 •  Prediction of abnormal situation, change detection;
 •  Local and international media context color detection;
 •  Mission preparation.
 

A vast majority of these cases has been collected into 20 canonic cases. These 20 cases determine 
the architecture and the function of components of the system to be built. They are divided into the 
classes and subclasses described above.

The system we describe later is capable of handling these canonic use cases (see Table 7.1). It is 
highly likely that more than 80% of a military intelligence agency’s needs can be met by this system. 
The rest can be met by additional applications included in this system.

In the remaining part of the chapter, we present several canonic use cases to highlight the impor-
tance of some components.

Table 7.1 Canonic Use Cases to Gather Constraints on the Real-Time Big Data System

No. Canonic Use Cases

1 Correlation on the fly in a sliding window

2 Correlation of data over space and time

3 Simple filtering of events with black or white lists

4 Enrichment of content on the fly and immediate notification

5 Enrichment of content on the fly with past knowledge and immediately notification

6 Spread of an interesting result in all the grid computing

7 Notify-alert based on an event with few criteria

8 Notify-alert based on abnormal reality (machine learning) on the fly

9 Numbers called by an identifier in the last hours

10 Numbers called by an identifier over 1 year without the last hours

11 Numbers called by an identifier over 1 year including the last hours

12 Top 50 of called numbers for any identifier over one year including the last hours

13 Provide for one identifier all the communications in the last 3 weeks

14 Provide all identifier in a location at time t

15 Audit why the systems fails to extract information

16 Request: Quality = F(duration)

17 Geo fencing

18 Ad-hoc interactivity request on a sub-set of data

19 Query = F(all data)

20 Read a big graph and relations



CHAPTER 7  MILITARY AND BIG DATA REVOLUTION88

FILTERING
Governments have to implement democratic rules regarding the protection of their citizens’ private 
data. To do so, they need to be able to filter any data protected by specific rules. The excluded data must 
be destroyed even before they are archived on disk. Military interventions proceed in the same way, but 
with rules specific to the conflict and to international or strategic agreements. For instance, during an 
intervention by NATO forces in a conflict, diplomatic relations and agreements between involved 
forces necessitate filtering the data with the appropriate security mechanisms.

When an event is captured, it can be filtered by applying more or less complex filtering rules. No 
delay is allowed for the processing; i.e., the processing latency is very low, and no event can be left 
waiting. In case of the breakdown of one of the system’s components, the recovery should be quasi-
immediate. It is therefore necessary to include regular checkpoints. The treatments do not need to use 
past events.

Remember that the flow of events to be filtered ranges from approximately 10,000 events/sec to 
1,000,000 events/sec. Over 24 h, the number can be as high as 100 billion events per day, while the 
volume to be stored is 30 Terabytes approximately. These are quantities large enough to explain the fact 
that solutions are still rare. The system we are describing for these new needs is scalable. The building 
concepts and principles are all the more valid for a system 1000 times smaller.

CORRELATION OF DATA OVER SPACE AND TIME
As explained above, time is critical, and it is not acceptable for a query to take minutes or even hours. 
Two approaches are possible to query all data with an almost instant response. The first approach is to 
answer the query globally. This means that for a query, the computation will be done over the whole 
data, and the results will be published for all the possible queries. For example, to answer the request 
of someone’s top 50 called numbers, for each individual number a computation will be done and the 
result will be stored.
 
 •  Benefits: Best response time to a query.
 •  Concerns: Each query must be programmed.
 

The second approach is to prepare the result over all the data, but not to get the final answer. The 
ideal is to compute a grouping that will get answers to many queries. The final answer will be a fast 
computation on a small sub-set of the data by making operations on the grouping. For example, if you 
need to create a top 50 of numbers called by a person, the computation over all the data would be to 
group all numbers that have been called by this person and only store this result. The final answer 
would be a computation summing each called number only for the person you are interested in, then to 
order and select only the top 50.
 
 •  Benefits: The schema is adaptable to queries, so you can answer another query with such a model.
 •  Concerns: A small computation must be done before returning results. It could be difficult to find 

a global schema to answer many questions.
 

Query = F(All data) refers literally to making an arbitrary query involving all the data. This is how 
Nathan Marz (author of “Storm a Big Data Event Processing Technology,” 2012) depicts the capabili-
ties of a Real-Time Big Data system such as we describe later. This theoretical capability is actually 
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achievable. Large companies such as Twitter, Facebook, LinkedIn, Google, and others already imple-
ment the capability that we are developing and adapting to meet military requirements.

MORE ON THE DIGITAL VERSION OF THE REAL WORLD (SEE THE WORLD 
AS EVENTS)
In the last decades, increasingly sophisticated calculations have allowed the growth of reading, 
interpreting and forecasting capabilities. Although the calculations are still useful, the systems are 
faced with an explosion of 3’Vs data. They are either unable to perform, or it is necessary to 
choose a sampling mode, which allows a reduction in the number of events on entry—a difficult 
operation in itself.

One has to consider that this data explosion is also an opportunity, because the world has never been 
digitalized to such an extent. To mention only one sub-set, our communications and movements, as 
well as the behaviors of the connected objects that we use, all generate a constantly updated digital 
image of the world. Not only is the volume of data huge, but reconstituting the real world is difficult; 
because event sources are diverse, some of those captured are of an uneven quality, are captured with a 
time lag, or come from different geographical locations.

We have identified an intermediary stage, which consists in rebuilding a coherent digital version of 
the real world. The construction of a digital version of the world is feasible, if we consider that:
 
 •  The digital version can be effective without being complete,
 •  It specializes in a specific domain such as military intelligence,
 •  It is based on data, which should be captured with a specific intent/for a specific aim,
 •  It is based on algorithms ranging from the simplest to the most complex, which—once they have 

been parallelized—are capable of partially reconstructing a digital version closely resembling the 
real world for military requirements, and

 •  The minimal digital version of the world is shared by all downstream processing. All analytical 
processing, from the simplest to the most complex, aims to gain a better knowledge of reality.

 
The soldier of today and tomorrow uses more and more connected objects and sensors. Soldiers are 

now able to shoot at enemies without seeing them directly by using augmented reality glasses con-
nected to his or her viewfinder. It is conceivable that part of the augmented digital world could be 
superimposed onto these glasses. Within a few seconds, it is possible to provide additional information 
in the viewfinder by using massive real-time processing to clarify images of newly discovered enemy 
positions.

The sensors of the soldier’s Nano network not only inform the soldier directly, but they also provide 
data about the environment that could only be correlated by central systems. From a more thorough 
perspective:
 
 •  The world is considered as a set of events.
 •  Parts of these events are included in the digital version of the world.
 •  The capture and immediate processing of these events are two conditions, which will result in 

the creation of an added value that is both complementary to and different from a chain, which 
archives events and performs deferred batch processing.
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There are some paradoxes, which are not only constraints but also strengths:
 
 •  The more numerous, specific, and powerful the sensors are, the closer to the real world will be the 

data collected by these sensors.
 •  As the 3’Vs data increase in volume, it becomes more difficult to build systems capable of sup-

porting the processing.
 

To address these paradoxes, we use a building device. “On the fly” processing or streaming allows the 
launch of immediate processing on the flow of events describing one part of the real world. The resulting 
information may be partial or complete, partially reliable or totally reliable. However, at the time, it may 
prove vital to the success of an operation. Indeed, the early emergence of a piece of tactical information 
enables the early preparation of the means, of the decision to open fire or not, the prepositioning of 
forces, the selection of targets, etc. It is therefore natural to design processing, which ranges from the 
simplest to the most complex and from the quickest to the slowest. For example, upstream of the process-
ing, the data are purged by filtering the nonuseful events, sorting or counting them. By examining only a 
few fields of the event, it is possible to quickly identify the useful events, so as to regroup and correlate 
them. At every stage, added value appears, which brings more elements to support the decision.

QUALITY OF DATA, METADATA, AND CONTENT
Originating for the most part from varied sources (sensors, Open Source Intelligence (OSINT),4 web-
sites, social media, communications, SMS, etc.), the data is extremely diverse. It usually takes the form 
of several streams of files from which the intercepted events are extracted. These events consist of 
metadata and content. For instance, a communication consists of, on one hand, the sender, the receiver, 
the start and end dates of the communication, geographical details, etc. On the other hand, there is the 
content of the communication. Some events contain only metadata. Metadata is small in size (a few 
hundreds of bytes), whereas the content can reach several tens or hundreds of megabytes in size.

It is important to take into account this difference in size, because the mixing of metadata and con-
tent within the same pipeline is to be avoided, because the processes to be applied differ in nature.

To give an idea of the range, the system studied in this chapter is able to process hundreds of thou-
sands of events per second. The average size of an event is in the 500-byte range. This system is mainly 
concerned with problems related to the processing of metadata. The processing chain for content con-
tains other difficulties, which can be handled by mechanisms already designed within the metadata 
processing system and by the mechanisms of more conventional systems.

Data sources are imperfect, sensors have limited capabilities, and data transmission can be random. 
Between the source of the generated event and the data center, it is therefore not unusual for the data to 
be incomplete, partial, damaged, lost, badly coded, imperfectly decrypted, unsynchronized, or delayed. 
It is an illusion to want to build a Real-Time Big Data system without taking this situation into account. 
This is the reason why the concept of constructing a digital image of the world that is being continu-
ously updated is of particular importance. The architecture has to include the different cases of damage 
to the data, some mechanisms to partially remedy it, and some rules to rectify the situation logically and 

4 Open source Intelligence (OSINT) collected from publicly available sources. In the intelligence community (IC), the term 
“open” refers to overt, publicly available sources (as opposed to covert or clandestine sources). It is not related to open-source 
software or public intelligence.
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progressively to improve the digital world used as a unique source for the processing. The impact on 
the profession is patent: A method of reflection should be established so as to evaluate how analysts at 
their desks and soldiers on the ground learn to deal with quantified uncertainty and possible damage to 
the digital image.

REAL-TIME BIG DATA SYSTEMS
APPLICATION PRINCIPLES AND CONSTRAINTS
The concepts and constraints originate from the needs and use cases described above, namely:
 
 •  The digital version of the real world is built in real-time. The necessary and sufficient digital ver-

sion is formed progressively.
 •  The continuous digitalization of the world produces new data in real-time, immediately available 

for real-time enrichment processing.
 •  As soon as an event is collected, it is processed before being archived.
 •  The processing time is guaranteed. The latency is as low as possible.
 •  An immediate partial result is often more interesting than the full result, which requires more 

calculation time.
 •  It implements the canonic use cases.
 •  It contributes highly to the “battle rhythm” by means of reducing the computation time in the 

same scale as the communication components.
 

It is a “Real-Time Big Data System” because:
 
 •  Events originating from the world and the battlefield are processed immediately. One level of real-

time analysis should cover 80% of needs. (It is an approximation, which is to be adjusted accord-
ing to the operational contexts.)

 •  It integrates data sources such as geographical data systems, weather forecast services, and civil-
ian or military databases.

 •  The system is scalable; it increases or reduces in size based on the amount of data, the latency, and 
the processing times required.

 •  Within the intelligence chain, it is located between the event sources and the data analysis applica-
tions. It is a subsystem of the global system.

 •  A short loop is available thanks to the “real-time” component of the system.
 •  It can be highly available (option of a total 24/24 availability).
 •  In case of recovery, there is no loss of data (option depending on the financial investment).
 

Each component of the system is justified by:
 
 •  The generic use cases;
 •  The processing time constraints, volume of data, and diverse nature of the data;
 •  The architectural principles of Big Data computer systems.
 

In Figure 7.2, which is inspired by the centric warfare concept, sensors generate events consisting in 
metadata and structured and unstructured contents of varied nature. Sources can also include satellite or 
ground communication networks, as well as OSINT. Social networks are rich in data, which are useful for 
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preparing missions and for the “battle rhythm.” Military data repositories are also used in combination 
with other sources such as weather stations or airline or Geographic Information System (GIS) data.

LOGICAL VIEW
The macro logical view gives an overview of a viable real-time Big Data system. The diagram in Figure 7.3 
is split into large logical components to get closer to the real system, which is to be built with the relevant 
technologies. The system is scalable and modular by nature. It is strongly advised that the system be devel-
oped in successive increments. It is possible to start by processing a sub-set of data in streaming mode. 
This, for example, represents about 10% of the proposed system. And yet, it contains all the basic princi-
ples, which will allow the system to be developed in several stages. For instance, results are at first acces-
sible only in the form of predetermined alerts. It is possible to program as many alerts as necessary from 
queries with a shorter or longer response time according to the confidence interval that is to be obtained.

From the left side, accessible data sources generate a few thousand to several millions events per 
second. They depict the real world, but some of them are polluters or background noise. Others have 
not been used, or a rule prevents them from being used. The filtering and elimination processing of data 
has to be updated to a scale suitable to their number, their diversity, and their immediate or delayed use.

In the next stage, these events, still mostly unusable, are transformed into a unique format while 
retaining their diversity and content. As sources or sensors produce, albeit at different speeds and dif-
ferent places, events describing the same phenomenon (e.g., a communication or an entity’s move-
ments), it is necessary to resynchronize, correlate, and aggregate them to reconstruct a coherent image 
of the real world. This component continuously computes the world in real-time. The digital world is 
constantly updated by sources and sensors. Only the most recent part is stored in memory, within what 
is called “the stream of coherent and rectified events,” which is then injected in real-time processing 
and stored on disk. From storage on disk, it is always possible to extract any images from the past. 
Events are immutable. and they are never deleted.

The “streaming layer” component performs real-time processing triggered on receipt of new events 
originating from the digital world. Two types of engines are required to meet different needs. The first 
one is a “pure event processor” engine, able to trigger processing for each event received. The second 
engine proceeds by aggregating a relatively small number of events to apply the same processing to all 
of them simultaneously. The latency is potentially higher, but among the use cases “machine learning” 
is particularly suitable for this engine. The “streaming layer” immediately transfers the results into 
“real-time views,” which index them. These results can be accessed via the “publishing results layer.” 
The “subscribing layers” are notified, and alerts are then dispatched under different forms to terminals 
such as workstations, tablets, mobile phones, or effectors.

While the “streaming layer” deals only with the latest updates of the digital world, the “batch 
layer” covers the whole history. This capability is essential when wanting to apply deterministic 
processing. Class I of the generic use cases is based on batch processing. These types of processing 
are batch-related, because they last from several minutes to several hours. Thanks to this layer, it is 
always possible to reconstruct all results from the repository containing the event history. Results 
produced by the “batch layer” are indexed in batch views accessible via the “publishing layer.” The 
digital world is fully accessible through the “publishing layer” by reuniting the history accessible 
through the “batch views” and the most recent events, which are flowing into the “streaming layer” 
via the “real-time views.”
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IMPLEMENTING THE REAL-TIME BIG DATA SYSTEM
In the following, we explain how and with which technology such a system can be built. We chose the 
open-source option, but other solutions exist, supplied by publishers such as IBM, HP, Oracle, etc. Our 
system is a true real-time system. The coupling of three layers (streaming, batch, and publishing) 
ensures a wider range than what real-time allows in terms of results and access to all data. This range 
is expressed by the need equation analyzed previously: Query = Function(All Data). In the following, 
we introduce the optimum choices based on open-source software. The open-source option is a realistic 
choice also made by the biggest social media and internet players, such as Twitter, Facebook, Netflix, 
LinkedIn, and others for their own real-time Big Data systems.

The batch, streaming, and publishing layers are loosely coupled with strong coherency between 
updating and data timeline coverage. Beyond the field of streaming capabilities, all layers give access 
to the 20 canonic uses cases over the whole data. The most generic of capabilities is contained in the 
equation: Query = F(All Data). We explain hereafter the optimum choices for the layers with the best 
Big Data open-source software.

BATCH PROCESSING (INTO THE “BATCH LAYER”)
Today, “Big Data” is a trending term associated with the idea that it will solve recurrent problems of 
existing systems: data warehouse approach brings high maintenance, too much time spent on ETL, 
increased loading time, etc. Behind the concept, the reality is a little different. The volume, variety, and 
velocity illustrate what Big Data means: a lot of sensors bringing too much data in a wide range of 
nonstandardized formats within a few seconds. If making sense of all this data is impossible using a 
classical approach, because of the long processing time and large data volumes to store, a batch- oriented 
architecture should be considered.

The storage layer must be able to store petabytes of data effectively under the constraint that costs 
and performance should stay linear. Instead of using a storage area network, the cost of which will grow 
exponentially until it has reached a set limit, a distributed file system offers a substantial benefit by only 
adding servers to a cluster and using their disks as a distributed storage. The storage layer is mostly 
based on the Hadoop distributed file system (HDFS). The benefits of HDFSs are: they are cheap to 
maintain; data is replicated and stored in blocks to limit overhead; and access is I/O parallel.

PROCESSING LAYER (INTO THE “BATCH LAYER”)
Two main open-source solutions exist today to process large batches of data: Hadoop with MapReduce 
and Spark. Hadoop has been on the market for a few years. The Apache Software Foundation released 
the second version of Hadoop during summer 2013. The major improvement has been to split the Job 
Tracker into two different daemons: the resource manager and the job scheduling/monitoring. This 
approach, called YARN, allows the resource manager to dedicate resources to application managers 
that can be a simple MapReduce job or a more complicated DAG job. This has led to the rise of multiple 
frameworks.

In a Hadoop cluster, data are distributed over all nodes. A MapReduce job is defined as a mapper 
operation, sometimes a combiner, and finally a reducer, which processes the job result. Ideally, the 
mapper is executed on each node with the data stored locally on the node. The mapper is a parallel 



CHAPTER 7  MILITARY AND BIG DATA REVOLUTION96

operation, which will produce a tuple with a key and value. The combiner operation happens at the end 
of the mapper operation. It is also parallelized and in general used to precompute intermediate results. 
Finally, the reducer will sort the data on the grouped key and will process it.

A MapReduce job is a bit tedious to write. Therefore frameworks have been developed to facilitate 
this step. Three frameworks should be considered. The first is Apache Pig, which is a logical expression 
of the data pipeline to be created for a job. The Pig execution engine will transform a Pig script as a 
sequence of M/R jobs.5 The processing is expressed in the Pig Latin language, and extensions needed 
such as custom reader or writer must be expressed in a user defined function. (Since the release, 0.12 
users can write them in Java (preferred choice), Python (for Hadoop 1.0), Jython, Ruby (experimental), 
or Javascript (experimental).)

Another approach is to use Cascalog, which is similar to Apache Pig, because it enables the devel-
oper to express jobs in terms of logical blocks. The processing can be expressed using Clojure or Java.

Apache Hive, as the third framework, is a better approach for non-developers, because it enables 
users to express queries in a language close to SQL. The purpose of the Stinger initiative, which came 
out in Hive version 0.13, is to have a full SQL support, meaning that existing SQL applications could 
be plugged over Hive, and thus accelerate queries by a factor of 100. To do so, queries are now running 
in memory with Tez.

Tez is an extension to Hadoop developed and supported by Hortonworks. The purpose of Tez is to 
accelerate and break constraints of the MapReduce by eliminating constraints such as synchronization 
and read and write to HDFS between jobs. It is an execution engine that can process complex DAG that 
will be submitted to YARN for resources allocation. Therefore it is highly suitable for Apache Pig and 
Apache Hive. First results show an improvement by almost 100 times on HiveQL queries (see Stinger 
initiative from Hortonworks).

Another framework that is getting much attention in the last few months is Spark. Spark is an open 
source project developed by the Apache Software Foundation.

SPARK
Spark is a distributed execution engine, which works with HDFS to load data and store results. It allows 
the developer to express a pipeline of instructions easily in Java, Scala, or Python that will be trans-
formed into a DAG job by the execution engine. It is similar to what can be done with Hadoop, but its 
mechanism of caching the data significantly increases the performance of iterative algorithms. The 
pipeline of instructions is made possible by the RDD structure. RDD stands for “resilient distributed 
dataset” and defines an object as a distributed collection over the cluster with operations and actions, 
which can be applied to the RDD to filter or act on each element (see the operation and actions list in 
spark.apache.org/docs). The first operation is to load data to an RDD. The easiest way is to use the 
HadoopRDD that has a method to parse lines from a text file. Once this is done, many operations can 
be applied, such as a map that means a function will transform each data inside the collection, a filter 
that also takes a function to keep only the interesting data for the algorithm, a group by key that will 
help group data according to a field, a join that will help joining two RDD collection on a key, etc.

5 M/R stands for MapReduce. MapReduce is done in several steps. Typically, map computations are parallelized and distrib-
uted across the cluster, and the reduce computation aggregate map computation results.
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Spark internals
Spark works with three main components. The Spark master manages the cluster made of Spark work-
ers, which are executing a program driven by an application master called the driver. The role of the 
driver is to submit jobs to the cluster, so if a job fails it will not interfere with other submitted jobs to 
the cluster from different drivers.

The driver is built with four main components: RDD graph, scheduler, block tracker, and shuffle 
tracker.
 
 •  The RDD graph is the representation of operators applied to data in RDD.
 •  The schedulers for DAG and tasks in charge of DAG creation and tasks execution.
 •  The block manager is a “write-once” key-value stored on each worker, which serves shuffle data 

and cached RDD.
 •  The shuffle tracker enables retry from shuffle outputs written to RAM/disk.
 

Once built, the application is executed on the master node in charge to manage the application 
execution on the Spark cluster. The execution follows a scheduling process in four steps: the DAG 
scheduler is the component that will interpret the program and create a DAG job that will be split into 
stages of tasks and then submit each stage as ready. It knows dependencies between operations at the 
partition level. A partition is a set of tasks defined by an operation on each data element. Its roles are to 
do the pipelining of partition operations and turn partitions into tasks. Tasks are then grouped into 
stages for optimization and synchronization. An example of stages is to wait for the map to finish before 
starting the reduce side. Each stage will be submitted to the task scheduler. The task scheduler’s job is 
to get tasks done. It takes the independent tasks of a stage and submits them to the worker, which will 
return a failed task if something goes wrong, such as an unavailable or too slow node. The workers have 
multiples threads to execute the given tasks and a block manager to store and serve blocks to different 
machines.

Spark stack
The company Databricks is behind the development of the Spark stack. The purpose of Spark stack is 
to bring many transformation bricks to perform data analysis in a faster way than Hadoop MapReduce. 
In May 2014, the Spark engine reached its maturity, as the version 1.0.0 was released. Now Spark is 
also an ecosystem with the help of Spark Streaming, which is able to process streams of data. Spark 
SQL allows relational queries expressed in SQL, HiveQL, or Scala to be executed using the Spark 
engine. The machine learning library provides the common implementation of algorithms such as clus-
tering, collaborative filtering, classification, etc. Finally, the stack includes GraphX for graph process-
ing. A resilient distributed property graph extends the abstract RDD, which represents an oriented 
graph with properties attached to each vertex and edges. The RDD supports fundamental operations to 
perform graph analysis like reversion, subgraph, and join on vertices.

DATA STREAM PROCESSING (INTO THE “STREAMING LAYER”)
Storm—a pure complex event processing
Storm is a distributed streaming engine that could be considered as a pure complex event processing 
framework, since computing starts when events happen. A Spout that will emit tuples to computing 
units called Bolts reads data representing events. A streaming workflow in Storm is called a topology. 
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A topology is described as a set of Spouts reading events and sets of Bolts that can subscribe to events 
emitted by Spout and other Bolts. The fault tolerance mechanism is based on the Spout behavior that 
flags emitted tuples. Each Bolt will acknowledge each received tuple once it has been processed. The 
DAG job is considered completed once each Bolt has acknowledged the tuple. Then the Spout will 
consider the events as treated. After a certain timeout, the Spout will emit again the tuple for processing 
and retry a defined number of times.

Trident over storm
Trident is a logical layer based on the Spouts and Bolts mechanisms described above. Using Trident, 
the developer expresses the processing based on logical instructions instead of a streaming workflow. 
Trident is equivalent to Apache Pig for Storm. Tuples are treated in a batch manner inducing a bit of 
processing latency. It is important to understand that if a tuple fails, the whole batch the tuple belongs 
to will be replayed by the fault tolerant mechanism. Furthermore, the stream is made up of multiple 
batches that are sequentially ordered. If a batch fails, it will not be possible to process the subsequent 
batches. Storm is part of the Apache Software Foundation as an incubating project. The current version 
is Apache Storm 0.9.1. It has been tested and considered as very stable.

Spark streaming simulating real-time with mini-batches
As a new candidate, Spark Streaming seems promising, because it builds over the Spark engine. The 
approach is the opposite of the Storm processing, because events are not brought to the processing. 
Rather they are aggregated in small batches that will last at least for a second. The processing then hap-
pens inside a mini-batch in the same way it would happen inside a regular Spark code application. 
Instead of manipulating an RDD directly, a structure called a DStream (districtized stream) is used, 
which is a succession of RDD that can be access using a special operation called foreachRDD. Each 
RDD in a DStream represents data from a certain interval of time. Any operation done on the DStream 
will be executed on all the RDD composing it by the Spark engine. Operations on a DStream are very 
similar to the regular Spark API, but can use an updateByKey, which will take a function to update each 
key. Finally an interesting feature of Spark Streaming is the ability to use sliding windows that will help 
compute results over several mini-batches (count, reduce, reducebykey).

ALERTS AND NOTIFICATIONS (INTO THE “PUBLISHING LAYER”)
As soon as a result is available, users are notified via subscribed applications: popup, graphic alerts in 
a window, an additional line on a dashboard, a signal over a map, etc. This component must be able to 
notify a number of results, not only to the end user, but also to other analytics applications in real-time. 
Between computing an event and the notification on a screen the latency should be less than a second. 
To ensure the transfer from computing nodes dealing with up to one million of events per second to the 
users, the “publishing layer” must convert speed and throughput for the slower applications and users.

FILTERING PROCESSING FITTING IN MEMORY (INTO THE “STREAMING LAYER”)
Input data should be injected into a messaging queue. Apache Kafka is perfect for the role, because it 
is a distributed messaging queue serving messages from memory that will fall back to disk storage and 
cached data. Messages are published to a topic that is distributed to Kafka servers called brokers.  
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A topic is made of multiple partitions that are each sequentially ordered and to which only data can be 
append. Reading from Kafka brokers is fast, because it reads from all available partitions. It is the job 
of the consumer to keep track of what has been read. This helps the broker to keep a low load. The 
producer, as the name suggests, reads data from a source and then produces messages to a topic. For 
parallelization, the producer will use all available partitions.

Filtering of stream jobs consists of reading from a Kafka source representing the most recent events 
and reacting to them. Usually a filtering job will have a collection such as a HashMap that will know, 
which data should be filtered and which tags should be added to the event that will be distributed across 
all computing nodes. Once the event matches the filtering map, it will be processed accordingly, which 
can mean adding tags, transforming the events, and finally publishing it to a Kafka topic called alerts 
or sending an email if the number of matches is reasonable.

The interesting fact is that, once an event is filtered, it could trigger other processing steps just by 
being read from the alert topic. This setup provides a true event processing model inside the “streaming 
layer.”

MACHINE LEARNING AND FILTERING (INTO THE “BATCH AND STREAMING LAYERS”)
Let us consider distributed denial of service attacks as a use case. A list of vital interest organizations 
must be monitored for national security purposes, and we are going to describe a basic approach using 
open-source software instead of network devices to illustrate a possible setup to protect such organiza-
tions. This example is to illustrate the filtering method, but would not be as efficient as a specific 
DDOS6 network device. A sensor is plugged-in on the national network backbone that delivers Internet 
traffic to national providers, which are routing it to the vital interest organizations. The sensor is acting 
as a deep packet inspection and will deliver meta-information and content to our filtering system. Meta-
information is small datasets that describe the content that has been generated. Meta-information will 
provide at least a source IP-address representing the potential threat and a destination IP-address rep-
resenting our national organization we need to protect.

The first step consists of filtering the massive traffic, i.e., dropping everything that does not target 
our limited destination IP-address. Using Storm, we are implementing a topology with a spout that will 
read a Kafka topic with the meta-information. The topology contains three Bolts:
 
 •  Destination filtering Bolt, which knows the destination IP-address;
 •  Request filtering;
 •  Results write to Kafka Bolt.
 

The only treatment of the filtering destination Bolt is to look for the destination IP-address. If it is 
known, it will send a tuple to the filtering request Bolt. Two interesting implementations are worth 
mentioning. First, if there are a lot of IP-addresses to monitor, it might be interesting to use a bloom 
filter instead of a HashMap for better performance. Second, if there is a dynamic list of IP-addresses to 
monitor, it might be interesting to implement a second spout that will read a Kafka topic, which is host-
ing add and delete actions for monitored IP-addresses. The destination-filtering Bolt will subscribe to 
the monitored IP-addresses spout and will update its reference table accordingly. The request-filtering 
job will only look for request types and will drop anything that is not request related. If this is the case, 

6 Distributed denial of service attack.
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then it will send a tuple to the final Bolt for writing to Kafka. The result Bolt to Kafka exists only 
because we do not want the request Bolt to wait for a replication acknowledgment from Kafka to be 
able to process more incoming tuples (events).

To filter the number of requests made by an IP-address, we are going to implement a frequency 
requests monitoring algorithm. The algorithm will learn from the context. For each mini-batch (lasting a 
second), the request frequency is calculated for each IP-address, similarly to a word-count. The IP-address 
will serve as a key, and a tuple will be emitted for each request. The tuple is reduced by the IP-address, 
and then each bucket is counted. Once the IP-address count is known, it is divided by the number of 
batches since the beginning or since a specific period to be monitored (sliding window of time), which 
results in the frequency. The last step is to compare the frequency to the threshold. If it is higher, the 
requests will be dropped. Such an algorithm should be implemented before the filtering method described 
above, because it will drop unnecessary traffic to be processed by the Storm topology.

Using the Spark streaming, you are reading a Kafka topic with a Kafka input stream receiver, which 
provides a DStream of events. We are going to split the events on the separator and drop everything else 
than our column of interest, the source IP-address. Next we are grouping all events by IP-address and 
reduce on it. Spark streaming already has implemented a reducekey operation, which takes a function. 
This function should be associative for parallel computation. We are transforming our DStream with 
the use of the reduceykey using the addition function, which will give us a new DStream providing a 
count per IP-address. The frequency is then calculated by dividing it with the number of batches. 
Finally, we are filtering the DStream with a function that compares the frequency with the threshold. 
This gives us the final DStream. On the final DStream, we are going to act on each element to produce 
a Kafka topic. We can make this algorithm “stateful” by remembering the frequency each time or “for-
getful” by recomputing it each time.

ONLINE CLUSTERING (INTO THE “STREAMING LAYER”)
The online KMeans, which allows clustering data on the fly by reading a stream, is a technique that 
should be explored. Currently in Spark, the machine learning library is not compatible with the Spark 
Streaming. Here is an explanation of how to use it.

Data are read from a Kafka topic and then split into different events. These events are dealt with in mini-
batches; i.e., each batch will cluster its events and then update the centroids. Events are considered as vectors 
inside a DStream. For each mini-batch, vectors are broken down into k clusters by a function that computes 
the average distance between a vector and the centroids. Once all vectors are assigned to a cluster, we pro-
ceed to compute the intermediate centroid for each cluster. Finally, to get the new centroids, we compute for 
each cluster the new centroid by weighting the intermediate centroid by the number of vectors that were used 
to compute it, then add it to the weighted old centroid with the total number of vectors that were used to 
compute it divided by the total weight of old centroid and intermediate centroid.

RESULTS PUBLICATION
Top 50 source IP-addresses for a destination IP-address in 1 year without the last hour
Let us assume that the batch processing took less than an hour; then the accurate result lies inside the 
batch view. Therefore a simple query to the publication system should only query the batch processing 
view and return its results.
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Top 50 source IP-addresses for a destination IP-address in the last hour
To build on our example, the batch view has been computed, but it missed the last hour. Therefore the 
publication system needs to query the last hour of the streaming, view results, and return the result to 
the user.

Top 50 source IP-addresses for a destination IP-address in 1 year including the last hour
Finally, if the user wants the result to a query, which requires the whole history including the last hour, 
the publication system should be able to aggregate the results of both views produced above.

BUILD THE LAYERS
As we have seen over the previous pages, the “batch layer” is a collection of events from a large period. 
In contrast, the data “stream layer” is a collection of events, which are acted on in near real-time (a few 
milliseconds to a few seconds maximum). For each processing, results are lying in each layer. At times, 
it will be enough to just query one layer; at others, it may be better to query both layers. If we build on 
the filtering example, analysts may want to query the top 50 source IP-addresses that have queried one 
particular host in the last three months, including today and current events that have just happened 
when the query was made.

The first step is to query the batch layer with Apache Pig. For this, you will load the events stored 
in HDFS with a load instruction in a relation. Then every field not needed is dropped to keep only the 
important ones, such as the IP-address (our key), the date of the event, etc. This will limit the size of 
the data going through the pipeline and will significantly accelerate our Pig script. This is done with 
the help of the foreach instruction for each relation, which generates a list of fields separated by com-
mas. The next step is to group the data by source IP-address. The relation will then contain bags of 
events, in which the key is the source IP-address. For each bag, we will then count the number of 
elements. Finally, the list is ordered by count and filtered for the 50 first results. Because the code is 
pretty simple and can be written in less than 10 lines of Pig script, we added it below as a 
reference:

rawdata = LOAD ‘myhdfsevent’ AS (srcip, evtdate,dstip);
ipaddresses = FOREACH rawdata GENERATE srcip, evtdate;
grps = GROUP ipaddresses BY srcip;
count = FOREACH grps GENERATE count(ipadresses) as frequency, ipaddresses.srcip;
order = ORDER count BY frequency DESC;
result = LIMIT order 50

 
STORE result INTO ‘output’ USING PigStorage(‘;’);

Depending on the amount of data stored in HDFS and the number of nodes in a cluster, the batch pro-
cessing time could exceed hours. Therefore a query regarding past and today’s events will not be accu-
rate only using results processed by the batch; i.e., the batch view is only accurate during the processing 
of a batch, and for the time the views are published to a database. To respect the CAP theorem, the 
database needs to be available and partition tolerant to user requests. Therefore a batch view will 
replace an older batch view and switch only when it is absolutely certain that it has been totally 
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uploaded. An important feature for such databases is that they must be able to do random reads, once 
writable, as well as be scalable and fault tolerant.

In case of a DDOS attack, the source IP-address might change during the attack. If this is happen-
ing, the top 50 might change radically. Therefore a topology or a job is needed that will compute the 
same results, but for the last hours including only events since the last batch starting time. With such an 
approach, there will be redundant algorithms expressed in different technologies. Efforts are being 
made to limit algorithm implementations.7

Such results should be stored in a database like Cassandra or HBase, which are capable of storing a 
large number of results and be queried very fast, if the schema is designed in accordance to the queries. 
In general, NoSQL databases like the ones mentioned previously are made to support large amounts of 
data, and contrary to the SQL model, “denormalization” is here the main principle. Therefore schemas 
for fast queries can be designed, which do not care about the amount of data stored in a system. Of 
course there should be a tradeoff between the number of times information is stored and the requests, 
which cannot wait for replies. The drawback of such a database is that it needs to retain indexes. There-
fore appending is easy, but updating and removing is dangerous.

When a top-50 request is made, the system will ask the batch view and the data stream view for the 
top 50 results since the last batch start time. The system will then compare the last entry of the batch 
view results and the first results of the data stream view. If the data stream results do not differ, it will 
return the response directly; otherwise, it will recompute the new response before returning it back to 
the user.

Another approach would be to use only the Spark stack with a Spark Streaming and to join them 
with a Spark Batch to publish the results. At the time of writing, this setup has not yet been tested, but 
this should be done soon.

INSIGHT INTO DEEP DATA ANALYTICS TOOLS AND REAL-TIME  
BIG DATA SYSTEMS
The best intelligence systems are very sophisticated. Many highly performing analytics or data-
mining engines are used: correlation engines, predictive analytics, or monitored machine learning 
algorithms. SAAS, SPSS, KXen, Cognos, and numerous other tools have been used over the years 
to perform complex data analyses to produce results. I2 Analyst’s Notebook and Palantir are also 
used to handle and visualize information. We are not questioning these tools and their necessity. 
On the contrary, they belong to the tools located downstream of the system proposed in this book. 
Still, none of them can handle one-thousandth of the flows considered. Moreover, they are also not 
designed to operate in a “streaming” mode, which consists in executing algorithms iteratively on 
part of the data while taking earlier computations into account. Generally, to execute analyses or 
classification algorithms, these tools require all the data on entry. It is only recently that several 
new open-source projects have started to bring batch algorithms into new frameworks to process 
in streaming mode. This computation mode is essential, and we shall see how it is implemented 
later.

7 Twitter has developed a framework in Scala to develop a logical job only once that will be executed in Storm and in MapRe-
duce. This framework is called SummingBird. The source is available on github (https://github.com/twitter/summingbird) 
and is working over Tez.
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For these tools to support the heavy load of these data, three options are available:
 
 1.  The publishers transform part of the software to adapt them to Big Data using NoSQL data bases, 

streaming mode, parallelism, and scalability. This is a real challenge, presently not sufficiently 
met in roadmaps.

 2.  Only part of the data flow is accessible through the tools, the rest is sacrificed. The tool’s role is 
restricted/limited, and the analyst’s field is reduced in the case of correlation or obtaining specific 
query results. The results are partial or not reliable due to a lack of original/primary data.

 3.  Upstream enrichment processing is performed in Big Data to reduce the cardinality of the data 
injected in the tools.

 
We recommend option 3. It is necessary to apply part of the business rules upstream in the Big Data 

system. For conventional data mining tools, this option presents some difficulties on entry with regard 
to the integration and understanding of the added value and use of intermediate results.

ADD FAULT TOLERANCE
Each technology mentioned above has its own mechanism of fault tolerance that will replay data if a 
node fails. But what if your application is trying to aggregate events by time and by space—meaning 
you are not working anymore on a single event, but rather are waiting for multiple events to happen 
before getting a result? In this case you will have to keep the data until each event happened or before 
a timeout occurred. This timeout should be tuned to the algorithm. Such algorithms require a system 
that supports random reads and random write updates and deletes data very fast. At the same time, it 
should not keep data very long. A good candidate is Memcached, a distributed key-value store with 
load-balancing capacities. Because the open-source community lacks such solutions, we can mention 
commercial solutions such as VoltDB and SQL Fire.

In a time and space aggregation algorithm, you will store in Memcached the bucket (usually a 
 Hashmap), which stores the waiting events. In case of a node failure, buckets will not be lost; instead they 
would simply be reloaded into a new node. To reload the bucket, the newly started node should request 
the key at initialization from Memcached, which will return the bucket list. The drawback of this method 
is that the bucket list should be serializable. Clearly, there is a trade-off between performance and missing 
elements. If you want best performance you will use an asynchronization client for Memcached. In this 
case, if a node fails, the most recent events would not be in sync. Therefore, when a node starts again you 
might have lost some information. In contrast, if 100% recovery is required, performance will be impacted.

SECURITY
The Big Data world is still recent, and as such, technologies are not focusing their main efforts on the 
security aspects. Currently, the batch processing view supports communication security. Hadoop v2 
Hbase and Cassandra have implemented encrypted communication with the help of certificates and 
Kerberos realm. However, looking at the streaming view, technologies are not security mature. Apache 
Kafka has just released a specification for the security aspect, but does not include it yet in the roadmap. 
Apache Storm and Spark do not include communication security. Therefore, security should be imple-
mented at organizational level and technical level focusing on network security, isolation, and operat-
ing system hardening.
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ADDING FLEXIBILITY AND ADAPTATION
When working with a large stack of middleware, there is a need to react quickly when facing event 
overloads. As cloud solutions are adopted more and more, such tools now exist, and it should be easy 
to obtain at least a configured operating system on demand. It is important to build the cloud catalogue 
services, because this will help provisioning snapshots in a short period. For each Big Data technology 
in a cluster, all nodes’ hostnames must be held in a configuration file. With the help of suites such as 
Chef, Puppet, and even Salt, it becomes increasingly easier to deploy the software mentioned above, 
because most of them have existing contributed modules. Therefore the combination of a cloudstack 
and a puppet suite helps the provisioning and reconfiguration of a cluster. The cluster orchestration 
should be developed according to procedures. It should support start, stop, and update at any time with-
out impacting the production of Cloud and SaaS added values.

VERY SHORT LOOP AND BATTLEFIELD BIG DATA DATACENTERS
It is likely that the digitalization of the battlefield will lead armed forces to install, in the field, compu-
tational means and devices powerful enough to meet the requirements and the data flow generated by 
all sources present on the battlefield. The anticipation of means/devices, which will allow a better view 
of the hidden reality through the digital world, more accurate predictions of movements, a monitoring 
of the operational level of fuel, batteries, remaining ammunition, as well as of the troops’ state of health 
and fatigue in real-time, will result in improved leadership in battle, improved conduct of operations, 
reduced loss of life, less disrupted supply chains, etc.

This is the reason why it is recommended that a superscalar datacenter (see Figure 7.4) be made 
available on the battlefield to drastically shorten the loop between sensors and users and to obtain real-
time results with very low latency. Services rendered by the datacenter are so important that any break 
in the link with a central level becomes critical. Consequently, a loose cooperative mode is envisaged 
between the main datacenter and the battlefield datacenter, as well as a disconnected operational mode. 
In that case, there is an impact on the use: any user should be informed of the operational status of the 
systems used for the conduct of operations.

CONCLUSIONS
The Big Data field includes 3’Vs data, technologies and systems built with these technologies, and a 
specific architecture. To fully exploit the data, we have shown that the military can greatly benefit from 
reconsidering the quality and accuracy of the results according to the type of requirements. It is not a 
weakness, but a different relationship with time, space, and the digital world. Knowing how to obtain 
instantaneous results that are immediately useable from so much data becomes a strength. Then, as the 
duration of computation lengthens, the results increase in richness and accuracy, and they progressively 
enrich decisions and actions without any wasted time. There is no longer any waiting at the end of a 
long tunnel of computation, but a number of stages in step with the battle rhythm. The military analyst 
in his or her office and the troops on the ground penetrate more deeply into the digital world for a 
sharper view of the battlefield and its surroundings.
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The Big Data technologies we have briefly described are operational. The architecture of the pro-
posed system combine these technologies to bring them to the attention of our readers and provide 
pointers on how to build the new generation of Big Data systems, capable of processing the large quan-
tities of data available within a time scale ranging from tenths of a second to several minutes. This 
chapter opens the way to quickly implemented solutions, sometimes breaking away from the traditional 
approaches of military intelligence, command systems, and logistics systems.

Breaking away does not mean throwing out existing applications, but rather replacing or building 
some radically different links, as well as dealing with the change in the approach to the battlefield. This 
change of approach has the support of the younger soldiers, who are familiar with the digital world and 
fully used to superposing it onto the real world of action and the triggering of fire. It is also certain that 
the multiplication of data sources—as previously described—is accompanied by a multiplication of 
ways to use the results of Big Data processing at all levels in the armed forces. The mobility of sources 
and terminals is an essential element, which should be factored into the impact of Big Data when 
exploiting results. Thanks to its potential capability for zero latency, the real-time Big Data system, as 
described in this chapter, adds decisive sharpness and augmented reality to the battlefield if, but only if, 
the information is instantly exploited by military analysts in an operation center and by troops close to 
the frontline.
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INTRODUCTION
Organizations are increasingly turning to the immeasurable quantities of data available through open-
source mediums such as the web and social media to enhance their analytical capability and ultimately 
improve the quality and quantity of the information they have available to make decisions. Law enforce-
ment agencies (LEAs) are no exception to this trend, with efforts being made to use open-source data 
to supplement traditional forms of intelligence commonly used in crime prevention and response. In 
this chapter, one specific facet of this capability is discussed: the use of open-source data and analytical 
tools to detect criminal motivation and intention in open sources to commit  cybercrime and cyberter-
rorism related offenses. More specifically, the chapter discusses and profiles the various types of attack 
and the tools used to facilitate them towards developing a comprehensive insight into the underlying 
motivations of cyberattackers.

It is becoming more and more difficult to escape the notion of “big data” in all facets of modern life, 
a term that has become synonymous with any and all attempts to exploit and use large datasets for 
competitive advantage. This trend can be observed across all industries and sectors, through the use of 
data-mining techniques, textual and predicative analytics, and a host of other business intelligence (BI)- 
associated technologies. Increasingly, as covered in this particular volume, LEAs have begun to explore 
the potential uses of big data to enhance their own capabilities through instilling science and computa-
tional technology into their analytical, operational, and policymaking operations. The application of 
these tools aims to enable the more effective and efficient investigation, response, prediction, and even 
prevention of a host of criminal activities, as they gradually come to terms with the overwhelming 
increase in information available to them and the tools needed to draw information from these data. 
With this increase, traditional, established sources of information used by LEAs are fast being outpaced 
by the vociferous nature of the Internet and the amount of data to which it provides access. Despite the 
widespread use of these tools within the private sector, LEAs are still lagging behind in their use and 
understanding of big data and, as a result, are not exploiting it to its full potential. LEAs have long been 
extremely capable in their data-collection activities; however, they have not always exhibited the same 
level of competence in analyzing it and subsequently converting it into usable intelligence (Thomson 
Reuters, 2014).
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Within England and Wales, law enforcement has undergone significant budget reductions of up to 
20%, with further cuts planned for 2015. Because approximately 80% of police budgets are spent on 
staffing, this has meant that in real terms England and Wales have nearly 16,000 fewer officers in 2014 
than they did in 2009, with some forces reporting significant cuts in preventative policing areas in par-
ticular (Travis, Thursday, July 18, 2013). These reductions have been generally achieved through 
restructuring and merging services with other forces and partners. While this has proved challenging, it 
has also provided an entry platform for the integration of big data analysis techniques and the informa-
tion and intelligence that can be derived from them, with a number of police forces turning to big data 
analysis tools to maximize the effectiveness of their remaining resources.

Big Data is widely integrated into UK preventative policing deployment plans around acquisitive 
crime such as burglary and theft from vehicles, to assist and maximize the impact of operational officers 
on the ground. This approach has removed the unscientific, “tacit” nature of this type of policing—often 
referred to as the “bobby’s nose,” which is heavily dependent on the skill and experiences of one person. 
This more experiential style of practice, and the knowledge embedded within it, is difficult to capture and 
share with other stakeholders, and its effectiveness is often difficult to quantify (Brewster et al., 2014a; 
Glomseth et al., 2007). This approach is often also largely dependent on the detailed geographical and 
offender knowledge of the officer and cannot be easily transferred to other officers and areas of policing. 
Using data already within existing policing systems such as historical crime statistics, associated crime 
within the area, and other intelligence available, police forces have been able to predict with some accu-
racy areas where there is a high probability of offences occurring between specific times, enabling suit-
able intervention mechanisms to be put in place to prevent and detect them. Approaches such as this have 
been integrated across international policing to reduce crimes such as burglary and armed robbery 
(Haberman and Ratcliffe, 2012; Perry et al., 2013) and have proven to have a quantifiable impact on 
crime, as demonstrated by West Yorkshire Police’s “Operation Optimal,” a community policing based 
initiative targeted toward combatting burglary. This, and similar approaches have led to offense reduction 
rates of up to 50% in some communities in the UK (BBC News, Wednesday, November 7, 2012).

As these approaches continue to demonstrate practical value, they are certain to be regarded as key 
tools within the law enforcement “toolbox”, and questions will follow regarding their application in 
other areas of law enforcement. The wider challenge remains for these tools to be embedded within 
policing to exploit the data available to them into their other core business functions, such as over the 
course of a complex criminal investigation or public disorder incident, cognizant of the legal frame-
work and ethical requirements imposed on and expected of LEAs operating within these contexts  
(see Chapters 15 and 16).

One such example of this is the EU, FP7 funded ePOOLICE (Early Pursuit Against Organized 
Crime Using Environmental Scanning, the Law and Intelligence Systems) project. ePOOLICE seeks to 
develop a software system, and supporting methodology, that scans the open-source environment to 
strategically identify, prevent, and even predict emergent organized criminal threats. The project aims 
to meet these objectives through the analysis of two key types of data, that which directly indicates the 
presence or possible presence of illicit activity and that which contributes to the creation of an environ-
ment that facilitates crime, such as political and economic instability or social unrest (Brewster et al., 
2014b). One potential use case that can be used to demonstrate the utility of this and similar approaches 
is the trafficking of human beings.

Similarly to the approaches used to combat burglary and armed robbery, capability can be enhanced 
through examining the factors that are present in existing and previous forms of human trafficking, 
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making it possible to identify patterns that may be repeated elsewhere. Using a basic model of the traf-
ficking process (Figure 8.1), it is clear to see stages of the crime and how at specific stages “big” and 
open-source data can improve the quantity and quality of information available to LEAs.

The crawling and analysis of localized news articles, social media, and other Web data enables the 
identification of weak signals, such as events and seizures that may allude to the presence and emer-
gence of trafficking in specific locations, or at a more strategic level, the presence of economic, social, 
and political conditions that provide a fertile environment for the supply of trafficking victims or 
demand for illicit services such as prostitution and forced labor.

Further, traditional, “physical” crimes, such as that of human trafficking, present the possibility to 
use data from open sources, such as the Web, to identify specific factors that may provide signals of 
illicit activity. These signals range from high-level, strategic information such as the fact that locations 
that are considered to be politically unstable or that those with low gross domestic product (GDP) have 
an increased propensity to be supply locations of trafficking victims (United Nations Office on Drugs 
and Crime, 2009), to lower-level, operational indictors, such as observations that indicate staff that at a 
particular business appear to be under the legal working age or appear to have been physically and/or 
sexually abused (ILO/International Labour Office, 2009).

Further, the use of social media and other big data sources in enhancing the situational awareness 
and decision-making capability of blue light services is increasingly evident in other areas. For exam-
ple, in policing football matches and other large-scale events with potential for public order issues, 
social media can be mined for sentiment to identify indicators of crowd tension or incidents enabling 
policing resources to be deployed more intelligently during the events and for future deployments to be 
strategically informed by historical data. Similarly, geo-tagged data from smart devices used to connect 
with social media may be used to identify potential witnesses to serious and organized crime incidents, 
through identifying accounts or individuals that were in close proximity to a specific event at a specific 
time. The use of data in this way by blue light services goes beyond crime prevention and response, 
with its use in crisis management as a means of enhancing the awareness and communicative capability 
of command and control and first-response services to assist citizens in a range of disaster events, from 
natural disasters, terrorism attacks, and large-scale public disorder events (Andrews et al., 2013). How-
ever, when considering cybercrimes and criminal behavior committed through the use of the Internet, 
the use and utility of open-source-derived data by LEAs must evolve to enable understanding of the 
motivations behind them and factors that enable these incidents to take place.

DEFINING CYBERCRIME AND CYBERTERRORISM
Near ubiquitous access to vast quantities of data, ideas, and research has made the Internet a vital 
source of information and a pervasive part of everyday life for individuals and organizations across the 
world. However, despite the wealth of opportunity and positive potential it offers, it also has a dark 
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underbelly that presents individuals and criminal groups with new avenues for exploitation. A major 
and increasingly pertinent aspect of this “dark side” of the Internet is growing threats of cybercrime and 
cyberterrorism, phrases that we are becoming more accustomed to hearing, with reported attacks 
becoming ever more frequent and severe in their impact. Cybercrime costs the global economy, its 
people, and businesses billions of dollars each year. With the impact and severity of these attacks 
becoming ever higher, the requirement for innovation in the field of cybersecurity has grown exponen-
tially to aid in the mitigation of increased threat levels (Elis, 2014).

Attempts to reach a universally agreed definition for cybercrime have been met with considerable 
challenge (Brenner, 2004). Existing definitions range from those describing it as any crime facilitated 
through the use of a computer to those that are facilitated through the use of computer networks, with 
some reports prefixing any crime that involves the use of a computer in some capacity with “cyber.” 
The United Kingdom’s Home Office, in a report published in October 2013, defined two types of 
cybercrime, cyber-enabled crimes and cyber-dependent crimes. Cyber-enabled crimes such as fraud 
and theft can be committed without the use of Information & Communication Technology (ICT); how-
ever, the scale or reach of these crimes is increased by the use of computers, networks, and other forms 
of ICT. On the other hand, cyber- dependent crimes can only be committed using a computer, computer 
networks, or other forms of ICT (McGuire and Dowling, 2013). In the latter, the motivations are largely 
focused on personal profit or monetary gain or in a form of protest and/or criminal damage. In the 
United States, the US Federal Bureau of Investigation (FBI) uses the notion of “high-tech” crimes to 
encompass cyberterrorism, cyberespionage, computer intrusion, and cyberfraud (Federal Bureau of 
Investigation, 2014). In this chapter, a synthesis of these definitions will be used to describe what will 
be referred to as cybercrime.

The Internet provides a platform for attacks such as cybercrime, cyberterrorism, cyberwarfare, and 
hactivism to grow. It is sometimes difficult to distinguish and draw a line between these concepts, 
because there are similarities and overlaps in the characteristics of the attacks, the motivations behind 
them, and the individuals and groups who initiate them. In this chapter, we aim to identify and catego-
rize these motivations, briefly assessing other categories when there is an overlap, while discussing 
their implications on national security and the potential role of big data in combatting them.

ATTACK CLASSIFICATION AND PARAMETERS
In this section, attack characteristics, such as the types of cyberattack and the tools and techniques used 
to facilitate them, are outlined to aid in the identification of patterns and subsequently develop classifi-
cation types for the motivations that underpin them. The concept of cybercrime carries a certain degree 
of contextual variety that subsequently contributes to its imprecision. The term has become synony-
mous with crime that takes place within “cyberspace,” i.e. on the Web, and the transformation of crimi-
nal behavior through the use of computer networks (Fafinski et al., 2010).

Cybercrime imposes what can be considered as a key threat on national and economic security, a 
threat that continues to cost consumers and business billions of dollars annually (Finklea and Theohary, 
2012). This threat increases the pressure on corporate and government computer networks and further 
undermines worldwide confidence in international financial systems. The threat on national security of 
cyber-oriented threats is further enhanced by the secrecy of institutions, such as those in the financial 
sector, which rarely disclose the fact that they have been subjected to, or compromised by cyberattacks, 
often with either no, or extremely limited public visibility, such as unexplained service or Website 
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outages (Finkle and Henry, 2012). Despite institutions spending more than ever on securing their sys-
tems and data, the scale of criminal activity is also seemingly up-scaled, as transnational organized 
groups and even governments invest heavily in enhancing their cyber capability to realize financial 
gains and better inform their own intelligence efforts (The Economist, 2013).

When discussing nation states and governments, an additional dimension of cyber-related activity 
must be considered, that of cyberwarfare. The rise in prominence of cyberwarfare is typified by the US 
Air Force, which in 2006 adopted a new mission statement pledging to fight (and win) in “air, space, 
and cyberspace” (US Air Force, 2014). Cyberwarfare is the reapplication of cyberattacks for the pur-
poses of espionage, sabotage, or to conduct attacks on a target’s strategic and tactical resources 
(Manoske, 2013). Nations have begun to use cyberattacks as an additional facet of their military 
armory, to achieve the same objectives as they would normally pursue through the use of military 
force: to achieve competitive advantage over rival nation states or to prevent rivals from achieving the 
same objectives (Brenner, 2007). Western governments and NATO are becoming increasingly aware 
and concerned about growing international cyber threats originating from countries such as China, 
attacks targeting key government and intelligence networks (Schneier, 2014). Cyberwarfare is 
acknowledged, with terrorism, to be one of the most serious national security threats facing western 
nations (Gercke, 2012).

As an additional facet of cybercrime, and more specifically the combative nature of cyberwarfare, it 
is possible to introduce the concept of cyberterrorism. After 9/11, the use of information technology by 
terrorists is increasingly being considered as part of an intensive discussion around the continued threat 
of international terrorism as a whole. Cyberterrorism has the potential to impact a range of critical 
national infrastructures (Jalil, 2003). However, it is also necessary to distinguish between  cyberterrorism, 
that is, the direct use of cyber-related attacks to damage national infrastructures, and other terrorist uses 
of ICT, such as for propaganda, information/intelligence acquisition, planning and preparation of 
 physical attacks, dissemination of radicalized material, communication, and financing (Gercke, 2012).

Cyberterrorists and criminals use computer technology in similar ways to the way in which more 
traditional weapons are used, with the aim of undermining citizens’ faith in their government’s ability 
to maintain the integrity of the systems, services, and infrastructure that make up the fabric of their 
everyday lives (Brenner, 2007). The evolution of terrorism into the virtual world has been foreseen 
since the 1980s, resulting in the formation of a dedicated definition of cyberterrorism as the use of 
network tools to shutdown critical national infrastructure or to coerce or intimidate a government or 
civilian population (US Department of Justice (2011)).

The categories of cybercrime, cyberterrorism, and cyberwarfare can be used as holistic terms to 
classify the overarching reasons behind cyberattacks. However, within these terms, it is necessary to 
acknowledge a number of subcategories that can exist within them. One such category is that of 
cyberespionage. Cyberespionage is, in many ways, similar to traditional forms of espionage, i.e., the 
unauthorized access to confidential information by an individual or government. Espionage in this way 
can be undertaken for a variety of reasons, such as for intelligence-gathering purposes, financial gain, 
or a combination of the two (Finklea and Theohary, 2012). The United States in particular has acknowl-
edged the growing threat of foreign economic, industrial, and military espionage to national security 
and to the continued prosperity of the affected nation (Council on Foreign Relations, 2014). The tools 
used to conduct cyberspying can be the same as those used to commit a host of disruptive or destructive 
acts ranging from online activism to criminal activity and conceivably even an act of war. Due to the 
politically sensitive nature of these types of attacks, concrete examples are few and far between, and 
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instead it is necessary to rely on alleged actions as opposed to factual reports to demonstrate their exis-
tence. As a recent example, there have been a number of accusations from the United States and China 
in recent years regarding the alleged hacking of industrial secrets and intent to commit economic espio-
nage on the part of the other (Kaiman, Tuesday, May 20, 2014).

A further subcategorization of cyber-related crime is that of “hactivism.” Hactivism is concerned 
with the hacking of computer systems and networks in social, political and economic protest. However, 
the growing profile, and significance of these attacks in recent years has turned these attacks, in the eyes 
of some, from straddling the line between legitimate protest and basic criminal behavior, into a legiti-
mate threat pon national security in the eyes of security professionals (Sterner, 2012). Perhaps the most 
contemporary example of a hactivist group is Anonymous, a group of individuals that has become 
synonymous with numerous attacks over the last decade, designed around the defense of online free-
dom and Internet neutrality. These individuals are motivated by sociopolitical issues such as the promo-
tion of access to information, free speech, and transparency (Australian National Computer Emergency 
Response Team, 2013; Lockley and Akhgar, 2014). As one example of an attack by Anonymous in 
support of their campaign for Internet neutrality, four individuals operating under the moniker 
 “Operation Paypack” carried out a number of distributed denial of service (DDoS) attacks on antipiracy 
 organizations and banks that had withdrawn services from proprietors of the infamous WikiLeaks site 
(Addley and Halliday, Wednesday, December 8, 2010).

WHO PERPETRATES THESE ATTACKS?
As the previous section demonstrated, cyberattacks are undertaken to achieve a variety of underlying 
objectives, from those simply aiming to extort financial benefits to those seeking to protest perceived 
injustices or those acting on behalf of governments aiming to create competitive advantage over and 
gather intelligence on rival nations. To truly understand the core underlying motivations behind attacks, 
it is first necessary to profile those who perpetrate them.

One such taxonomical categorization of cyberattacks has identified what it refers to as “actors” (van 
Heerden et al., 2012). In this classification, the following were identified as being potential originators 
of cyberattacks: commercial competitors, hackers, “script kiddies,” skilled hackers, insiders, admin 
insiders, normal insiders, organized crime groups, and protest groups; this classification adds value 
when considering the profile of the individuals and groups behind cyberattacks such as differentiating 
between insider and external attackers, protestors, criminals, and commercial competition. However, 
the following narrative deconstructs this classification further, to derive further insight into to underly-
ing motivations that underpin cyber-attacks.

SCRIPT KIDDIES
Script kiddies, or “skiddies,” is a term used to describe groups of amateur hackers, often students with 
some, but limited knowledge of hacking who conduct attacks with the intention of impressing peers 
and gaining kudos among online enthusiast communities (Millar, Tuesday, June 5, 2001). There are a 
number of prominent examples of these types of attacks from over the last 20 years. Some of the most 
notable are the cases of Michael Calce, also known as “Mafiaboy,” a Canadian high school student who 
in 2000 was responsible for a number of DDoS attacks on websites such as Yahoo, eBay, and CNN. 



CHAPTER 8 CYBERCRIME: ATTACK MOTIVATIONS AND IMPLICATIONS114

Another notable attack was that conducted by Jeffrey Lee Parson, an 18-year-old high school student 
from Minnesota, who was responsible for spreading a variant of the infamous “Blaster” worm. The 
program was part of a DDoS attack against computers using the Microsoft Windows operating system. 
He was sentenced to 18 months in prison in 2005 (NBC News, 2003). Denial of service or distributed 
denial of service attacks (DoS and DDoS) relate to the flooding of Internet servers with so many 
requests that they are unable to respond quickly enough. In both of these instances, Calce and Parson 
used their, at the time, limited knowledge to use existing tools written by others to carry out new 
attacks. Similarly, in both cases the individual showed an “extracurricular” interest in hacking, carrying 
out their attacks partly out of curiosity and partly to impress and gain the respect of their peers and 
members of online hacking communities.

WEB DEFACERS
Another of the more specialized groups are web defacers, who, as their name suggests, set out with the 
intention of penetrating and changing the content displayed on Websites, often to relay political or 
protest messages against their targets. In one such example, hacking group Anonymous carried out a 
series of Website defacement attacks in the build up to the 2014 World Cup in Brazil. The attacks were 
carried out in protest against the alleged social injustices and uneven distribution of wealth in the nation 
that was causing civil unrest and public disorder events in the lead up to the tournament (Guerrini, 
2014).

HACKERS
As the most generic of the categories identified, “hackers” has become an umbrella term for those who 
commit cyber-related crimes that do not necessarily fit into one of the more specialized categories. 
Hackers generally fall within two categories: “white hat,” i.e., those who use their expertise to defend 
networks and systems, and “black hat,” those who set out with the objective to destroy or damage them. 
Increasingly, companies and security agencies are turning to black hat hackers, recruiting them to aid 
in enhancing their own cyber defense capability. George Hotz, or “GeoHot” as he is more commonly 
known within online communities, is one example of this. Hotz, the hacker responsible for exposing 
security flaws in both Sony’s Playstation and the Apple iPhone, was recruited by Google in 2014 to 
identify security flaws within their software (BBC News, Wednesday, July 16, 2014).

PIRATES
Pirates are individuals or groups that unlawfully create and distribute copies of copyrighted materials, 
such as software, films, and music. Although the issue of digital piracy goes beyond that of cybercrime, 
pirates regularly circumvent and seek to find gaps in the security and encryption that protects copy-
righted material to distribute and resell such content. DrinkOrDie is one of the most notable examples 
of a piracy group. Active throughout the 1990s, DrinkOrDie established significant online notoriety for 
using the Internet as a platform to illegally reproduce and distribute games, movies, and software. The 
group’s own code of practice prevented its members from seeking financial gain from the activities. 
Instead their aim was to compete with rival piracy groups and achieve recognition among enthusiast 
communities (Broadhurst et al., 2014).
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PHONE PHREAKERS
Phone phreaking is concerned with the hacking of telephone systems. The concept of phreaking origi-
nated in the 1950s in the United States, where “phone phreaks” decoded the tones used to route phone 
calls to avoid the tolling charges for making long distance calls (Rustad, 2001). However, phreaking is 
now commonly associated with phone hacking and the social engineering of telephone support lines 
to facilitate unauthorized access to information and other crimes. Matthew Weigman, an American 
with a heightened sense of hearing, is a well-known convicted phone hacker. Weigman used a combi-
nation of his ability to unscramble in-band phone signals and social engineering skills to make fraudu-
lent SWAT calls and commit a range of other offenses, including gaining access to unauthorized 
information and cutting the lines of other telephone service subscribers (Schneier, 2009). Unlike 
 Weigman, who does not attest to having any malicious intention, hacking network Anonymous is 
alleged to have unlawfully accessed and released a conference call between the FBI and the UK police, 
within which they discussed efforts against criminal hackers. The call covers the tracking of  Anonymous 
and similar groups, dates of planned arrests, and details of evidence held (BBC News, Friday, February 
3, 2012).

Assessing the types of attacks that are undertaken and the underlying reasons as to why they are 
carried out provides some initial elucidation as to the motivations behind cyberattacks and those who 
facilitate them. However, to develop a deeper understanding, it is first necessary to look into the types 
of tools used by these attacks, the characteristics of which provide further insights into the underlying 
motivations of attackers.

TOOLS USED TO FACILITATE ATTACKS
The individuals who conduct cyberattacks use a range of different tools to facilitate them, with each 
having differing potential impacts and characteristics. One such tool is malware, malicious software 
that interferes with a computer’s ability to operate correctly. Malware commonly delete files or causes 
system crashes, but can also be used to steal users’ personal information. The concept of malware can 
be further subdivided into a number of other categories (McGuire and Dowling, 2013).

One such sub category is viruses. Viruses can cause damage ranging from mild computer dysfunc-
tion to more severe effects that cause systems to become inoperable. Viruses install themselves onto the 
user’s hardware without consent and cause damage by self-replicating. In 2013, the Massachusetts 
State Police Department fell victim to what is known is a “ransomware” virus. In this instance, the 
software infected the target machine, demanding that the users pay a ransom using the online “Bitcoin” 
currency to have access to their machines restored (Winter, 2013).

Worms, similarly to viruses, also cause damage through self-replication; however, they differ 
in characteristics because they commonly spread and cause damage to networks rather than spe-
cific machines and do not need to latch on to existing pieces of software as viruses do. In 2010, the 
computer worm Stuxnet was discovered. Stuxnet was designed to attack industrial systems, such 
as those used to control machinery in factory assembly operations. The main victim of the attack 
in 2010 was Iran and in particular its nuclear enrichment facilitates; speculation around the origin 
of the attack still continues to this day (Kushner, 2013). Worms are viruses that have the potential 
to have a range of differing impacts, from demanding and stealing money to rendering systems 
inoperable.
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Trojans, as their name suggests, take a slightly different approach. These programs pose as legiti-
mate pieces of software, which, once installed by the user, can be used to facilitate illegal access to the 
compute, and in turn used to steal information and disrupt the computers operations without the user’s 
knowledge or consent. Twenty-three-year-old Edward Pearson of York (UK), used variants of existing 
Trojan viruses to gain access to thousands of credit card details and the postcodes, passwords, names, 
and dates of birth of more than eight million people. In comments made after his arrest, Pearson was 
said to be motivated by his thirst for intellectual challenge (Leyden, 2012). These tools can also be used 
to create botnets on host computers. Botnets are clusters of computers infected by malicious software 
that are subsequently used to send out spam, phishing emails, or other malicious email traffic automati-
cally and repeatedly to specified targets (McGuire and Dowling, 2013).

Alternatively, spyware, software that infects systems to facilitate the identification and extraction of 
personal information such as users’ login information, Internet habits, and payment information, is a 
further example of malware. Its activities are often carried out using key-logging software or through 
rerouting Web traffic from the user’s infected computer. Spyware is also often used by legitimate gov-
ernment agencies and law enforcement to intercept suspicious communications. Key-loggers in par-
ticular have been used in a number of cases by individuals to collect user information and bank account 
details.

An alternative approach, hacking, involves the unauthorized use of computers or network resources 
to exploit identified security vulnerabilities in networks, which can be used to gather personal data/
information, to deface websites, or as part of DDoS attacks.

As an example, hacking group Anonymous, through a series of DDoS and Website defacement 
attacks, protested social injustices surrounding the 2014 World Cup in Brazil, most notably the allega-
tions of alleged corruption in the Brazilian government, and the tournament’s organizing body, FIFA 
(Guerrini, 2014). In this particular instance, the hackers targeted the Brazilian Federal Police in an 
attempt to draw attention to the political and social issues surrounding the tournament.

In a less direct approach, a tactic referred to as “social engineering” has been used by hackers to 
gain access to individuals’ user accounts, billing information, and other personal data. The case of 
technology journalist Mat Honan in 2012 demonstrated how using only two key pieces of informa-
tion, his email address and billing address, hackers were able to bypass the usual password authenti-
cation and encryption mechanisms that are used to protect data online. Using the data identified, 
hackers contacted and manipulated the telephone customer service systems of Apple and Amazon 
and used it to recover and reset the passwords on the respective accounts (Honan, 2012). Although 
unconfirmed, a similar approach is suspected to have been used to access and steal private images 
from a number of high-profile celebrities in 2014, images that were subsequently released online 
(Profis, 2014).

Phishing attacks, often facilitated using spam email, present a further threat to cybersecurity. Phish-
ing emails have often been used by criminals attempting to steal banking information and login infor-
mation and to fraudulently generate funds. Phishing emails are commonly sent in bulk to unsuspecting 
recipients, often posing as official communications from reputable companies asking users to follow 
web links to enter their login credentials and banking information. In 2010, in the aftermath of the Haiti 
earthquake, criminals attempted to cash in on sympathizers by seeking funds for bogus charities by 
sending thousands of emails. Attackers created a webpage asking users to make donations and subse-
quently used the financial and personal information provided to carry out fraudulent transactions (BBC 
News, Tuesday, February 16, 2010).
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MOTIVATIONS
The distinction between cyber-based malicious acts and crimes such as fraud, espionage, and theft is 
the attackers’ motivation, a characteristic that subsequently influences their goals and objectives. But 
attribution has always been difficult. Where we think behavior may have come from may not be where 
it actually originated. It is for these reasons that the development of taxonomy to align and categorize 
the motivations behind cyberattacks truly demonstrates its value. The motivations behind rule-breaking 
have not changed significantly, despite the rapid evolution and revolution in the ways in which it can be 
facilitated, because they arise from the very essence of human nature (Smith et al., 2011). Criminals 
may be motivated by passion, greed, revenge, curiosity, need, or abnormal perceptions of themselves 
or society. Some simply enjoy the challenge of offending and not being caught, whereas sometimes 
rules are broken just because they are not appropriate to the people, the place, or the time they are 
intended to protect.

To take a holistic view of cybercrime motivations, it is important to duly consider the various 
facets that may contribute to the underlying notion of motivation. Therefore, although personal and 
emotional motivations can play a crucial role, political, economic, and social tensions, turbulence, 
and ideological trends can also drive criminals’ desire to commit cybercrime. Recent political pres-
sures within the Korean peninsula, for example, may constitute key drivers for cyber-related attacks, 
motivations that go well beyond raw human emotion such as hate or the desire to challenge oneself 
or gain individual recognition within a specific community. Existing taxonomies (van Heerden et al., 
2012) have identified the desire for financial gain, personal challenge, protest, spying, and nonfinan-
cially motivated criminal activities as key reasons behind cyberattacks. Within these motivations, it 
is possible to derive that attacks can be political, financial, or driven by the desire for personal grati-
fication (Fleishman, 2014). This variation may be related to differences in the targets of the attacks. 
Whether they target individuals, organizations, businesses, governments, or entire nations, the moti-
vations can differ drastically from one to the next. According to the Australian Computer Emergency 
Response Team (CERT), the motivations or attack reasoning exhibited by organizations range from 
commercial advantage, malicious damage, using the system for further attacks, personal grievance, 
hactivism, negligence, illicit financial gain, and random or indiscriminate motive. The majority, if 
not all, of these motivations can be attributed back to the organizations seeking commercial or com-
petitive advantage, with attacks commonly taking the form of information or intellectual property 
theft (CERT, 2013).

Cyberattacks, such as those exemplified here, have increasing potential to cause issues of national 
security, as cyberspace continues to form an important domain that underpins the complex systems that 
are used in commerce, the provision of critical infrastructure services such as power and water, and the 
protection of the state through the military and policing services. The growing role of cyberspace serves 
to amplify the potential impact of cyberattacks and consequently the ability of organizations and 
nations to function effectively in the aftermath of a serious attack (McGuire and Dowling, 2013).

Further classifications (see Kilger et al., 2004) have focused on the underlying motivations of cyber-
attackers, identifying causes such as seeking money, entertainment, entry to social cliques, and for 
status, while others have focused more on emotionally aligned classifications identifying curiosity, 
boredom, power, recognition, and politics. Of course, there is a clear overlap between psychology and 
motivation, a link that has been acknowledged, with links established between conditions such as com-
pulsive disorder, narcissism, antisocial personality disorder, Asperger syndrome, and addiction in some 
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instances of cybercrime-related activity (Campbell and Kennedy, 2009). However, these classifications 
also highlight the deviation between highly personal motives and those of a more commercial nature. 
For example, those acting on behalf of a nation state may not have any personal motivation for perpe-
trating an attack and instead may be acting in the interest of a government—and are likely be politically 
motivated. For example, in October 2010, an attack was discovered on the NASDAQ stock exchange in 
New York; the reported cause was alleged to have been a military attack by the Russian government 
with the aim of collecting intelligence on the NASDAQ exchange systems for use within their own 
Micex and RTS exchanges (Bender and Kelley, 2014).

ATTACK MOTIVATIONS TAXONOMY
Existing classifications have focused mainly on attack characteristics and methods, negating to con-
sider the true motivations and human elements that underpin them. The taxonomy proposed here com-
bines and considers both the human and corporate motivations behind attacks. Human motivations are 
often more difficult to assess, because they tend to be personal to the attackers themselves by their very 
definition. For the purposes of the taxonomy, these motivations are grouped under financial, political, 
personal, and emotional (Dittrich and Himma, 2005), as demonstrated in Figure 8.2. This taxonomy 
takes influence from the existing works cited previously, with the primary analysis of more than 300 
separate cyberattacks.

The proposed taxonomy divides attack motivations into eight categories.

POLITICAL
Political motives refer to those of a corporate nature and can be linked to countering governmental poli-
cies or actions such as sabotage, espionage, and propaganda (Lockley and Akhgar, 2014). A prominent 
example of politically motivated attacks is those that were carried out against Iranian nuclear facilities 
in 2010. Nicknamed the “Stuxnet” worm, the attacks are widely reported to have been perpetrated by 
the US and Israeli governments over growing concerns regarding the development of nuclear weapons 
in the region (Beaumont and Hopkins, 2012). In contrast to the majority of indiscriminate cybercrime 
threats on the Internet, these attacks were aimed at specific targets, with no obvious financial motivation 
behind them; the aim instead being to sabotage systems. Concrete examples of politically motivated 
attacks are hard to come by, as the responsible nations and groups go to great lengths to conceal their 
activities. This is due to the potential ramifications of such attacks, including increased international 
tensions, and the threat of counter-attacks that may occur as a result of being explicitly identified. As a 
result many of the organizations and nations given as examples here, are often as a result of media 
speculation rather than concrete evidence, and thus should not be assumed to be factual records of the 
events in question.

Politically motivated attacks form a significant threat to national security, as cyber becomes an 
increasingly prominent facet of international intelligence and espionage activities. Sri Lankan guerrilla 
fighters the Tamil Tigers were one of the first terrorist organizations to use cyberattacks to disrupt gov-
ernment communications. In 1998, the Tamil Tigers organized spam attacks flooding Sri Lankan 
embassies across the globe to disrupt government communications systems (Lockley and Akhgar, 
2014).
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IDEOLOGICAL
Although potentially similar to the political motivations described previously in relation to the acts of 
nation states, governments, and terrorist groups, it is possible to differentiate between them and the 
ideological motivations of individuals. These ideological motivations can consist of protest and opposi-
tion, and religious beliefs. As one example, Mitchell Frost, a 19-year-old college student at the Univer-
sity of Akron, used the school’s computer network to control the botnets he had created, targeting 
conservative Websites supporting the Giuliani election campaign (Brenner, 2012; Dittrich, 2009). 
Although in this instance the attacks did not seem to pose any direct threat to national security, it serves 
to demonstrate how individual disillusionment combined with technical capability can create a fertile 
environment for fairly serious cyberattacks. However, a number of attacks on Russian websites in 
response to the political crisis in Ukraine show how the acts of individuals can escalate in protest 
against ideological enemies and subsequently threaten critical infrastructure and motivated attacks are 
conducted with the goal of impact on national security (Bender and Kelley, 2014).

This networked world of increasingly interconnected states provides a breeding ground for the var-
ied spread of conflicting individual and collective values. Such an environment can result in ideological 
threats such as that posed by terrorism. A leading threat for British and US national security is that of 
Al Qaeda, the group believed to be responsible for the September 11 attacks in New York and Virginia 
and the 7/7 bombings on the London public transportation network (HM Government, 2010).

COMMERCIAL
Commercial hacking is another form of motivation that can underpin a wide range of cyberattacks. 
Commercially motivated attacks are those conducted with the aim of achieving some form of competi-
tive advantage over commercial rivals. These types of attacks can potentially exhibit some overlap with 
those of a political nature, as demonstrated by the alleged state-organized attacks by US and Chinese 
government agencies, each state accusing the other of hacking into industrial systems to steal trade 
secrets that could potentially aid and enhance the capability of competitors (US Department of Justice 
(2014)). Due to this cross-pollination between the impacts of commercially and politically motivation 
attacks, distinguishing the boundary around each may be difficult. Despite this, these types of attacks 
also establish the potential of commercially motivated attacks to impact national security, due to the 
inherent ability of confidential intellectual property to expose vulnerabilities in critical infrastructures.

EMOTIONAL
On other occasions, motivations may be more purely emotionally oriented, with feelings such as bore-
dom or the desire for revenge playing a key role in reasons as to why individuals and groups commit 
cyberattacks. As with each of the classifications identified here, there is potential for overlap between 
categories, i.e., attacks that initially appear to be emotionally motivated may also be aligned with ideo-
logical or political motives. An example are the protests against an FBI seizure of virtual cash on the 
notorious deep Website “silk road,” an online marketplace for the trade of illicit goods. In response to 
the seizure, enraged users and pro-drug protestors vowed to carry out a series of attacks on the FBI 
personnel responsible for the site shutdown (Hamill, 2013).

In a broader sense, gaining an understanding of the emotions and psychology of attackers can aid in 
predicting, and subsequently preventing, acts of hostility and violence. Emotional motivations are an 
essential means for understanding individual and group behavior. Videos, writings, and recordings of 
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attackers such as Virginia Tech shooter Cho Seung Hui, as well as more historical figures (e.g., Hitler, 
etc.) have demonstrated how groups and individuals can be motivated and incited to act violently or 
commit crimes due to flared emotions (Matsumoto et al., 2012).

INFORMATIONAL/PROMOTIONAL
Informational and promotional motivations are those which cumulate in the desire to disseminate infor-
mation to increase public awareness of a particular issue or event. There is significant overlap between 
attacks of this kind and those underpinned by ideological or political motives as information is regu-
larly disseminated or released in order to enhance or advance an individuals political or ideological 
agenda. An example is the case of Chelsea Manning (formerly known as Bradley Manning), the US 
military analyst responsible for leaking classified military information to the WikiLeaks site (Sanchez, 
2013). Edward Snowdon is wanted by the US authorities for committing similar violations of the 
 espionage act in a whistle-blowing incident trying to expose the (allegedly) unethical practices of US 
and UK intelligence agencies, in specific regard to classified operations facilitating the unlawful 
 surveillance of citizens (Greenwald et al., 2013).

FINANCIAL
Motivations for cyber-dependent crimes tend to focus largely on financial gain. Such attacks may often 
involve fraud and identity theft. Unlike the other motivations identified, financially motivated attacks are 
often more easily identifiable in terms of the underlying motive behind them. As an example, in 2014 
Russian hacker Evgeniy Bogachev was charged with conspiracy, bank and computer fraud, and money 
laundering. Bogachev and the organized crime group to which he belonged were members of a crime 
ring responsible for hacking into financial institutions to access account information. These details were 
then ultimately used to withdraw millions of dollars from a number of the eight million accounts from 
which they are alleged to have stolen detail from in the period between January and August 2012. Simi-
lar attacks have been reported across global banking systems in recent years, with cyberattacks forming 
a considerable threat to financial institutions across the globe (Lockley and Akhgar, 2014). The signifi-
cance and assumed risk of cyberattacks on the financial sector are further increased as the nature and 
impact of attacks are rarely reported by institutions to avoid causing damage to the company’s image 
and public backlash. This lack of disclosure has the potential to threaten the integrity of the sector as a 
whole while simultaneously impacting national security (McGuire and Dowling, 2013).

The rise of global financial markets has significantly increased the threat of money laundering, 
enabling funds to be transferred and deposited around the globe with ease. International crime agencies 
report that this issue costs the global economy anywhere from $500 billion to $1 trillion per year, a 
problem that has been exacerbated by use of the Internet as a means of money transmission for criminal 
and terrorist groups (Kellermann, 2004).

PERSONAL
Personal motivations are those associated with individuals’ or groups’ desire to prove themselves. Such 
motivations are often fuelled by the aspiration to be recognized among peers, to prove intellectual and 
technical capability, or to establish an online reputation. These individuals often spend years among peers 
trying to establish themselves within online hacking communities. The desire for personal recognition is 
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often combined with other motives, such as the ideologies or objectives of the communities to which they 
belong. In 2013, hactivist group Lulzsec initiated a cyberattack on the Website of the US Central Intelli-
gence Agency to try to establish a reputation as a group that should be taken seriously among online peers 
and rival hacking groups (Broadhurst et al., 2014). In another instance, Canadian student Michael Calce 
carried out a number of DDoS attacks on corporations including Yahoo, eBay, and Amazon in 2000.

Personal motives for cybercrime can be self-amusement, self-actualization, intellectual challenge, 
need to prove one’s self, need to prove technical proficiency, recognition, call for attention, status, and 
curiosity. When questioned on his motives, Calce cited the desire to establish “dominance” for his 
hacking group, TNT, among competitor groups, but also curiosity as to whether or not the attacks were 
actually possible (Calce and Silverman, 2011).

EXPLOITATION
This category contains attacks and attackers motivated by their desire to exploit other individuals, such 
as to bully, humiliate, or harass others. The threat of these attacks on national security is comparatively 
minimal when compared to some of the other categories identified. Past examples of such attacks have 
ranged from the theft and subsequent public release of private photographs and videos of celebrities 
and other public figures, such as those released in September 2014 (Steinberg, Sunday, August 31, 
2014), to the images released by Tyler Schrier, who stole naked photos from the email accounts of male 
professional poker players to extort them for hundreds of thousands of dollars, to 14 men in a secret and 
members-only child pornography Website that involved 251 children, mostly boys, across five coun-
tries (Federal Bureau of Investigation (2013)). Similarly to the other motivations, extortionists often 
have other motivations, such as those of a personal nature, to establish a reputation online, or to extort 
others for financial gain.

DETECTING MOTIVATIONS IN OPEN-SOURCE INFORMATION
As discussed previously, LEAs have taken to using big data derived from open sources to enhance their 
decision-making capability. However the nuances of cybercrime and cyberterrorism require their own 
considerations to make use of this vast pool of information more effectively. One such approach 
involves the potential application of sentiment analysis, a text mining approach concerned with the 
identification of opinions and emotions through the linguistic analysis of textual data.

Sentiment analysis has been widely adopted in marketing practices to assess customers’ brand affec-
tions and feelings toward particular products and companies (Kasper and Vela, 2011) to support a number 
of business functions and ultimately provide another stream of data that can be used to enhance decision-
making capability (Cambria et al., 2013). In other instances, it has been applied to predict polling results 
during political elections through gauging positivity and negativity toward the various candidates 
(O’Connor et al., 2010). The diversification demonstrated in the application of sentiment analysis in part 
stems from the rise and near ubiquitous adoption of social media. More recently, research efforts have 
focused on the development of approaches to use such techniques within differing contexts, dealing with 
the varying contextual nuance that comes with them. Such examples include the monitoring of public 
sentiment to establish national and regional “moods” through social media, enabling the identification of 
swings in public sentiments that may indicate friction in particular areas that could lead to social disorder, 
such as that which resulted in the London riots in 2011 (Sykora et al., 2013). Further, efforts have also 
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been made to use sentiment mining within the context of national security. For instance, the EU, FP7-
funded project ePOOLICE, as one aspect of its environmental scanning toolset, aims to use sentiment 
mining to visualize sentiment in relation to organized crime threats (ePOOLICE, 2013).

Social media has also been identified as a platform that is being used to radicalize individuals and 
terrorist groups to spread propaganda and promote extremist ideologies, and for organizing criminal 
activity (Yang and Ng, 2007). In response, projects led by LEAs have sought to identify means to use 
social media in more unconventional ways, which do not directly use computational and analytical 
tools. One such approach has aimed to use social media as a platform for credible voices within com-
munities to provide access to moderate messages to attempt to stem the spread of extremist rhetoric 
online and particularly in social media, provide support to vulnerable individuals and communities and 
access to relevant, up-to-date and factual information in response to news and events that attract those 
with tendencies to spread extreme views (Staniforth and Nitsch, 2014). Reintroducing the notion of big 
ata and the concept of cybercrime presents the opportunity for the application of sentiment analysis in 
detecting and analyzing motives and intentions to commit cyberattacks.

Furthermore, the use of big and open-source data opens up a huge debate from an ethical and legal 
standpoint (see Chapters 15 and 16), an issue that is only re-enforced when considering the allegations 
that have surrounded Western intelligence agencies in recent years regarding the unlawful surveillance 
of citizens and the alleged illegal acquisition of personal data. This is, of course, an extremely complex 
and sensitive discussion, and it is beyond the scope of this particular chapter to present and analyze the 
various facets of this debate. However, it is important to ensure that this discussion takes place to 
restore and maintain public faith and confidence in intelligence agencies and the activities that they 
undertake (Greitzer et al., 2011).

CONCLUSION
This chapter has provided an overview of the growing threat of cybercrime, considering its role and 
potential impact on businesses, organizations, nations, and wider society. It is clear that cybercrime, 
cyberterrorism, and cyberwarfare pose a significant threat to national security, with the role of big data 
analytics and text mining set to form a key component of the armory of LEA in combatting and 
responding to them. As one facet of this, the taxonomy presented here assesses the motivations of 
attackers, from those attempting to instill political change through online activism to those merely 
attempting to gain kudos among their peers, providing a foundation for further research into the use of 
text mining and sentiment analysis tools in detecting motives, tensions, and indicators in unstructured, 
disparate data.
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CHAPTER

REQUIREMENTS AND 
CHALLENGES FOR BIG DATA 
ARCHITECTURES

John Panneerselvam, Lu Liu, Richard Hill

WHAT ARE THE CHALLENGES INVOLVED IN BIG DATA PROCESSING?
Data generated across the society is very much in a raw state and must be processed to transform it into 
valuable and meaningful information. Raw data always includes dirty data, i.e., data with potential 
errors, incompleteness, and differential precision, which must be refined. Usually, data reach their most 
significant value when they are in their refined state. Architectures for processing big data must be scal-
able to answer the following questions (Fisher et al., 2012):
 
 •  How do we capture, store, manage, distribute, secure, govern, and exploit the data?
 •  How do we create links across the data stored in different locations? The data value explodes 

when it is interlinked, leading to better data integration.
 •  How do we develop trust in the data?
 •  What advanced tools are available for rapid analysis and to derive new insights?
 

Real-time analytics of all formats of data and of any volume is the ultimate goal of big data analyt-
ics. In other words, Big Data solutions require the analysis against the volume, velocity, and variety of 
data, while the data are still in motion. To facilitate this, the architectural structure requires integrated 
data, actionable information, insightful knowledge, and real-time wisdom in its processing model 
(Begoli and Horey, 2012). This is best achieved with a complete hardware and software integrated 
framework for big data processing.

DEPLOYMENT CONCEPT
It is appropriate to consider the deployment process in accordance with the three major phases (data 
acquisition, data organization, and data analysis) of the big data infrastructure. Generally speaking, 
deployment constitutes the way of thinking about the minutia involved in the acquisition, organization, 
and analysis phases. Usually, enterprises will participate in a predeployment analysis phase to identify 
the architectural requirements based on the nature of the data, the estimated processing time, the 
expected confidentiality of the generated results, and the affordability for a particular project. The 
major challenges to be considered in the deployment process are heterogeneity, timeliness, security, 
scale in terms of volume, complexity of the data, the expected accuracy of the results, and more impor-
tantly the way of enabling human interaction with the data. According to the five-phase process model 
(Barlow, 2013), real-time processing includes data distillation, model development, validation and 

9
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deployment, real-time scoring, and model refreshing. In simple terms, a big data solution is the art of 
merging the problem with the platform to achieve productivity.

The deployment pipeline of big data may start from acquiring and recording the data and then move 
to the analysis of the architecture; extraction of the data; shaping of the data; their integration, aggrega-
tion, analysis, and modelling; representation; and finally their interpretation. All of these processes are 
complex, because a multitude of options and optimization techniques are available in every phase of the 
deployment pipeline. Choosing and handling the appropriate techniques for every phase depends on the 
nature of the data and the outcome expected. For ease of understanding, these subprocesses are grouped 
under the major three phases of the infrastructure. Table 9.1 explains the subprocesses and their respec-
tive purposes involved in the deployment pipeline.

TECHNOLOGICAL UNDERPINNING
No single technology can form a complete big data platform. It is the integration of many core tech-
nologies that build the big data platform, thus creating a broader enterprise big data model. Yet, rather 
than viewing the big data solution as an entirely new technology, it is appropriate to see the big data 
platform as the integrated extension of existing business intelligence (BI) tools. The orchestration of 
these technologies (Byun et al., 2012), such as real-stream analytics, MapReduce frameworks, and 
massively parallel processing (MPP) processors, with massive databases scalable for big data, forms an 
integrative big data solution.

THE CORE TECHNOLOGIES
MapReduce frameworks
The massive parallel processing of big data in a distributed fashion is enabled by MapReduce frame-
works. MapReduce (Raden, 2012) is a programming strategy applied to big data for analytics, which 

Table 9.1 Big Data Deployment Pipeline

Major Phases Subprocess Purpose

Data acquisition  •  Acquiring data and recording  •  Collects the data from different data sources, and 
the data are usually loaded in NoSQL databases

 •  Architectural analysis  •  Based on the acquired data, enterprises analyze 
the architecture requirements appropriate for 
processing

Data organization  •  Extraction and shaping of the data  •  Refine the raw data to extract the required sample 
data

 •  Integration  •  Identifying the relationship between the con-
nected data points

 •  Aggregation and representation  •  Establish a common representation of the con-
nected data

Data analysis  •  Analysis and modelling  •  Performing the required data analysis

 •  Interpretation  •  Loading the data in a user-friendly format, into 
the databases
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usually divides the workload into subworkloads and separately processes each block of the subunit to 
generate the output. MapReduce frameworks often depend on Hadoop-like technologies (Shangy et al., 
2013), which allows the processing and analysis of data, while the data reside in their original storage 
location. Hadoop allows the users to load and process the data without the need for any transformation 
before loading the data into the MapReduce platform.

As its name suggests, the MapReduce process involves two phases, the map phase and the reduce 
phase. The map phase divides (splits) the workload into subworkloads and assigns tasks to the mapper. 
The mapper processes each unit of the sub-block and generates a sorted list of key-value pairs that are 
passed on to the next phase, reduce. The reduce phase merges and analyzes the key-value pairs to pro-
duce the final output. MapReduce applications can be programmed in Java or with other higher-level 
languages like Hive and Pig. A simple MapReduce operation for counting the number of objects from 
raw data is illustrated in Figure 9.1.

Hadoop distributed file systems
Hadoop distributed file system (HDFS) is a long-term storage option of the Hadoop platform, which 
is used to capture, store, and retrieve data for later analysis. HDFS is usually configured as direct 
attached storage (DAS) to Hadoop and facilitates moving data blocks to different distributed servers 
for processing. HDFS is focused on NoSQL databases, capable of capturing and storing all formats 
of data without any categorization. The output generated by the Hadoop platform is usually written 
on the HDFS, which operates in master–slave architecture, with two types of nodes, the name node 
and the data node. It uses a single name node per cluster, acting as a master, and a number of data 
nodes performing the read and write requests of the clients. The data nodes store the data blocks in 
the HDFS, while the name node holds the metadata with the enumeration of the blocks and the list of 
data nodes in the HDFS cluster. HDFS has the capability of storing data of all formats and of massive 
sizes. They thus outperform the capabilities of traditional RDBMS, which are limited only to struc-
tured data.
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MapReduce operation for counting the number of objects.
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HBase
HDFS may include the implementation of HBase, which usually sits on top of the HDFS architecture. 
HBase is a column-oriented database management system, which provides additional capabilities to 
HDFS and makes working with HDFS much easier. HBase configuration can be carried out in Java, and 
its programming functionalities are similar to MapReduce and HDFS. HBase requires the predetermi-
nation of the table schema and the column families. However, it provides the advantage that new col-
umns to the families can be added at any time, thus enabling scalability for supporting changes in the 
application requirements.

Data warehouse and data mart
A data warehouse is a relational database system used to store, query, and analyze the data and to 
report functions. The data warehousing structure is ideal for analyzing structured data with advanced 
in-database analytics techniques. In addition to its primary functionalities, data warehouses also include 
extract-transform-load (ETL) solutions and online analytical processing (OLAP) services. OLAP-
based data warehouses have powerful analytical capabilities that can be integrated to generate signifi-
cant results. Data warehouses are nonvolatile, which means that the data, once entered, cannot be 
changed, allowing the analysis of what has actually occurred.

There are two approaches to store the data in data warehouses, dimensional and normalized. In the 
dimensional approach, transaction data is partitioned into either facts, which are the transaction data, 
or dimensions, which are the reference information providing contexts to the facts. The dimensional 
approach provides an understanding of the data warehouse and facilitates retrieval of the information. 
Yet, it has complications in loading the data into the data warehouse from different sources and also in 
the modification of the stored data. In the normalized approach, the tables are grouped together by 
subject areas under defined data categories. This structure divides the data into entities and creates 
several tables in the form of relational databases. The process of loading information into the data 
warehouse is thus straightforward, but merging of data from different sources is not an easy task due to 
the number of tables involved. Also, users may experience difficulties in accessing information in the 
tables, if they lack precise understanding of the data structure.

The data warehouse architecture may include a data mart, which is an additional layer used to 
access the data warehouse. Data marts are important for many data warehouses, because they custom-
ize various groups within an organization. The data within the data mart is generally tailored according 
to the specific requirements of an organization.

PLANNING FOR A BIG DATA PLATFORM
INFRASTRUCTURE REQUIREMENTS
Typically, big data analytics work with the principle of ETL. It is the act of pulling the data from the 
database to an environment where it can be dealt with for further processing. The data value chain 
defines the processing of any kind of data, flowing from data discovery, integration, and then to data 
exploitation. It is important to keep in mind that our ultimate target is to achieve easy integration, 
thereby conducting deeper analytics of the data. In this case, the infrastructure requirements  
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(Dijcks, 2012; Forsyth, 2012) for the framework to process big data span across three main phases: data 
acquisition, data organization, and data analysis (Miller and Mork, 2013).

Data acquisition
Trends and policies in acquiring data have changed drastically over the years, and the dynamic nature 
of big data is forcing enterprises to adapt changes in their infrastructure, mainly in the collection of big 
data. The infrastructure must show low, predictable latency, not only in capturing the data, but also in 
executing the process in quick succession. Handling high volumes of transaction data is one of the key 
characteristics that create the need for infrastructures that are scalable, supporting flexible and dynamic 
data structures.

In recent years, there has been a transition from SQL databases to NoSQL databases (Kraska, 
2013), to capture and store big data. Unlike traditional SQL databases, NoSQL databases show the 
advantage of capturing the data without any categorization of the collected data. This keeps the storage 
structure simple and flexible, and thus scalable for dynamic data structures. NoSQL databases do not 
follow any specific patterns or schemas with respect to relationships between the data. Instead they 
contain a key to locate the container holding the relevant data. This simple storage strategy avoids 
costly reorganization of the data for later processing in the data value chain.

Data organization
Data organization is also referred to as data integration. Data integration allows the analysis and the 
manipulation of the data with data residing (Cleary et al., 2012) in their original storage location. 
This avoids the complex process of moving huge bulks of data to various places, not only saving 
processing time, but also costs. Data organization should be managed in such a way that the infra-
structure offers higher throughput in handling various formats of data (i.e., from structured to 
unstructured).

Integrating data is a means of identifying the cross-links between connected data, thereby establish-
ing a common representation of the data. Integration constitutes mapping by defining how the data are 
related in a common representation. This common representation often depends on the data’s syntax, 
structure, and data semantics and makes the information available usually from a metadata repository. 
Data integration can be either virtual, through a federated model or physical, usually through a data 
warehouse. Organizing the data provides ease of storage and facilitates more effective analytics not 
only in the present, but also in the future.

Data analysis
Data analysis is an important phase in the data management, which leads the way for assisted decision-
making in enterprises. From an analysis perspective, the infrastructure must support both statistical 
analysis and also deeper data mining. Because we are talking about processing the data in its original 
storage location, a high degree of parallelization is an important criterion that makes the infrastructure 
scalable. Faster response times, low latency, tolerance to extreme conditions, adaptability to frequent 
changes, and automated decisions are other important features that make a big data infrastructure more 
effective.

The purpose of data analysis is to produce a statistically significant result that can be further used 
by enterprises to make important decisions. Along with the analysis of current data, a combined 
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analysis with older data is important, because this older data could play a vital role in decision 
making. The interpreted results generated by the analysis phase must be available to the decision 
maker in a simple and understandable format, usually by providing visualization of the metadata to 
the interpreter.

Network considerations
Because we process big data in a distributed fashion, the interconnections of the operating nodes within 
a cluster are crucial, particularly during both the read and write functionalities of the HDFS (Bakshi, 
2012) and also the MapReduce metadata communications between the nodes. Every node in HDFS and 
MapReduce needs low latency and high throughput. In the HDFS framework, the name node should be 
in a highly connected fashion with the data nodes, to avoid the name node de-listing any data node 
belonging to its cluster. In a typical Hadoop cluster, the nodes are arranged in racks, and so network 
traffic from the same rack is more desirable than across the racks. Replication of the name nodes is 
advantageous because it provides improved fault tolerance.

The network should demonstrate redundancy and should be scalable as the cluster grows. To over-
come drawbacks such as single point failure and node block-outs, multiple redundant paths are useful 
for the operating nodes. At times, the read–write functionalities may involve bottlenecks, leading to 
packet drops, which in turn forces retransmission of the dropped packets. This leads to longer than 
usual processing times causing unnecessary delays. Higher network oversubscription may cause 
packet drops and lower performance, and conversely, lower network oversubscriptions are usually 
costly to implement. Maintaining lower network latency is always beneficial, and application develop-
ers need to consider this when designing solutions. Network bandwidth is another important param-
eter that has a direct impact on the analytics performance. Because we are moving massive volumes 
of information from the storage repositories, subscribing to the optimum level of bandwidth is 
essential.

Performance considerations
When considering performance, the following criteria are relevant:
 
 •  Scalable cluster sizing of the Hadoop platform allows the cluster to expand as new nodes 

arrive. Generally speaking, the best way of decreasing the time required for job completion 
and to offer faster response times is to increase the number of active nodes participating in the 
cluster.

 •  Suitable algorithms increase the efficiency of the entire data model. The algorithm should be 
designed in accordance with the input datasets and the expected results. Offloading the computa-
tional complexities towards the map phase than that of the reduce phase or vice versa may make 
the algorithm inefficient. In this sense, the design of the algorithm should be in balance between 
the two phases of the MapReduce framework.

 •  The pipeline defines how the job task flows from capturing the data until the interpretation of 
the output. A pipeline with the integration of smaller jobs proves to be more efficient than single 
larger jobs. This strategy helps in avoiding issues like network bottlenecks, overloading, etc., and 
thus helps optimization.

 •  Scheduling jobs to a local node offers faster job completion than scheduling to a node located 
remotely. Assigning tasks normally depends on the instances available in the clusters.
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 •  Parallel processing allows MapReduce to process jobs concurrently, e.g., in the form of ETL.
 •  Service discovery helps the master node to identify the required resources for newly submitted 

jobs. Less sharing of the node clusters ensures node availability for processing the newly submit-
ted jobs, thus achieving better performance.

CAPACITY PLANNING CONSIDERATIONS
Hadoop manages data storage and analytics under the software tier rather than relying on storage 
options such as SAN and server blades. A typical Hadoop element includes CPU, memory, disk, and 
the network. The platform requires a partition of the MapReduce intermediate files and the HDFS files, 
implying that both must be stored in separate locations. Swapping these two memories often degrades 
the system performance. In-database analytics techniques are essential, which takes the processing to 
the data rather than moving the data to the processing environment. In-memory computing should be 
enabled in relationship with the in-database analytics by providing high-speed analytics for online 
transaction processing (OLTP) and BI applications. In-memory computing stores the processed data in 
a memory storage, which is directly addressable using the memory bus of the CPU.

Data stack requirements
Organizations dealing with big data are still faced with significant challenges, both in the way they 
extract significant value out of the data and the decision, whether it is appropriate to retain the data or 
not. In some cases, most or all of the data must be processed to extract a valuable sample of data. The 
“bigness” of the data is determined according to their location in the data stack. The higher the data 
move up in the stack, the less of the data needs to be actively managed (Barlow, 2013). Often we see 
data quantities of petabytes and exabytes in the data layer, where it is usually collected. The analytics 
layer can reduce this data volume to terabytes and gigabytes after refining the raw and dirty data. It is 
feasible that this data volume is even reduced to megabytes in the integration layer. This architecture 
manages to reduce data into just kilobytes in the decision layer. Thus the architecture reduces the size 
of the data by a considerable volume at the top of the data stack. The data stack architecture is illus-
trated in Figure 9.2.

CLOUD COMPUTING CONSIDERATIONS
Processing big data with cloud computing resources involves the transmission of large volumes of data 
to the cloud through a network. This highlights the importance of network bandwidth allocation, net-
work congestion, and other network-related issues such as overloading and bottlenecks (KDnuggets, 
2012). Enterprises prefer to process their data in an environment that computes the units of data close 
together rather than distributing them geographically. It is important for enterprises to identify the cor-
rect cloud services for their requirements. Another issue in processing big data in clouds is the level of 
trust in processing the data with the cloud providers. Enterprises should assess the trust level offered by 
the cloud providers as they are ready to process their confidential data in an environment that is beyond 
their reach. Before going to the cloud, enterprises should conduct an assessment to evaluate the cloud 
provider’s capacity in satisfying their architectural needs and the application requirements within their 
inevitable financial constraints.
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CONCLUSIONS
Big data analytics illustrates a significant and compelling value, but they also encompass the complex-
ity in every processing step of the analytics platform. The success of the big data concept lies in the 
potential integration of the supporting technologies that can facilitate the infrastructure requirements of 
collecting, storing, and analyzing the data. Undoubtedly, the big data implementations require exten-
sion or even replacement of the traditional data processing systems. Knowing the significance of big 
data in the next solid set of years, enterprises have started to adopt big data solutions at a quicker time 
scale. On the other hand, we see the size of the datasets increasing constantly, and therefore, we need 
new technologies and new strategies to deal with these data. Thus in the near future, we might need 
systems of systems, techniques of techniques, and strategies of strategies to solve the big data queries. 
Cloud computing directly underpins big data implementations. On the whole, the dependability of big 
data requires the incorporation, integration, and matching of suitable techniques and technologies to 
sustain the promises and potential of big data solutions.
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CHAPTER

TOOLS AND TECHNOLOGIES 
FOR THE IMPLEMENTATION  
OF BIG DATA

Richard J. Self, Dave Voorhis

10
INTRODUCTION
This chapter provides an overview and critical analysis of the current status and issues likely to affect 
the development and adoption of Big Data analytics. It covers the conceptual foundations and models 
of the subject, the varied technologies and tools that are relevant to practitioners, and a range of consid-
erations that affect the effective implementation and delivery of Big Data solutions to organizational 
strategies and information requirements.

The three V’s (Laney, 2001; Gartner, 2011) present inherent technical challenges to managing and 
analyzing Big Data:
 
 •  Volume implies that there are too much data to house or process using commodity hardware and 

software. “Too much” is deliberately vague. What is considered too much grows over time—to 
date, the upper bound of what can be stored or managed is always increasing—and depends on the 
requirements and budget. A Big Data volume for a small under-funded charity organization may 
be considered small and trivially manageable by a large well-funded commercial enterprise with 
extensive storage capacity.

 •  Velocity implies that new data arrive too quickly to manage or analyze or analysis is required too 
quickly or too often to support with commodity hardware and software. Of course, “too quickly” 
is as vague as “too much data.”

 •  Variety implies that there is too much variation in data records or too many diverse sources to use 
conventional commodity software easily. Conventional data analysis software typically assumes 
data that are consistently formatted or perhaps are already housed in, for example, a structured 
query language database management system (SQL DBMS).

 
The presence of any one of the three V’s is sufficient to acquire a label of “Big Data” because “big” 

refers to sizable complexity or difficulty and not necessarily volume. Conversely, if all three aspects of 
velocity, volume, and variety of data are manageable with conventional commodity hardware and soft-
ware, by this definition it is not Big Data. It might be “Large Data” (i.e., it occupies a manageable 
amount of space but presumably is still vast, for some agreeable definition of “vast”) or it might just be 
“data” that are rapidly changing and/or the results are needed in a hurry, but not unfeasibly so, and/or 
is diverse but not unmanageably so.

“Commodity hardware and software” is not rigorously defined here. It can be taken to mean any-
thing from off-the-shelf desktop data analysis tools such as Microsoft Excel and Access; to enterprise 
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relational DBMSs such as Oracle Database, Microsoft SQL Server, or IBM DB2; to data analysis and 
business intelligence suites such as SAS by SAS Software or SAP Business Objects. “Big Data” 
implies, in general, that such tools are inadequate, and so are the techniques on which they are based. 
As a result, a number of specialized techniques have emerged to tackle Big Data problems. The remain-
der of this chapter will describe some of these techniques, followed by some of the tools that implement 
them.

TECHNIQUES
This section is divided into two parts. The first deals primarily with the volume aspect of Big Data: how 
to represent and store it. The second deals essentially with the velocity aspect, i.e., methods to produce 
results in an acceptably timely fashion. Both sections mention, as appropriate, variety.

REPRESENTATION, STORAGE, AND DATA MANAGEMENT
This section highlights a representative, rather than comprehensive, selection of techniques used to 
represent and store Big Data, focusing on approaches that can manage a volume of data that is consid-
ered infeasible with conventional database technologies such as SQL DBMSs. In general, as of late 
2013, in-memory or direct-attached storage is generally favored over network accessible storage 
(Webster, 2011).

Distributed Databases
Distributed databases are database systems in which data are stored on multiple computers that may be 
physically co-located in a cluster or geographically distant. Distributed database systems can include 
massively parallel processing (MPP) databases and data-mining grids. Distributed database systems 
typically shield the user from accessing the data storage directly by accessing it via a query language. 
The variety aspect of Big Data can make traditional storage approaches challenging, with the result that 
column stores or key-value stores—rather than SQL-based storage—are commonplace. Alternatives to 
SQL are commonly known as NoSQL.

Massively Parallel Processing Databases
Massively parallel processing databases are distributed database systems specifically engineered for 
parallel data processing. Each server has memory and processing power, which may include both cen-
tral processing units and graphics processing units (Ectors, 2013), to process data locally (DeWitt and 
Gray, 1992). All communication is via networking; no disks are shared, in what is termed a “shared 
nothing” architecture (Stonebraker, 1986). This can help address the velocity and volume issues of Big 
Data. Database query languages designed specifically for MPP databases may be employed (Chaiken 
et al., 2008).

Data-Mining Grids
Unlike a cluster, which is a group of closely coupled computers dedicated to high-performance parallel 
computing, a grid is a collection of computers that are relatively loosely coupled and that may leave or 
join the grid arbitrarily, but which collectively (typically via software running on the individual 
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machines) support high-performance, massively parallel computing (Foster and Kesselman, 2004). 
When this computational capacity is dedicated to data analysis, it is considered a data-mining grid and 
often takes the form of a collection of tools to facilitate data mining using grid infrastructure (Canna-
toro and Pugliese, 2004). This can help address the velocity and volume issues of Big Data.

Distributed File Systems
Distributed file systems are approaches to storing files that involve multiple computers to extend stor-
age capacity, speed, or reliability—typically via redundancy (Levy and Silberschatz, 2009). This can 
help address the velocity and volume issues. Unlike distributed database systems, which typically shield 
the user from direct access to stored data, distributed file systems are specifically designed to give users 
and their applications direct access to stored data.

Cloud-Based Databases
Cloud-based database systems are distributed database systems specifically designed to run on cloud 
infrastructure (Amazon, 2013). They may be SQL or NoSQL based.

ANALYSIS
This section presents a selection of Big Data analysis approaches, organized alphabetically. Unless 
otherwise noted, the assumption is that the data are already stored in or accessible via one of the 
approaches described in the previous section. The descriptions below are intended to be brief introduc-
tions rather than detailed overviews and the focus is generally on categories of analysis rather than 
specific techniques. The latter would be too extensive to cover here and would only duplicate existing 
texts on statistics, machine learning, artificial intelligence, business intelligence, and the like.

A/B TESTING
A/B testing is the process of using randomized experiments to verify which of two advertising cam-
paigns or advertising approaches is most effective. For example, a mail campaign soliciting donations 
may not be sure which wording is best at generating a response: “Donate now, we are counting on your 
help!” or “We need your donation!” Using A/B testing, a trial batch of envelopes will be sent with the 
first wording (Group A) and an equivalent batch with the second wording (Group B). A form is included 
that the recipient must fill out to accompany a donation, which includes some indication—such as an A 
or B code discretely printed at the bottom—to indicate which wording was used. It is then a simple mat-
ter to determine which wording results in the best response. However, this is not Big Data in and of itself.

The same process is often used to test changes to Web sites to gauge their effectiveness (Ozolins, 
2012). Given the volume of Web site hits that a popular Web site can receive, it can easily represent a 
significant volume of data being generated. However, this does not necessarily bring it into the Big Data 
category. Yet, combined with other analyses of user attributes—such as what country the user is coming 
from, along with demographic data sourced from a user’s account on the given Web site as part of an 
overall retail analytics strategy—the need to produce results rapidly based on data from a variety of 
sources including A/B testing may bring it into Big Data territory (Ash, 2008).
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ASSOCIATION RULE LEARNING
Association rule learning is a method for discovering relations among variables in databases, based on 
identifying rules (Agrawal et al., 1993). For example, a database of supermarket sales may record sales 
of carrots, beans, beer, coffee, peas, and potatoes. Analysis of the data using association rule learning may 
reveal a rule that a customer who buys carrots and beans is also likely to buy potatoes, and another that a 
customer who buys beer and coffee is also likely to buy peas. These rules may be used to govern market-
ing activity. For example, the supermarket may choose to locate carrots and beans in the same freezer and 
position a poster advertising a particular deal on bulk potatoes (which delivers a high margin) above it.

When the volume of data of data is high—say, generated by Web site visits on a popular site—it 
may be classified as a Big Data analysis technique.

CLASSIFICATION
Classification is a general term associated with the identification of categories in a database. It is not 
a single technique, but a category of techniques serving a variety of purposes in the general area of 
data mining. It may involve statistical, artificial intelligence, machine learning, or pattern recognition 
techniques, among others (Fayyad, 1996a). Classification is by no means specific to Big Data, but Big 
Data analysis frequently employs classification techniques as part of an overall suite of analytical 
processes.

CROWDSOURCING
Crowdsourcing is the use of human effort—typically from an online community—to provide analysis 
or information rather than using automated processes or traditional employees. This differs from tradi-
tional outsourcing in that the humans involved typically do not have a formal employment relationship 
with the organization that is using them. They may, for example, be recruited online or may simply be 
casual browsers of a particular Web site. This becomes relevant to Big Data when the diversity of infor-
mation (i.e., variety) or volume of information to be collected only becomes feasible to collect or pro-
cess via crowdsourcing (Howe, 2006).

DATA MINING
Like classification, data mining is not a single technique but a variety of techniques for extracting infor-
mation from a database and presenting it in a useful fashion. Originally, the term “data mining” implied 
discovery of unanticipated findings, such as patterns revealed or relationships uncovered, but over time 
the term has come to refer to any form of information processing, particularly that involving statistics, 
artificial intelligence, machine learning, or business intelligence and data analysis (Fayyad, 1996b).

NATURAL LANGUAGE PROCESSING AND TEXT ANALYSIS
Large volumes or continuous streams of text, such as Twitter feeds (Twitter, 2013), online forum post-
ings, and blogs, have become a popular focus for analysis. Their unconventional variety, at least from 
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a conventional data processing point of view, and size inevitably associate them with Big Data. In 
general, natural language processing refers to a variety of techniques that rely on automated interpreta-
tion of human languages, which (among a variety of purposes) may be used for machine translation of 
text, virtual online assistants, natural language database queries, or sentiment analysis (see below) 
(Jurafsky and Martin, 2009).

Text analysis (also known as text mining) is closely related to natural language processing but refers 
specifically to studying human text for patterns, categories of text, frequencies of words or phrases, or 
other analysis of text without the express purpose of acting on its meaning (Feldman and Sanger, 2007) 
(for more details, see Chapters 11–13).

SENTIMENT ANALYSIS
Also known as opinion mining, sentiment analysis combines natural language processing, text process-
ing, and statistical techniques to identify the attitude of a speaker or writer toward a topic (Lipika and 
Haque, 2008). Of particular interest to large corporations seeking to evaluate and/or manage popular 
commentary on their products or actions, sentiment analysis has grown in significance along with the 
popularity of social media. The volume, variety, and velocity of postings on social media—particularly 
in response to hot topics—brings this firmly into the domain of Big Data.

SIGNAL PROCESSING
The volume of data implied by Big Data leads naturally to considering data as a continuous signal 
rather than discrete units. Processing vast volumes of data as individual transactions may be nearly 
intractable, but treating the data as a signal permits the use of established data analysis approaches 
traditionally associated with processing sound, radio, or images. For example, the detection of threats 
in social networks may be effectively handled by representing the data as graphs and by identifying 
graph anomalies using signal detection theory (Miller et al., 2011).

VISUALIZATION
The velocity of Big Data can present particular challenges in terms of analyzing data; traditional 
approaches of generating tables of figures and a few graphs are too slow, too user-unfriendly, or too 
demanding of resources to be appropriate. Visualization is the use of graphical summarization to con-
vert significant aspects of data into easily understood pictorial representations (Intel, 2013).

COMPUTATIONAL TOOLS
This section makes no attempt to be comprehensive, but provides a sample of some notable tools (and, in 
the case of MapReduce, a category of tools) that are particularly recognized in the context of Big Data. 
The absence of a tool from this section should not be considered a deprecation of its capabilities, nor 
should the presence of a tool here be considered an endorsement. The tools listed have been chosen at 
random from a pool identified solely on the basis of being recognizably connected to the field of Big Data.

Notably and intentionally absent are conventional SQL DBMSs, which are appropriate for manag-
ing large, structured collections of data, but are generally regarded as unsuitable for the nearly 
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intractable volume and/or variety of Big Data. Furthermore, they are more than adequately described 
elsewhere (Date, 2003).

HADOOP
Hadoop is open source software designed to support distributed computing (Hadoop, 2013). In particular, 
it contains two fundamental components that together address the volume and velocity aspects of Big Data:
 
 1.  A distributed file system called HDFS that uses multiple machines to store and retrieve large datasets 

rapidly.
 2.  A parallel processing facility called MapReduce (see below) that supports parallel processing of 

large datasets.

MAPREDUCE
MapReduce is an approach to processing large datasets using a parallel processing, distributing 
algorithm on a cluster of computers (Shankland, 2008). A MapReduce program consists of two pro-
cedures: Map(), which takes the input data and distributes them to nodes in the cluster for process-
ing; and Reduce(), which collects processed data from the nodes and combines them in some way to 
generate the desired result. A typical production implementation of MapReduce (e.g., Hadoop, 
which provides MapReduce processing via the identically named MapReduce component) also pro-
vides facilities for communications, fault tolerance, data transfer, storage, redundancy, and data 
management.

APACHE CASSANDRA
Cassandra is an open source, high-performance, distributed Java-based DBMS designed specifically to 
be fault tolerant on cloud infrastructure (Cassandra, 2013). It is considered an NoSQL database system 
because it employs standard SQL as a query language but uses an SQL-like query language called 
CQL. It can integrate with Hadoop. Notably, it does not support joins or sub-queries.

(More details on some of the technical tools and considerations of constructing Big Data system can 
be found in Chapters 7 and 9.)

IMPLEMENTATION
The development and introduction of new technologies and systems are an uncertain art, as can be seen 
from the Standish Group Chaos reports and Ciborra (2000). Project success rates are low and levels of 
cancellation and failure are high. High expectations are endemic and often unrealistic (Gartner, 2012).

Many factors affect the implementation and uptake of new technologies in organizations. Some of 
the most important ones that will have an impact on Big Data systems are presented and evaluated in 
this section, which covers critical questions relating to the following major topic areas:
 

 •  Implementation issues for new technologies and systems
 •  Data sources
 •  Governance/compliance.
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The intent of this section is not to provide specific answers or recommendations; rather it is to sen-
sitize all stakeholders involved in Big Data analytics projects to the areas in which risk assessment and 
mitigation are required to deliver successful, effective systems that deliver benefits.

IMPLEMENTATION ISSUES
Ultimately, technologies and systems projects need to be implemented so that business can be con-
ducted. Project teams continually encounter many pitfalls on the road to implementation.

New Technology Introduction and Expectations
The IT industry is subject to cycles of hyperbole and great expectations. Big Data is one of the latest 
technologies, which raises the question of whether it is just a fashion or whether there is a degree of 
reality. Gartner (2012) provides regular evaluations of the hype cycles of a wide range of technologies, 
including one for the technologies and tools of Big Data.

The Gartner hype cycle is a plot of the levels of expectation associated with a particular technol-
ogy or concept or product across time. The first phase is called the technology trigger phase, during 
which the levels of expectation of feasibility and benefits rapidly rise, reaching a peak of inflated 
expectation. Typically, products then rapidly descend toward the trough of disillusionment as prod-
ucts fail to deliver the promised benefits. Thereafter, a few products and technologies start to climb 
the slope of enlightenment as they are seen to deliver some of the hyped benefits and capabilities. 
Eventually, a very few products reach the final phase of the plateau of productivity because they 
prove effective. The Gartner hype cycle reports also assess when the technology might reach the final 
productive stage.

Tables 10.1 and 10.2, sourced from Gartner (2012), show that some aspects of Big Data are already 
in the plateau of productivity.

Thus, it is clear that the field of Big Data passes the test of operational reality, although there are 
many aspects in which research is required to ensure the feasibility and effectiveness of the tools and 
techniques before introduction into high-value and high-impact projects.

PROJECT INITIATION AND LAUNCH
Information technology projects are particularly prone to lack of success, The Standish Group has been 
researching and publishing on this problem since the original CHAOS report (Standish Group, 1994), 
which first identified the scale of the problem.

There seem to be various causes for the lack of success of IT-related projects. A key cause was 
identified by Daniel Kahneman (2011) as the planning fallacy associated with high degrees of over-
optimism and confidence by project planners and sponsoring executives. This is often compounded by 
the sunk-cost fallacy, described by Arkes and Blumer (1985, cited in Kahneman, 2011, p. 253), in 
which the size of the investment in a failing project prevents the project team from cutting its losses.

Kahneman describes the planning fallacy as a combination of unreasonable optimism about the likely 
success of the particular project under consideration and a deliberate act of ignoring external evidence 
about the likely success of the project based on other, similar projects. He provides strong evidence that 
this is a universal human behavior pattern in both corporate and personal environments, leading to project 
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cost overruns of 40% to 1000% and time scale overruns of similar size factors, often compounded by the 
sunk-cost fallacy. To mitigate the effects of the planning fallacy, Kahneman provides evidence from both 
the transport (Flyvberg, 2006) and construction industries (Remodeling 2002, cited Kahneman, 2011,  
p. 250), and from his own teaching and research, that it is critical to obtain an outside view for actual 
achievements from a wide range of similar projects. This represents the development of reference class 
forecasting by Bent Flyvberg from a comprehensive analysis of transport projects (Flyvberg, 2006).

A reference class view should encompass a range of comparative metrics of achievements compared 
with the original plans that were approved at the time of the project launch for as large a collection of proj-
ects as possible. This will provide a means of baselining the specific project, which can then be modified in 
the light of any specific project factors, and which may justify a more optimistic or pessimistic plan.

Table 10.1 Rising to the Peak of Inflated Expectations

Technologies on the Rise
Time to Deliver, 
in Years At the Peak of Inflated Expectations

Time to Deliver, 
in Years

Information valuation >10 Dynamic data masking 5–10

High-performance message 
infrastructure

5–10 Social content 2–5

Predictive modeling solutions 2–5 Claims analytics 2–5

Internet of things >10 Content analytics 5–10

Search-based data discovery 
tools

5–10 Context-enriched services 5–10

Video search 5–10 Logical data warehouse 5–10

NoSQL database management systems 2–5

Social network analysis 5–10

Advanced fraud detection and analysis 
technologies

2–5

Open SCADA (Supervisory Control And 
Data Acquisition)

5–10

Complex-event processing 5–10

Social analytics 2–5

Semantic web >10

Cloud-based grid computing 2–5

Cloud collaboration services 5–10

Cloud parallel processing 5–10

Geographic information systems for 
mapping, visualization, and analytics

5–10

Database platform as a service 2–5

In-memory database management 
systems

2–5

Activity streams 2–5

IT service root cause analysis tools 5–10

Open government data 2–5

Sourced from Gartner (2012).
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INFORMATION TECHNOLOGY PROJECT REFERENCE CLASS
The Standish Group research identified that in the 19 years since its first report in 1994, the level of 
successful IT-related projects has averaged approximately 30% of all surveyed projects (on time, to 
budget, and delivering all specified functionality in relation to the launch contract). This is approxi-
mately half the rate of successful projects (defined as meeting their original business goals) in an inter-
national survey by the Project Management Institute across all business sectors and types of projects 
(ESI Int, 2013). Current research has not clearly identified why IT-related projects are so much less 
successful as a class than other projects.

Whereas the Standish Group reports provided some approaches that are claimed to improve the 
probabilities of success and reduce the likelihood of outright failure, the overall rates of project success 
(narrowly defined as on time, to budget, and delivering the full agreed functionality) have not improved 
significantly since 2002. It is of significant concern that the proportion of failed projects (projects that 
never achieve implementation) has steadily increased since 2002. Challenged projects are defined as 
those that are implemented in part, overrun time and cost budgets, and fail to deliver the agreed func-
tionality (i.e., fail to meet the quality target). The definitions are provided in the original 1994 Standish 
Group report.

A key finding was that projects with a value of over $10 million have a 0% probability of being 
delivered on time, to budget, and with all contracted functionality, whereas small projects with a total 
budget of less than $750,000 have a relatively high probability of success, at 55% (Standish Group, 
1999). This set of data provides salutary evidence of the continued existence of the planning fallacy 
among planners and sponsors of IT-related projects.

Those involved in the development and implementation of Big Data analytics projects are 
therefore strongly encouraged to use these data as a base-level reference class from which to 
develop their project planning estimates. Continued research is also required to collect the refer-
ence class data for Big Data analytics projects to provide a more refined base-level forecast for the 
future.

Table 10.2 Falling from the Peak to Reality

Sliding into the Trough of 
Disillusionment Climbing the Slope of Enlightenment Entering the Plateau of Productivity

Typically 2–5 years delivery Typically >2 years delivery

Telematics Intelligent electronic devices (2–5) Web analytics

In-memory data grids Supply chain analytics (obsolete) Column-store DBMS

Web experience analytics Social media monitors (<2) Predictive analytics

Cloud computing Speech recognition (2–5)

Sales analytics (5–10)

MapReduce and alternatives

Database software as a service

In-memory analytics

Text analytics

Sourced from Gartner (2012).
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MITIGATING FACTORS
The Standish Group also collected data on the top factors reported by chief information officers (CIOs) 
who completed the Chaos surveys as their assessment of the contributory causes for project success 
(see Table 10.3).

User involvement has remained a critical factor in the success of projects through the years, as has the 
importance of the active support of company executives. In addition, it is becoming clear that the agile 
approach is a factor in successful projects. Owing to the novelty of the field of Big Data analytics, user 
involvement and agile, exploratory approaches will be necessary to be able to deliver value to the business.

USER FACTORS AND CHANGE MANAGEMENT
It is clear from Table 10.3 that users have always been highly important in contributing to the success 
of a project. This is reinforced by almost all textbooks and commentaries on the subject of the introduc-
tion of changes to the working environment and new business practices. Burnes (2009) provides a 
particularly good insight into the critical factors for the involvement of users successfully introducing 
new systems and technology. Because the field of Big Data analytics will involve significant develop-
ments of new ways of gathering data and then analyzing and presenting them in ways that provide 
valuable business insights, it will be especially important for the development team to work closely 
with users and management to facilitate this process. It will be vital to identify the change champions 
(Burnes, 2009) from among the users, who have both a deep understanding of the business domain and 
the corporate strategy, working practices, and internal culture together with a good understanding of the 

Table 10.3 Standish Group Success Factors

1994 1999 2001 2004 2010, 2012

 1.  User involve-
ment

 1.  User involvement  1.  Executive man-
agement support

 1.  User involvement  1.  Executive support

 2.  Executive man-
agement support

 2.  Executive man-
agement support

 2.  User involve-
ment

 2.  Executive man-
agement support

 2.  User involvement

 3.  Clear statement 
of requirements

 3.  Smaller project 
milestones

 3.  Competent staff  3.  Smaller project 
milestones

 3.  Clear business 
objectives

 4.  Proper planning  4.  Competent staff  4.  Smaller project 
milestones

 4.  Hard-working, 
focused staff

 4.  Emotional 
 maturity

 5.  Realistic 
 expectations

 5.  Ownership  5.  Clear vision and 
objectives

 5.  Clear vision and 
objectives

 5.  Optimizing scope

 6.  Smaller project 
milestones

 6.  Agile process

 7.  Competent staff  7.  Project manage-
ment expertise

 8.  Ownership  8.  Skilled resources

 9.  Clear vision and 
objectives

 9.  Execution

 10.  Hard-working, 
focused staff

 10.  Tools and 
 infrastructure
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capabilities and limitations of information technology. Change champions may not always be senior, 
but they will have highly developed internal networks and will be highly trusted by their colleagues.

Change champions will need to be introduced to the concepts and objectives of Big Data analytics 
at an early stage in the project so that they can appreciate the potential of Big Data analytics for the 
business and can identify critical business insights that can be developed from the data. Their active 
involvement will help to sell the project to all involved and, as important, to identify areas of change 
that will need particularly sensitive treatment in the overall change management program.

DATA SOURCES AND ANALYTICS
Big Data analytics can be sourced from a wide variety of environments; however, they can generally be 
categorized into public sourcing (cloud/crowd) and internal corporate data collection. Different conse-
quences relate to the main sources of Big Data.

CLOUD/CROWD SOURCING
Much of the data involved in Big Data analytics are sourced from social media such as Twitter, Face-
book, and YouTube and similar types of systems including text and multimedia (Minelli et al., 2013). 
These types of sources satisfy all of the V’s of the definition of Big Data. The purpose of analytics in 
this area is to attempt to obtain an understanding of the public’s thinking and the impact of its percep-
tions on business strategy, operations, and tactics using all possible sources including both structured 
and unstructured data. Corporations will often use these sources to analyze customer perceptions of 
competitor products and services as well as of their own products and services.

One critical issue of using this type of data is how much trust can be placed on the accuracy of the 
data and the intended insights to be derived through the analytics process (this relates to the fifth V of 
Big Data, i.e., veracity). Strong anecdotal evidence suggests that much of the data provided by the 
public on Web pages are deliberately falsified, particularly elements relating to identity and demo-
graphic data. Often, these data items are particularly important to the intended analytics exercise.

CORPORATE SYSTEMS
Executive systems within large organizations are another source of Big Data, particularly in the finan-
cial services and health care fields (Minelli et al., 2013), where the IT systems collect very large vol-
umes of customer data. Aerospace and car manufacturer companies and their systems suppliers collect 
large volumes of data relating to the operation and use of their products, such as aircraft and engine 
performance data. These data are collected by the equipment condition monitoring systems to gain 
insights at fleet level into how the products are used, with the aim of assisting in the development of 
revised and new products and diagnosing the causes of specific failures. Equipment operators also use 
analytics to manage the maintenance and overhaul of their fleet, often using predictive analytics in the 
process. In the financial services arena, Big Data analytics are often involved in risk analysis and man-
agement and in fraud detection and prevention.

Even though the data are derived from the operational systems and processes of the relevant orga-
nization, it is not possible to fully trust the accuracy of the data provided to the analytics processes. 
Corporate data are rarely completely accurate or up-to-date.
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An endemic problem in much of the financial services world is the failure of organizations to ade-
quately manage the use of end-user type tools (such as spreadsheets and macros), which are the source 
of key regulatory reporting data streams (at very high velocity and volume) and management data (such 
as real-time capital risk analysis and exposure) in the investment banking field.

Persistent research and many publications have demonstrated that approximately 95% of all com-
plex spreadsheets contain errors (Deloitte, 2010; Panko, 2008; Panko and Port, 2012). In addition, 
many organizations then link spreadsheets together in large networks of interdependency (Cluster 
Seven, 2011), which results in the propagation of erroneous information through the network until it is 
used both executively and in decision making.

Most organizations implementing enterprise resource planning systems have found it vital to carry 
out extensive data cleansing exercises before transferring the data from the legacy systems into the new 
systems. Often, 50–70% of all data in the databases are removed. This should be another warning flag 
to the creators and users of Big Data analytics projects: The critical question is, “Are my data clean 
enough to give valid insights?” This clearly presents a challenge in relation to the fourth and fifth V’s 
of Big Data (veracity and value) (see Chapter 1).

ANALYTICS PHILOSOPHY: ANALYSIS OR SYNTHESIS
The core science that supports analytics is statistics. Fundamentally this identifies correlations among 
factors and data items to identify patterns and trends from historical data. However, correlation and 
causation are not equivalent. It is also vital to recognize that there is no guarantee that the future will be 
the same as the past. The use of correlation-based analytics of data (from whatever source) is an exer-
cise in pattern identification from the past. It is also simplistic in its statement that “these two things 
happen together.” The more insightful approach is to develop a clearer understanding of what factor 
causes the response (causal relationships), because this will enable management to better assess the full 
business model and business case for actions developed as a consequence of the analysis (see also 
 discussions in Chapter 17 on cultural influences on data patterns).

An example of the problem of understanding the past from analysis of the data is seen in the after-
math of the Credit Crunch in 2008–2009, in the extreme difficulties that the economics profession had 
in understanding what the levers of control had become for the post–credit crunch economic environ-
ment. They found that few if any of the economic correlations and models from the past seemed to 
apply in understanding the influences and interactions of interest rates, inflation, and employment. The 
world had changed and a new set of relationships needed to be developed, modeled, and understood; 
the past was not the same as the future. Part of the problem in this example is that many of the different 
economic models are based on correlation rather than a fundamental understanding of causal relation-
ships (often because of the extreme complexity of the models and the real world).

The attraction of the statistical analytics approach is that it has the feel and appearance of the scien-
tific process; gather data, analyze according to algorithms, and identify statistically based results that 
identify the contributing components of the relationships. It is, however, an exercise of thinking within 
the box, within a single domain of knowledge.

To obtain truly valuable insights, a different approach is often effective. This is the approach of 
synthesis: thinking outside the box and connecting two or more domains of knowledge (Buytendijk, 
2010). Incorporating the concept of synthesis into the application of Big Data analytics will be a critical 
challenge for many organizations.
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Success in developing the synthesis of concepts and domains to identify the most important insights 
will be a critical differentiator between organizations that use analytics as a commodity tool and those 
that are able to generate sustainable strategic advantage (Carr, 2004).

GOVERNANCE AND COMPLIANCE
Information governance and compliance is a well-recognized topic for CIOs (Soares, 2012). Big Data 
is information technology and is therefore in one sense just business as usual for CIOs and their teams 
from the perspective of information governance, using frameworks such as International Organization 
for Standardization 27001/27002 or Control Objectives for Information and Related Technology to 
define their information governance strategy. However, specific issues may be significant challenges in 
meeting data protection requirements in many legal jurisdictions (see Chapters 15 and 16).

DATA PROTECTION REQUIREMENTS AND PRIVACY
Within the European Union (EU), the data protection regime is strict about the collection, storage, 
protection, and use of data that can be linked to identifiable citizens (Data Protection Directive 95/46/
EC), which is currently implemented via national legislation in each EU country. The EU is in the pro-
cess of revising this directive to recognize the impact of new factors such as globalization, the cloud, 
and social networks to create a general data protection regulation to provide a unifying framework for 
the whole EU. The planned timescale is to introduce it in 2014 and for it take effect in 2016 (EU, 2012).

The impact of the restrictions in the current regime on the transfer of personal data to third countries 
is particularly significant in its effect on cloud-based processing, where it may not be easy or even 
feasible to determine the location of the storage and processing and whether it meets EU requirements. 
In theory, the United States (US) Safe Harbor framework (US Dept of Commerce, 2013) meets many 
of the requirements of the EU framework. However, there are still significant differences between the 
two regimes, especially in the level and type of access to personal data by government agencies.

In principle, the EU position is that general access by government agencies is highly regulated and 
permissible only in the course of investigating a specific crime, whereas the US principle is far more 
relaxed and operates with relatively few constraints. The decision of the Society for Worldwide Inter-
bank Financial Telecommunication network to re-engineer its systems in 2009 to separate EU and non-
EU data processing, to ensure that financial data relating to EU organizations were not accessible to the 
US agencies (SWIFT, 2008) illustrates the difficulties for Big Data users in a highly interconnected 
global world.

The disclosures in the Guardian (Greenwald et al., 2013) provided by Edward Snowden identified 
the levels and types of access to personally identifiable data in many jurisdictions. Whereas many of his 
disclosures relate to the US, some also relate to apparent issues in the EU. The impact of this, now 
public domain knowledge, raises significant questions related to an organization’s ability to comply 
with the European Data Protection Act (DPA) regime.

One of the criteria of the EU regime is the agreement by the data subject to the collection and use 
of the data (Article 7). This has consequences that are not currently clear for the collection and process-
ing (analytics) of social media sources such as Twitter or the use of personal and location data by 
Google in the direction of advertisements toward the users of its services (Davis, 2012). The 
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fundamental questions are who actually owns the personal data, who has the right to use it, and to what 
purpose. The current EU DPA regime is clear that it lies with the data subject; however, in practice 
many organizations take the ethically suspect position that they can use it to provided added value to 
their customers and users.
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CHAPTER

MINING SOCIAL MEDIA: 
ARCHITECTURE, TOOLS, AND 
APPROACHES TO DETECTING 
CRIMINAL ACTIVITY

Marcello Trovati

INTRODUCTION
In his famous article, “Computing Machinery and Intelligence,” Turing (1950) begins by introducing 
the question, “Can machines think?”

Since the dawn of artificial intelligence research, the possibility of creating machines able to inter-
act and ultimately contribute to our society has been at its core. Despite the enormous progress made in 
several aspects within this ambitious goal, language acquisition and its understanding has proved to be 
probably the most complex task of all. The act of making sense of the complicated and often ambiguous 
information captured by language comes naturally to us humans, but its intrinsic and inexplicable com-
plexity is extremely hard to assess and manage digitally.

The development of the Internet has created a wide variety of new opportunities as well as chal-
lenges for our societies. Since their introduction, social media have increasingly become an extension 
of the way human beings interact with each other, providing a multitude of platforms on which indi-
viduals can communicate, exchange information, and create business revenue without geographical 
and temporal constraints. As a consequence, this new technology is very much part of the fabric of our 
societies, shaping our needs and ambitions as well as our personality (McKenna, 2004). In particular, 
social media have redefined and shifted our ways of manipulating and generating information, collabo-
rating, and deciding what personal details to share and how.

It is not difficult to imagine that social media are extremely complex systems based on interwoven con-
nections that are continuously changing and evolving. To harness their power, there has been much research 
to scientifically describe their properties in a rigorous yet efficient manner. Owing to their multidisciplinary 
nature, researchers from a variety of fields have united their efforts to produce mathematical models to cap-
ture, predict, and analyze how information spreads and its perception and management as it travels across 
social media. When we think of Facebook, LinkedIn, or Twitter, we tend to picture a huge tapestry of rela-
tions linking individuals, companies, entities, and countries, to name but a few. A specific representation of 
such systems is social networks, a concept with which most of us are familiar, and which many people 
associate with social media. The formal definition of social networks is intuitive. They consist of nodes 
(such as individuals) and edges, representing the mutual relationships (for an example, see Figure 11.1).

Although it appears to be an overly simple definition, it has a powerful modeling ability to describe 
the behavior of social networks. They are, in fact, not about individuality. They are about mass 
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information interpretation and perception. They are about collective intelligence, the cognitive process 
created by collective interactive systems (Schoder et al., 2013); in other words:

It is a form of universally distributed intelligence, constantly enhanced, coordinated in real time, and 
resulting in the effective mobilization of skills.

Lévy, 1994, p. 13

Furthermore, how social networks change and adapt to new information is what shapes the way we 
interact, behave, and use social networks.

FIGURE 11.1

One of many examples of a social network freely available online.
http://www.digitaltrainingacademy.com/socialmedia/2009/06/social_networking_map.php.

http://www.digitaltrainingacademy.com/socialmedia/2009/06/social_networking_map.php
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MINING OF SOCIAL NETWORKS FOR CRIME
The introduction of social media and social networks in particular has changed not only the opportuni-
ties available to us, but also the type of threats of which we need to be aware. The wealth of information 
available within any social networking scenario is valuable to criminals, who use individuals’ personal 
details and information to their advantage. There has been a worrying upward trend of alleged crimes 
linked to the use of social networks, which poses a new challenge to identify and prioritize social net-
working crimes linked to genuine harm without restricting freedom of speech. For example, police 
forces around the United Kingdom (UK) have seen a 780% increase in 4 years of potential criminal 
activity linked to Facebook and Twitter (The Guardian, 2012).

A dramatic surge in terrorist attacks has caused drastic and long-lasting effects on many aspects of our 
society. Furthermore, there has been exponential growth in the number of large-scale cybercrimes, which 
cause considerable financial loss to organizations and businesses. Cybercriminals tend to collaborate, 
exchange data and information, and create new tools via the dark markets available on online social media 
(Lau et al., 2014). On the other hand, it offers the possibility of obtaining relevant information about these 
criminal networks to create new methods and tools to obtain intelligence on cybercrime activities.

Experts from a variety of fields have increasingly contributed to improving the techniques and 
methods for enhancing the ability to fight criminal activity. In particular, data mining techniques can be 
applied to assessing information sharing and collaboration as well as their classification and clustering 
both in spatial and temporal terms (Chen, 2008).

One of the most dangerous and insidious aspects of cybercrime is related to the concept of social 
engineering. It refers to the ability of obtaining information from systems and data by exploiting human 
psychology rather than by using a direct approach. A social engineer would find, assess, and combine 
information to obtain the crucial insight that would lead to getting inside the system. For example, 
rather than finding software vulnerabilities, a social engineer would obtain sensitive information by 
deceit, such as obtaining the trust of one or more individuals who might have valuable information. As 
a consequence, there is an increasing emphasis on specific penetration test techniques, which analyze 
information available on social network sites to assess several types of related criminal activity.

In work by Jakobsson (2005), an investigation on spear phishing, or context aware phishing, is dis-
cussed, detailing a network-based model in which the ability to linking e-mail addresses to potential 
victims is shown to increase the phishing outcome, urging more sophisticated and effective tools 
(Dhamija and Tygar, 2005; Dhamija et al., 2006). In April 2011, a variety of companies including 
Citibank, Disney, JPMorgan Chase, The Home Shopping Network, and Hilton were affected by a secu-
rity breach into the Internet company Epsilon, which exposed e-mail details of millions of users 
(Schwartz, 2011). This was one example of collaborative phishing, in which multiple data sources are 
analyzed to identify specific patterns that will be used to infer statistical information via sophisticated 
algorithms (Shashidhar and Chen, 2011). As a consequence, criminal network analysis based on social 
network techniques has been shown to provide effective tools for the investigation, prediction, and man-
agement of crime. In fact, the amount of information flowing and propagating across social networks is 
astonishing. Such information contains a wealth of data encapsulating human activity, individual and 
general emotions and opinions, as well as intentions to plan or pursue specific activities.

Therefore, social network mining provides an important tool for discovering, analyzing, and visual-
izing networked criminal activity. Because of the complexity of the task, the numerous research efforts 
that have been carried out and implemented have achieved only partial success. Therefore, the 



CHAPTER 11 MINING SOCIAL MEDIA: ARCHITECTURE, TOOLS158

collective goal is to improve state-of-the-art technology to produce a comprehensive approach to 
extracting relevant and accurate information to provide criminal network analysis intelligence.

Most information embedded in social networks is in the form of unstructured textual data such as 
e-mails, chat messages and text documents. The manual extraction of relevant information from textual 
sources, which can be subsequently turned into a suitable structured database for further analysis, is 
certainly inefficient and error prone especially when big, if not huge, textual datasets need to be 
addressed. Therefore, the automation of this process would enable a more efficient approach to social 
network (and media) mining for criminal activity as well as hypothesis generation to identify potential 
relationships among the members of specified networks.

TEXT MINING
Text mining, often referred to as natural language processing (NLP), consists of a range of computational 
techniques to analyze human language using linguistic analysis for a range of tasks or applications. In par-
ticular, such techniques have been shown to have a crucial role in how we can represent knowledge described 
by the interactions between computers and human (natural) languages. The main goal of NLP is to extend 
its methods to incorporate any language, mode, or genre used by humans to interact with one another, to 
achieve a better understanding of the information captured by human communication (Liddy, 2001).

Language is based on grammatical and syntactic rules that fall into patterns or templates that sen-
tences with similar structure follow. Such language formats allow us to construct complex sentences as 
well as frame the complexity of language. For example, the ability to determine the subject and the 
object of a particular action described by a sentence has heavily contributed to human evolution and the 
flourishing of all civilizations (see also Chapter 13).

NATURAL LANGUAGE METHODS
NLP methods have been developed to embrace a variety of techniques that can be grouped into four 
categories: symbolic, statistical, connectionist, and hybrid. In this section we will briefly discuss these 
approaches in terms of their main features and suitability with respect to the tasks requiring 
implementation.

SYMBOLIC APPROACH
In this method, linguistic phenomena are investigated that consist of explicit representations of facts about 
language via precise and well-understood knowledge representations (Laporte, 2005). Symbolic systems 
evolve from human-developed rules and lexicons, which generate the relevant information on which this 
approach is based. Once the rules have been defined and identified, a document is analyzed to pinpoint the 
exact conditions, which validates them. All such rules associated with semantic objects generate networks 
describing their hierarchical structure. In fact, highly associated concepts exhibit directly linked properties, 
whereas moderately or weakly related concepts are linked through other semantic objects. Symbolic meth-
ods have been widely exploited in a variety of research contexts such as information extraction, text catego-
rization, ambiguity resolution, explanation-based learning, decision trees, and conceptual clustering.
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STATISTICAL APPROACH
This approach is based on observable data and large documents to develop generalized models based 
on smaller knowledge datasets and significant linguistic or world knowledge (Manning and Schütze, 
1999). The set of states is associated with probabilities. Several techniques can be used to investigate 
their structures, such as the hidden Markov model, in which the set of status is regarded as not directly 
observable. The techniques have many applications such as parsing rule analysis, statistical grammar 
learning, and statistical machine translation, to name but a few.

CONNECTIONIST APPROACH
This approach combines statistical learning with representation techniques to allow an integration of 
statistical tools with logic-based rule manipulation, generating a network of interconnected simple pro-
cessing units (often associated with concepts) with edge weights representing knowledge. This typically 
creates a rich system with an interesting dynamical global behavior induced by the semantic propaga-
tion rules. In Troussov et al. (2010), a connectionist distributed model is investigated pointing toward a 
dynamical generalization of syntactic parsing, limited domain translation tasks, and associative retrieval.

GENERAL ARCHITECTURE AND VARIOUS COMPONENTS OF TEXT MINING
In linguistics, a (formal) grammar is a set of determined rules that govern how words and sentences are 
combined according to a specific syntax. A grammar does not describe the meaning of a set of words 
or sentences; it only addresses the construction of sentences according to the syntactic structure of 
words. Semantics, on the other hand, refers to the meaning of a sentence (Manning and Schütze, 1999). 
In computational linguistics, semantic analysis is a much more complex task because it is based on the 
unique identification of the meaning of sentences.

Any text mining process consists of a number of steps to identify and classify sentences according 
to specific patterns, to analyze a textual source (see Figure 11.2). Broadly speaking, to achieve this, we 
need to follow these general steps:
 
 1.  Fragments of text are divided into manageable components, usually words, that can be subse-

quently syntactically analyzed.
 2.  The above components, forming a tokenized text fragment, are then analyzed according to the 

rules of a formal grammar. The output is a parsing tree—in other words, an ordered tree representing 
the hierarchical syntactic structure of a sentence.

 3.  Once we have isolated the syntactic structure of a text fragment, we are in the position of extracting 
relevant information, such as specific relationships and sentiment analysis.

 
More specifically, the main components of text mining are as follows:

LEXICAL ANALYSIS
The most basic level in an NLP system is based on lexical analysis, which deals with words regarded 
as the atomic structure of text documents; in particular, it is the process that takes place when the basic 
components of a text are analyzed and grouped into tokens, which are sequences of characters with a 
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collective meaning (Dale et al., 2000). In other words, lexical analysis techniques identify the meaning 
of individual words, which are assigned to a single part-of-speech (POS) tag. Lexical analysis may 
require a lexicon, which is usually determined by the particular approach used in a suitably defined 
NLP system as well as the nature and extent of information inherent in the lexicon. Mainly, lexicons 
may vary in terms of their complexity because they can contain information about the semantic infor-
mation related to a word. Moreover accurate and comprehensive sub-categorization lexicons are 
extremely important for the development of parsing technology as well as for any NLP application that 
relies on the structure of information related to predicate-argument structure. More research is cur-
rently being carried out to provide better tools for analyzing words in semantic contexts (see Korhonen 
et al., 2006 for an overview).

POS TAGGING
POS tagging is one of the first steps in text analysis because it allows us to attach a specific syntactic 
definition (noun, verb, adjective, etc.) to the words that are part of a sentence. This task tends to be 
accurate because it relies on a set of rules that are usually unambiguously defined. Consider the word 
“book.” Depending on the sentence to which it belongs, it might be a verb or a noun. Consider “a book 
on a chair” and “I will book a table at the restaurant.” The presence of specific keywords such as “a” in 
the former and “I will” in the latter provides important clues as to the syntactic role that “book” has in 
the two sentences. One of the main reasons for the overall accuracy of POS tagging is that a semantic 
analysis is often not required. It is based only on the position of the word and its neighboring words.

PARSING
Once the POS tagging of a sentence has identified the syntactic roles of each word, we can consider 
such a sentence in its entirety. The main difference with POS tagging is that parsing enables the identi-
fication of the hierarchical syntactic structure of a sentence. Consider, for example, the parsing tree 
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Steps to identify and classify sentences.
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structure of the sentence “This is a parsing tree,” depicted in Figure 11.3. Each word is associated with 
a POS symbol that corresponds to its syntactic role (Manning and Schütze, 1999).

NAMED ENTITY RECOGNITION
An important aspect of text analysis is the ability to determine the type of the entities within a text frag-
ment. More specifically, determining whether a noun refers to a person, an organization, or a geographical 
location (to name but a few) substantially contributes to the extraction of accurate information and provides 
the tools for a deeper understanding. For example, the analysis of “Dogs and cats are the most popular pets 
in the UK” would identify that dogs and cats are animals and the UK is a country. Clearly, there are many 
instances where this depends on the context. Think of “India lives in Manchester.” Anyone reading such a 
sentence would interpret India as the name of a specific person, and rightly so. However, a computer might 
not be able to do so and may decide that it is a country. We know that a country would not be able to “live” 
in a city. It is just common sense. Unfortunately, computers do not have the ability to discern what common 
sense is. They might be able to guess according to the structure of a sentence or the presence of specific 
keywords. Nevertheless, it is precisely that—a guess. This is an effective example of semantic understand-
ing, which comes naturally to humans but is a complex, if impossible, task for computers.

CO-REFERENCE RESOLUTION
Co-reference resolution is the task of determining, which words refer to the same objects. An example 
is anaphora resolution, which is specifically concerned with the nouns or names to which words refer. 
Another instance of co-reference resolution is relation resolution, which attempts to identify to which 
individual entities or objects a relation refers. Consider the following sentence: “We are looking for a 
corrupted member of the panel.” Here, we are not looking for just any corrupted member of the panel, 
but for a specific individual.

RELATION EXTRACTION
The identification of relations among different entities within a text provides useful information that 
can be used to disambiguate subcomponents of the text fragment as well as determine quantitative and 
qualitative information linking such entities. For example, consider the sentence “Smoking potentially 
causes lung cancer.” Here, the act of smoking is linked to lung cancer by a causal relationship.
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FIGURE 11.3

Parsing tree of the sentence “This is a parsing tree.”
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CONCEPT EXTRACTION
A crucial task in information extraction from textual sources is concept identification, which is typically 
defined as one or more keywords or textual definitions. The two main approaches in this task are supervised 
and unsupervised concept identification, depending on the level of human intervention in the system.

In particular, formal concept analysis (FCA) provides a set of robust data and text mining tools to 
facilitate the identification of key concepts relevant to a specific topical area (Stumme, 2002). Broadly 
speaking, unstructured textual datasets are analyzed to isolate clusters of terms and definitions referring 
to the same concepts, which can be grouped together. One of the main features of FCA is that it is 
human-centered, so that user(s) can actively interact with the system to determine the most appropriate 
parameters and starting points of such classifications.

In work by Poelmans et al. (2010), a case study describing the extraction of domestic violence intel-
ligence from a dataset of unstructured Dutch police reports is analyzed by applying FCA. The aim is to 
determine the concepts defined by terms, which are clustered together. Figure 11.4 depicts the main 
architecture of this approach. As this figure demonstrates, FCA provides a useful and powerful plat-
form to visualize and capture the main factors in crime detection.
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Example of a detailed human-centered knowledge discovery process for crime detection using formal concept 
analysis (fCA) (as described in Chen, 2008).
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TOPIC RECOGNITION
This procedure attempts to identify the general topic of a text by grouping a set of keywords that appear 
frequently in the documents. These are then associated with one or more concepts to determine the 
general concept trend.

SENTIMENT ANALYSIS
This is a particular example of information extraction from text, which focuses on identifying trends of 
opinions across a population in social media. Broadly speaking, its aim is to determine the polarity of 
a given text, which identifies whether the opinion expressed is positive, negative, or neutral. This 
includes emotional states such as anger, sadness, and happiness, as well as intent: for example, plan-
ning and researching. Sentiment analysis can be an important tool in obtaining insight into criminal 
activity because it can detect a general state of mind shared by a group of individuals via their blog 
entries and social network discussions. A variety of tools are used in crime detection as well as prosecu-
tion that can automate law enforcement across several social media, including Web sites, e-mails, per-
sonal blogs, and video uploaded onto social platforms (Dale et al., 2000).

SEMANTIC ANALYSIS
Semantic analysis determines the possible meanings of a sentence by investigating interactions among 
word-level meanings in the sentence. This approach can also incorporate the semantic disambiguation 
of words with multiple senses. Semantic disambiguation allows selection of the sense of ambiguous 
words, so that they can be included in the appropriate semantic representation of the sentence  
(Wilks and Stevenson, 1998). This is particularly relevant in any information retrieval and processing 
system based on ambiguous and partially known knowledge. Disambiguation techniques usually require 
specific information about the frequency with which each sense occurs in a particular document, as well 
as an analysis of the local context and the use of pragmatic knowledge of the domain of the document. 
An interesting aspect of this research field is concerned with the purposeful use of language in which 
the use of a context within the text is exploited to explain how extra meaning is part of some documents 
without actually being constructed in them. Clearly this is still being developed, because it requires an 
incredibly wide knowledge dealing with intentions, plans, and objectives (Manning and Schütze, 1999). 
Extremely useful applications in NLP can be seen in inferencing techniques, in which extra information 
derived from a wider context successfully addresses statistical properties (Kuipers, 1984).

MACHINE TRANSLATION
The automatic translation of a text from one language into another one provides users with the ability to 
read texts quickly and fairly accurately in a variety of languages. This is a complex task involving several 
challenges, from mapping different syntactic structures to semantic interpretation and disambiguation.

BAYESIAN NETWORKS
Bayesian networks (BNs) are graphical models that capture independence relationships among random 
variables, based on a basic law of probability called Bayes’ rule (Pearl, 1998). They are a popular 
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modeling framework in risk and decision analysis and have been used in a variety of applications such 
as safety assessment of nuclear power plants, risk evaluation of a supply chain, and medical decision 
support tools (Nielsen and Verner Jensen, 2009). More specifically, BNs are composed of a graph 
whose nodes represent objects based on a level of uncertainty, also called random variables, and whose 
edges indicate interdependence among them. In addition to this graphical representation, BNs contain 
quantitative information that represents a factorization of the joint probability distribution of all vari-
ables in the network. In fact, each node has an associated conditional probability table that captures the 
probability distribution associated with the node conditional for each possibility.

Suppose, for example, we want to explore the chance of finding wet grass on any given day. In 
particular, assume the following:
 
 1.  A cloudy sky is associated with a higher chance of rain.
 2.  A cloudy sky affects whether the sprinkler system is triggered.
 3.  Both the sprinkler system and rain have an effect on the chance of finding wet grass.
 

In this particular example, no probabilistic information is given. The resulting BN is depicted in 
Figure 11.5.

Such graphical representations provide an intuitive way to depict the dependence relations among 
variables.

In BN modeling, the strong statements are not about dependencies, but rather about independences 
(i.e., absence of edges at the graph level), because it is always possible to capture them through the 
conditional probability tables when an edge is present, even though the reverse is not true.

The construction of a BN can be done either through data or, when unavailable, through literature 
review or expert elicitation. Whereas the first approach can be automated, the other two require a 
significant amount of manual work, which can make them impractical on a large scale. There is exten-
sive research on BNs, and in particular their extraction from text corpora is increasingly gaining 
attention. For example, Sanchez-Graillet and Poesio (2004) suggested a domain-independent method 
for acquiring text causal knowledge to generate BNs. Their approach is based on a classification of 
lexico-syntactic patterns, which refer to causation, in which automatic detection of causal patterns 
and semi-validation of their ambiguity is carried out. Similarly, in work by Kuipers (1984), a super-
vised method for the detection and extraction of causal relations from open domain texts is presented. 
The authors provide an in-depth analysis of verbs and cue phrases that encode causality and, to a 
lesser extent, influence.

SPRINKLER RAIN

GRASS WET

FIGURE 11.5

Bayesian network resulting from the given example.
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AUTOMATIC EXTRACTION OF BNs FROM TEXT
Because of the mathematical constraints posed by Bayes’ rule and general probability theory, iden-
tification of suitable BNs is often carried out by human intervention in the form of a modeler who 
identifies the relevant information. However, this can be time-consuming and may use only specific, 
often limited, sources depending on the modeler’s expertise. On the other hand, it is enormously 
valuable to be able to extract the relevant data automatically, in terms of increased efficiency and 
scalability to the process of defining and populating BNs. However, extracting both explicit and 
implicit information and making sense of partial or contradictory data can be demanding challenges. 
More specifically, elements of the quantitative layer depend on the graphical layer; in other words, 
the structure of the conditional probability tables depends on the parents of each node. Therefore, it 
is necessary to determine the structure of the BN before populating it with quantitative information. 
Figure 11.6 depicts the most important components of the general architecture in the automatic 
extraction of BNs from text.

DEPENDENCE RELATION EXTRACTION FROM TEXT
Nodes in BNs, which are connected by edges, imply that the corresponding random variables are 
dependent. Such dependence relations must therefore be extracted from textual information when 
they are present. The conditional dependencies in a BN are often based on known statistical and com-
putational techniques. One of their strengths is the combination of methods from graph theory, prob-
ability theory, computer science, and statistics. Linguistically speaking, a dependence relation 
contains specific keywords that indicate that two concepts are related to a certain degree. Consider the 
sentence “Lung cancer is more common among smokers.” There is little doubt that we would interpret 
this as a clear relation linking lung cancer with smoking. However, there is not a precise linguistic 
definition to determine a relationship between two concepts from the text. The reason is that it depends 
on the context.

When full automation of the process of textual information extraction is carried out, a clear and unam-
biguous set of rules ensures a reasonably good level of accuracy. As a consequence, it is usually advisable to 
consider causal relationships. Causal inference is one stage of a crucial reasoning process (Pearl, 1998) that 
has a fundamental role in any question-answering technique with interesting artifical intelligence applica-
tions such as decision making in BNs. Despite this, they convey a much stronger statement, because causal 
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FIGURE 11.6

Architecture of Bayesian network extraction from textual information.
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relations are often regarded as a subgroup of dependence relations; they are more easily spotted owing to a 
more limited set of linguistic rules that characterize them. Going back to the above example, saying that 
smoking causes lung cancer assumes a direct link between them. We cannot arguably say the contrary, but 
there are other cases in which there is a less marked cutoff. If we are looking only for causal relationships 
when populating a BN, we might miss several dependence relations. However, accuracy is much more pref-
erable. In fact, integrating an automatic BN extraction with human intervention usually addresses this issue. 
Therefore, the identification of causal relationships between concepts is an essential stage of the extraction 
of BNs from text.

Causal learning often focuses on long-run predictions through estimating the parameters of causal 
BN structural learning. An interesting approach is described in Danks et al. (2002), in which people’s 
short-term behavior is modeled through a dynamic version of the current approaches. Moreover, the 
limitation of a merely static investigation is addressed by a dynamical approach based on BN methods. 
Their result applies only to a particular scenario, but it offers a new perspective and shows huge research 
potential in this area.

VARIABLES IDENTIFICATION
Mapping a representative to a specific variable is closely linked to the task of relations extraction. How-
ever, this is partially a modeling choice by the user based on the set of concepts in which she or he is 
interested. Consider again the sentence “Smoking causes lung cancer.” If this were rephrased as “Smok-
ers are more likely to develop lung cancer,” we would need to ensure that “smoking” and “smokers” 
are identified as a single variable associated with the act of smoking. In a variety of cases, this can be 
addressed by considering synonymy. However, as in our example, it might also happen that they refer 
to the same concept, rather than being the same concept. FCA is a computational technique that can be 
successfully applied in this particular context.

BN STRUCTURE DEFINITION
This step aggregates the information gathered in the previous two steps to output the structure of the 
BN. This includes evaluating the credibility of each dependence relation, determining whether the 
dependence stated is direct or indirect, and ensuring that no cycles are created in the process of orient-
ing the edges.

PROBABILITY INFORMATION EXTRACTION
This step involves processing the textual sources to extract information about the probability of vari-
ables. This includes the search for both numerical information and quantitative statements such as 
“Smoking increases the chances of lung cancer” and “Nonsmokers are less likely to get lung 
cancer.”

AGGREGATION OF STRUCTURAL AND PROBABILISTIC DATA
This step obtains a fully defined BN network automatically, typically with the help of the user. This also 
includes state identification and combining conflicting and partial information in a rigorous way.
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BNs AND CRIME DETECTION
As discussed above, BN modeling is an efficient and powerful tool for defining and investigating  
systems consisting of phenomena with a level of uncertainty. Because BNs combine expert knowledge 
with observational and empirical data, they provide a platform that can facilitate decision making.  
As a consequence, BNs have been successfully applied to crime detection, prevention, and management 
(Ghazi et al., 2006). In particular, the extraction of BNs from textual sources associated with social net-
works, and social media in general, can improve the overall modeling power of BNs by enabling the 
acquisition of large amounts of information and its management with limited human intervention.

An example of BN modeling applied to crime activity detection includes fraudulent transaction 
identification. In fact, BNs have the distinct advantage of adapting in real time, which enables probabi-
listic data to be updated while fraud analysts determine whether specific transactions are either fraudu-
lent or legitimate. Furthermore, the process of assessing the quantitative information from each 
transaction is facilitated by the relative approachability of Bayesian probability evaluation.

Psychological and social profiling of criminal suspects can also benefit from the use of BNs 
(Stahlschmidt and Tausendteufel, 2013). More specifically, known characteristics of an offender can 
identify the number of potential suspects by removing individuals who are not likely to have those 
features, with obvious advantages in terms of time and cost efficiency. Using specific BN modeling can 
be applied to understanding the structure of an unknown domain as well as for profile prediction. Profil-
ers could, for example, obtain a prediction of the offender’s age and thereby reduce the number of 
suspects substantially by adding evidence found in the crime scene to an appropriate BN. As part of 
their investigation, they ascertain that offenders are likely to meet their victims in unfamiliar surround-
ings, preferring to travel a long distance to avoid obvious exposure of their crime and showing a high 
level of forensic awareness. On the other hand, more impulsive offenders are likely to commit a crime 
closer to their familiar environment. The use of BNs in this research field has also facilitated the cre-
ation of a probabilistic model to visualize the main factors and parameters in sex-related homicides. 
Figure 11.7 depicts an example which provides a user-friendly yet rigorous platform to support and 
facilitate the decision-making progress.

GENERAL ARCHITECTURE
The general architecture of the extraction of BNs from social media for detecting and assessing crimi-
nal activity typically consists of the following components (see also Figure 11.8):
 
 1.  Existing and predefined information about criminal activity would be incorporated into a database 

or knowledge database (KDB) consisting of:
 a.  Historical data from structured databases
 b.  BNs built on existing data
 c.  Data entered by modeler(s) and manually validated 

 The KDB is an important component because it is based on information that is deemed reliable. In 
a variety of cases, the KDB is maintained by modeling experts to ensure that the data are regularly 
updated to prevent inconsistency and ambiguity. 

 2.  The user would interact with the system by specifying social media textual sources such as Web 
pages, blogs, and general data on the structure of social interactions.
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Existing Knowledge Database (KDB) 
Existing Information on criminal activity from
1) Structured Databases
2) BNs from historical data
3) Manually inputted by user(s) 
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FIGURE 11.8

General architecture of Bayesian networks (BNs) for crime detection.
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 3.  The extraction and data aggregation stage consists of identifying appropriate textual data associ-
ated with the social media sources and standardization of their format. For example, if a Web page 
contains multimedia data along with some text, only the latter would be considered. This would 
enable the extraction of a BN both as an unsupervised and semi-supervised process. This would 
be integrated with a combination of different information from the KDB with extraction of the 
sources identified by the user and the removal of any data duplication. An essential part of this 
process is to address data inconsistency at both a qualitative and quantitative level. As discussed 
above, BNs have strict mathematical constraints that make any fully unsupervised automatic 
extraction prone to inaccuracies and inconsistencies. As a consequence, human intervention is 
often advisable to minimize error.

 4.  Finally, the BN is visualized, providing:
 a.  Relevant information on the structure of the BN
 b.  Description of the different parameters
 c.  Any required action to address inconsistency that could not be resolved automatically. This is 

typically an interactive step in which the result can be updated by the user and focused on a 
specific part of the BN.

EXAMPLE OF BN APPLICATION TO CRIME DETECTION: COVERT NETWORKS
Automatic extraction of relevant information to define and populate BNs has a variety of applications 
in crime detection and management. Furthermore, the huge potential offered by the investigation of Big 
Data can provide critical insight into criminal activities. However, the extraction, assessment, and man-
agement of datasets that are continuously created poses challenges that have to be addressed to provide 
a valuable platform.

A relevant scenario in which BNs provide a useful tool in criminal detection is described in Smith 
et al. (2013), who discuss criminal detection within covert communities. A well-known example is the 
terrorist network that carried out the 9/11 attack in the United States. In fact, it exhibited the property 
that members of the different cells were kept unconnected, which ensured that the structure of the net-
work was unknown by its components (Krebs, 2002). These types of networks tend to be defined by a 
tree, as shown in Figure 11.9.

Despite the difficulties in the assessment and criminal detection of such networks, covert communi-
ties tend to be discoverable during any activity they may carry out, even for a short amount of time. In 
particular, this allows the different components and their interconnections to be fully observable, which 
suggests that BNs can successfully model such scenarios correlating a priori information regarding the 
observed network connections. All relevant information can be gathered from both structured and 
unstructured Big Datasets, including surveillance and reconnaissance sensors such as wide-area motion 
imagery, and textual information from the Web (Smith et al., 2013).

CONCLUSIONS
The ability to mine social media to extract relevant information provides a crucial tool in crime detec-
tion. A wealth of emerging techniques has been successfully applied in this field and has led to increased 
multidisciplinary collaboration among academics and practitioners. In particular, because a great 
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proportion of relevant information contained in social media is in the form of unstructured data, there 
is a common effort to provide state-of-the-art tools and techniques to automatically collect and assess 
intelligence on criminal activity.

Furthermore, since the birth of Big Data, the availability of increasingly large datasets has intro-
duced huge potential in crime detection. However, this raises several difficulties in identifying relevant 
and accurate information and its assessment. In fact, any information extraction from Big Data sets is 
highly inefficient and error prone when it is addressed manually. Therefore, the creation of specific 
approaches to automated mining of social media for criminal activity and the assessment of complex 
systems with a level of uncertainty allow the retrieval, management, and analysis of Big Datasets with 
small human intervention (see Chapter 3). This facilitates the decision-making process supported by 
both observed and inferred knowledge, which is of paramount importance when determining and iso-
lating criminal activity.
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CHAPTER

MAKING SENSE OF 
UNSTRUCTURED NATURAL 
LANGUAGE INFORMATION

Kellyn Rein

INTRODUCTION
Information is of great value when a deduction of some sort can be drawn from it. This may occur as 
a result of its association with some other information already received.

AJP 2.0 Allied Joint Intelligence, Counter Intelligence and Security Doctrine (NATO, 2003)

The Holy Grail of Big Data is making sense of the overwhelming mountains of information avail-
able. This information is generated by a variety of devices such as video cameras, motion sensors, 
acoustic sensors, satellites, and global positioning systems (GPS), as well as by humans in written and 
spoken form. Automatic processing of data derived from devices uses powerful mathematical algo-
rithms that manipulate the data and are often capable of running in parallel on multitudes of servers to 
produce more timely results.

Unstructured information—that is, information that is not stored in a structured format such as a 
database or an ontology, but is formulated in natural language such as social media, blogs, government 
documents, research papers, intelligence reports, and so on—poses some hurdles that do not exist for 
device-derived data: A thermometer delivers a value that we know represents a temperature, an acoustic 
sensor delivers data that we know represent sound waves, and the output of a GPS system is the location 
where we currently find ourselves. Although some interpretation (usually in the form of an algorithm) 
is needed to make sense of the data received from devices, we do not try to interpret a GPS reading as 
a temperature.

In contrast, a human being delivers data in the form of natural language formulations, which can 
represent a wide range of information (including temperatures, sounds, and locations). Furthermore, 
each human chooses any of a number of human languages in which to describe those temperatures, 
sounds, or locations. Thus the first objective may be to determine which natural language has been used 
to describe the information (Spanish? Chinese? English?); the next objective is to determine the focus 
of the information (e.g., temperature, sounds, locations, persons, events). In other words, we know 
fairly precisely what information to expect from a given device, but a human may deliver a wide and 
diverse set of topics, including something new and unexpected.

Unfortunately for understanding unstructured natural language, not only are there many natural 
languages in which this information can be formulated, there are variations within each language for 
the representation of that information (dialect and synonymic formulations). For example, when 
describing the detonation of a bomb, various words and phrases may be used: “blew up,” “exploded,” 
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“went off,” and so on. Although a speaker of that language would understand that these can all be 
used to describe the same event, automated processing requires the system to be able to recognize this 
as well.

Furthermore, any data received from a device are always historical in the sense that the data repre-
sent something that the device has observed and recorded. Using these historical data, algorithms may 
project future conditions—for example, the projected flight path of an airplane being tracked by radar—
but this projection is based on historical data and algorithmic programming. Much of what is formu-
lated in natural language reflects observations made in the past, but there is also a significant amount of 
inference and speculation about future events. Similarly, reporting on events that occurred in the past 
may include interpretation or speculation on the part of the reporter rather than statements of fact. 
Complicating things even further, the speaker may pass on information received via a third party such 
as another person, a news report, or blog, rather than simply reporting something personally witnessed. 
Finally, the speaker may lie, tell partial truths, or distort the facts. Although a device may sometimes 
fail or be negatively influenced by environmental factors such as heat or humidity, and although the 
object of observation by a device may employ diversionary tactics to evade identification, the device 
never makes a decision to intentionally deceive.

Thus, for the security and intelligence communities, sense making includes sifting through signals 
expressed in natural language by human sensors who pass on hearsay, conceal, intentionally distort, lie, 
and conjecture in words that are ambiguous, vague, and imprecise, looking for clues to anticipate and 
hostile actions. Credibility of information is not based on calibrations achieved by testing under various 
conditions, but on examining the sources of that information and the clues to veracity that these sources 
embed in their communications.

Current technologies in text analytics have made some inroads into dealing with the complexi-
ties of natural language data. However, many challenges remain for efficient and effective process-
ing of this information. This chapter examines a number of these technologies and discusses an 
approach to processing natural language communications, which provides a high level of 
flexibility.

BIG DATA AND UNSTRUCTURED DATA
“Big Data” is an umbrella term that covers datasets so immense that they require special methodologies 
such as massively parallel systems and algorithms to be processed. Digital data are being generated and 
collected at unprecedented rates. Big science accounts for a huge volume of data: for example, in 2010, 
Economist reported that “When the Sloan Digital Sky Survey started work in 2000, its telescope in New 
Mexico collected more data in its first few weeks than had been amassed in the entire history of astron-
omy” (Economist, 2010). Big business accounts for another huge chunk of Big Data: Retailers, banks 
and credit card companies collect and analyze vast amounts of customer data daily for processing. 
Security cameras capture our daily movements, mobile telephone companies identify our locations and 
contacts, and we even self-report via social media.

Unstructured data are data that are not stored in a structured format such as a database or ontology. 
They are generally understood to include such diverse forms as e-mails, word processing documents, 
multimedia, video, PDF files, spreadsheets, text messaging content, digital pictures and graphics, 
mobile phone GPS records, and social media content (Roe, 2012).
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Exploitation of these unstructured data depends on the type of unstructured data. Some require 
specialized algorithms such as image processing or analysis of acoustic data. Others require prepro-
cessing; for example, PDF files are often converted to normal text files to run more standard text ana-
lytic algorithms. In many cases, unstructured data may be structured to make them more processable 
(see Chapters 2 and 10).

ASPECTS OF UNCERTAINTY IN SENSE MAKING
Regardless of the source of the data we receive, these data cannot always be taken at face value. Some-
times we know a lot about the source of the data we received; i.e., we know exactly what make and model 
of sensor we have placed where, we have calibration and reliability information about that particular type 
of sensor, and we know how it reacts under various types of environmental conditions (rain, heat, night, 
etc.). Therefore, knowing the time, weather conditions, and so on, we will have some idea of the reliability 
of the information that the sensor delivers, as well as precisely where the data have been gathered.

Humans, on the other hand, are mobile and able to insert new information into the system from a variety 
of locations; i.e., a blogger may blog from anywhere in the world in which the Internet is accessible and the 
blog post may contain information about events happening far distant from the blogger’s physical location. 
Even if the blogger tells us (truthfully) in the text where he is currently located, we may actually access that 
text at an entirely different time, rendering the information useless except for historical purposes.

Ultimately, five aspects of uncertainty need to be considered in analyzing and aggregating informa-
tion (Kruger, 2008; Kruger et al., 2008; Rein and Schade, 2009; Rein et al., 2010):
 
 1.  Source uncertainty: How reliable is the source of the information? How much do we trust this 

source? Is this eyewitness information or are there indications that the source is relating informa-
tion derived from another source (hearsay)?

 2.  Content uncertainty: How credible do we believe the content, which the source has delivered, to 
be? Does it have to be confirmed by other sources? Does it fit with other data or is it anomalous? 
If the source is an algorithm (the result of other preprocessing), does the algorithm give us an 
estimate of the certainty of its results?

 3.  Correlation uncertainty: How certain are we that various pieces of information are related? When 
dealing with natural language information, we are often confronted with vague or imprecise for-
mulations. How confident are we that reports concerning “several large vehicles” and “five tanks” 
are referring to the same thing?

 4.  Evidential uncertainty: How strongly does our information indicate a specific threat or behavior 
in which we are interested? Although the purchase of 50 kg of a chemical fertilizer may indicate 
that a homemade bomb is being built, it is much less shaky as evidence than the same individual 
acquiring a significant amount of, say, plastique.

 5.  Model uncertainty: Even with all factors present, how certain are we that the model mirrors reality— 
for instance, when there is constant behavior modification on the parts of foes who seek to evade 
discovery?

 
In making sense of text-based data, we need to take all of these various types of uncertainty into con-

sideration; otherwise both the data upon which we base information and the assumptions we make about 
the connections among the various pieces of information are compromised (Dragos and Rein, 2014).
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SITUATION AWARENESS AND INTELLIGENCE
Sense making can mean different things in different contexts. In numerous domains such as the mili-
tary, air traffic control, harbor security, emergency services (crisis management), and public safety, 
sense making is generally synonymous with situation awareness, with emphasis on threat recogni-
tion and decision support. Situation awareness, particularly in the military domain, is an ongoing 
overview of important environmental elements within the area of interest, such as the locations of 
military units, both friendly and hostile, tracking personnel and equipment movements, and locations 
and conditions of facilities. On an intelligence level this may also include information on nonmilitary 
or paramilitary activities such as refugee movement, political climate, and tribal coalitions. Often 
this information is captured and displayed visually on maps in the command and control systems 
being used to give decision makers an overview of the current state of affairs. In the case of trackable 
changes such as the movements of individuals, vehicles, or military units, there will generally be 
some projection as to a future state (e.g., “where that column of tanks may be 1 h from now”). Such 
situational awareness is generally restricted as to the timeline (current state plus projections that may 
forecast second, minutes, or perhaps hours). Decision support under these circumstances will affect 
the assignment of resources, aid in detecting developing problems, and support the protection of life 
and property.

SITUATION AWARENESS: SHORT TIMELINES, SMALL FOOTPRINT
Situation awareness depends on knowing or predicting the state of the elements of interest in the (com-
plex) environment under consideration. According to Endsley (1988), situation awareness is “the per-
ception of elements in the environment within a volume of time and space, the comprehension of their 
meaning, and the projection of their status in the near future” (p. 792).

The timeline is generally relatively limited, the geographical area likewise usually restricted, and 
the possible threats relatively well understood or defined by experience. Often a significant percentage 
of the information underlying the situation awareness picture comes from devices such as video and 
still cameras, motion detection sensors, acoustic sensors, and radar. Algorithms to make sense of the 
data produced by the devices are continuously improving.

Natural language information for situation awareness often concerns movements or changes within 
the area of interest, and text analytic processing used to update the situation awareness may be rela-
tively lightweight.

INTELLIGENCE: LONG(ER) TIMELINES, LARGER FOOTPRINT
Sense making for intelligence purposes, whether military, national security, or business, often involves 
timelines that are much longer, covering weeks, months, or years instead of microseconds, minutes, or 
hours. Intelligence sense making over longer periods will often rely on information that is text based. 
Much intelligence work is carried out over longer periods during which assets may be acquired and set 
in motion. The data collected via assets may include focused reports from intelligence assets, but also 
many types of open sources including news sources, government documents, and research results. 
Thus, environmental scanning may be subtle and complex, involving political and cultural changes, 
economic shifts, and other trends, which may indicate activities that pose threats. In such cases, open 
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sources such as newspapers, television, government reports, blogs, and social media as well as reports 
from intelligence assets and analysts are useful. However, the information in these sources must first be 
understood and then collated and examined for (repetitive) patterns of behavior that indicate develop-
ing threats.

PROCESSING NATURAL LANGUAGE DATA
Natural language processing uses a number of techniques to analyze the individual parts of sentences 
in an attempt to make sense of them. Parsing analysis will use grammatical rules to identify the parts 
of speech contained within the sentence (subject, verb, and direct and indirect objects) as well as 
identify adjectives, adverbs, prepositional phrases, and other constructs of which the sentence is 
composed.

Text mining, popularly referred to as “text analytics,” encompasses a variety of different techniques 
for analyzing natural language text to cull information from documents at hand. Using analysis tech-
niques based on lexical and grammatical patterns in the language employed, sentences can be parsed so 
that information about documents as well as individual structures within documents and sentences 
(and, to a small extent, between sentences) may be discovered. These techniques include (but are not 
limited to):
 
 •  Document classification: Using a variety of techniques based on linguistic and statistical analysis, 

documents may be classified (type of content, human language used, etc.), summarized (what the 
document is about), or clustered (based on a classification).

 •  Named entity recognition/pattern recognition: Useful patterns such as proper names of individu-
als or organizations, telephone numbers, or e-mail addresses may be recognized and extracted.

 •  Co-reference identification: Alternate names for the same object may be identified through cor-
relation analysis: “Barack Obama,” “President Obama,” “the US President,” “the 44th president,” 
and “44” all refer to the current president of the United States.

 •  Sentiment analysis: Using emotive words and phrases buried within the text, hints as to sentiment, 
emotion, or opinion may be culled. This has been recently most extensively used in social media 
analysis.

 •  Relationship and event extraction: Relationships among objects found in the text (“Susan works at 
ABC Company,” “Jane is the sister of Bob,” and “Mozart died in 1791”) may be discovered.

 
The results of the extraction processes are then available for use in logic models and algorithms, 

which will look for yet more complex and subtle relationships among the entities that have been 
discovered. Some of this will serve as background information for context, i.e., to aid in disambigu-
ation (e.g., helping to determine when “44” refers to Mr. Obama and when it refers to, say, some-
one’s age). Other algorithms combine the extracted information: “Susan Smith works for ABC 
Company” and “Sam Brown works for ABC Company” establishes a link between Susan Smith and 
Sam Brown.

Much of the information thus extracted is stored in databases and, increasingly for large volumes of 
data, a specialized type of storage called a triple store, which has been designed to efficiently store and 
retrieve triples consisting of subject–predicate–object. These will be discussed in more depth in the 
following section.
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STRUCTURING NATURAL LANGUAGE DATA
Extracted text-based information may be stored in structured formats for processing and access. Cur-
rently, structures for storage of text-based information for automatic processing generally fall into two 
categories: ontologies and databases/triple stores, the latter of which are a special kind of database. 
Each of these has its strengths and weaknesses for sense making, which we will discuss in this section 
(see also Chapter 12).

Ontologies contain information about the characteristics of and relationships among different 
classes of objects within a specific domain: that is, a definition of a shared concept of the objects 
in the domain. For example, within a domain containing human beings, a “parent” is a (human) 
object that has at least one instance of an object called “child.” A “mother” is a special subclass of 
parent with the extra characteristic that she also has the gender “female,” and so on. Thus, when 
an object is described as a specific class within the domain of interest, there is knowledge about 
some aspects of the object (“Mary must be female because she is a mother”) and relationships 
between objects (“If Mary is Susan’s mother, then Susan is Mary’s child”). Ontologies have the 
advantage in that we have defined in advance exactly what each class of objects is and how it 
relates to all other objects within our domain of interest. However, although we use an ontology to 
store information about the characteristics of the concept “mother” in the domain, information on 
individual instances of each classes is usually stored using other methods to store the actual 
objects—for example, databases.

Databases are useful for storing large amounts of often complex information about specific instances 
of objects within the domain of interest. Generally, the information contained within databases is con-
tained within files of similar objects, often presented as tables, which may be interrelated to reduce data 
redundancy, speed up processing, and structure results. Files contain records in which the data for 
numerous instances of similar item are stored as named and typed fields describing the important char-
acteristics of the objects in the file. Within a single file, the record structures are identical. Retrieving 
information relies on knowledge about the structures within the various files as well as the relationships 
among them. Structures for the files are determined before filling in information on individual instances, 
thus ensuring conformity to ease retrieval. However, determining the structure ahead of time means that 
the analysts have made a priori decisions as to what information is needed and what information 
belongs together. Later changes to the structures within the database are possible but not always easy 
to effect.

A special variant of databases known as a triple store is a potential solution. A triple store con-
tains atomic information contained in triples rather than as records inside of more complexly struc-
tured files. A triple is a three-part data entity in the form subject–predicate–object: “1-800-555-1234 
is a telephone number,” “Susan Smith works at ABC Company,” “ABC Company produces wid-
gets,” etc. In a triple store, each triple is an autonomous piece of information that does not rely on 
structures such as a database record format to provide some context for the information. There are 
advantages to this, one of which is that record formats and schema do not need to be modified if there 
are changes and updates to the type of information being stored. Another advantage is that queries 
are simplified because one does not need to know the names of files and fields to make a query. Yet 
another advantage is that the presentation of a query is easily shown in a graph format, facilitating 
visualization of the query results.
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TWO SIGNIFICANT WEAKNESSES
Two weaknesses in current text analytics processing should be taken into account for appropriate intel-
ligence exploitation and decision making. The first is that embedded non-content information, which 
provides clues as to the true source of the content (first person, hearsay, speculation, etc.) and to the 
credibility of the information, is being ignored. The second is that extraction of information and storage 
out of their original context may result in information being lost or subtly altered. These two areas of 
concern are discussed in detail below.

IGNORING LEXICAL CLUES ON CREDIBILITY AND RELIABILITY
Humans do not simply communicate factual observations; they relate information received from other 
sources, they speculate and infer, they tell partial truths, and they discuss events that might take place 
in the future. North Atlantic Treaty Organization (NATO) intelligence organizations often use the 
A1-F6 designations described in the Joint Consultation, Command and Control Information Exchange 
Data Model (JC3IEDM) for source reliability and information credibility. Not only are these designa-
tors relatively broad (“report plausible” or “confirmed by at least three sources”), they are often assigned 
to a complete report and not to individual facts (or speculations) within the report, but also are usually 
assigned by an analyst (i.e., not automatically generated) and are therefore also subject to that analyst’s 
knowledge or interpretation. Automated text analytic processing generally looks for certain types of 
patterns and simply ignores other elements of the texts.

Specific content within a given statement is often packed with lexical elements that indicate in some 
manner the uncertainty of the content itself or that indicate the original source of information. Take, for 
example, the following sentences:
 
 1.  John is a terrorist.
 2.  The Central Intelligence Agency (CIA) has concluded that John is a terrorist.
 3.  I believe that John is a terrorist.
 4.  My neighbor thinks John is a terrorist.
 5.  It has been definitely disproved that John is a terrorist.
 

In each of these sentences, the relationship (“fact”) pattern of the sentence would produce the relation 
John IS-A terrorist. However, the lexical clues surrounding this “fact” weaken the belief in its veracity. In 
(1) there are no lexical clues as to what the writer believes, but in (2) and (4) there are indicators of third-
party information (which may or may not have been repeated accurately); (2) indicates an inference; (3) 
and (4) indicate belief rather than knowledge; and (5) could be an unidentified third-party source, but the 
conclusion is a contradiction of the extracted “fact” of John being a terrorist.

Humans also chain multiple indicators of uncertainty into a single statement. For example, by add-
ing the adverb “probably” to (2), the resulting “fact” of John being a terrorist is even weaker.
 
 2.  The CIA has concluded that John is a terrorist.
 6.  The CIA has concluded that John is probably a terrorist.
 

Appropriate decision making depends on knowledge of the quality of the intelligence upon which 
the decision rests. Natural language processing algorithms, which identify parts of speech, can identify 
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adjectives, adverbs, and other constructs in which expressions of uncertainty are embedded; the results 
from text analytic processes that extract information from natural language text should be expanded to 
include the analysis of such embedded information to the fusion algorithms and models that predict 
threats.

OUT OF CONTEXT, OUT OF MIND
Over time, those who pose a threat to the security and well-being of citizens learn and modify their 
behavior to escape detection. This means that tools and behavioral expectations that are created today 
may well be outdated tomorrow. This also means that information we find unimportant today may be 
highly significant tomorrow. In addition, patterns of activity may become more nuanced and complex 
over time; we may not always know in advance what we are looking for.

Extracting isolated pieces of information out of the context in which they were stated may result in 
incorrect information being stored. Consider the following sentences:
 
 7.  Elaine flew from London to Stockholm via Amsterdam on 17 November.
 8.  Wolfgang gave Johanna Petra’s book.
 

From (7) we can, of course, extract triples such as “Elaine flew to Stockholm,” “Elaine flew via 
Amsterdam,” and “Elaine flew on 17 November.” However, if we are looking for patterns of behavior, 
it may turn out that the most interesting information is that Elaine flew via Amsterdam on that particular 
date (perhaps because another person of interest also was at Amsterdam airport on that day)— 
something that would be hard to reconstruct unless this information remains connected.

The second sentence, (8), contains both a direct object (Petra’s book) and an indirect object 
(Johanna), which means that there are (at least) four major components to this statement, rendering it 
impossible to represent as a triple as it stands. Either we make inferences about some of the information 
in this statement (Wolfgang is somehow connected to Johanna, and Johanna has Petra’s book) to force 
a triple or we store this information in another format. A database could be suitable, but then we must 
anticipate in advance which information we will store and under what format, and the database must be 
flexible enough to accommodate all possible formulations: for example, the ability to store information 
about multiple “via” stops, should Elaine’s next suspicious trip include more than one stopover.

AN ALTERNATIVE REPRESENTATION FOR FLEXIBILITY
Originally designed for commanding simulated units, BML is a standardized language for military 
communication (orders, requests, and reports) that has been developed under the aegis of the NATO 
MSG-048 “Coalition BML” and has been expanded to communicate not only orders but also 
requests and reports. BML is based on JC3IEDM (NATO Multilateral Interoperability Program 
(MIP), 2005), which is used by all participating NATO partners. As NATO standard (STANAG 
5525), JC3IEDM defines terms for elements of military operations, whether wartime or non-war, 
and thus provides a vocabulary sufficiently expressive to formulate both military and nonmilitary 
communications for a variety of different deployment types. It also provides a basis for standardized 
reporting among NATO coalition partners. Although BML has been predominantly developed for 
use by the military, the principles underlying the grammar and standardized representation of 
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natural language text can be expanded into any domain. Extensions of BML for other domains such 
crisis management (CML), police investigations (IML), and e-government (C2LG) already exist or 
are in development.

BML has been designed as a controlled language (Huijsen, 1998) based on a formal grammar 
(Schade and Hieb, 2006; Schade et al., 2010). This grammar was designed after one of the most 
prominent grammars from the field of computational linguistics, Lexical Functional Grammar 
(Bresnan, 2001). As a result, BML is an unambiguous language that can easily be processed 
automatically.

As described in Schade and Hieb (2006) and in Schade and Hieb (2007), a basic report in BML 
delivers a statement about an individual task (action), event, or status. A task report is about a military 
action either observed or undertaken. An event report contains information on nonmilitary non-perpe-
trator occurrences such as flooding, earthquakes, political demonstrations, or traffic accidents. Event 
reports may provide important background information for a particular threat: For example, a traffic 
accident may be the precursor of an improvised explosive device detonation. Status reports provide 
information on personnel, materiel, facilities, etc., whether own, enemy, or civilian, such as the number 
of injured, amount of ammunition available, and condition of an airfield or bridge.

Using various natural language processing techniques and text analytics as described previously, 
natural language statements can be processed and converted to BML (Jenge et al., 2009). BML has an 
advantage in that the production rules of the underlying grammar capture all of the content information 
held in context. Clues as to source type (e.g., eyewitness or third-party) as well as linguistic clues as to 
uncertainty of the information (e.g., “possibly,” “probably,” “might be”) are reduced to information 
concerning source type and reliability, credibility of the information, and a label, which among other 
things establishes provenance because it is generated based on time/date information.

The statement “Coalition forces report the detonation of a bomb at the Old Market in XY City at 
shortly past 4 PM today” would be represented as a BML string (Figure 12.1, bottom) and can be 
implemented as a feature-value (structured) matrix (Figure 12.1, top) or other structured form for use.

event

Reventreport-1234773102096

report explosion
eyeball completely reliable RPTFCT eventreport-1234773102096;

old market at XYCity start at 160931ZFEB09

explosion
Old Market
XYCity

eyeball

RPTFCT
completely reliable

160931ZFEB09when
source
reliability
credibility

affected
at-where=

FIGURE 12.1

Representation of the report “Coalition forces report the detonation of a bomb at the Old Market in XY City at 
shortly past 4 PM today” as a bML string (bottom) and implemented as a feature-value (structured) matrix. 
Note that indicators of source type (“eyeball” meaning “eyewitness”) and reliability (“completely reliable”) and 
content credibility (“RpTFCT” indicating “reported considered fact”) are attached to the statement, as well as 
a provenance marker (the final position in the string at bottom).
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Note that the information remains in context, but also that the simplified representation of the 
statement as a BML string means that this representation is implementation independent and there-
fore can be easily mapped into other formats such as XML as needed for further processing (Jenge 
et al., 2009; Rein, 2013).

To date, this data representation is used for multilevel fusion, including within a NATO research 
group (IST-106) as a means to bridge the gap between information generated by devices and by algo-
rithms (which present their results in BML) to fuse both hard and soft data, as well as for low-level and 
high-level fusion results (Biermann et al., 2014; Rein et al., 2012; Rein and Schade, 2012). Further-
more, the underlying concept may be used to enable information fusion across multiple natural  
languages by converting and mapping to the (English-like) BML, thus lowering the barrier of multilingual 
information (Rein and Schade, 2012; Kawaletz and Rein, 2010).

CONCLUSIONS
Natural language data are exploding and are increasingly important; yet, making sense of them remains 
problematic. Many inroads have been made into techniques for limited extraction of information from 
text, but two major weaknesses remain: insufficient analysis of embedded linguistic clues concerning 
the certainty (truth) of the statements, and loss of information owing to removed context. We have dis-
cussed these problems as well an alternative representation to current popular techniques, which would 
resolve or minimize these problems.
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INTRODUCTION
The effective mining of literature can provide a range of services such as hypothesis generation or find 
semantic-sensitive networks of association from Big Data such as PubMed, which has more than 
24 million citations of biomedical literature (http://www.pubmed.org) and increases by roughly 30,000 
per day. This may also help in understanding the potential confluence among different entities or con-
cepts of interest. A well-designed and fully integrated text analytic tool can bridge the gap between the 
generation and consumption of Big Data and increase its usefulness in the sense of usability and scal-
ability. A plethora of state-of-the-art applications were reported in the contemporary literature and 
succinctly reviewed in a recent survey by Lu (2011). A total of 28 tools targeted to specific needs of a 
scientific community were reviewed to compare functionality and performance. Common underlying 
themes of the tools were to:
 
 1.  Improve the relevance of search results
 2.  Provide better quality of service
 3.  Enhance user experience with PubMed
 

Although these applications were developed to minimize information overload, the questions of 
scalability and finding networks of semantic associations to gather actionable knowledge.

Traditional literature mining frameworks rely on keyword-based approaches and are not suitable for 
capturing meaningful associations to reduce information overload or generate new hypotheses, let alone 
find networks of semantic relations. Existing techniques lack the ability to present biological data effec-
tively in an easy-to-use form (Altman et al., 2008) to further knowledge discovery (KD) by integrating 
heterogenous data. To reduce information overload effectively and complement traditional means of 
knowledge dissemination, it is imperative to develop robust and scalable KD tools that are versatile 
enough to meet the needs of a diverse community. The utility of such a system would be greatly enhanced 
with the added capability of finding semantically similar concepts related to various risk factors, side 
effects, symptoms, and diseases. There are a number of challenges to developing such a robust yet versa-
tile tool. A key problem is to create a fully integrated and functional system that is specific to a targeted 
audience, yet flexible enough to be creatively employed by a diverse range of users. To be effective, it is 
necessary to map the range of concepts using a set of criteria to a dictionary that is specific to the com-
munity. Second, it is important to ensure that the KD process is scalable with the growing size of data and 
dynamic terminology, and is effective in capturing the semantic relationships and network of concepts.

http://www.pubmed.org
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In essence, because biology and medicine are rich in terminology, KD has to overcome specific 
challenges. For instance, in pathology reports and medical records, 12,000 medical abbreviations have 
been identified (Berman, 2004). In addition, this large vocabulary is dynamic and new terms emerge 
rapidly. Furthermore, the same object may have several names, or distinct objects can be identified with 
the same name; in the former case the names are synonyms, whereas in the latter case the objects are 
homonyms. Consequently, literature mining of biological and medical text becomes a challenging task 
and the terms that suffer the most are gene and protein names (Hirschman et al., 2002; Wilbur et al., 
1999). Alternatively, to design and implement a more accurate system, it is important to understand and 
tackle these challenges at their root level. However, even more challenging is implementing the infor-
mation extraction, also known as deep parsing.

Deep parsing is built on formal mathematical models, attempting to describe how text is gener-
ated in the human mind (i.e., formal grammar). Deterministic or probabilistic context-free grammars 
are probably the most popular formal grammars (Wilbur et al., 1999). Grammar-based information 
extraction techniques are computationally expensive because they require the evaluation of alterna-
tive ways to generate the same sentence. Grammar-based information could therefore be more pre-
cise but at the cost of reduced processing speed (Rzhetsky et al., 2008). An alternative to 
grammar-based approaches is semantic methods such as latent semantic analysis (LSA) (Landauer 
and Dumais, 1997). The LSA-based methods use a bag-of-word model to capture statistical co-
occurrences. These techniques are computationally efficient and are suitable for finding direct and 
indirect associations among entities.

BACKGROUND
Latent semantic analysis is a well-known technique that has been applied to many areas in data science. 
In the LSA framework (Landauer and Dumais, 1997), a word document matrix (also known as TD–IDF 
matrix) is commonly used to represent a collection of text (corpus). The LSA extracts the statistical 
relations among entities based on their second-order co-occurrences in the corpus. Arguably, LSA cap-
tures some semantic relations among various concepts based on their distance in the eigenspace (Berry 
and Browne, 1999). The most common measure used to rank the vectors is the cosine similarity mea-
sure (Berry and Browne, 1999). The three main steps of LSA are summarized from Landauer and 
Dumais (1997) for the sake of clarity:
 
 1.  Term-Document Matrix: Text documents are represented using a bag-of-words model. This 

representation creates a term-document matrix in which the rows are the words (dictionary), the 
columns are the documents, and the individual cell contains the frequency of the term appearance 
in the particular document. Term frequency (TF) and inverse document frequency (IDF) are used 
to create the TF–IDF matrix.

 2.  Singular Value Decomposition (SVD): SVD or sparse SVD (approximation of SVD) is performed 
on the TF–IDF matrix and the k largest eigenvectors are retained. This k-dimensional matrix 
(encoding matrix) captures the relationship among words based on first- and second-order statisti-
cal co-occurrences.

 3.  Information Retrieval: Information related to a query can be retrieved by first translating the query 
into the LSA space. A ranking measure such as cosine is used to compute the similarity between 
the data representation and the query.
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PARAMETER OPTIMIZED LATENT SEMANTIC ANALYSIS
Although LSA has been applied to many areas in bioinformatics, the LSA models have been based on 
ad hoc principles. A systematic study was performed on the parameters affecting the performance of 
LSA to develop a parameter optimized latent semantic analysis (POLSA) (Yeasin et al., 2009). The 
various parameters examined were corpus content, text preprocessing, sparseness of data vectors, fea-
ture selection, influence of the first eigenvector, and ranking of the encoding matrix. The optimized 
parameters should be chosen whenever possible.

IMPROVING THE SEMANTIC MEANING OF THE POLSA FRAMEWORK
Methods such as LSA have been successful in finding direct and indirect associations among various 
entities. However, these methods still use bag-of-words concepts; therefore, they do not take into 
account the order of words, and hence the meaning of such words is often lost. Using multi-gram 
words would alleviate some of the problems of the bag-of-words model. In a multi-gram dictionary 
(MGD) the words “vascular accident” (which is a synonym of “stroke”) would be differentiated from 
“accident,” which could also mean “car accident” in a different context. However, it is challenging 
to generate such a dictionary. If all combinatorial words in the English dictionary are chosen, the size 
of such a dictionary would be considerably large—even if one considers only up to three-gram 
words. A larger dictionary implies also increased sparsity in the TF–IDF matrix. A possible solution 
is to construct the dictionary based on combinations of words that are biologically relevant for the 
case of biological text mining. Identification of biologically relevant word combinations can be 
derived from biological ontologies such as gene ontology (www.geneontology.org) or Medical Sub-
ject Headings (MeSH) (http://www.ncbi.nlm.nih.gov/mesh). Using an MGD could in principle 
improve the accuracy of vector-based frameworks such as the LSA that rely only on bag-of-words 
models. Use of an MGD provides also a means of extracting associations based on higher-order 
co-occurrences.

WEB SERVICES
It would be ineffective to build an integrated system unless researchers could interact with the system 
and obtain valuable information directly. Hence, for a system to be used by experts it is imperative to 
have a robust and practical application tool. There are four key advantages in using a Web service (WS) 
framework compared with a Web-based application (Papazoglou, 2008):
 
 1.  WS can act as client or server and can respond to a request from an automated application without 

human intervention. This feature provides a great level of flexibility and adaptability.
 2.  Web services are modular and self-descriptive: The required inputs and the expected output are 

well defined in advance.
 3.  Web services are manageable in a more standard approach. Even when an WS is hosted in a 

remote location, accessible only through the network, and written in an unfamiliar language, it 
is still possible to monitor and manage it using external application management and workflow 
systems.

 4.  An WS can be used by other applications when similar tasks need to be executed. This is impor-
tant because more tools are being developed and soon integrated to provide improved services.

http://www.geneontology.org
http://www.ncbi.nlm.nih.gov/mesh
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 5.  Finally, WS are the next generation of Web-based technology and applications. They pro-
vide a new and improved way for applications to communicate and integrate with one another 
( Papazoglou, 2008). The implications of this transition are profound, especially with the growing 
body of data and available tools.

ARIANA: ADAPTIVE ROBUST INTEGRATIVE ANALYSIS FOR FINDING NOVEL 
ASSOCIATIONS
Adaptive Robust Integrative Analysis for Finding Novel Associations (ARIANA) is an efficient and 
scalable KD tool providing a range of WS in the general area of text analytics in biomedicine. The core 
of ARIANA is built by integrating semantic-sensitive analysis of text data through ontology mapping 
(OM), which is critical for preserving specificity of the application and ensuring the creation of a rep-
resentative database from an ocean of data for a robust model. In particular, the Medical Subject Headings 
ontology was used to create a dynamic data-driven (DDD) dictionary specific to the domain of applica-
tion, as well as a representative database for the system. The semantic relationships among the entities 
or concepts are captured through a POLSA. The KD and the association of concepts were captured 
using a relevance model (RM). The input to ARIANA can be one or multiple keywords selected from 
the custom-designed dictionary, and the output is a set of associated entities for each query.

The DDD concepts were introduced starting from the domain-specific “dictionary creation” to the 
“database selection” and to the “threshold selection” for KD using the RM. The key idea is to make the 
system adaptive to the growing amounts of data and to the creative needs of diverse users. Key features 
distinguishing this work from closely related works are (but are not limited to):
 
 1.  Flexibility in the level of abstraction based on the user’s insight and need
 2.  Broad range of literature selected in creating the KD module
 3.  Domain specificity through a mapping ontology to create DDD and an application-specific dic-

tionary and its integration with POLSA
 4.  Presentation of results in an easy-to-understand form through RM
 5.  Implementation of DDD concepts and modular design throughout the process
 6.  Extraction of hidden knowledge and promotion of data reuse by designing a system with modular 

visualization engine; for instance, ARIANA allows users to expand certain nodes or collapse a 
sub-network, or stretch some components of the network for better visual clarity

 
In essence, ARIANA attempts to bridge the gap between creation and dissemination of knowledge 

by building a framework that ensures adaptiveness, scalability, robustness, context specificity, modular-
ity, and DDD constructs (see Figure 13.1). Case studies were performed to evaluate the efficacy of the 
computed results.

CONCEPTUAL FRAMEWORK OF ARIANA
ARIANA is built on the backbone of the hypothesis generation framework (Abedi et al., 2012). It 
implements a system that is modular, robust, adaptive, context-specific, scalable, and DDD. The current 
system uses 50 years of literature from the PubMed (http://www.pubmed.org/) database. It can find 

http://www.pubmed.org/
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associations linking disease and non-disease traits—also referred to as concepts or MeSH. In addition, 
it can identify direct and indirect associations between traits. From the user’s perspective, ARIANA is 
an WS that can uncover knowledge from literature. Empirical studies suggest that the system can cap-
ture novel associations and provide innovative services. These results may have broader impact on 
gathering actionable knowledge and the generating of hypotheses. ARIANA is a customizable technol-
ogy that can fit many specialized fields, when appropriate measures are considered. For instance, text-
mining methods have been applied to the following fields:
 
 1.  Link and content analysis of extremist groups on the Web (Reid, 2005)
 2.  Public health rumors from linguistic signals on the Web (Collier et al., 2008)
 3.  Medical intelligence for monitoring disease epidemics (Steinberger et al., 2008)
 4.  Opinion mining and sentiment analysis (Nasukawa and Yi, 2003; Pang and Lee, 2008)
 

The expanded system, significantly evolved and fine-tuned over the past years, integrates semantic-
sensitive analysis of text data through OM with database search technology to ensure the specificity 
required to create a robust model in finding relevant information from Big Data. There are five compo-
nents as building blocks:
 
 1.  OM and MGD creation
 2.  Data Stratification and POLSA
 3.  RM
 4.  Reverse ontology mapping
 5.  Interface and visualization (I&V)
 

In biomedicine applications, an important addition to the system was the integration of the 
Online Mendelian Inheritance in Man (OMIM) database (http://www.ncbi.nlm.nih.gov/omim), a 
flat list of human-curated gene diseases, and MeSH, a hierarchical database of Medical Subject 
Headings, to provide gene–trait associations. Figure 13.2 summarizes these modules and their main 
functionalities. In the following section we will elaborate on each of the modules and their main 
objectives.

Dynamic and Data Driven

Context-specific
Adaptive

Scalable

Modular

Robust

New
hypothesis

Semantic
association

volume velocity veracity

variety unstructured
imbalanced

Actionable
knowledge

KNOWLEDGE

BIG DATA

FIGURE 13.1

Bridging the gap between Big Data and knowledge.

http://www.ncbi.nlm.nih.gov/omim
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ONTOLOGY MAPPING
The main objective of the OM module is to create a model that is modular, scalable, and domain specific. 
These characteristics will reduce noise and enhance the overall quality of the system. Because the data 
is broad and voluminous, attention must be paid to reduce the different sources of noise and bias in the 
system. By employing a domain-specific ontology to create the model, biases in the data can be mini-
mized. The two functions of OM are to create a concise dictionary, preferably multi-gram, and to facili-
tate extraction of key concept words in the field. A domain-specific concise dictionary will be used in the 
statistical LSA and its quality will translate directly to the system’s performance. Furthermore, the 
selection of key concept words is important to reduce systemic bias that is integral to all statistical text 
analytic methods. Figure 13.3 summarizes the steps in OM customized for biomedical applications.

Systemic bias is mainly characterized by imbalanced data. As in many applications, there are large 
numbers of examples for some cases, yet there are few examples for other situations. For instance, there 
are a significantly higher number of people without migraine compared with the proportion of the 
population with migraine. The systemic bias is more pronounced for cases in which there are only few 
examples, such as rare conditions. In addition to systemic bias, subject-level bias can introduce noise 
into the system. For instance, if concept words were selected by an individual, the model would be 
biased toward the personal preference of that individual. Automatic selection of concept words based 
on a domain-specific ontology would greatly reduce this bias in the system.

DATA STRATIFICATION AND POLSA
A context-specific ontology (such as MeSH) is the main input to the POLSA module. Concept words 
and the MGD, obtained from the OM module, are both input to the POLSA framework. Text data, 
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which can be in form of short texts or text fragments, is downloaded and stratified based on concept 
words. For instance, all of the text data extracted for the word “stroke” are collectively organized in the 
database as one document. Concept words have to be specific enough to extract specific text; however, 
they have to be general enough to secure enough related text to minimize problems resulting from data 
imbalance and systemic bias. The POLSA framework will produce a ranked list of concepts along with 
the respective similarity measure for any given user’s query, which will be fed to the RM. Figure 13.4 
summarizes the steps in the POLSA module.

RELEVANCE MODEL
The RM is a logical extension of the disease model reported in our previous work (Abedi et al., 2012). 
It is an intuitive, simple, and easy-to-use statistical analysis of rank values to compute the strongly 
related, related, and not related concepts (or risk factors) with respect to a user query. Figure 13.5 illus-
trates the core concept of a disease model hypothesis. The implicit assumption in this model is that if 
associated factors of a disease are well known, a large body of literature will be available to corroborate 
the existence of such associations. On the other hand, if associated factors of a disease are not well docu-
mented, the factors are weakly associated with the disease, with few factors displaying a high level of 
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association. In general, we expect the distributions to be uneven, and the largest distribution to corre-
spond to the set of risk factors that are not known to be associated with the disease. The disease model 
can be applied in many fields and facilitate grouping of associated entities into three or more bins.

In essence, if one accepts this assumption, the distribution of associated factors follows a tri-modal 
distribution and it will be intuitive to measure the level of association for different factors with respect 
to a given disease. Use of a disease model (by a tri-modal distribution) allows better identification of 
the three sets of factors: unknown associations, potential associations, and established associations.
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Flowchart outlining steps involved in the POLSA module.
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Estimating the parameters of the tri-modal distribution can be computationally expensive for real-
time services. In addition, fuzzy c-mean clustering can be applied to the similarity scores to group the 
scores into three bins. This DDD process provides robustness and scalability to the system and can 
group concepts without requiring a fixed threshold. Furthermore, because the distribution of relevance 
scores is a function of user queries, the cutoff value to separate highly, possible, and weakly associated 
headings will be determined dynamically.

REVERSE ONTOLOGY MAPPING
Because the visualization of semantically related concepts is an important component of KD, a modu-
lar framework is designed to map the highly associated concepts for a given query to the  context-specific 
ontology. This will provide the basis for a flexible and user-centric visualization module.

VISUALIZATION AND INTERFACE
A flexible visualization engine is implemented to facilitate a user’s interaction with the system. The key 
idea is to use the hierarchical structure of the context-specific ontology to present results to the user in 
a way that would enhance the user’s experience and interests. The network representation makes it 
easier to interact with the results and generate new hypotheses. For example, the interface of ARIANA 
is designed to give the user the option to expand or collapse a node of interest and capture knowledge 
at various levels of abstraction.

To present the results in a graphical representation, JavaScript Object Notation (JSON) objects 
are created for a user’s query to create the network of associations. Figure 13.6 summarizes the steps 
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concept words with a given similarity measure).
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of the process. To represent the JSON objects as graphical forms, D3 library (http://d3js.org/) is used 
to implement the collapsibility and expandability of each node. Main advantages of using this rep-
resentation are:
 
 1.  Compliant computing in the World Wide Web Consortium, the main international standards orga-

nization for the World Wide Web
 2.  Use of the widely implemented Scalable Vector Graphics
 3.  HTML5, JavaScript, and Cascading Style Sheets standards
 4.  Control over the final visual product
 

Features that were critical in this project were event handlers such as collapsibility and expandabil-
ity features. Finally, to represent the network of associations for every query in the system, JSON 
objects were created and displayed.

IMPLEMENTATION OF ARIANA FOR BIOMEDICAL APPLICATIONS
ARIANA is an efficient and scalable KD tool providing a range of services in the general areas of text 
analytics. Here, we showcase how ARIANA can be used as a tool in mining biomedical literature—
although the system can also be customized for other uses relevant to national security, such as link, 
opinion, or sentiment analysis. We will refer to the system as applied in biomedicine as ARIANA+. The 
core of ARIANA+ is built by integrating semantic-sensitive analysis of text data through OM, which is 
critical to preserve the specificity of the application and ensure the creation of a representative database 
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from millions of publications for a robust model. In particular, the MeSH ontology was used to create 
a DDD dictionary specific to the domain of application, as well as a representative database for the 
system. Semantic relationships among the entities or concepts are captured through a POLSA. The KD 
and the association of concepts were captured using an RM. The input to ARIANA+ can be one or 
multiple keywords selected from the MeSH and the output is a set of associated entities for each query. 
The system can be used to identify hidden associations among biomedical entities, facilitate hypothesis 
generation, and accelerate KD. ARIANA+ can aid in identifying key players in national and interna-
tional emergencies such as pandemics (e.g., swine flu or Ebola). In essence, the system can help author-
ities in critical decision-making situations by providing a robust source of knowledge. In particular, we 
will show how ARIANA+ was able to bring forward critical missed associations in clinical trials.

In the following section we will elaborate technical details of ARIANA+ for each component and 
highlight key features that provide adaptiveness, robustness, scalability, specificity, and modularity to 
the system.

OM AND MGD CREATION
Based on the domain knowledge, a very large database was stratified using concepts and entities with a 
broad coverage. The selection of concept words (referred to as heading selection) was fully automated to 
reduce bias and noise while improving the scalability and robustness of the model. The current version of 
the system (ARIANA+) is mainly based on our work (Abedi et al., 2014) and has a modular design that 
is reconfigurable. An alpha prototype was developed and reported in a pilot study (Abedi et al., 2012).

The OM provides a systematic way to fine-tune and refine the different features of the system. One 
of the key functions of the OM is to filter redundant dictionary terms to refine the encoding matrix. This 
refinement process helped create a rank full-encoding matrix from the TF–IDF matrix that is extremely 
sparse in nature. The MGD has been also optimized accordingly to overcome the limitations of LSA-
based techniques. The two key paths in the OM are to create a revised MGD that is concise and domain 
specific and to select a heading list with a broad-based coverage. In ARIANA+, node information from 
MeSH ontology was extracted to stratify the database (see section on heading selection below) and to 
create the model.

The key input to the OM is the MeSH ontology. Medical Subject Headings provide a hierarchical 
structure of terms. For instance “Ebolavirus” has two paths in the MeSH hierarchy:
 
 1.  Viruses [B04] > RNA Viruses [B04.820] > Mononegavirales [B04.820.455] > Filoviridae 

[B04.820.455.300] > Ebolavirus [B04.820.455.300.200]
 2.  Viruses [B04] > Vertebrate Viruses [B04.909] > RNA Viruses [B04.909.777] > Mononegavirales 

[B04.909.777.455] > Filoviridae [B04.909.777.455.300] > Ebolavirus [B04.909.777.455.300.200].
 

Therefore, extracting the associations among elements requires evaluating the exact level of speci-
ficity and key relations with respect to other elements in the field. It also requires use of a common 
language to avoid misinterpreting and misrepresenting information.

The hierarchical structure of MeSH is used to extract node identifiers. For instance, “Ebolavirus” or 
“RNA Viruses” are node identifiers. Based on this information, first an MGD is constructed (see the 
section on MGD construction below). Parallel to that, a series of nodes from all MeSH nodes is selected 
(referred to as headings) to create the model through a systematic process (see Automatic Heading 
Selection below). The selected headings are used in the POLSA module to extract and organize the 
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literature data by creating an encoding matrix. The encoding matrix is evaluated for sparsity and refined 
accordingly. This refinement process will produce a more concise dictionary of terms by filtering irrel-
evant words—words that add no new information to the model.

CREATION OF THE MGD
The MeSH ontology was used to create a concise domain-specific dictionary. Creation of a meaningful 
dictionary is important in developing a data-driven model to find novel associations through higher-
order co-occurrences. A context-specific MGD ensures some level of semantics based on the order of 
words, which is lost in statistical models that are based on bag-of-words. To create the context-specific 
MGD, first MeSH node identifiers are extracted and then, using a Perl script, the text file containing 
node identifiers is parsed to construct the multi-grams. Duplicates, stop words, words starting with a 
stop word or number, and all words of length two or fewer characters were removed in the filtering 
stage. The size of the dictionary after the first pass was 39,107 words. Gene symbols from the OMIM 
database were added to this dictionary. An iterative process was employed to fine-tune the dictionary. 
The refinement involved iterative removal of null rows (filled with zeros) from the encoding matrix. 
The final size of the dictionary after this process became 17,074 words that contain mono-, bi-, and 
tri-grams.

The automated process to generate dictionary words and concept words, here referred to as the 
heading list, provides robustness and scalability to the system. It also adds a layer of modularity and 
facilitates integration of the system with other ongoing efforts in the field. Having the same language 
as the community is important in sustainability and future development.

DATA STRATIFICATION AND POLSA
Data stratification
ARIANA+ includes literature data for 2,545 automatically selected headings (see Automatic Heading 
Selection below). These headings are the main input to the POLSA module. In addition, the MGD was 
enriched with all of the gene symbols from the OMIM database and represented the second input. 
Using the selected headings, titles and abstracts of publications of the past 50 years were downloaded 
from PubMed and stored in an MySQL database on a server. The database construction was simple yet 
efficient. There is an advantage to using a database to store the data: Because the relationship between 
the abstract and headings is many to one, by saving the data into a database each abstract will only be 
downloaded once, which saves significant amount of storage space.

Three tables are used to construct the database for the MeSH-based concepts: (1) Factor table, (2) 
FactorPMID table, and (3) PMIDContent table. Factor table contains basic information regarding the 
2,545 headings, such as Name, ID, and “Most recent article (year)”; the latter is used to update the entry 
in the database more efficiently. FactorPMID contains information needed to link the factor to PubMed 
abstracts using PMIDs (unique identifies of PubMed abstracts). PMIDContent contains all of the infor-
mation about each abstract, such as PMID, Title, Abstract, Year, and MeSH tags. In fact, every article 
in PubMed is tagged with one or more MeSH to facilitate searches.

The number of items in the corpus was the same as the number of elements in the heading list (2,545 
headings). Each of the 2,545 items was parsed to create a TF–IDF matrix using the words in the refined 
and representative dictionary. The preprocessing step was customized to suit the structure of the 
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dictionary, because it contained multi-gram words. For instance, (1) stemming was not necessary 
because multi-gram words were not stemmed; (2) stop word removal was also not necessary because 
the multi-gram words had stop words within them in some cases. In addition, use of the POLSA frame-
work provided scalability to the system.

Automatic heading selection
Automatic heading selection for ARIANA+ was achieved through a statistical filtering process. The key 
selection criterion was to use a subset of MeSH headings that provides relatively broad coverage. It was 
critical to choose representative data while creating a balanced dataset from the unstructured abstracts. 
Eight categories from the MeSH tree were selected based on the application constraints and domain 
knowledge: Diseases (C); Chemicals and Drugs (D); Psychiatry and Psychology (F); Phenomena and 
Processes (G); Anthropology, Education, Sociology, and Social Phenomena (I); Technology, Industry, 
and Agriculture (J); Named Groups (M); and Health Care (N). These categories were subject to filter-
ing, and about 2.5–17% of their descendant nodes were selected in the final list. Three features were 
used in the filtering process: (1) number of abstracts for each heading, (2) number of descendant nodes 
associated with each heading, and (3) ratio of the number of abstracts between child to parent node 
(also referred to as fold change). Finally, 2,545 headings from a total of 38,618 were selected to popu-
late the database.

Heading selection rules were progressive and were fine-tuned with heuristic rules consistent with 
different categories. Table 13.1 summarizes the rules applied to the eight distinct categories. These 
rules were adjusted for each category to include concepts from a wide range of fields while keeping a 
higher number of headings from the disease class. The disease class included the MeSH from the C 
category and the non-disease class contained headings from the remaining seven categories. Further-
more, inclusion criteria were continuously adjusted to reduce the skewness in the dataset. For instance, 

Table 13.1 Progressive Filtering Rules Applied to the Eight MeSH Categories

Medical Subject 
Heading Categories

Number of Selected 
Headings

Progressive Selection Rules

Abstracts/Headings
Descendant Node/
Heading Fold Change

C: Diseases 1,828 1,000–50,000 1–100 <10

D: Chemicals and  
Drugs

475 5,000–10,000 1–100 <5

F: Psychiatry and  
Psychology

128 1,000–30,000 1–10 <10

G: Phenomena and 
Processes

242 1,000–20,000 2–50 <10

I: Anthropology, Edu-
cation, Sociology, and 
Social Phenomena

31 1,000–10,000 1–10 <10

J: Technology, Indus-
try, and Agriculture

66 1,000–10,000 1–10 <10

M: Named Groups 13 1,000–20,000 1–5 <5

N: Health Care 63 5,000–10,000 1–10 <10
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some categories were very large—Chemicals and Drugs had over 20,000 subheadings—whereas others 
were small—Named Groups had 190 subheadings. Therefore, the selection criteria were progressively 
adjusted to reduce the bias in the dataset. A total of 475 out of 20,015 subheadings were selected from 
the Chemicals and Drugs category (only 2% coverage), whereas a total of 13 out of 190 (or 7% cover-
age) were selected from the Named Groups category. Progressive heading selection rules were impor-
tant in providing robust and context specificity of the system.

The main constraint in this model was to select more than 50% of headings from the Diseases cat-
egory. In essence, key objectives of the project were to determine disease networks, identify associated 
risk factors for a disease, and highlight traits that were directly or indirectly associated with a disease, 
to aid in our understanding of disease mechanisms. The three features (number of abstracts for each 
heading, number of descendant nodes associated with each heading, and fold change) were used to cre-
ate the heuristic that would measure the specificity (as an estimated measure of level of abstraction) of 
the headings and facilitate the selection. A total of 1,828 headings were therefore selected, representing 
17% coverage and accounting for 64% of the total number of headings in the ARIANA+ database.

The Chemical and Drugs category was one of the largest MeSH categories, with 20,015 headings. 
Selection criteria for this category were therefore stringent. One of the main objectives was to select 
headings that would represent a maximum of 50% from the non-disease group. A total of 475 headings 
were selected, representing 47% of the headings from the non-disease group. The Psychiatry and Psy-
chology category had only 1,050 headings. Selection criteria were adjusted to keep roughly 10% of the 
best representative headings from this category. These headings had a wide range; among other mea-
sures, the number of abstracts for each heading in this category ranged from one to 859,564. The filter-
ing process attempted to select the most homogenous headings to minimize systemic bias and noise. 
The G category (Phenomena and Processes) was relatively large, with 3,164 headings. A total of 242 
headings were selected from this category to represent 24% of the non-disease class in the database.

Other categories such as I (Anthropology, Education, Sociology, and Social Phenomena) and J 
(Technology, Industry, and Agriculture) had similar characteristics, with 559 and 558 headings, respec-
tively. Category I had an average of 7,374 and category J an average of 7,290 abstracts per heading. 
Similarly, category I had an average of 1.7 child nodes whereas category J had an average of 1.6 child 
nodes. Finally, categories I and J had an average of 114 and 99 fold changes per heading, respectively. 
The selection rules were adjusted in a similar manner, with the ultimate goal to select about 100 nodes 
to populate roughly 10% of the non-disease category. By applying the filtering process, the average 
number of abstracts was reduced to 5,520 in category I and 4,787 in category J. Similarly, the average 
number of child nodes after filtering was 2.2 in category I and 1.6 in category J; finally the average fold 
changes per heading were reduced to 3.5 in category I and 3.1 in category J. These numbers demon-
strate that a progressive filtering process can be beneficial, and fold change in this case had a more 
discriminative power. In fact, the average number of abstracts was reduced only by 25% and 34% after 
filtering for I and J categories, respectively. However, average fold change was reduced by 97% for 
both categories.

The M category (Named Groups) was small, with only 190 headings. The selection process fil-
tered this category in a way to include only a small subset of headings in the non-disease class. 
Although this category had a limited number of headings, variation in terms of the specificity of 
topics was large. After filtering, 13 headings were selected to be in the non-disease class. The inclu-
sion of a small representative sample from this category can be important, because these were poten-
tially interesting headings for epidemiological studies, such as: “Hispanic Americans,” “Twins,” and 
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“Emergency Responders.” The Health Care category had 2,207 headings with a large range of speci-
ficity. This filtering process created a small subset of headings from this category (for a total of 63, 
or 6% of the non-disease group). This selection process ensured the inclusion of headings with mod-
erate specificity, therefore reducing systemic bias in the dataset.

Once the headings were selected, the duplicates were removed. In MeSH, some nodes are dupli-
cated because their parent node is different. However, the documents retrieved for both duplicated 
nodes were identical; hence, duplicates were removed without causing inconsistency. A total of 301 
headings were duplicated from the following categories: 218 (or 12%) from the C category, 39 (8%) 
from the D category, 7 (5%) from the F category, 32 (13%) from the G category, 2 (3%) from the J 
category, and 3 (or 4%) from the N category. This final step in heading selection reduced the list from 
2,846 to 2,545.

PARAMETER OPTIMIZED LATENT SEMANTIC ANALYSIS
Using 2545 headings, the TF-IDF matrix was employed to generate the encoding matrix. Dimensional-
ity was reduced to cover 95% of the total energy. In particular, dimensionality was reduced from 2,545 
to 1,400 headings to create the encoding matrix. Using the encoding matrix, the query was translated 
into the eigenspace to rank the headings based on the cosine similarity measure. This process was 
applied iteratively to fine-tune the dictionary, which was used to generate a final encoding matrix. The 
iterative fine-tuning provides robustness and DDD property to the system.

Fine-tuning the encoding
After the analysis of the initial encoding matrix obtained by POLSA, it was observed that many of the 
entries (rows) were zero. Removing these rows made the dictionary more concise and relevant to the 
data. It also helped create a full rank-encoding matrix that improved the robustness of the system by 
capturing meaningful semantic associations.

RELEVANCE MODEL
The list of associated headings that are ranked with respect to a user query is used as input to the RM. 
The top-ranked headings are strongly associated with the query, and the headings ranked at the bottom 
do not have significant evidence to support their association with the query. The headings that are 
between the two extremes are those that might or might not be associated with the query, because there 
is some supportive evidence for their association. These weak associations are important in the KD 
process and call for further investigation by domain experts. In essence, the RM is an intuitive and easy-
to-use statistical analysis strategy of rank and group similarity scores of associated headings. The goal 
is to group related headings into three bins: namely strongly related, possibly related, and unrelated 
headings.

The underlying assumption is that if concepts (also referred to as headings) are highly associated, a 
large body of literature is available to corroborate existence of their association. Similarly, if two head-
ings or biological entities are not well documented, they are only weakly associated. Furthermore, 
because the distribution of relevance scores is a function of user queries, the cutoff value to separate 
highly, possible, and weakly associated headings must be determined dynamically. This requires a 
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simplified yet effective model to ensure scalability; therefore, it was assumed that the distribution of the 
ranked list can be viewed as a Gaussian mixture model and the partition can be computed using the 
DDD threshold estimation. In particular, the distribution of relevance scores of the headings for a given 
query was approximated as a tri-modal Gaussian distribution. The separation of the three distributions 
allowed implementation of the DDD cutoff system. A curve-fitting approach can be used to estimate 
the parameter of the tri-modal distribution and determine two cutoff values to separate the three groups. 
However, the estimation process can be computationally expensive. A more practical approach is to use 
a fuzzy c-mean clustering approach to group the scores. The latter is more robust and scalable and can 
provide a finely tuned means to evaluate the results on demand. Furthermore, this DDD cutoff value 
determination can also be integrated in other information retrieval (IR) systems.

Fuzzy c-means clustering is applied to group associated headings using the MATLAB built-in func-
tion. Using the clustering, the scores are first grouped into two clusters based on the membership values 
of these two clusters, Algorithm 1 is used to assign each heading to one of the three groups in the RM. 
The cosine cutoff values estimated through this process are DDD; hence, the cutoffs are subject to 
change as the dataset expands. The input is the limit defined by an expert to separate the known and 
unknown headings and place them into the possible heading group (i.e., the gray zone). A conservative 
limit threshold of 0.9 was chosen to analyze the results (value of j in Algorithm 1). 
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The RM was applied to the top 750 headings (30%), assuming the number of highly and possibly 
associated headings is less than 20% or 500 headings. In cases in which the number of associated head-
ings would be higher, the initial query must be revised because it likely represents a generic term such 
as “disease” or “medicine.” As also indicated in our empirical study, finding a novel association with 
no citation in the database required analyzing the top 10% of the headings. In that specific case (see 
Empirical Studies section below) five associated headings leading to a new hypothesis were among the 
top 10% of the ranked list. The RM is one of the key modules that ensure the DDD property of the 
system while providing a robust and scalable framework.

REVERSE ONTOLOGY MAPPING AND I&V
Reverse ontology mapping maps back the semantically associated concepts to the MeSH tree to create 
the network of associations for a given query. It is easy to interact with and understand the network 
representation. It also helped to implement flexible visualization, in which users can expand or collapse 
nodes to interact with the captured knowledge at various levels of abstraction.

To present the results in a graphical representation, JSON objects are created for a user’s query 
to create the network of associations. At the first stage, MeSH terms are used to create a Hash Table 
(HT). For instance, “dementia” is an MeSH identifier and is identified in MeSH as F03.087.400, 
meaning that “dementia” is a third-level node in the MeSH tree in the F category. In the HT, “demen-
tia” has a key that corresponds to its tree number and a value, which is its identifier (i.e., “dementia”). 
Similarly, highly and possibly associated headings with a user’s query are identified. For each asso-
ciated heading, a path is created for each value in the HT. For instance, if an associated heading to a 
user query includes “dementia,” a path is created for that heading; in this case, the path for “demen-
tia” is “Root > Mental Disorders > Delirium, Dementia, Amnestic, Cognitive Disorders > Dementia.” 
After the path is generated, JSON files are constructed with paths for each associated heading. Then 
the JSON files are pruned to remove duplicated terms. The final JSON files are used to create the 
networks using the D3 library.

Users can interact with the tool and explore different queries. For instance, in the case of “caf-
feine,” the tree will be crowded and can be partially expanded to allow users to explore topics of 
interest. Associated concepts related to “caffeine” are diverse, ranging from “leisure activities” 
such as “relaxation” and “skin disease” such as “pigmentation disorder” to “acyclic acids” such as 
“maleimides.” Considering the example in which the query is “iron metabolism.” There are four 
associated headings: “Iron Overload,” “Growth Disorders,” “Pigmentation Disorders,” and 
“Myelodysplastic Syndromes.” All of these detected associations have supporting evidence in 
PubMed. In essence, ARIANA+ provides a global view based on a reliable source of information. 
Furthermore, exploration of weakly related entities could bring forward new emerging research 
trends and potential new hypotheses. To explore weakly associated concepts, users can download 
the ranked list of associated headings and their relative cosine scores. In addition, users can per-
form multiple search queries simultaneously and extract common associated headings 
instantaneously.

Reverse ontology mapping and V&I are important components of the system; they provide adaptive 
specificity and modularity. ARIANA+ could be further expanded and customized in specialized fields 
using the described framework with minor modifications.

In the following section, case studies are presented to illustrate the potentials of this tool.
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CASE STUDIES
To develop the ARIANA+ system, two pilot studies were performed to identify and address challenges and 
design a robust and scalable system. In the initial study (Abedi et al., 2012), 96 concepts were considered and 
20 years of literature were analyzed. In the second stage of the system, 276 concepts were considered and the 
past 50 years of literature were analyzed (Abedi et al., 2014). Even in those smaller-scale studies, interesting 
observations were made. However, the most important KD case occurred when we expanded the system to 
incorporate 2,545 concepts from MeSH and fine-tuned the system at different levels. For instance, we identi-
fied the association between the drug hexamethonium and pulmonary inflammation and fibrosis, which in 
2001 caused the tragic death of a healthy volunteer who was enrolled in an asthma study. The system was 
also able to identify a link between Alzheimer disease (AD) and tuberculosis (TB), two distant conditions.

CASE STUDY I: KD: LETHAL DRUG INTERACTION
In 2001, an asthma research team at the Johns Hopkins University used the drug hexamethonium on a 
young healthy volunteer, which ended in the death of the woman as a result of pulmonary inflammation 
and fibrosis. Hexamethonium was a drug used mainly to treat chronic hypertension and was proposed 
as a potential drug to treat asthma; however, the non-specificity of its action led to its use being discon-
tinued (Nishida et al., 2012; Toda, 1995). During the course of the asthma study, a healthy volunteer, 
Ellen Roche, died only a few days after inhaling this drug. She was diagnosed with pulmonary inflam-
mation and fibrosis based on chest imaging and an autopsy report after her death. The autopsy report 
stated the following facts: “The microscopic examination of the lungs later revealed extensive, diffuse 
loss of alveolar space with marked fibrosis and fibrin thrombi involving all lobes. There was also evi-
dence of alveolar cell hyperplasia as well as chronic inflammation compatible with an organizing stage 
of diffuse alveolar damage. There was no evidence of bacteria, fungal organisms, or viral inclusions on 
routine or special stains” (Internal Investigative Committee Membership, 2001). The principal investi-
gator made a good-faith effort to research the drug’s (hexamethonium’s) adverse effects, mainly by 
focusing on a limited number of resources, including the PubMed database, and the ethics panel subse-
quently approved the safety of the drug. This tragedy highlights the importance of a literature search in 
designing experiments and enrolling healthy individuals in control groups.

The volunteer was a young healthy person with no lung or kidney problems. One day after enrolling 
in the study she developed a dry cough and dyspnea and 2 days after she developed flu-like symptoms. 
Her forced expiratory volume in the first second was reduced. On May 9, 2001, she became febrile and 
was admitted to the Johns Hopkins Bayview Medical Center. The chest X-ray revealed streaky densi-
ties in the right perihilar region. Arterial oxygen saturation fell to 84% after she walked a short distance. 
She was in critical condition and 3 days after was referred to the intensive care unit, where she was 
intubated and ventilated. She experienced bilateral pneumothoraces and presented a clinical picture of 
adult respiratory distress syndrome. She died on June 2, 2001. However, this accident could have been 
prevented if the researcher had known of a case report published in 1955 (Robillard et al., 1955) or 
extracted the association using ARIANA+.

Interestingly, a literature (PubMed) search of “Hexamethonium” and “pulmonary fibrosis” returns 
(as verified in August 2014) four hits, none of them with available abstracts online. One of the publica-
tions is in the Russian language, published in 1967 (Malaia et al., 1967). The other three were published 
60 to 30 years ago (Brettner et al., 1970; Cockersole and Park, 1956; Stableforth, 1979). Searching 
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individual entries returned 21,167 record for “pulmonary fibrosis” and 7,102 entries for “Hexametho-
nium.” However, to date there is limited direct evidence of the toxicity of this drug in PubMed. The 
PDF of the case report published in 1955 can be found in PubMed today; however, many data mining 
tools including ARIANA+ do not take into account PDFs of very old articles. Nonetheless, ARIANA+ 
was able to capture this association.

The analysis revealed five clear indications among the top 10% of the ranked headings, providing 
strong evidence for such an association. ARIANA+ was able to extract this information from 50 years of 
literature, even though the 1955 case report (Robillard et al., 1955) was not in the database. Of 2,545 con-
cepts in the system, ARIANA+ ranked “Scleroderma, Systemic” as the 13th ranked concept, “Neoplasms, 
Fibrous Tissue” as the 16th, “Pneumonia” as the 38th, “Neoplasms, Connective and Soft Tissue > Neo-
plasms, Connective Tissue > Neoplasms, Fibrous” as the 174th, and finally, “Pulmonary Fibrosis” as the 
257th. ARIANA+ captured this association and could have prevented the volunteer’s death.

CASE STUDY II: DATA REPURPOSING: AD STUDY
The identification of networks of semantically related entities with a single or double query can uncover 
hidden knowledge and facilitate data reuse among other things. AD is a debilitating disease of the ner-
vous system. It mostly affects the older population. ARIANA+ captured some of the obvious associa-
tions, such as “Tauopathies,” “Proteostasis Deficiencies,” “Amyloidosis,” “Cerebral Arterial Diseases,” 
“Multiple System Atrophy,” and “Agnosia.” It also identified some of the less obvious associations, 
such as “Tissue Inhibitor of Metalloproteinases” (Ridnour et al., 2012; Wollmer et al., 2002). Using 
“TB” as a second query, a common entity was recognized to be linked to both AD and TB. “Proteosta-
sis Deficiencies > Amyloidosis” is highly related (cosine score of 0.5651) to TB and moderately related 
(cosine score of 0.0734) to AD. Further investigation by experts revealed that AD and TB could be 
indirectly related through matrix metalloproteinase (MMP) gene family members.

MMPs are zinc-binding endopeptidases that degrade various components of the extracellular matrix 
(Brinckerhoff and Matrisian, 2002; Davidson, 1990). They are believed to be implicated in TB by the 
concept of matrix degrading phenotype (Elkington et al., 2011). Various studies in human cells, animal 
models, as well as gene profiling studies support the association of MMPs and TB and involvement of 
TB-driven lung matrix deconstruction (Berry et al., 2010; Mehra et al., 2010; Russell et al., 2010; Thuong 
et al., 2008; van der Sar et al., 2009). MMPs are also implicated in AD (Yong et al., 1998). In fact, 
MMP proteins can breakdown amyloid proteins (Yan et al., 2006) that are present in the brain of AD 
patients. Therefore, this association is advantageous.

In summary, there is literature evidence for the link between MMP genes and AD, in which MMP 
genes are beneficial; and similarly between MMP genes and TB, in which MMP genes have a negative 
effect. However, the connection between AD and TB through MMP genes is extracted by a global analysis 
of the literature, facilitated by visual inspection of the network of semantically related entities.

DISCUSSION
ARIANA is a system targeting a large scientific community: medical researchers, epidemiologists, 
biomedical scientific groups, high-level decision makers in crisis management, and junior researchers 
with focused interests. The tool can be used as a guide to broaden one’s horizon by identifying 
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seemingly unrelated entities. ARIANA+ provides relations between query word(s) and 2,545 headings 
using 50 years of literature data from PubMed. The design is efficient, modular, robust, context specific, 
dynamic, and scalable. The framework can be expanded to incorporate a much larger set of headings 
from the MeSH or any other domain-specific ontology. In addition, a DDD system is implemented to 
group ranked headings into three groups for every query. The DDD system can be applied in other 
systems to improve the quality of information retrieval. As a consequence of incorporating a context-
specific MGD, the sparsity of the data model is lower and the size of the dictionary is significantly 
smaller than if all combination of English words were taken into consideration.

The features and functionalities of the system are compared and contrasted with state-of-the-art 
systems. In a survey in which 28 applications were reviewed (Lu, 2011), five used clustering to group 
search results into topics and another five used different techniques to summarize results and present a 
semantic overview of the retrieved documents. The tools that are based on clustering are fundamentally 
different from ARIANA+, whereas the rest of the tools have some similarities in their scopes and 
designs.

One of the systems, Anne O’Tate (Smalheiser et al., 2008) uses post-processing to group the results 
of literature searches into predefined categories such as MeSH topics, author names, and year of publi-
cation. Although this tool can be helpful in presenting results to the user, it does not provide the addi-
tional steps to extract semantic relationships.

The McSyBi (Yamamoto and Takagi, 2007) clusters results to provide an overview of the search 
and to show relationships among retrieved documents. It is reported that LSA is used with limited 
implementation details; furthermore, only the top 10,000 publications are analyzed. ARIANA+ ana-
lyzes over eight million publications. XplorMed (Perez-Iratxeta et al., 2001) allows users to further 
explore the subjects and keywords of interest. MedEvi (Kim et al., 2008) provides 10 concept variables 
as semantic queries. XplorMed puts a significant limit (no more than 500) on the number of abstracts 
to analyze. MEDIE (Ohta et al., 2006) provides utilities for semantic searches based on deep-parsing 
and returns text fragments to the user. This is conceptually different from ARIANA+. EBIMED  
(Rebholz-Schuhmann et al., 2007) extracts proteins, gene ontology, drugs, and species, and identifies 
relationships among these concepts based on co-occurrence analysis.

Among all reviewed tools (Lu, 2011), EBIMED is most comparable to ARIANA+; yet, that system 
focuses only on proteins, gene ontology annotations, drugs, and species as concepts. ARIANA+ differs 
from EBIMED in a number of ways. First, ARIANA+ provides systematic data stratification based on 
domain knowledge and application constraints. Second, it uses OM to create a robust dictionary, which 
in turn produces a better model and also helps in finding crisp associations of concepts. Third, it com-
putes the associations based on higher-order co-occurrence analysis and the introduction of an RM to 
present the results into an easy-to-use and understandable manner. In addition, Because MeSH provides 
a hierarchical structure, ARIANA+ could be expanded to include a large number of headings.

In summary, the ARIANA system with only 276 MeSH (Abedi et al., 2014) was able to extract 
interesting knowledge, such as the association between sexually transmitted diseases and migraine: an 
association that was published after we downloaded the abstracts from PubMed (Kirkland et al., 2012). 
The expanded and fine-tuned ARIANA+ (with 2,545 headings) was able to extract even more valuable 
information, leading toward actionable knowledge. Among the refinement steps, the headings selection 
process created a balanced representative dataset across all selected categories, in which noise and 
systemic bias were minimized. This fine-grain filtering process provided a stratified data, and specific-
ity measures were used to create a robust model. In addition to a strong data model, the interactive 
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visualization and interface module gives control to users to view only associations that are relevant to 
them, by collapsing irrelevant topics. The visualization module was based on the use of a hierarchical 
structure to represent the terms. In this case, using MeSH has the advantage of also providing modular-
ity and scalability to the framework. In addition, the interactive system empowers users with more 
search options, such as multi-query search. The latter will translate to wider usage and exploration of 
the tool by inter- and multidisciplinary teams.

Finally, the path from Big Data to actionable knowledge is multidimensional and nonlinear. How-
ever, the investigation of cause–effect relationships in translational research could be a step toward 
bridging that gap. This study shows that a custom-designed literature mining tool can be successful in 
the discovery of semantically related networks of associations. In an empirical study, it was shown that 
ARIANA+ can capture the hidden association of “Pulmonary Fibrosis” and “Hexamethonium,” even 
though such an association is still not evident in a PubMed search.

With the current version of the system, once an association is found, the user’s expertise will guide 
the search direction. The user can use that information and search an array of databases and explore 
various tools such as PubMed, OMIM, and Phenotype Genotype Integrator (PheGenI), all maintained 
by the National Center for Biotechnology Information; GeneMANIA (Zuberi et al., 2013); Gene Ontol-
ogy (Ashburner et al., 2000); STRING (Franceschini et al., 2013); and so forth, to further refine the 
hypothesis. Interestingly, the current version of PheGenI accepts MeSH as input and can extract associ-
ated genetic information from NHGRI genome-wide association study catalog data and other databases 
such as Gene, the database of Genotypes and Phenotypes (dbGaP), OMIM, GTEx, and dbSNP. The 
comprehensive system uses the dbGaP, which was developed to facilitate research in clinical and epi-
demiological fields. The modularity provided by ARIANA+ will further integrative analysis. In essence, 
in the case of an indirect association, more in-depth analysis of available data will be needed to under-
stand the intriguing mechanism linking two or more traits. In essence, no one tool or technique can best 
extract knowledge from an ocean of information; however, literature data could provide a starting point 
and additional sources can aid in the quest for actionable knowledge.

CONCLUSIONS
Strategic reading, searching, and filtering have been the norm in gaining perspectives from the ocean of 
data in the field of biomedicine and beyond. Intriguingly, information overload has contributed to wid-
ening the knowledge gap; therefore, more data do not translate to more knowledge directly. It is widely 
acknowledged that efficient mining of biological literature could provide a variety of services (Rzhetsky 
et al., 2008) such as hypothesis generation (Abedi et al., 2012) and semantic-sensitive KD. The same is 
true for national security applications such as link and content analysis of extremist groups on the Web 
(Reid, 2005), public health rumors from linguistic signals on the Web (Collier et al., 2008), or opinion 
mining and sentiment analysis (Nasukawa and Yi, 2003; Pang and Lee, 2008).

Traditionally, literature mining tools focus on text summarization and clustering techniques (Lu, 
2011) with the goal of reducing data overload and with the ability to read and synthesize more informa-
tion in a shorter time. It was argued that a text analytic tool capable of extracting networks of semanti-
cally related associations may help bridge knowledge gaps by using humans’ unique visual capacity 
and information-seeking behavior. For instance, in a study, 16,169 articles were chosen to create a 
visual representation of main concepts, creating a visual map of verbal information (Landauer et al., 



205  REFERENcES

2004). In that analysis, “verbal presentation offers more precise information […], whereas the visual 
presentation offers a more flexible style of exploration that better shows multiple, fuzzy, and intermixed 
and complexly patterned relations among the documents.” In addition, literature mining tools that can 
capture semantic relationships could in principle connect disjoint entities among different research 
fields.

ARIANA+ can uncover networks of semantic associations and provide WS to generate hypotheses. 
In addition, because of its modular design, it can be integrated with additional tools and be designed to 
provide complementary information to refine the hypotheses. In essence, ARIANA+ will enable explo-
ration of literature to find answers to questions that we did not know how to ask. We are still working 
to enhance the visualization module to enrich the user’s overall interactive experience. Ongoing effort 
is focusing on integrating ARIANA+ with other tools that provide complementary information to gen-
erate actionable knowledge.

Finally, in critical situations such as crisis management and epidemic monitoring, time becomes the 
most crucial parameter; understanding and extracting meaningful associations and exploring various 
hypotheses simultaneously can save human lives and expedite the process of rescue. In essence, in 
time-critical circumstances rapid response is needed to preserve national security at many levels (also 
see Chapters 4 and 5). However, in today’s fast-paced and globally interconnected world, public health 
experts who historically have been trained in medical or epidemiological fields are from diverse back-
grounds including anthropology, economics, sociology, and engineering (Garcia et al., 2014). There-
fore, policy decision makers from diverse backgrounds have to navigate through large and complex 
literature evidence of varying quality and relevance to make important decisions quickly (Cockcroft 
et al., 2014). A tool such as ARIANA to extract knowledge and summarize the literature has great value 
in providing evidence-based decision support systems to government agencies and decision makers. 
The presented framework can be a great tool in KD, hypothesis generation, and data repurposing. In 
addition, identification of potential hypotheses for a fast response to pandemics can be of great impor-
tance. Furthermore, a customized system can be implemented to analyze different types of short text 
data in the English language or any other language, such as e-mail or other types of communications, 
reports, or Web-based information. The system can be configured to address other areas of concern for 
national security, such as law and order or combating terrorism.
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BIG DATA CONCERNS IN 
AUTONOMOUS AI SYSTEMS 14

James A. Crowder, John N. Carbone

INTRODUCTION
To be truly autonomous, an artificially intelligent system (AIS) must be provided with real-time cognition-
based information discovery, decomposition, reduction, normalization, encoding, and memory recall 
(i.e., knowledge construction) to improve understanding and context-based decision making for auton-
omous robotic systems. Cognitive systems must be able to integrate information into their current 
cognitive conceptual ontology (Crowder et al., 2012) to be able to “think” about, correlate, and inte-
grate the information into the overall AIS memories. When describing how science integrates with 
information theory, Brillouin (2004) defined knowledge succinctly as resulting from a certain amount 
of thinking and as distinct from information, which had no value, was the “result of choice,” and was 
the raw material consisting of a mere collection of data. In addition, Brillouin concluded that 100 ran-
dom sentences from a newspaper, a line of Shakespeare, or even a theorem of Einstein have exactly the 
same information value. Therefore, information content has no value until it has been thought about 
and thus turned into knowledge within a given context.

Decision making is of great concern because of the handling of ambiguity and the ramifications of 
erroneous inferences. Often there can be serious consequences, when actions are taken based on incor-
rect recommendations (Crowder, 1996) and misunderstanding of context, which can influence decision 
making before the inaccurate inferences can be detected or even corrected. Underlying the data fusion 
domain is the challenge of creating actionable knowledge from information content harnessed from an 
environment of vast, exponentially growing structured and unstructured sources of rich, complex, inter-
related cross-domain data. This is a major challenge for autonomous artificially intelligent (AI) systems 
that must deal with ambiguity without the advantage of operator-based assistance.

Dourish (2004a) stated that the scientific community has debated definitions of context and its uses 
for many years. He discussed two notions of context—technical, for conceptualizing human–action 
relationships between the action and the system, and social science—and reported that “ideas need to 
be understood in the intellectual frames that give them meaning.” Hence, he described features of the 
environment, where activity takes place (Dourish, 2004b). Alternatively, Torralba (2003) derived  
context-based object recognition from real-world scenes and said that one form of performing the task 
was to define the “context” of an object in a scene in terms of other previously recognized objects. The 
author concluded that a strong relationship exists between the environment and the objects found within 
and that increased evidence exists of early human perception of contextual information.

Dey (2001) presented a context toolkit architecture that supported the building of more optimal 
context-aware applications because, he argued, context was a poorly used resource of information in 
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computing environments, and information must be used to characterize the collection of states—or, as 
he called it, the “situation abstraction” of a person, place, or object relevant to the interaction between a 
user and the application. Similarly, when describing a conceptual framework for context-aware systems, 
Coutaz et al. (2005) concluded that context informs recognition and mapping by providing a structured, 
unified view of the world in which a system operates. The authors provided a framework with an onto-
logical foundation, an architectural foundation, and an approach to adaptation that supposedly scale 
alongside the richness of the environment. The authors further concluded that context was critical in 
understanding and developing information systems. Winograd (2001) noted that intention could be 
determined only through inferences based on context. Hong and Landay (2001) described context as 
knowing the answers to the “W” questions (e.g., Where are the movie theaters?). Similarly, Howard and 
Qusibaty (2004) described context for decision making using the interrogatory 5WH model (who, what, 
when, where, why, and how). Finally, Ejigu et al. (2008) presented a collaborative context-aware service 
platform based on a developed hybrid context management model. The goal was to sense context during 
execution along with internal states and user interactions by using context as a function of collecting, 
organizing, storing, presenting, and representing hierarchies, relations, axioms, and metadata.

These discussions outline the need for an AIS cognitive framework that can analyze and process 
knowledge and context (Crowder and Carbone, 2012) and represent context in a knowledge management 
framework composed of processes, collection, preprocessing, integration, modeling, and representation, 
thus enabling the transition from data, information, and knowledge to new knowledge. Described in this 
chapter is a cognition-based processing framework and memory management encoding and storage meth-
odology for capturing contextual knowledge, thus providing decision-making support in the form of a 
knowledge thread repository that depicts the relationships corresponding to specific context instances.

ARTIFICIALLY INTELLIGENT SYSTEM MEMORY MANAGEMENT
SENSORY MEMORIES
The sensory memory within the AIS memory system is memory registers in which raw, unprocessed 
information is ingested via AIS environmental sensors and is buffered to begin initial processing. The 
AIS sensory memory system has a large capacity to accommodate large quantities of possibly disparate 
and diverse information from a variety of sources (Crowder, 2010b). Although it has large capacity, it has 
short duration. The information buffered in this sensory memory must be sorted, categorized, and turned 
into information fragments, metadata, contextual threads, and attributes (including emotional attributes), 
and then sent on to the working memory (short-term memory (STM)) for initial cognitive processing. 
This cognitive processing is known as recombinant knowledge assimilation (RNA), in which raw infor-
mation content is discovered from the information domain and is decomposed, reduced, compared, 
contrasted, and associated into new relationship threads within a temporary working knowledge domain 
and subsequently normalized into a pedigree within the knowledge domain for future use (Crowder and 
Carbone, 2011b). Hence, based on the information gathered in initial sensory memory processing, cog-
nitive perceptrons, manifested as intelligence information software agents (ISAs), are spawned as in 
relative size swarms to create initial “thoughts” about the data. Subsequently, hypotheses are generated 
by the ISAs. The thought process information and ISA sensory information is then sent to a working 
memory region that will alert the artificial cognition processes within the AIS to begin processing 
(Crowder and Friess, 2012) Figure 14.1 illustrates the sensory memory lower ontology.
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SHORT-TERM ARTIFICIAL MEMORIES
Short-term or working memory within the AIS is where new information is transitionally stored in a 
temporary knowledge domain (Crowder and Carbone, 2011a) while it is processed into new knowl-
edge. This follows the paradigm that information content has no value until it is thought about (Brillouin, 
2004). Short-term memory is where most reasoning within the AIS happens. Short-term memory pro-
vides a major functionality called rehearsals, which allows the AIS to continually refresh or rehearse 
STMs while they are being processed and reasoned about, so that memories do not degrade until they 
can be sent on to long-term memory (LTM) and acted upon by the artificial consciousness processes 
within the AIS’s cognitive framework (Crowder and Carbone, 2011a).

Short-term memory is much smaller in relative space compared with LTM. Short-term memory 
should not necessarily be perceived as a physical location, as in the human brain, but rather as the rapid 
and continuous processing of information content relative to a specific AIS directive or current under-
taking. One must remember that STM, which includes all external and internal sensory inputs, will 
trigger a rehearsal if the AIS discovers a relationship to a previously interred piece of information 
content in either STM or LTM. Figure 14.2 illustrates the STM lower ontology for the AIS.

LONG-TERM ARTIFICIAL MEMORIES
In the simplest sense, LTM is the permanent knowledge domain where we assimilate our memories 
(Crowder and Carbone, 2011a). If the information we take in through our senses does not make it to 
LTM, we cannot and do not remember it. Information that is processed in the STM makes it to LTM 
through the process of rehearsal, processing, and encoding, and then by creating associations with other 
memories. In the brain, memories are not stored in files or in a database. In fact, memories are not 
stored whole at all, but instead are stored as information fragments. The process of recall, or remember-
ing, constructs memories from these information fragments that, depending on the type of information, 
are stored in various regions of the brain.
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To create our AIS in a way that mimics human reasoning, we follow the process of storing infor-
mation fragments and their respective encoding in different ways, depending on the type and context 
of the information. Each simple discrete fragment of objective knowledge includes an n-dimensional 
set of quantum mechanics–based mathematical relationships to other fragments/objects bundled in 
the form of eigenvector-optimized knowledge relativity threads (KRT) (Crowder and Carbone, 
2011a). These KRT bundles include closeness and relative importance value, among others. This 
importance is tightly coupled to the AIS emotional storage as a function of desire or need, as described 
in Figure 14.3, in which the LTM lower ontology is illustrated. There are three main types of LTM 
(Crowder, 2010a): explicit or declarative memories, implicit memories, and emotional memories.

ARTIFICIAL MEMORY PROCESSING AND ENCODING
SHORT-TERM ARTIFICIAL MEMORY PROCESSING
In the human brain, STM corresponds to the area of memory associated with active consciousness and 
is where most cognitive processing takes place. It is also a temporary storage and requires rehearsal to 
keep it fresh until it is compiled into LTM. In the AIS, the memory system does not decay over  
time; however, the notion of memory refresh or rehearsal is still a valid concept because artificial 
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cognitive processes work on this information. However, the notion of rehearsal means keeping track of 
versions of STM as it is being processed and evaluated by artificial cognition algorithms, which is why 
it appears to feed back onto itself (rehearsal loop). This is illustrated in Figure 14.4, the AIS STM atten-
tion loop. Three distinct processes are handled within the STM that determine where information is 
transferred after cognitive processing (Crowder, 2010a). This processing is shown in Figure 14.5.

Artificial STM processing steps are:
 
 •  Information fragment selection: This process involves filtering incoming information from the 

AIS artificial preconscious buffers into separable information fragments and then determining 
which information fragments are relevant to be further processed, stored, and acted upon by the 
cognitive processes of the AIS as a whole. Once information fragments are created from incom-
ing sensory information, they are analyzed and encoded with initial topical information as well as 
metadata attributes that allow the cognitive processes to organize and integrate incoming informa-
tion fragments into the AIS’s overall LTM system. Information Fragment encoding creates a small 
information fragment cognitive map that will be used for organization and integration functions.

 •  Information fragment organization: These processes within the artificial cognition framework create 
additional attributes within the information fragment cognitive map that allow it to be organized for 
integration into the overall AIS LTM framework. These attributes have to do with how the infor-
mation will be represented in LTM and determine how these memory fragments will be used to 
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construct new memories or recall memories later as needed by the AIS. This step uses Knowledge 
Relativity Thread (KRT) representation to capture the context of the information fragment and each 
of its qualitative relationships to other fragments and/or bundles of fragments already created.

 •  Information fragment integration: Once information fragments within the STM have been KRT 
encoded, they are compared, associated, and attached to larger topical cognitive maps that repre-
sent relevant subjects or topics within the AIS’s LTM system. Once these information fragment 
cognitive maps have been integrated, processed, and reasoned about, including emotional triggers 
or emotional memory information, they are sent on to the LTM system as well as the AIS artificial 
prefrontal cortex to determine whether actions are required.

 
One of the major functions within the STM attention loop is the spatiotemporal burst detector. 

Within these processes, binary information fragments (BIFs) are ordered in terms of their spatial and 
temporal characteristics. Spatial1 and temporal transitions states are measured in terms of mean, mode, 

1 Spatial in this context can refer to geographic locations (either two- or three-dimensional), cyber-locations, or other 
characteristics that may be considered spatial references or characteristics.
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median, velocity, and acceleration and are correlated between their spatial and temporal characteristics 
and measurements. Rather than just looking at frequencies of occurrence within information, we also 
look for rapid increases in temporal or spatial characteristics that may trigger an inference or emotional 
response from the cognitive processes.

An AIS system does not process information content differently based on how rapidly content is 
ingested; an AIS must be able to recognize instances when information content might seem out of place 
within the context of a situation (e.g., a single speeding car within a crowd of hundreds of other cars). An 
AIS not only optimizes its processing on the supply side of the knowledge economy, it has to recognize, 
infer, and avoid distractions on what focuses the demand side of its knowledge economy upon operations 
and directives. State transition bursts are ranked according to their weighting (velocity and acceleration) 
together with the associated temporal and/or spatial characteristics and any triggers that might have 
resulted from this burst processing (LaBar and Cabeza, 2006). This burst detection and processing may 
help identify relevant topics, concepts, or inferences that may need further processing by the artificial 
prefrontal cortex and/or cognitive consciousness processes (Crowder and Friess, 2012).

Once processing within the STM system has been completed and all memories are encoded, mapped 
to topical associations and with their contexts captured, their KRT bundled representations are created 
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and sent on to the cognitive processing engine. Memories that are deemed relevant to remember are 
then integrated into the LTM system.

LONG-TERM ARTIFICIAL MEMORY PROCESSING
The overall AIS high-level memory architecture is shown in Figure 14.6. One thing to note is the con-
nection between emotional memories and both explicit and implicit memories. Emotional memory 
carries both explicit and implicit characteristics.

Explicit or declarative memory is used to store conscious memories or conscious thoughts. Explicit 
memory carries information fragments that are used to create what most people would think of when 
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they envision a memory. Explicit memory stores things such as objects and events, i.e., things that are 
experienced in the person’s environment. Information fragments stored in explicit memory are nor-
mally stored in association with other information fragments that relate in some fashion. The more 
meaningful the association, the stronger the memory and the easier it is to reconstruct or recall the 
memory when you choose to (Yang and Raine, 2009). In our AIS, explicit memory is divided into dif-
ferent regions, depending on the type or source of information. Regions are divided because different 
types of information fragments within the AIS memories are encoded and represented differently, each 
with their own characteristics, which makes it easier to construct or recall the memories, when the AIS 
later needs the memories. In the AIS LTM, we use fuzzy, self-organizing, contextual topical maps to 
associate currently processed information fragments from the STM with memories stored in the LTM 
(Crowder and Carbone, 2011a).

Long-term memory information fragments are not stored in databases or as files, but are encoded 
and stored as a triple helix of continuously recombinant binary neural fiber threads that represent:
 
 •  The BIF object along with the BIF binary attribute objects
 •  The BIF RNA binary relativity objects
 •  The binary security encryption threads
 

Built into the RNA binary relativity objects are binary memory reconstruction objects, based on the 
type and source of BIF, that allow memories to be constructed for recall purposes.

There are several types of binary memory reconstruction objects:
 
 •  Spectral eigenvectors that allow memory reconstruction using implicit and biographical LTM 

BIFs
 •  Polynomial eigenvectors that allow memory reconstruction using episodic LTM BIFs
 •  Socio-synthetic autonomic nervous system arousal state vectors that allow memory reconstruction 

using emotional LTM BIFs
 •  Temporal confluence and spatial resonance coefficients that allow memory reconstruction using 

spatiotemporal episodic LTM BIFs
 •  Knowledge relativity and contextual gravitation coefficients that allow memory reconstruction 

using semantic LTM BIFs

IMPLICIT BIOGRAPHICAL MEMORY RECALL/RECONSTRUCTION USING SPECTRAL 
DECOMPOSITION MAPPING
We create a nonuniform expanding fractal decomposition of the image to be remembered. We use 
the right and left eigenvectors of the Pollicott–Ruelle resonances to determine the separable  
pictorial information fragment (PIF) objects. The resulting singular fractal functions form fractal 
spectral representations of the PIFs. These binary fractal representations are stored as the binary 
information fragments for the image. The reconstruction uses these PIFs to create a piecewise 
linear image memory reconstruction, although the individual PIFs can be used in other memory 
and cognitive processes, such as to perform pattern matching and/or pattern discovery. The pro-
posed high-level architecture for the ISA cognition and memory system is illustrated in  
Figure 14.7.
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CONSTRUCTIVIST LEARNING
A major issue in Big Data is the need to learn continually as more information and knowledge is gained 
as the volume of processed data increases. This leads us to look at constructivist learning as a construct 
for Big Data processing. In the view of constructivists, learning is a constructive process in which the 
learner builds an internal illustration of knowledge, a personal interpretation of experience. This repre-
sentation is continually open to modification—its structure and linkages forming the ground to which 
other knowledge structures are attached. Learning is an active process in which meaning is accom-
plished on the basis of experience. This view of knowledge does not reject the existence of the real 
world and agrees that reality places constraints on what is possible; contending that all we know of the 
real world are the human interpretations of their experiences. Conceptual growth comes from the shar-
ing of various perspectives and the simultaneous changing of our internal representations in response 
to those perspectives as well as through cumulative experience (Bednar et al., 1998).

When considering Big Data in light of an AIS, we have to ask ourselves, “What is reality?” Here we 
take our queue about humans. Each person has experiences of an event. Each person will see reality 
differently and uniquely. There is also world reality. This world reality may be based on fact or percep-
tion of fact. In fact, we construct our view of the world, of reality, from our memories, our experiences. 
For further thought, let us then consider construct psychology. According to the Internet Encyclopedia 
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of Personal Construct Psychology, the constructivist philosophy is interested more in people’s con-
struction of the world than they are in evaluating the extent to which such constructions are true in 
representing a presumable external reality. It makes sense to look at this in the form of legitimacies. 
What is true is factual legitimate, and what is people’s construction of the external reality is another 
form of legitimacy. Later, we can consider the locus of control in relation to internal and external legiti-
macies or realities.

An AIS is not human and does not have human perceptions. Artificially cognitive systems may have 
their own perceptions and realities, and it is important that the cognitive systems and memories have 
the abilities to construct correct views of the world around it, if we are to rely on them. Thus, a mentor 
will be necessary. That mentor will need to understand the artificial cognitive system, the AIS, and be 
able to understand the AIS in a human way, a human reality. After all, is this not this what makes the 
AIS autonomous?

Constructive psychology is a meta-theory that integrates different schools of thought. According to 
Bednar (Bednar et al., 1998):

Hans Vaihinger (1852–1933) asserted that people develop “workable fictions.” This is his philosophy 
of “As if” such as mathematical infinity or God. Alfred Korzybski’s (1879–1950) system of seman-
tics focused on the role of the speaker in assigning meaning to events. Thus constructivists thought 
that human beings operated on the basis of symbolic or linguistic constructs that help navigate the 
world without contacting it in any simple or direct way. Postmodern thinkers assert that constructions 
are viable to the extent that they help us live our lives meaningfully and find validation in shared 
understandings of others. We live in a world constituted by multiple social realities, no one of which 
can claim to be “objectively” true across persons, cultures, or historical epochs. Instead, the construc-
tions on the basis of which we live are at best provisional ways of organizing our “selves” and our 
activities, which could under other circumstances be constituted quite differently.

According to Adlerian Therapy as a Relational Constructivist Approach, the Adlerian perspective 
affirms the emphasis on the importance of humans as active agents creatively involved in the construc-
tion of their own psychology. Here, the position is that “although humans exist in a socio-cultural world 
of persons, a distinguishing characteristic of personhood is the possession of an individual agentic 
consciousness.” The article goes on to say, “If there is no self-reflexive individual and situatedness is 
indeed inescapable, then it is a spurious notion to think we can engage in what can be called the ‘eman-
cipator potential of discourse analysis, that is inquiry which causes us to reflect critically and creatively 
on our own forms of life.’” Also, Adlerian therapy accounts for both the social-embedded nature of 
human knowledge and the personal agency of creative and self-reflective individuals within 
relationships.

According to Personal Construct Psychology, Constructivism, and Postmodern Thought (Luis 
Botella at http://www.massey.ac.nz/-alock/virtual/Construc.htm), there are three main areas to con-
sider: psychological knowledge, psychological practice, and psychological research. First, we consider 
psychological knowledge. In his article, Mahoney (2003) said: “knowledge cannot be disentangled 
from the process of knowing, and all human knowing is based in value-generated processes” (p. 451). 
Next we consider psychological research. In postmodern terms, research is not viewed as a mapping of 
some objective reality, but as an interactive co-construction of the subject investigated (Kvale, 1992). 
This conversational and interpretive view of psychological research requires a multi-method approach, 
fostering the use of hermeneutic, phenomenological, and narrative methodologies.

http://www.massey.ac.nz/-alock/virtual/Construc.htm
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For the Big Data concerns of AIS in terms of constructivist learning, the AI cognitive learning pro-
cess is a building (or construction) process in which the AI’s cognitive system builds an internal illus-
tration of knowledge based on its experiences and personal interpretation (fuzzy inferences) of 
experience. The knowledge representation and KRTs within the cognitive system’s memories are con-
tinually open to modification and the structure and linkages formed within the AI’s STM, LTM, and 
emotional memories, along with the contextual KRTs, form the bases for which knowledge structures 
are created and attached to the BIF. Learning becomes an active process in which meaning is accom-
plished through experience, combining structural knowledge (knowledge provided in the beginning) 
with constructivist knowledge to provide the AIS’ view of the real world around it. Conceptual growth 
within the autonomous AIS would come from collaboration among all AIS ISAs within the system, 
sharing their experiences and inferences—the total of which creates changing interpretations of their 
environment through their collective, cumulative experiences.

Therefore, one result of the constructivist learning process within the AIS is to gradually change the 
locus of control from external (the system needing external input to make sense or infer about its envi-
ronment) to internal (the system has a cumulative constructive knowledge base of information, knowl-
edge, context, and inferences to handle a given situation internally, meaning it is able to make relevant 
and meaningful decisions and inferences about a situation without outside knowledge or involvement).

It might be possible to pose specific goals for the AIS to cause it to construct knowledge about a 
subject or situation incrementally as data are added, to aid in its learning process as the system evolves. 
It may be possible to provide a real-world context for the AIS, giving it the cognitive knowledge to 
understand whether its locus of control should be internal or external, and when it can make that shift 
in its understanding.

ADAPTATION OF CONSTRUCTIVIST LEARNING CONCEPTS FOR BIG DATA IN AN AIS
 •  Learning to strengthen knowledge (gain a better understanding of things, topics, etc. that have 

been learned)
 •  Role of learning management systems: Administering learning goals and constraints
 •  Role of learning algorithms: Measures of effectiveness against goals and constraints
 -  Uses hypothesis testing from hypotheses generated by knowledge acquisition learning system
 •  Function of learning in this role: Increase in stimulus–response feedback for this strengthened 

knowledge within the cognitive conceptual ontology
 •  Focus: Addition of behaviors/information to current memories; addition of contextual threads 

to current memories; addition of emotional memory triggers; addition of procedural memories
 •  Learning to acquire knowledge (understanding new information, new topics, etc. that have not 

been previously experienced or learned)
 •  Role of learning management system: Present new information/concepts to be learned from 

sensor information correlated with current conceptual ontology
 •  Role of learning algorithms: Receive and process information to form new concept(s) that 

must be included in conceptual ontology (Occam learning algorithms)
 •  Function of learning in this role: Create new concepts, find fundamental concept that can be 

learned about this new information, and generate hypotheses about concept for knowledge 
strengthening learning system to use when new information is available.

 •  Focus: Creation of procedural memories; creation of initial information fragments
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 •  Learning to construct knowledge (create a knowledge representation in our memories; create 
meaningful connections between knowledge)

 •  Role of learning management system: Cognitive guidance and modeling; deconstruct informa-
tion into manageable information fragments, correlation (integration) into current memory 
fragment structure; encoding of memory fragments, based on RNA threads and information 
encoding schemas

 •  Role of learning algorithms: Reasoning and analysis of data to determine stimulus/
response to goals and constraints; making sense of information and constructing knowledge 
representations

 •  Functions of learning in this role: Create meaningful information fragment representations and 
contextual threads that allow assimilation into LTMs; memory organization and integration

 •  Focus: Constructivist learning (active learning) using a variety of cognitive processes  
(reasoner and analyst agents) during the learning process; construction of emotional contexts

PRACTICAL SOLUTIONS FOR SECURE KNOWLEDGE DEVELOPMENT IN BIG 
DATA ENVIRONMENTS
As expressed previously, constructing qualitative knowledge is a function of meaningful information 
content management and the ability of the system to develop high-fidelity weighted n-dimensional 
value within Big Data storage environments of systems. The practical reality of system solutions is that 
they must be (S)ecure, they must have the ability to manage the natural (M)alleability of information 
content, they must be able to (S)ynthesize that content and understand the patterns and store the con-
textual pedigree (H)euristics (e.g., state, time, form) over locally or geographically distributed nodes. 
Hence, SMSHy Information Content Management requires practical solutions.

Practical system security for Big Data is made adaptable through the use of discrete obfuscation 
(DO) enabling data to secure itself by separating information content and knowledge context. A Big 
Data system is made malleable by implementing a framework to optimize knowledge structures repre-
senting the ever-changing situational understanding. They are organized to allow for synthesis or rapid 
capture of new knowledge, context, and relationships. Finally, a practical Big Data system must have 
scalable rules that define the ingest, analysis, and storage functions required to retain system pedigree, 
so that it might heal itself: a practical function most systems do not have and could not perform even if 
they wanted to.

PRACTICAL BIG DATA SECURITY SOLUTIONS
Practical Big Data security is created with the simple understanding of knowledge and context. Under-
standing through observation is a natural humanistic trait that has been studied for decades. This pro-
cess of learning is relatively simple in nature. We observe and discover, decompose, and reduce the 
information to something we believe we can understand. We understand by comparing, contrasting, 
associating, and normalizing the content we ingest, and then we store it as a memory as described 
above. This storage might be a procedure, such as how to open a door or pour a glass of water, or more 
complex, such as how to drive a car. To develop a system to perform practical applications, it must 
perform similar humanistic tasks (see Chapters 1 and 10).
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The information environment a system sees is defined as information artifacts and knowledge. An 
information artifact is any information perceived or observed but not yet understood. Knowledge com-
ponents are relationships created between any two or more pieces of information that have crossed a 
relative importance threshold to become established as something important enough to remember 
within the mind of the stakeholder. The information has become important enough, or has matured 
enough, for a stakeholder/system to acknowledge the need for retention, along with the associated 
characteristics of the relationship. Knowledge relativity threads (Crowder and Carbone, 2011a), as 
discussed earlier, can be applied to any domain in which enabling the n-dimensional weighted relation-
ship creation of knowledge is of interest (see Figure 14.8). The multi-step process is similar to how 
humans assemble knowledge over time, for example, using a search engine, constantly refining our 
learning.

Thus, if KRTs can give us context, cutting threads would remove context and not allow someone or 
a system to understand. Hence, decomposition supports security because it is the act of slicing the 
contextual bonds of a relationship between two information artifacts, or what we denote as DO. For 
example, a document can be sliced into paragraphs, paragraphs can be sliced into sentences, sentences 
can be sliced up into words, and words can be sliced into characters. A digital picture can be sliced into 
objects within the picture, the objects within the picture can be sliced into pixels, and the pixels can be 
sliced into numerical values.

We must also understand the concept of knowledge component contribution; each knowledge com-
ponent is a function of its subcomponents, each knowledge component has independent value, and each 
subcomponent contributes to the overall value of the context of its parent; hence, understanding equals 
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the amount of knowledge and context acquired. Knowledge and context are generally mission/activity 
focused and created/aggregated as, for example, folders, files, pictures, or databases. Hence, the more 
an attacker sees, knows, or learns about you, your mission, or your system, this will obviously increase 
your vulnerability. Therefore, a secure system will separate the knowledge from the context, such that 
the more separation or anonymity is created, the less understanding an attacker has and less damage can 
be achieved. Finally, a system can become more secure if you comprehend that understanding content 
can be just a matter of time. Time is not necessarily your enemy. It can be your best friend because 
information content and learned knowledge many times have an expiration date. Therefore, perform 
assessments against your system and its proposed uses and always inject time into the equation to 
determine whether content is valuable enough to be retained and for how long it needs to be secured. 
Copyrights and patents can expire; so can your data.

OPTIMIZATION OF SOCIOPOLITICAL-ECONOMIC SYSTEMS AND SENTIMENT 
ANALYSIS
Sociopolitical and economic systems are characterized by many interconnecting parts. Non-technical 
systems are often difficult to understand because of natural ambiguities, many unclear dependencies, 
and inabilities to agree on actual problems and effective solutions. Hence, much understanding is usu-
ally superficial, when what is needed to generate compelling solutions is real analysis to minimize what 
is open for interpretation.

Economics and related cycles are generally well-known phenomena. As new technologies periodi-
cally drive the marketplace, various time-dependent combinatorial complexities are at work (Suh, 
2005). However, analysis of current sentiment is usually after the fact, essentially counting how much 
has been purchased within a given period of time and using that information as a predictor for the fol-
lowing year; hence, it is not an exact science. To achieve a credible level of predictability, we require 
greater fidelity of understanding of the complexities, dependencies and sentiment. Knowledge relativ-
ity threads can provide the tool to represent these complexities in many dimensions under the covers of 
systems. n-Dimensional capture and collection of large content are also facilitated by parallel coordi-
nates (Inselberg and Dimsdale, 1991) that can rapidly be presented into human understanding in the 
second or third dimension. Remember that the presentation of n-dimensional relationships traditionally 
breaks down quickly at dimension 3 or 4. Figure 14.8 presents a time segment of the complexities of 
knowledge context creation for a concept in biology known as phenotypic arrays. The two-dimensional 
shapes depicted show the growth over time of the weighted relationships captured throughout the learn-
ing process, in which shape sizes, line length/closeness, and location all give context to learned percep-
tions of the biology article in question.

If one applies RNA processes depicted in Figure 14.8 (e.g., discovery, decomposition) to sentiment 
analysis, the output derived is a weighted contribution of elements, a kind of volumetric representing 
the corpus of what has been learned as a pictorial analogy to chemistry, a molecule of knowledge.  
Sentiment analysis is a growing field of analytics in the Big Data world, but it has been part of eco-
nomic growth measures for many years (see Chapters 2 and 9).

A subcategory and higher specialization of sentiment analytics is the analysis of facial expressions 
to determine human a priori and real-time sentiment relative to a given situation. Imagine that you can 
combine multiple data points such as voice, breathing, heart rate, and perspiration with facial recogni-
tion. The result could be much higher resolution of prediction. A Transportation Security 
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Administration representative at an airport could benefit greatly from understanding the real-time dis-
position of passengers. How do we model these dependencies to achieve a compelling level of predict-
ability and weed out false detections? Using RNA, the growth of any knowledge molecule contains the 
full corpus of all perceptions and their weighted importance over time. Hence, at given time t to t + n, 
relationships are added, modified, and deleted. Figure 14.9 depicts a sample RNA graphic showing the 
kinds of information an evolving sentiment analysis KRT could hold as a human or a system begins to 
sift through facial contours or external environmental factors content to come to a knowledge density 
conclusion surrounding the emotional state of a given individual relative to Sentiment 1. The system 
should be continuously evolving through various parallel hypotheses, across many possible sentiments 
forming a more or less dense context and ultimately, an understanding its environment.

CONCLUSIONS
We believe the framework presented in this chapter provides an AI architecture and methodology that 
will allow autonomous operations. The use of the ISA architecture, combined with the cognitive struc-
tures described here, have the potential to radically change and enhance autonomous systems in the 
future. More work is needed to refine the agent technologies and learning sets, but we feel this has 
much potential.

We described memory processing and encoding methodologies to provide AIS with memory architec-
tures, processing, storage, and retrieval constructs similar to human memories. We believe these are nec-
essary to provide artificial cognitive structures that can truly learn, reason, think, and communicate similar 

Sentiment Analysis

Sentiment 1
time:  t + n

Facial Contours

High Fidelity
Emotional State

Environmental Factors

FIGURE 14.9

Sentiment analysis using knowledge relativity threads.
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to humans. There is much work to do, and our current research will provide the software processing 
infrastructure for the ISAs necessary to create the underlying cognitive processing required for this artifi-
cial neural memory system, overlaid onto Big Data infrastructure to implement security at levels of under-
standing with significantly higher levels of fidelity to match growing asymmetric threats.
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CHAPTER

THE LEGAL CHALLENGES OF 
BIG DATA APPLICATION IN LAW 
ENFORCEMENT

Fraser Sampson

INTRODUCTION
Big Data “calls for momentous choices to be made between weighty policy concerns” (Polonetsky and 
Tene, 2013). The weighty policy concerns also have to weigh in the balance the most efficient and 
effective use of available resources with the fundamental rights and freedoms of individuals. One of the 
weightiest policy concerns is that of law enforcement. The setting of law enforcement raises several 
dilemmas for Big Data; because Big Data represents such an expansive, dynamic, and complex subject, 
this chapter is necessarily selective and succinct.

In the opinion of the European Union Data Protection Working Party,1 “Big Data” refers to expo-
nential growth in both the availability and the automated use of information. Big Data refers to “gigan-
tic digital datasets held by corporations, governments and other large organisations, which are then 
extensively analysed using computer algorithms.”

ATTRACTIONS OF BIG DATA
One of the principal attractions—if not the principal attraction—of Big Data is its enabling of analytics, 
the almost limitless power that attends the super-synthesis of information.

Offering what perhaps are the obverse attractions of nano-technology, Big Data’s giga-analytics can 
produce macro-level pictures of trends, pathways, and patterns that might reveal pictures hitherto 
unseen even by the data owners. Such tele-analytics allow not only a better understanding of what may 
be happening here and now, but a reliable basis for predictions of what is to come.

Aside from the obvious attraction for commercial suppliers trying to understand, predict, and influ-
ence consumer behavior, Big Data analytics also holds out a phenomenological capability for law 
enforcement agencies in trying to understand, predict, and influence behaviors of offenders and poten-
tial offenders.

As Professor Akghar from CENTRIC2 puts it, “When we look at ways to advance the use of data 
and analytics for public security and safety, the potential has never been greater. We now have the com-
puting power to not only understand past events, but also to create new knowledge from billions of data 
points—quickly. In minutes, we can run analyses that used to take days” (Akhgar, 2014).

1 Article 29 Data Protection Working Party 00,569/13/EN WP 203 Opinion 03/13, p. 35.
2 The Centre for Excellence in Terrorism, Resilience, Intelligence and Organised Crime Research at Sheffield Hallam  
University, UK.
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DILEMMAS OF BIG DATA
With so much data so readily available, one might ask on what basis would law enforcement agencies 
(LEAs) not seize it and run with it as far and as fast as possible, if doing so meant preventing terrorist 
attacks, disrupting serious organized crime, or preventing wide-scale child sexual exploitation, human 
trafficking, and so forth?

Take, for example, successful work in Greater Manchester 3 that has shown the power of having a 
range of agencies literally in the same room. Why not have the totality of their data virtually present in 
the same place, too? Because Big Data can be applied to mass datasets to reveal high-level trends and 
patterns, it might be thought that the extent to which it can assist in preventing and detecting criminality 
is limited. Not necessarily. As the Article 29 Working Party4 noted, not only can the awesome capability 
offered by Big Data be used to identify general trends and macro-correlations, it can also be  
processed—rapidly and almost effortlessly—to directly affect the individual.5

From a practical operation perspective, then, there is a vast potential for Big Data in law enforce-
ment. From a legal perspective, the point at which Big Data focuses this astonishing power on individu-
ality can become highly contentious. One such point is where it is used for law enforcement, whether 
that is in the context of criminological extrapolation or criminal suspect extradition.

The challenging question from a pragmatic law enforcement perspective is: If information is law-
fully held within the databases of willing and socially responsible organizations that might help prevent 
people becoming victims of crime or bring perpetrators to justice, why would LEAs not only feel justi-
fied in accessing those data but obliged to do so?

Part of the answer is that the application of informatics within a law enforcement environment is argu-
ably different from that of Big Data application in most other settings. There are several strands to the 
answer, first among which is the high level of legal regulation of this area. Yes, there are substantial and 
significant exceptions within most legal data frameworks to allow access by LEAs to data held by others, 
particularly when their principal purpose is to prevent or investigate crime or pursue the interests of national 
security, but they are not always that clear and seldom amount to a blank check. Before looking more 
closely at some of the components of the law enforcement dilemma, it is necessary to look at the broad 
components of the legal framework within which the pragmatic law enforcement activity takes place.

LEGAL FRAMEWORK
The legal framework regulating the Big Data challenges for law enforcement in the United Kingdom 
(UK) is dominated by that throughout all European Union (EU) member states. Primary law compo-
nents (but by no means all) of that framework are to found in:
 
 •  The European Convention on Human Rights
 •  The European Charter of Fundamental Rights
 •  EU Data Protection Directive 95/46–8

3 See “Greater Manchester against crime: A complete system for partnership working,” available at: https://www.ucl.ac.uk/ 
jdi/events/mapping-conf/conf-2005/conf2005-downloads/dave-flitcroft.pdf.
4 This Working Party is made up of EU member state national data protection authorities and is an independent advisory 
body on data protection and privacy. Established under Article 29 of the Data Protection Directive (95/46/EC), its role is to 
contribute to the uniform application of the Directive across member states.
5 Data Protection Working Party loc. cit.
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 •  The Council of Europe Convention 1086—providing the main point of reference for the directive 
applying to data protection in policing and criminal justice

 •  The Data Protection Act 1998 (based on the central principles of the Directive)
 •  The Freedom of Information Act 2000, which created rights of access to information, superseding 

the Code of Practice on Access to Government Information and amending the Data Protection Act 
1998 and the Public Records Act 1958

 •  The Protection of Freedoms Act 2012, a very wide-ranging act making provision with respect to 
the retention and destruction of fingerprints, footwear impressions, and DNA samples and profiles 
taken in the course of a criminal investigation; requirements of schools and further education 
colleges to obtain the consent of parents of children under 18 years of age attending the school 
or college before the school or college can process a child’s biometric information; the further 
regulation of closed circuit television, automatic number plate recognition, and other surveillance 
camera technology operated by the police and local authorities; the need for judicial approval 
before local authorities can use certain data-gathering techniques; data provision with respect to 
parking enforcement and counter-terrorism powers.

 
These are supported, extended, and elaborated upon in various other instruments too numerous to 

list here7 (for a guide, see Bignami, 2007; Holzacker and Luif, 2013).
Article 13 of the EU Directive provides that “member states may adopt legislative measures to 

restrict the scope of the obligations and rights provided for in Article 6 (1)…when such a restriction 
constitutes a necessary measure to safeguard…national security; defence; public security; the preven-
tion, investigation, detection and prosecution of criminal offences.” However, a qualified test must be 
applied to any restriction to ensure that the legislative measure meets the criteria that allow derogating 
from a fundamental right. There are two limbs to this test: First, the measure must be sufficiently clear 
and precise to be foreseeable; second, it must be necessary and proportionate, consistent with the 
requirements developed by the European Court of Human Rights.

HUMAN RIGHTS
Much of the legislation and jurisprudence relating to data protection across the EU derive from human rights 
and fundamental freedoms. Clearly, there is not the space here to review the legal and political provenance 
of this subject. However, it is worth pausing at this stage to note and distinguish the two “distinct but related 
systems to ensure the protection of fundamental and human rights in Europe” (Kokott and Sobotta, 2013). 
The first, the European Convention on Human Rights, is probably known and understood by law enforce-
ment personnel in the UK better than the second. The Convention is an international agreement between the 
States of the Council of Europe of which all member states are part, as are external states such as  
Switzerland, Russia, and Turkey. Matters engaging the Convention are ultimately justiciable in the European 
Court of Human Rights, which has jurisdiction over actions brought by individuals against member states for 
alleged breaches of human rights, and a substantial body of jurisprudence has been built up around this area.

6 Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data, Council of Europe 
Treaties 108 (01/1981).
7 See also, for example, Framework Decision 2008/977/JHA for the protection of personal data processed in the framework 
of police and judicial cooperation in criminal matters (Data Protection Framework Decision) and the Council Decision 
2008/615/JHA of June 23, 2008 on the stepping up of cross-border cooperation, particularly in combating terrorism and 
cross-border crime (the Prum Decision).
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The second, less familiar system arises from the jurisprudence of the Court of Justice of the  
European Union (ECJ), which guarantees the protection of fundamental human rights within the EU. 
Respect of these rights is part of the core constitutional principles of the EU. Both systems are engaged 
by some activities around data capture, retention, and analysis, but a key distinction in relation to Big 
Data is that for most purposes, human rights protections treat the protection of personal data as a form 
of extension of the right to privacy.8 (Article 8 of the European Convention on Human Rights incorpo-
rates this in the respect for an individual’s private and family life, home, and correspondence.) Article 
8 prohibits interference with the right to privacy, except where such interference is in accordance with 
the generally applicable departures from the Convention article necessary in a democratic society.9 The 
EU Charter of Fundamental Rights, however, specifically enshrines data protection as a fundamental 
right in itself (somewhat unhelpfully under Article 8). This is distinct from the protection of respect for 
private and family life (Article 7). The Charter also establishes the principle of purpose limitation, 
requiring personal data to be processed “fairly for specified purposes” and stipulating the need for a 
legitimate basis for any processing of such data.

Even the EU’s own legal framework for enshrining rights and freedoms for data subjects is not immune 
from challenge. For example, the ECJ found that the Data Retention Directive10 allowed the data retained 
under its aegis to be kept in a manner so as to allow the identity of the person with whom a subscriber or 
a registered user had communicated to be revealed as well as identify the time of the communication and 
the place in which that communication occurred.11 The Directive sought to ensure that data were available 
to prevent, investigate, detect, and prosecute serious crimes, and that providers of publicly available elec-
tronic communications services or of public communications networks were obliged to reveal the relevant 
data. The ECJ held that those data might permit “very precise conclusions to be drawn concerning the 
private lives of the persons, whose data has been retained, such as the habits of everyday life, permanent 
or temporary places of residence, daily or other movements, the activities carried out, the social relation-
ships of those persons and the social environments frequented by them.” The ECJ also held that the reten-
tion of data might have a chilling effect on the use of electronic communication covered by the Directive 
on the exercise of freedom of expression guaranteed by Article 11 of the Charter of Fundamental Rights.12

Then there is the indiscriminate—or at least non-discriminating—nature of Big Data analytics. The 
automation of processing is not just a strength; it is almost a sine qua non of Big Data use. The dilemma 
for agencies tasked with the exercise of discretionary powers is that the greater the automation, the less 
scope arguably there is for intervention by the controlling mind and the application of discretion (which, 
as once described by Lord Scarman,13 is the police officer’s daily task). Much has been written and said 
of the use of “non fault” or “without cause” powers by the police and the absence of Scarman’s “safe-
guard of reasonable suspicion” (see, e.g., Staniforth, 2013), and the general trend for law enforcement 
in the UK has been to move away from the blanket applications of powers.

Interference by a member state with an individual’s rights under the European Convention must be 
“necessary in a democratic society” and have a legitimate aim to answer a “pressing social need,” but 

8 For an unusual police-related case, see ECtHR June 25, 1997, Halford v. The United Kingdom (no. 20605/92, 1997-III).
9 See, for example, Copland v. The United Kingdom (no. 62617/00 Reports of Judgments and Decisions 2007-I); ECtHR 
January 12, 2010, Gillan and Quinton v. The United Kingdom (no. 4158/05, Reports of Judgments and Decisions, 2010).
10 EU Data Retention Directive 2006/24/EC.
11 Judgment in Joined Cases C-293/12 and C-594/12 Ireland and Seitlinger and Others.
12 For a fuller explanation, see Boehm and Cole (2014).
13 Report on the Brixton Disorders, April 10–12, 1981 (Cmnd. 8247), February 4, 1984.
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even then an identified interference must be proportionate and remains subject to review by the Court 
(Coster v. United Kingdom, 2001; 33 EHRR 479).14 Whereas the relationship between accuracy and 
reliability is clearly important in any form of data analysis, when the analysis is used at the level of the 
individual, biometrics, demographics, and social epidemiology take on a different legal quality. Almost 
by definition, Big Data deals with the supra-personal, the yotta-aggregation of data that is unconcerned 
with the binary constructs of personal identity and individuality.

However, the Working Party puts it thus: “The type of analytics application used can lead to results 
that are inaccurate, discriminatory or otherwise illegitimate. In particular, an algorithm might spot a 
correlation, and then draw a statistical inference that is, when applied to inform marketing or other 
decisions, unfair and discriminatory. This may perpetuate existing prejudices and stereotypes, and 
aggravate the problems of social exclusion and stratification.”15

Just how little information Big Data needs to pinpoint an individual can be seen in Tene’s (2010) 
graphic citing of research that has shown how “a mere three pieces of information—ZIP code, birth 
date, and gender—are sufficient to uniquely identify 87 per cent of the US population.”

PURPOSE LIMITATION AND FURTHER PROCESSING
Within the legal framework protecting human rights are several key and interlinking concepts. The first 
such concept is purpose limitation. Purpose limitation is a key legal data protection principle16 that 
appears (as discussed above) in both limbs of the European framework engaging with data protection: 
the Convention on Human Rights and the European Charter on Fundamental Freedoms. Through this 
framework the law seeks to protect data subjects (in crude shorthand, those individuals to whom the 
relevant data relate) by setting limits, albeit flexible, on how the data controllers (equally crudely, those 
who are able to manage and direct the manner in which the data are used) are able to use their data.

Purpose limitation, which has parallels in other jurisdictions (such as Article 6 of Law n. 121/1981 
in Italy; see Chapter 16 for more information), has two components. First is purpose specification, 
which means that the collection of certain types of data such as “personal data”17 must be for a “speci-
fied, explicit, and legitimate” purpose. The second element of purpose specification is “compatible 
use.” This means that the data must not be further processed (see below) in a way that is incompatible 
with those purposes.

Arguably, the whole concept of Big Data analytics is predicated on some further perhaps even ulte-
rior processing of data collected as a separate set or for a different, more specific purpose. The subse-
quent use of data represents a key barrier to lawful processing because of the requirement for 
compatibility. That is not to say that there can be no further processing, but such processing as there is 
will generally need to be compatible with the original lawful purpose or be exempt from that 

14 See also Article 40 of the UN Convention on the Rights of the Child of 1989, which states that it is the right of every child 
alleged to have infringed a penal law to be treated in a manner consistent with the promotion of the child’s dignity and worth, 
reinforcing the respect for the child’s human rights and fundamental freedoms.
15 Loc. cit. at p. 45.
16 Article 6 (1)(b) of Directive 95/46/EC of the European Parliament and of the Council of October 24, 1995 on the protection 
of individuals with regard to the processing of personal data and on the free movement of such data (OJ L 281, November 
23, 1995, p. 31).
17 Personal data in England and Wales means data relating to an identified/identifiable living individual (Data Protection Act, 
1998).



CHAPTER 15 THE LEGAL CHALLENGES OF BIG DATA APPLICATION234

compatibility requirement. Even the recycling of personal data that has already been made publicly 
available remains subject to the relevant data protection laws.

An important aspect of the further processing issue is the nature of the relationship between the 
controller and the data subject; in general terms, compatibility assessments should be more stringent if 
the data subject has not been given sufficient—or any—freedom of choice.

Exemptions for processing personal data within the UK are widely drafted and include purposes 
such as the administration of justice, statutory functions, and public interest provisions, which cover the 
work of a whole range of public bodies. However, the number of community outcomes for which the 
police alone are responsible is vanishingly small and (certainly in the UK) almost every activity that 
keeps people safe and thriving is the product of collaborative enterprise and partnership. This level of 
engrenage is not specifically reflected by the law regarding data protection and processing. There are 
restrictions on data sharing, particularly when the organizations involved are in different jurisdictions. 
Then there are limitations on the aggregation and analysis of huge datasets generally, which can present 
barriers to the proper activities of LEAs and problems regarding reliability of extrapolation, interpola-
tion, and identification. Public bodies such as police forces have no general power to share data and must 
do so only when they are able to indicate a power (expressed or implied) that permits them to do so.18

A key challenge of Big Data for law enforcement therefore arises from the almost total reliance on 
partnerships within the British neighborhood policing model, which makes sectoral and functional 
separation (i.e., separation into public health, education, research) all but impossible. The best one can 
hope for is to identify the legitimate outcomes toward which the law enforcement partnership is work-
ing, understand the key elements of the relevant data protection framework applicable to that setting, 
and aim for compliance.

The relevant legislative frameworks, however, presuppose a “neat dichotomy” (Tene, 2010), 
whereas the increasingly collaborative manner in which businesses operate precludes a neat dichotomy 
between controllers and processors. Many decisions involving personal data have become a joint exer-
cise between customers and layers upon layers of service providers. With the rise of cloud computing 
and the proliferation of online and mobile apps, not only the identity but also the location of data con-
trollers have become indeterminate (Tene, 2010).

This is challenging enough when the LEAs and partners are within EU members states. When non-
member states are involved—as occurs in many cases particularly involving serious organized crime—
there is an additional requirement of “adequacy of protection.” It is a key principle of the relevant 
legislation in member states that personal data must not be transferred outside the European Economic 
Area (EU member states and Norway, Iceland, and Lichtenstein) unless there is an ensured adequate level 
of protection for the rights and freedoms of data subjects in relation to the processing of personal data.

PUBLIC TRUST AND CONFIDENCE
Finally, and perhaps most important, there is public trust. The consensual model of policing in the UK 
entirely depends on the support of the communities within which the police operate. The principal fac-
tor keeping relative order on the streets of the UK is not so much the presence of 140,000 police offi-
cers; rather, it is the legitimacy (Stanko, 2011) they enjoy among the 60 million people who tolerate and 
support them.

18 For instance, the Ant-Terrorism, Crime and Security Act, 2001, p. 17.
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Some key features of Big Data, such as behavioral targeting, have a different cachet in LEA settings, and 
the history of data processing within UK policing has not been without its difficulties. There have been vari-
ous legal challenges to the use and retention of personal data by the police: for example, S & Marper v. 
United Kingdom (2008) ECHR 1581 (police retention of DNA samples of individuals arrested, but who are 
later acquitted or have the charges against them dropped, was a violation of right to privacy) and R (on the 
application of GC & C) v. The Commissioner of Police of the Metropolis (2011) UKSC 21 (successful chal-
lenge of a policy of the Association of Chief Police Officers allowing indefinite retention of biometric sam-
ples, DNA and fingerprints for an indefinite period save in exceptional circumstances).

Police monitoring of public protests has produced a series of legal challenges for which LEAs have not 
always managed to achieve the fine balance between the obligations of the state to ensure the security and 
safety of its citizens and its duty to ensure the protection of their human rights and fundamental freedoms 
(see The Queen (on the application of Catt) v. The Association of Chief Police Officers of England, Wales 
and Northern Ireland and The Commissioner of Police for the Metropolis (2013) EWCA Civ 192). The 
Catt case involved a lawful demonstration and the indefinite retention of data about the applicant on the 
National Domestic Extremism Database. The case shows that even where the relevant event takes place in 
public, the recording and retention of personal data about individuals involved can be an unlawful interfer-
ence with the right to respect for private life under Article 8 of the European Convention of Human Rights.

Aside from the litigious challenges over operational retention and use of personal data, the police 
have also experienced the ignominy of having their official recognition removed by the Office for 
National Statistics because their data processing approaches for recording crime were found to be unre-
liable. The police found themselves the subject of a Parliamentary report called “Caught red handed: 
Why we cannot count on police recorded crime statistics,” published by the Public Administration 
Select Committee,19 whose chair, Bernard Jenkin, MP, said in the press release accompanying the 
report: “Poor data integrity reflects the poor quality of leadership within the police. Their compliance 
with the core values of policing, including accountability, honesty and integrity, will determine whether 
the proper quality of Police Recorded Crime data can be restored.”20 Shortcomings in data quality and 
reliability in the LEA context are not just about compliance and can have real and immediate detrimen-
tal impacts on and within the criminal justice process.21

The Public Administration Committee’s report was followed by a report of HM Inspector of Con-
stabulary on the reliability of crime recording data created and maintained by the police forces of 
England and Wales.22 The interim report published on May 1, 2014, which drew upon several previous 
reports, referred to the Inspectorate’s “serious concerns” in the integrity of police crime recording data.

Conversely, the failings of the police in England and Wales to retain relevant data in a searchable 
and shareable way, so as to enable the tracking of dangerous offenders such as Ian Huntley,23 were 
widely reported and criticized in the Bichard Report,24 which led to wholesale changes in the police 
approach to operational information technology capabilities.

19 Report of the Public Administration Select Committee 13th session 2013/14 HC 760, The Stationery Office, London.
20 See http://www.parliament.uk/business/committees/committees-a-z/commons-select/public-administration-select-committee/ 
news/crime-stats-substantive/.
21 See http://www.telegraph.co.uk/news/uknews/crime/11117598/Criminals-could-appeal-after-Home-Office-admits-potentially- 
misleading-DNA-evidence-presented-to-juries.html.
22 See http://www.justiceinspectorates.gov.uk/hmic/programmes/crime-data-integrity/.
23 Convicted on December 17, 2003 of the murder of 10-year-old schoolgirls Holly Wells and Jessica Chapman.
24 Report of the Bichard Inquiry HC 653 June 22, 2004, The Stationery Office, London.
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The corrosive effect of such cases and the media’s reporting of them can be expected to damage 
public trust and confidence in the police and to affect the legitimacy they need to operate. When taken 
against the wider international context of “data-gate” and the Snowden revelations25 of how  governments 
have been using Big Data analytics and high-tech information and communications technology 
 monitoring capabilities, this reduced trust and confidence represents a serious impediment to even the 
lawful and compliant use of Big Data by LEAs in the future particularly as we move into an era of 
“omniveillance” (Blackman, 2008).

CONCLUSIONS
Although the attractions of Big Data for LEAs are immediate and obvious, so, too, are the dilemmas it 
creates. The benefits of a capability of the scale offered by Big Data are readily apparent in every aspect 
of law enforcement, particularly where technology is used by perpetrators. For example, where the 
proscribed activities take place within the galactic setting of social media communications, such as in 
radicalization activities in terrorism and the online grooming of children and vulnerable victims in 
sexual offending, influencing behaviors and searching out prospects, the modus operandi almost invites 
a Big Data approach to both detection and prevention.

It is one thing to get private organizations from the retail sector or business-to-business suppliers 
working to certain data protocols, but what about LEAs? Staples such as individual consent and the 
right to be forgotten become much more difficult to apply, whereas exceptions such as the investigation, 
detection, and prevention of crime or—even broader—the public interest are much more readily 
applicable.

HOW FAR SHOULD BIG DATA PRINCIPLES SUCH AS “DO NOT TRACK” AND “DO NOT 
COLLECT” BE APPLICABLE TO LEAS, EITHER IN QUALIFIED FORMAT OR AT ALL?
Can the developing legal framework around human rights and concepts such as privacy and identity 
offer sufficient protection, engender legitimacy, and foster public trust? At this point the proposed Data 
Protection Regulation (Article 6 (4)) contains a broad exception from the compatibility requirement and 
if enacted, will allow a great deal of latitude for the further processing of personal data including a sub-
sequent change of contractual terms. This potentially allows a data controller not just to move the goal 
posts, but to wait and see where the ball lands and then erect the goal around it. How will such relaxation 
of the rules be viewed by citizens, and what safeguards can they legitimately expect from their states?

When it comes to Big Data, the higher the stakes, the greater the challenges for LEAs that risk being 
condemned for not using all available data to prevent terrorist atrocities or cyber-enabled criminality 
and damned if they do so to the detriment of individual rights and freedoms.

As Polonetsky and Tene (2013) put it: “The NSA revelations crystallized privacy advocates’ con-
cerns of sleepwalking into a surveillance society’ even as decision-makers remain loath to curb govern-
ment powers for fear of terrorist or cybersecurity attacks.”

One thing seems certain: The continued expansion of Big Data capability will inflate the correlative 
dilemmas it presents to our LEAs.

25 See http://www.theguardian.com/world/the-nsa-files.
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The resolution of the dilemmas of Big Data for LEAs—and by extension, for their partners in key areas 
such as safeguarding, fraud prevention, and the proper establishment of the rule of law in cyberspace—will 
be as much a challenge for the law as the technology. The dilemmas for LEAs are but one example of how 
our legal systems and principles need to catch up with the practices of their citizens’ lives. It will need a 
new breed, a form of lex veneficus,26 perhaps, to work alongside the technical wizards who have set the 
height of the Big Data bar.
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CHAPTER

BIG DATA AND THE ITALIAN 
LEGAL FRAMEWORK: 
OPPORTUNITIES FOR POLICE 
FORCES

Pietro Costanzo, Francesca D’Onofrio, Julia Friedl

INTRODUCTION
We are currently experiencing unlimited growth of the size of real-world data and increasing requests 
for real-time processing on the behalf of various stakeholders: businesses, governments, health organi-
zations, and police forces. Data have become the raw material of production, a new source of immense 
economic and social value. The increasing number of people, devices, and sensors that are now con-
nected by digital networks has revolutionized the ability to generate, communicate, share, and access 
data (Robinson et al., 2009).

The deployment of Big Data offers a high number of benefits and advantages to its users.1 A report 
by the McKinsey Global Institute demonstrates the transformative effect that Big Data has had on 
entire sectors ranging from health care to retail and from manufacturing to political campaigns (Manyika 
et al., 2011). In addition, police forces can achieve important advantages by analyzing the enormous 
amount of information that composes so-called “Big Data” (World Economic Forum, 2012).

Big Data may facilitate predictive analysis with implications for individuals susceptible to disease, 
crime, or other socially stigmatizing characteristics or behaviors. Predictive analysis is particularly 
problematic when it is based on sensitive categories of data such as health, race, and sexuality (Tene 
and Polonetsky, 2013). Even when it does not imply the use of sensitive data, predictive analysis can 
become a prophecy that accentuates social stratification (Casady, 2011).

In general, the data deluge presents privacy concerns that appear more pressing when it comes to 
the use of data on behalf of governmental bodies and police forces.

Predictive analytics that incorporate social factors and local demographics can have an important 
role in enhancing intelligence-led law enforcement that will help police anticipate crime by predicting 
crime hotspots and identifying criminal networks. In fact, in some countries2 police forces are using 
these kinds of predictive analytics to better equip officers and improve public safety. This strategy 

1 See World Economic Forum, Big Data, Big Impact: New Possibilities for International Development (2012). Available at: 
http://www3.weforum.org/docs/WEF_TC_MFS_BigDataBigImpact_Briefing_2012.pdf.
2 For example, police in Santa Cruz in California uses predictive analytics on burglary data to identify streets at greatest risk. Sin-
gapore police, instead, combine advanced analytical capabilities with existing video monitoring systems to ensure safety in the city 
(Daly et al., 2013). In Europe, predictive analytics is becoming fashionable, too. The Kent Police Force in the UK has tested a strat-
egy in which analytics software is used to ascertain areas in which crime is more likely to occur, using several years of crime data.

16
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builds on information shared among different police services, courts, prisons, and public administra-
tions, and sometimes information collected from social networks, to identify where crimes are more 
likely to take place (Byrne and Marx, 2011).

If much of the debate around Big Data and privacy is based on the idea that organizations should be 
required to reveal the criteria used in their decision making processes with respect to personal data 
analysis (Tene and Polonetsky, 2013), what should occur when it comes to using Big Data for public/
national security?

Starting from an analysis of the European legal framework concerning the protection of data and 
their use for policing and criminal law matters, this chapter will consider the Italian legal framework to 
understand opportunities and constraints for Italian police forces regarding the use of Big Data for 
public and national security purposes.

EUROPEAN LEGAL FRAMEWORK
The first European data protection laws date to the early 1970s.3 These early laws largely affected parts 
of government administration that collected large amounts of information from citizens for the purpose 
of providing services such as health care, education, and welfare. For the most part, intelligence and law 
enforcement officials were untouched by these early data protection regulations. Their information-
gathering activities were covered by a more specific set of national laws. Police had to apply for warrants 
from judicial authorities before they could undertake surveillance.4 In contrast, intelligence officers, 
who were responsible for security-related surveillance, were subject to less rigorous standards enforced 
not by courts but by independent government officials or parliamentary committees (Bignami, 2006).

Since the 1970s, one development has radically altered the nature of law enforcement and the relation-
ship between law enforcement and data protection laws: technology. Increasingly, digital space has 
become the main feature of today’s society. As a consequence, by monitoring Internet traffic, the police 
can easily collect useful information about citizens and personal data have become essential for Internet 
business (Bignami, 2006). On a European level, a data protection legal framework has been developed in 
the past 20 years and is still in continuous transformation to adapt itself to the technological environment.

DIRECTIVE 95/46/EC AND REVISION PROCESS STARTED IN 2012
Proposed in 1990 and adopted in 1995, the Data Protection Directive (95/46/EC) guarantees the right 
of individuals’ data protection as well as the flow of data in the European Union (EU). This directive 
binds member states to harmonize their legislation, guaranteeing in that way to process personal data 
fairly, lawfully, and only for specified, explicit, and legitimate purposes (Kulk and Van Loenen, 2012). 

3 The first data protection law in Europe was adopted in Hessen, Germany, on September 30, 1970 in the Hesse Data Pro-
tection Act or Hessisches Datenschutzgesetz, whereas the first national data protection act was passed in Sweden in 1973  
(see Burkert, 2000).
4 For example, in the UK information gathering for law enforcement in terms of interception received a statutory regulation in 
1985 with adoption of the Interception of Communications Act 1985. Before this act, the Secretary of State issued warrants 
for interception but there were no legal consequences if a warrant was not obtained. The 1985 Act was introduced after the 
European Court of Human Rights ruling in Malone vs UK in 1984 (for more information, see: http://www.lse.ac.uk/humanR
ights/documents/2011/KlugIntercepComms.pdf).
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The e-Privacy Directive 2002/58/EC (amended by Directive 2009/136/EC) serves as a complementary 
directive to protect personal data in the electronic communications sector.5 In 2008, a Framework Deci-
sion (2008/977/JHA) was adopted on the protection of personal data processed in the framework of 
police and judicial cooperation in criminal matters (Data Protection Framework Decision) (Peers, 
2012).6 This decision aims to protect the personal data of natural persons when their personal data are 
processed for the purpose of preventing, investigating, detecting, or prosecuting a criminal offence or 
for executing a criminal penalty. The applicability of this framework decision is limited to ensuring 
data protection in the cross-border cooperation between these authorities and does not extend to national 
security. Thus, at the EU level, data protection in the police and criminal justice sector is regulated only 
in the context of cross-border cooperation of police and judicial authorities.7

Furthermore, a stronger legal basis is provided through adoption of the legally binding European 
Charter of Fundamental Rights,8 or more precisely Article 8, which recognizes data protection as an 
autonomous personal right, as well as Article 7, the right to a private and family life.9 The Council of 
Europe Convention 108,10 which is the main point of reference for the Directive (Bignami, 2007), 
applies to data protection in the area of police and criminal justice, although the contracting parties may 
limit its application (European Union Agency for Fundamental Rights, 2014).11

At the time of approval of the Data Protection Directive, data protection aimed to prevent rights 
abuse by market actors and by government agencies operating as service providers. Because globaliza-
tion and quickly changing technological advancements are continuously modifying the way and meth-
odologies with which data are collected and used, data protection is still challenged, calling for the 
need of a new, advanced legal framework. The revision of the 95/46 Directive started in 2010, in 2012, 
the EU Commission proposed a data protection regulation,12 a directly applicable legal act that should 

5 Source: http://europa.eu/legislation_summaries/information_society/legislative_framework/l24120_en.htm.
6 In January 2012, a revision process of both the Data Protection Directive and the Framework Decision started. The directive 
should be replaced by a regulation, whereas the Framework Decision should be replaced by a binding directive.
7 An important example of institutionalized cross-border cooperation by exchange of nationally held data is Council Decision 
2008/615/JHA on the stepping-up of cross-border cooperation, particularly in combating terrorism and cross-border crime 
(Prüm Decision), which incorporated the Prüm Treaty into EU law in 2008. The aim of the Prüm Decision was to help mem-
ber states improve information sharing for the purpose of preventing and combating crime in three fields: terrorism, cross-
border crime, and illegal migration. For this purpose, the decision sets out provisions with regard to automated access to DNA 
profiles, fingerprint data, and certain national vehicle registration data, the supply of data in relation to major events that have 
a cross-border dimension, as well as the supply of information to prevent terrorist offences and other measures for stepping 
up cross-border police cooperation. The databases that are made available under the Prüm Decision are governed entirely by 
national law, but the exchange of data is also governed by the decision and the Data Protection Framework Decision.
8 Signed already with the Nice Treaty in 2000, but legally binding only after the ratification of the Lisbon Treaty (Holzacker 
and Luif, 2014).
9 The Charter includes all the rights found in the case law of the Court of Justice of the EU; other rights and principles 
resulting from the common constitutional traditions of EU countries and other international instruments; and the rights and 
freedoms enshrined in the European Convention on Human Rights; e.g., the Convention on Human Rights (ECHR) protects 
the right to private life, under Article 8 (see: http://ec.europa.eu/justice/fundamental-rights/charter/index_en.htm).
10 Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data, Council of Europe 
Treaties 108 (01/1981). Available at: http://conventions.coe.int/Treaty/en/Treaties/Html/108.htm. Although the European 
Union is not a party to Convention 108, its rights are applicable for different reasons (Bignami, 2007, pp. 241–242).
11 Handbook on European Data Protection Law, available at: http://www.echr.coe.int/Documents/Handbook_data_protectio
n_ENG.pdf.
12 Source: http://ec.europa.eu/justice/data-protection/document/review2012/com_2012_11_en.pdf.



241  EUROPEAN LEGAL FRAMEWORK

guarantee equal data protection for European citizens and an identical legal environment for companies 
modernizing and enhancing the old directive while setting global standards. More precisely the regula-
tion should obligate non-European companies, when offering goods and services to European consum-
ers, to apply the EU data protection law in full, no matter to what establishment they belong. On the 
other hand, citizens will benefit from the right to be forgotten, i.e., the right to have their data deleted 
in case it is processed without legitimate grounds.13 Control and easier access to data should be 
enhanced whereas privacy-enhancing technology should be employed by technology providers and 
Web services.

In March 2014, the regulation passed the EU Parliament’s vote and was waiting for final adoption 
by the Council of Ministers, as the ordinary legislative procedure (co-decision) was implemented.14 
Together with the regulation, a further legislative proposal was presented15 regarding the processing of 
personal data in the law enforcement sector. This directive should allow personal data between compe-
tent authorities within the EU to be shared and exchanged for the purposes of prevention, investigation, 
detection, or prosecution of criminal offences or the execution of criminal penalties, thus providing a 
directive to enhance law enforcement cooperation between member states’ authorities.

DATA RETENTION DIRECTIVE
The Data Retention Directive (2006/24/EC), amending the 2002/58/EC e-Privacy Directive, represents 
a complementary instrument to the Data Protection Directive. Highlighting the need of common mea-
sures regarding the retention of telecommunications data after the terrorist attacks on London and 
Madrid, the data retention directive can be considered the first EU law to address data privacy on law 
enforcement (Bignami, 2007). The two main purposes of the directive are harmonizing of obligations 
on providers to retain certain data and ensuring that the data retained are available for the purpose of 
investigation, detection, and prosecution of serious crime and terrorism.16 Hence, its aim was to facili-
tate European cooperation in criminal investigations.

According to the directive, communication service providers are required to retain communication 
data for a period from 6 months up to 2 years (from three sources of traffic data: fixed and mobile tele-
phony as well as Internet traffic), allowing member states to retrieve these data for one of those law 
enforcement purposes. This massive storage of data generated criticism by civil society, from the Arti-
cle 29 Data Protection Working Party17 as well as from the European Data Protection Supervisor, who 
pointed out that it entails serious interference with the fundamental rights to respect for private life and 
to the protection of personal data. These groups raised concerns regarding whether the stored data 

13 The right to have your data erased is not absolute and has clear limits. It only applies where personal data storage is no 
longer necessary or is irrelevant for the original purposes of the processing for which the data were collected (Liscka and 
Stöcker, Friday January 18, 2013).
14 European Commission MEMO 14–186; see http://europa.eu/rapid/press-release_MEMO-14-186_it.htm.
15 “Proposal for a Directive of the European Parliament and of the Council on the protection of individuals with regard 
to the processing of personal data by competent authorities for the purposes of prevention, investigation, detection or 
prosecution of criminal offences or the execution of criminal penalties, and the free movement of such data.” (Source: 
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52012PC0010&from=en).
16 From the beginning, proposal prevention was eliminated, whereas serious crime is intended as defined in every single 
national law (Holzacker and Luif, 2014).
17 This Working Party was set up under Article 29 of Directive 95/46/EC. It is an independent European advisory body on data 
protection and privacy. Its tasks are described in Article 30 of Directive 95/46/EC and Article 15 of Directive 2002/58/EC.
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would achieve the crime-fighting results and whether, owing to the lengths and amount of data retained, 
the proportionality test was accomplished (Bignami, 2007).

Even though further evaluations made by the European Commission highlighted the positive impact 
on investigation of the directive, on April 8, 2014, the Court of Justice declared the Data Retention 
Directive invalid.18 According to the Court, the principle of proportionality, as well as the fundamental 
rights to respect for private life and personal data protection, were not guaranteed although the benefit 
and importance of retention, under precise and legitimate conditions, for the fight against serious crime 
and the protection of public security were recognized.

THE ITALIAN LEGAL FRAMEWORK
AUTHORITY FOR PERSONAL DATA PROTECTION
The Authority for Personal Data Protection is an independent administrative authority established 
by law n. 675 approved on December 31, 1996, to ensure the protection of rights and fundamental 
liberties and the respect of personal dignity when processing personal data (Gioffrè, October 21, 
2009).

Data protection rights and secrecy rights do not coincide. The latter is the right to exclude others 
from having knowledge about private or family-related information. Data protection rights are about 
exercising a form of control over a person’s data and information. In the first case, we are talking about 
the right to keep secret some information that the holder wishes to keep excluded from the knowledge 
of others; in the second case, the intention is to protect data and information, therefore protecting their 
use. The information we are talking about here does not have a reserved content: Information and data 
could be public. For instance, the telephone number of a private phone line reported in a telephone 
directory is certainly not considered reserved data, but it is personal data that must be handled accord-
ing to the privacy and data protection legal framework.

THE ITALIAN PRIVACY CODE
Initially, personal data and privacy were protected by Law n. 675, December 31, 1996, which brought 
into force EU and international provisions relating to the topics (Council Directive 95/46/EC and Stras-
bourg Convention n.108, 1981) (Condello et al., 2009). Throughout the following 7 years, nine Law 
decrees regulating various specific aspects related to data protection were approved. This approach 
determined a discontinuous and inconsistent data protection legal framework.

In 2003, with the approval of D.Lgs 196/2003, the law on data protection (commonly called the 
Privacy Code) came into force in the Italian legal framework, replacing the previous framework.

The contents of the Code are driven by the objective of ensuring a high level of protection within 
the respect of principles of simplification, harmonization, and efficiency (Article 2, comma 2).

Personal data are defined as “any information relating to an identified or identifiable natural or legal 
person regardless its form, i.e., either paper or electronic based information.”19 The broad definition 

18 Press Release available at: http://curia.europa.eu/jcms/upload/docs/application/pdf/2014-04/cp140054en.pdf.
19 Personal data includes name, surname, marital status, income, illnesses or diseases, workplace, and preferences and opin-
ions. According to the definition of personal data given in the Directive and in the Italian Code, information can be either 
objective (e.g., the presence of a certain substance in the blood) or subjective (e.g., opinions, preferences).
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given in the Code is similar to that reported in the Data Protection Directive. However, the Italian Code 
also includes legal persons as personal data holders (i.e., personal data may belong to associations, 
public administration, and any legal entity).

In this setting, the border between personal data and anonymous data is close; data are considered 
personal if there is the possibility of identifying the holder of the data. Personal data must be referred 
or referable to a specific holder.

The Privacy Code also dedicates specific provisions to some particular categories of data:
 
 1.  Sensitive data are personal data that are able to reveal:
 a.  Racial and ethnical origins
 b.  Religious beliefs
 c.  Political opinions
 d.  Health and sexual life
 e.  Genetic data
Genetic data are considered sensitive because they are able to reveal  
the health status of the holder.
 2.  Judiciary data require a higher level of information security than other data. They include legal 

proceedings acts as stated in article 686 of the criminal law code, condemnation proceedings.
 3.  Semi-sensitive data present specific risks related to rights and fundamental rights. This cat-

egory of data must undergo prior checking (as also reported in article 20 of the Directive). 
Prior checking is carried out by a supervisory authority. In the Italian case, this is the Garante 
della Privacy—that is, the Authority for Personal Data Protection (hereafter the Authority). 
For example, biometric data (e.g., digital fingerprints, iris recognition) is considered semi-
sensitive data because, although they are collected for other purposes (mainly security issues 
such as immigration control), they are potentially able to reveal information about the holder’s 
health.

 4.  Traffic data relate to a telecommunication service user. The Italian code imposes limits relating to 
traffic data. Communication services suppliers must follow the general rule, which excludes data 
retention apart from:

 a.  6 months’ data retention to have documented information to prevent billing disputes and
 b.  retention for periods foreseen by law to verify or restrain crimes.
 

Article 18 of the Code specifies that public actors (apart from medical staff and health organiza-
tions) are not required to obtain a holder’s consent, because their institutional function legitimates 
processing of personal data. Nevertheless, any unlawful data processing by public employees repre-
sents a violation of the Privacy Code. Furthermore, as a general rule, the exchange of personal data 
between two public actors is allowed when it is foreseen by a law or regulation or on the basis of an 
authorization issued by the Authority.

FOCUS ON ITALIAN POLICE FORCES
Information technology is a fundamental tool for police forces because they base their activities on 
collecting, evaluating, and connecting information for crime prevention and repression activities and 
for administrative tasks (van Brakel and De Hert, 2011).
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Public security is mentioned in Articles 117 and 118 of the Italian Constitution. Constitutional 
reform in 200120 left “public security”21 as the responsibility exclusively of the central government.

Specifically relating to police forces, data protection and analysis undergo the provisions indicated in 
Law n. 121/1981 and in a specific section of Privacy Code. Law n. 121/1981 assigned functions related 
to information and data classification, analysis, and evaluation to the Department of Public Security for 
purposes of order protection, public security, and prevention and repression of crimes (Article 6).

Article 7 of the law establishes that the information and data used for the purposes of Article 6 must 
refer to documents held by public administration or public entities, or result from proceedings of the 
judicial authority or from police investigations. According to the law, it is forbidden to collect informa-
tion and data on citizens only because of their race, religion, or political opinions or their affiliation 
with unions or cultural, cooperative, or welfare-dedicated associations.

Information and data relating to bank operations or positions can be requested within the limits of 
police investigations and under explicit authorization issued by the judicial authority. Information and 
data held by police forces belonging to the EU member states and by other states, with which specific 
agreements have been reached, can be obtained under specific conditions.

Article 8 establishes the Centro Elaborazione Dati (Center for the Elaboration of Data (CED)), which col-
lects, elaborates on, classifies, and stores information and data in automated files. The CED is also in charge 
of data transmission to authorized actors. Access and use of data and information stored in the CED are per-
mitted for judiciary police officers, public security officers, security services officials, and authorized judiciary 
police agents. Controls on the CED are performed by the Authority according to specific laws and regulations. 
Finally, information and data shall not be used for purposes different from those listed in Article 6.

POLICE DATA PROCESSING AND PRIVACY
As explained above, privacy protection consists of the right of each data holder to control information relat-
ing to her or him so that it is processed only in case of need and with respect for fundamental rights. The 
question is, Can the right of privacy protection somehow be restricted by data processing performed by 
police forces?

Since 2001, Italian police forces have made use of data and information collected and elaborated by 
the Sistema di Indagine (Investigation Systems (SDI)). Investigation Systems collects and coordinates 
a set of information and data from all police forces. The system is open to all Italian police forces and 
allows data to be searched and information to be held in external databases connected to the system. 
Through SDI, police forces can access the Schengen Information System (SIS).22

20 Constitutional Reform was approved by law n. 3/2001involving the relationship between central and peripheral administrations.
21 Public security can be defined as the activity that allows individuals to live in the community and act within it, showing 
their own individuality and to satisfy their interests. Traditionally and legislation-wise, public security is associated with the 
concept of public order, meaning the material public order that is the specific goods which are to be protected. In this sense, 
public order and public security are equivalent concepts.
22 The newest version of the SIS, or SIS II, came into operation on April 9, 2013. It now serves all EU member states plus Iceland, 
Liechtenstein, Norway, and Switzerland. Europol and Eurojust also have access to SIS II. SIS II consists of a central system 
(C-SIS), a national system (N-SIS) in each member state, and a communication infrastructure between the central system and 
the national systems. The C-SIS contains certain data entered by the member states on persons and objects. The C-SIS is used 
by national border control, police, customs, and visa and judicial authorities throughout the Schengen area. Each of the member 
states operates a national copy of the C-SIS, known as N-SIS, which is constantly updated, thereby updating the C-SIS.
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How long can police forces store information and data?
Article 6 of the Data Protection Directive and Article 5 of Convention 108 require member states to 
ensure that personal data are kept in a form that permits identification of data subjects for no longer 
than is necessary for the purposes for which the data were collected or for which they are further pro-
cessed. The data must therefore be erased when those purposes have been served.

Article 11 of the Privacy Code provides that data must be stored to allow the identification of 
the holder for a period of time that must not exceed the period needed to pursue the finalities for 
which the data have been collected and processed. Article 22 of the Code also requires public 
actors to periodically verify the exactness and completeness and to update sensitive data and judi-
ciary data.

In general, the second part of the Privacy Code, Processing Operations by the Police, specifically 
Articles 53–57, refers to police forces. Article 53 provides that personal data processing carried out by 
the CED at the Public Security Department or by police forces for the purposes of protecting public 
order and security, preventing, detecting, or repressing crimes is not limited by the provisions outlined 
in Articles 9, 10, 12, 13, and 16, 18–22, 37 and 38, and 39–45.

For example, this provision exempts police forces from the obligation to request the data subject’s 
authorization to use data and to collect his or her consent (Articles 9 and 13). Police forces are also 
excluded from observing special provisions relating to data processing by public actors (Articles 
18–22). Articles 37–42 relate to the obligation to notify, communicate, and gain authorization for data 
processing by the Authority; for their specific functions, police forces are not required to observe these 
provisions, whereas articles 43, 44, and 45 relate to the transmission of data to subjects outside the 
national territory. Finally, according to the exemption from Articles 145–151, police force data process-
ing cannot undergo citizens’ appeals.

According to Article 54, police forces can acquire data from other actors also in electronic format 
through specific agreements. Under provisions of Article 55, genetic and biometric data must be pro-
cessed to protect the holder. Any data processing that is likely to be prejudicial to holders—with par-
ticular regard to genetic and/or biometric databases, location-based information processing, databases 
relying on specific information processing techniques, and the introduction of certain types of 
 technology—must be compliant with measures and arrangements as may be set forth by the Authority 
to safeguard data subjects after a prior checking procedure.

OPPORTUNITIES AND CONSTRAINTS FOR POLICE FORCES  
AND INTELLIGENCE
Recently, EU data protection has taken a new turn. Now, the challenge is to safeguard privacy when 
governments exercise their core sovereign powers of national security and law enforcement (see also 
Chapter 15). There is a need for legal rules in view of the increasing use of computers for administrative 
purposes. Compared with manual files, automated files have vastly superior storage capability and offer 
possibilities for a much wider variety of transactions, which they can perform at high speed. Further 
growth of automatic data processing in the administrative field is expected in coming years as a result 
of lower data processing costs, the availability of intelligent data processing devices, and the establish-
ment of new telecommunication facilities for data transmission.



CHAPTER 16 BIG DATA AND THE ITALIAN LEGAL FRAMEWORK246

Information power brings with it the corresponding social responsibility of data users in the private 
and public sectors. Those responsible for the files are required to make sure that the advantages they 
can obtain from automatic data processing do not also lead to weakening of the position of the person 
whose data are stored.

In fact, main concerns regarding processing personal data are the loss of individuals’ control over 
sensitive information,23 the risk of linkability, and (re)identification. Some cases were already 
observed in Italy and highlighted by the Garante della Privacy in its 2013 report, “Data Protection: 
Times Are A-Changing Big Data, Transparency, Surveillance,”24 (Garante per la protezione dei dati 
personali, 2013) submitted to the Italian Parliament on June 10, 2014. This report “highlights the 
way ahead in order to make data protection genuinely effective,” not only relative to commercial and 
administrative matters, but also in key fields for public order and security such as global, national, 
and private surveillance, the role of major Internet service providers, social networks and cyberbul-
lying, biometrics, protecting children on media and the Web, protecting personal data in judicial 
proceedings, and retention of telephone and Internet traffic data.

In terms of data access and data amendment, the Authority confirmed the importance for interested 
subjects to access CED data at the Public Security Department (Ministry of the Interior), one of the 
main data gates to personal information that can be used for investigative and intelligence purposes. 
Such control over data should also be granted over the new SIS (SIS II), according to the possibility of 
individuals and foreign SIS national sections asking for access.

The Authority also coped with specific requests coming from local police forces. In relation to the 
possibility of extending (up to 60 days) the retention of data gathered through video surveillance sys-
tems in public areas for possible investigative purposes, the Authority observed that the confirmed term 
is 6 days after collection and that any extension must be requested to the same Authority, underlining a 
conservative approach in a field still showing wide gray areas.

Within this framework, from the operational point of view, Italian police forces started to work on 
using structured and unstructured data to cope with crime in urban areas. Not many examples are avail-
able: Crime pattern recognition techniques and crime trend studies are still under-adopted, and results 
of ongoing experimentations have yet to be understood.

First outcomes may be reported from a project in the city of Milan, thanks to the adoption of Key 
Crime predictive policing software. The tool was developed by internal personnel at the police in Milan 
and adopted for testing on robberies as a typical serial crime. Based on the analysis of several thousand 
parameters per event collected from multiple sources (video surveillance, manual entry of operators, 
etc., all contained in police databases), the software allowed police to attribute past robberies to 

23 Communication from the Commission to the European Parliament, the Council, The Economic and Social Committee and 
the Committee of the Regions, (2010), “A comprehensive approach on personal data protection in the European Union.” 
Available at: http://ec.europa.eu/justice/news/consulting_public/0006/com_2010_609_en.pdf.
24 The full report and summaries are available from: http://www.garanteprivacy.it/web/guest/home/docweb/-/docweb-displa
y/docweb/3192876.
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perpetrators on the basis of precise matching of key elements of modus operandi.25 The tool has also 
been adopted to predict activities and therefore better allocate resources in the field.

Currently the software only adopts data acquired by the police and contained in internal databases, 
but what if such tools were redesigned and allowed to access open source information?

Emerging challenges derive from the “data-gate” case, i.e., foreign citizens’ data collected by the 
United States National Security Agency (NSA) (The White House, 2014). After the disclosure to the 
public of information related to NSA’s activities, Italian interested institutions (the Authority, the 
Parliament security committee/COPASIR, and the Department of Information and Security (DIS)) 
held consultations (also on the basis of Article 31 of Law 124/2007) to shed more light on the pos-
sible involvement of Italian nationals in NSA’s data collection, both to enhance citizens’ data protec-
tion and to reinforce the mechanism of police and intelligence cooperation. An important outcome of 
this process was the agreement signed on November 11, 2013, between the Authority and DIS to set 
up processes granting, to some extent, access to information about the treatment of personal data for 
intelligence purposes (e.g., in relation to cybersecurity issues to the access to databases of the Public 
Administration or of public services).26

Finally, considering this complex and fluid legal framework, data protection is considered to be 
at the top of the agenda, as the cornerstone to define limits and opportunities for accessing per-
sonal data for police and intelligence purposes. In this view, the possibility of adoption of the Data 
Protection Regulation in 2015 and society’s growing concerns about privacy on the World Wide 
Web have already influenced technology businesses’ product development. New methods provid-
ing a differential privacy are developed by main companies through a technological privacy by 
design solution, guaranteeing both the quality of digital data and the certainty to individuals of 
being untraceable (Bloem et al., 2013). The use of privacy-enhancing technologies together with 
standardized legislation, for both companies and law enforcement agencies, can create trust and a 
balance between the responsible exploitation of the advantages of (big) data and the respect of 
privacy of data protection of individuals.

Opportunities for police forces and intelligence services in Italy are still under-considered and 
the studies in this direction are evolving. In particular, because urban areas are growing and aggre-
gating a multitude of cultures, economic activities, technologies, and social habits, the complexity 
of social demands and security needs is quickly increasing. The challenge for police and intelli-
gence assets in the country is to anticipate the change, be prepared to adopt the solutions poten-
tially provided by technologies supporting security analysis and operations, but also strongly 
focus on the challenges posed by the changing urban political geography, as well as ethical and 
legal issues.

25 Further information can be retrieved from: http://www.ilsole24ore.com/art/notizie/2013-11-01/milano-come-funziona-sof
tware-sventa-rapine-064317.shtml?uuid=ABZ9pka.
26 See Italian Government release, available at: http://www.governo.it/Presidenza/Comunicati/dettaglio.asp?d=73621.
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CHAPTER

ACCOUNTING FOR CULTURAL 
INFLUENCES IN BIG DATA 
ANALYTICS

Gabriele Jacobs, Petra Saskia Bayerl

17
INTRODUCTION
Questions of national security are typically internationally oriented. One may think here of threats such 
as organized crime, radicalization, large-scale financial fraud, or economic and state espionage. 
Although focused on national security, these issues need to be addressed in an international arena, 
especially considering the increasingly closer linkages of states through global communication as well 
as commercial and financial networks.

Big Data analytics can be a powerful tool to prevent, identify, or mitigate national security threats 
because tapping into individuals’ behaviors, attitudes, and relations on nearly all levels of social inter-
actions supports the identification of (potentially or seemingly) problematic patterns, people, and 
groups. This broad collection of traces of human behavior for the prevention or identification of (pos-
sible) threats implies that massive amounts of highly varied data are being screened and cataloged at 
any given time. The resulting Big Datasets are often inescapably multicultural because collected traces 
often span international or cross-national contexts (e.g., terrorist cells, as described in Chapter 3).

We argue that this multinational element produces specific complexities for Big Data analytics, 
because not only are data patterns shaped by their cultural context, but the interpretation of data is also 
influenced by cultural factors. In this chapter we outline the challenges of the cultural dependence of 
Big Data analytics for the validity of interpretations and national security decisions. In contrast to the 
technological challenges of Big Data analytics, which are widely acknowledged and discussed (e.g., 
Jagadish et al., 2014; Magoulas and Lorica, 2009), the social and psychological challenges of Big Data 
production and interpretation are much less in evidence. Cultural dependence is only one of these chal-
lenges, but it is certainly an important one that deserves our attention.

We discuss the role of cultural context for two aspects:
 
 •  How cultural contexts affect the behavioral traces of individuals in their interactions with their 

environment
 •  How cultural contexts can affect the interpretation of such traces.
 

We refer to the first aspect as the supply side of Big Data analytics because it refers to the produc-
tion of Big Data (e.g., by Internet users), and to the second aspect as the demand side because it is 
concerned with the collection and interpretation of traces to support decisions, e.g., by law enforcement 
agencies (LEAs) or the military.
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Culture is an umbrella concept that covers several aspects of contextual information, such as behav-
iors, norms, and values, which are derived from the history, religion, or economy of a country. Our 
intention in this chapter is to advocate for a greater awareness for how cultural contexts can shape data 
patterns and thus for a greater sensitivity to cultural dependence in the collection and interpretation of 
Big Data. In borrowing from the field of cross-cultural psychology, which specializes in the study of 
culture-specific influences on behavior and attitudes, we refer to this sensitivity as cultural intelligence. 
Cultural intelligence refers to the ability to interpret human actions in foreign settings in the same way 
compatriots would (Earley and Mosakowski, 2004). We apply this concept to the ability of giving 
appropriate meaning to Big Data in an international context. Using insights from the fields of interna-
tional psychology, sociology, marketing, management, and linguistics, we illustrate the complexities 
and potential dilemmas for behavioral predictions in international settings.

CONSIDERATIONS FROM CROSS-CULTURAL PSYCHOLOGY FOR BIG DATA 
ANALYTICS
As Smolan and Erwitt (2012) claimed, our smart devices turn each of us into human sensors that pro-
duce endless streams of information about our likes and dislikes, behaviors, and decisions. People leave 
data during shop visits, search activities on the Internet, holiday trips, and calls to friends. The digital 
camera follows us everywhere from our home into the metro, the library, and the coffee bar to the jog-
ging trail, into the car, and into the office. These data become snapshots of the movie of our lives. But 
what and how can analysts learn from watching these movies?

Big Data can be seen as the material manifestations of individuals’ behaviors and decisions cap-
tured in the form of texts, speech, pictures, films, patterns of communications, movements, or goods. 
Applications of Big Data for national security employ these behavioral traces to identity irregularities 
or indicators of (potentially) criminal intent or activities.

Studies in social psychology and sociology indicate that we can indeed predict attitudes of individu-
als from observable behaviors with a relatively high level of probability. Yet, they also caution that 
these conclusions need to be based on well-informed behavioral models. Well-established elements of 
such models are context-specific information about social norms or behavioral alternatives. For 
instance, the information that someone exclusively uses public transport, produces energy at home via 
sun collectors, and often goes on camping holidays may provide strong evidence that this person has an 
environmentalist attitude. Yet, it is also possible that this person shows this behavior because of a strong 
need to save money or because everybody in his or her environment is doing it.

To increase the probability of the link between behavior and underlying attitude, the distinctiveness 
of the observed behavior needs to be known. Is the use of public transport the dominant mode of trans-
portation in the social environment of this person or are cars cheap and widely used? How high is the 
penetration rate of sun collectors in the region? Are camping vacations the usual way of passing holi-
days in the cultural context of the individual?

The relevance of context-specific cultural norms and behavioral alternatives for behavioral patterns 
in individuals and groups implies that data analysts need sufficient context-specific knowledge and that 
a lack of cultural sensitivity can easily lead to fundamental misunderstandings.

Many international marketing campaigns, for instance, failed because of a lack of awareness about 
local cultures. One of the most well-known examples is the campaign of a pharmaceutical company 
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that was sensitive enough to consider the high degree of analphabetism in the targeted customer seg-
ment but forgot about the Arabic tradition of reading from right to left. The result was a nicely designed 
cartoon showing that the consumption of a specific medicine is able to remove heavy pain—but this 
was true only when reading from left to right. Following the Arabic reading tradition, the same adver-
tisement in fact claimed that taking this medicine will produce serious pain in formerly healthy 
people.

Moving to the security domain, LEAs have come under heavy criticism for discrimination and ste-
reotypical interpretations, when local cultural patterns were used to interpret foreign behaviors. The 
consequences of misinterpreting foreign behaviors can vary, from misunderstandings with major impli-
cations such as the underestimation of Western intelligence services of the likelihood of suicide attacks 
until 9/11 to (seemingly) minor implications. An example for such minor implications comes from our 
own personal environment, such as the call of German neighbors to the police that a potential terrorist 
might be hiding in the apartment next to them. The potential terrorist turned out to be a Moroccan doc-
toral student fully focused on his work and therefore keeping the blinds of his apartment windows 
drawn and meeting regularly with other Moroccan doctoral students to jointly discuss their progress.

These are only few examples but they demonstrate that behavioral patterns as well as their interpre-
tation are socially shaped and thus culturally dependent, and that telling problematic apart from unprob-
lematic patterns needs a considerable amount of cultural, social, and psychological expertise.

CULTURAL DEPENDENCE IN THE SUPPLY AND DEMAND SIDES OF BIG 
DATA ANALYTICS
Culture has a deep impact on how we see and interact with the world. Our cultural context provides a 
set of compelling behavioral, affective, and attitudinal orientations that influences individual and social 
behaviors, physiological aspects such as the perception of pain, temperature or color, and even our 
personalities (Berry, 2002). We refer to this phenomenon as the cultural dependence of behaviors, per-
ceptions, preferences, norms, or attitudes.

In our daily life we remain largely unaware of these cultural impacts because the underlying values 
and basic assumptions (Schein, 1985) are typically inaccessible to direct reflection and observation. 
Usually it takes contact with other cultures (e.g., by observing differences in artifacts such as architec-
ture, clothing, food, and art or differences in ethical norms and behaviors) to become aware of one’s 
own cultural preferences. This largely unconscious and taken-for-granted nature of culture also means 
that its effects are often overlooked in the production and analysis of behavioral traces, i.e., data.

Culture dependence has a role for two aspects of Big Data, to which we refer as the supply side and 
the demand side of Big Data analytics (Figure 17.1).
 
 1.  The supply side refers to the production of data by individuals socialized in a specific cultural 

context who leave behavioral traces in the context of a specific culture (which may be their own, 
but is not necessarily so).

 2.  The demand side refers to the collection (i.e., the what, when, why, how, etc., of sampling data) 
and the interpretation of data by people socialized in a specific cultural context, which may be the 
same as or different from the one to which the individual leaving the behavioral traces belongs 
and/or the one in which the behavior takes place.
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To illustrate the potential issues arising from cultural dependence on the supply and demand sides, 
we draw on the notion of cultural equivalence developed in the context of international marketing 
research (Craig and Douglas, 2005). Cultural equivalence is defined as the equivalent meaning of con-
cepts and data in different social and cultural contexts.

CULTURAL DEPENDENCE ON THE SUPPLY SIDE (DATA CREATION)
On the supply side, cultural equivalence of behavioral traces can be compared and assessed with respect 
to three aspects:
 
 1.  Sample equivalence
 2.  Data collection equivalence
 3.  Measure equivalence.

Sample equivalence
Sample equivalence speaks to the base likelihood of specific behaviors across cultural contexts: for 
instance, the likelihood that people use landlines, mobile phones, or Internet varies across countries as 
do color preferences for products (Madden et al., 2000) or the rates of impulsive buying behavior 
(Kacen and Lee, 2002). Variations in these behaviors may further exist across subgroups with respect 
to age, gender, educational level, and so forth. Comparing communication in individual, in-group, out-
of-group, and nonsocial language situations, for instance, Kashima et al. (2011) found that participants 
of Asian origin and women used more self-descriptions in interpersonal contexts whereas Australians 
did so more frequently when confronted with collective contexts. Such differences affect the base rate 
of behaviors to be considered average or normal in a group.

SUPPLY SIDE
(data producon context) DEMAND SIDE

(data interpretaon context)

Naonal Security
Decisions

Data
analystsData

producers

Examples cultural-specific factors: supply side Examples cultural-specific factors: demand side
Poli�cal: Poli�cal system/pressures Poli�cal: Data privacy act

Economic: Supply chain for big data
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FIGURE 17.1

Supply and demand sides of Big Data analytics.
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Data collection equivalence
Data collection equivalence describes the accessibility of data and the willingness of people to provide 
data across cultural contexts (e.g., Lowry et al., 2011). For instance, Chinese users of social networks 
are more likely to customize their profile picture than are Americans (Zhao and Jiang, 2011), thus 
potentially providing more pointers to their personality. As another example, closed circuit television 
cameras are widely accepted in Britain and The Netherlands and are even high on public wish lists, 
whereas other countries such as Germany are facing serious public and media resistance against such 
instruments (e.g., Bayerl et al., 2013). These differences in societies’ willingness to provide informa-
tion online and to accept surveillance by private and public institutions again affect the base rate of 
behaviors across groups, but also take into consideration differential impacts on base rates owing to 
different reactions to external pressure such as physical security measures or online surveillance.

Measure equivalence
Measure equivalence refers to the comparability of measurement units across contexts. For instance, 
the number of words people use to express an opinion; the emotional intensity of expressions; the 
colors used as symbols for abstract concepts; and the number of exclamation marks, question marks, 
or emoticons are specific per culture and mother tongue. Koreans, for instance, seem more likely to 
speak indirectly and to look for indirect meanings than are Americans (Holtgraves, 1997). Also, the 
general tendency to extreme responses, humility, or social desirability varies across contexts, influ-
encing tendencies to agree or disagree to questions or the frequency of extreme versus moderate 
responses in surveys (Smith, 2011). Even the structure of academic texts (Clyne, 1987) and the type 
of personal pronouns (“I,” “me,” and “mine,” vs “we,” “ours,” and “us”) depend on culture, with 
more individualistic cultures preferring the former and more collectivistic cultures the latter (Na and 
Choi, 2009). Measure equivalence thus affects the base rate, but even more important, the type and 
intensity of behaviors or content that can be expected across cultural groups to express the same 
concept.

Taken together, cultural dependence on the supply side can thus create systematic differences in the 
three classic features of Big Data: volume, variety, and velocity. That is, cultural contexts can create 
variations in terms of how much data are produced (volume), which types and how many different 
types of data are produced (variety), and thus also the speed of accumulation of data (velocity).

In this context, it may be worth including a second reading of velocity: namely, the speed of change 
in behavioral and thus predictive data patterns. Some cultures or groups tend to be slow adopters, pre-
ferring to stick with established behaviors or practices; other cultures or groups tend to embrace inno-
vations more readily. The two groups will thus show a different rate of change in their behavioral 
patterns over time—and in consequence possess a different time horizon of when predictive patterns 
may become obsolete.

CULTURAL DEPENDENCE ON THE DEMAND SIDE (DATA INTERPRETATION)
On the demand side, challenges owing to the cultural dependence of behavioral traces can be framed in 
the following three aspects:
 
 1.  Conceptual equivalence
 2.  Functional equivalence
 3.  Translation equivalence.
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Conceptual equivalence
Conceptual equivalence addresses the fact that things do not mean the same everywhere. The color 
white, for instance, signals mourning in Japan, and purity in most Western contexts. In some cultural 
contexts, intelligence is indicated by slow speech, and by fast speech in others, whereas the word “fam-
ily” can refer to only the core members (i.e., father, mother, children) or include the extended family of 
grandparents, aunts, uncles, and nieces. Similarly, not being aware that in some locations “friendship” 
can be used to describe a spontaneous, short-term relationship that can be terminated quickly, whereas 
in others it is used only for lifelong deep loyalties implying far-reaching social and financial obliga-
tions, may lead to severe misunderstandings about the disparate implications and commitments entered 
into by people using this term. Conceptual equivalence thus addresses the problem of giving the right 
meaning to behavioral traces across contexts, or rather, the challenge of accounting for the fact that 
disparate base rates, behaviors, or patterns essentially mean the same thing or that the identical content 
or pattern carries an different meaning.

Functional equivalence
In a comparable way, artifacts can perform different functions. Imagine, for instance, a family visiting 
a Western fast-food restaurant. In a United States (US) context this might indicate low–social status 
behavior, whereas in an African context this might signal a high-status family embracing symbols of 
freedom and the affluent lifestyle of the West. Yet, precisely this symbol of the West can change in its 
meaning depending on political and societal developments. Whereas in an Eastern European context 
Western products such as soft drinks and fast food were long considered scarce and attractive status 
goods, the Western signaling function now turned in some market segments into a liability: The mere 
fact that a product comes from the West now can be considered as pushy (Van Rekom et al., 2006). 
Functional equivalence thus refers to the challenge that reactions to the same triggers are influenced by 
the cultural contexts in which they are encountered.

Translation equivalence
The international nature of Big Data also means that it may contain multiple languages, including local 
dialects and group-specific lingos. Most of us are know that adequate translations of natural text or 
speech are far from trivial. This starts with the fact that some experiences and objects simply do not 
have words in all languages (e.g., Japanese knows eight common honorifics to express hierarchical dif-
ferences among individuals whereas English speakers are reduced to the choice between a person’s first 
or last name). Some words have double meanings in their original language that are lost in translation, 
or vice versa, whereas proverbs, metaphors, the level of abstraction, and precision are highly language 
and context specific (e.g., the same person will most certainly use different vocabulary with family, at 
work, and at a club with friends; few people would understand a literal translation of the Greek “having 
a toothache” to mean “being unhappily in love”). In addition, language usage changes quickly over 
time (e.g., emojis are now replacing smileys, whereas “Googling” has long become an established term 
for searching on the Internet). By necessity, working with a language that is not the mother-language is 
thus fraught with misunderstandings. Translation equivalence thus draws attention to the ability to 
ensure that translation of texts and speech as well as pictures or drawings are actually transporting the 
original meaning from the original language and context.

In summary, the demand side is thus the place where errors or imprecision in the interpretation of Big 
Data can occur because of neglect or a lack of awareness of the cultural dependence of specific patterns, 
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behaviors, or expressions. This is also the point where possible biases, stereotypes, prejudices, and heu-
ristic shortcuts come into play. As Canhoto (2008) described in a study on money laundering detection 
within United Kingdom financial services, bank employees considered the type of business done by cus-
tomers of specific ethnics groups as a source of concern. The main challenge of cultural dependence on 
the demand side is thus to ensure the validity of data interpretations in a culturally adequate way.

The likelihood of lapses in validity clearly depends on how familiar or foreign the cultural back-
grounds of the data producer(s) and data interpreter(s) are: that is, on the degree of match or mismatch 
between producer and interpreter contexts. In addition, mismatches between these two contexts and the 
contexts of production and interpretation can have a role.

(MIS)MATCHES AMONG PRODUCER, PRODUCTION, INTERPRETER,  
AND INTERPRETATION CONTEXTS
The possibility of different contexts with respect to place of socialization (producer and interpreter 
context), place of behavior (production context), and place of collection/interpretation (interpretation 
context) creates various forms and degrees of cultural matches and mismatches (see Figure 17.2). At 
the one extreme stands a complete match of the four contexts: e.g., US analysts investigating criminal 
activities of American citizens in the US on US-based online sites (Configuration 1 in Figure 17.2). At 
the other extreme stands the complete mismatch between the four contexts: e.g., if an American agent 
working in Germany analyzes the radicalization potential of Moroccan youth living in The Netherlands 
(Configuration 8 in Figure 17.2).

The existence of these context configurations raises several questions with respect to the reliability 
and validity of Big Data analytics in multicultural settings. Some of the more pressing questions are:
 
 •  In which constellations are cultural misinterpretations most likely?
 •  In which constellations are cultural misinterpretations severest?

1

Increasing likelihood of cultural misinterpreta
ons

Producer context Interpreter context Interpreta
on contextProduc
on context

2 3 4 5 6 7 8

FIGURE 17.2

Suggested likelihood of cultural misunderstandings for disparate context configurations.
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 •  In which configurations are context/cultural mismatches salient and thus can be explicitly 
addressed, and in which configurations do they remain masked and may thus cause unconscious 
faults or biases in interpretation?

 •  Are there specific types of reliability and validity issues for each configuration or are there generic 
issues that arise in all or nearly all configurations?

 
To our knowledge, there are no empirical investigations as of yet that address these questions for 

national security decisions. Research from cross-cultural studies suggests that configurations with an over-
lap of producer and interpreter contexts (Configurations 1–4) have a lower likelihood of misinterpretations 
because a common frame of reference exists between the person leaving the traces and the person interpret-
ing them. For the same reason, mismatches between producer and interpreter contexts may be more prone 
to faults in interpretations and thus subsequent decisions (Configurations 5–8). Situations with mismatches 
in producer and production contexts (Configurations 3, 4, 5, and 8) may lead to issues because behavior 
culturally normalized in the producer’s context may be unusual in the production context—although how 
much this becomes an issue will certainly depend on the degree to which a person adjusts and integrates 
into this environment. Mismatches of interpreter and interpretation contexts may again be less severe (Con-
figurations 2 and 4) unless they go hand in hand with mismatches with the producer context (Configura-
tions 6–8). Still, these assumptions need further detailing and testing in national security contexts.

INTEGRATING CULTURAL INTELLIGENCE INTO BIG DATA ANALYTICS: SOME 
RECOMMENDATIONS
A golden rule in cross-cultural research is that cooperation with cultural insiders is critical to meaning-
ful data analysis. On the other hand, the cultural naivety of an outsider can allow for relevant surprising 
questions. Global acting companies in the consumer and financial sector are aware of cultural varia-
tions in social behaviors and preferences. HSBC Bank, for instance, used to advertise their global savvy 
with a picture of a grasshopper and the comment, “USA—Pest. China—Pet. Northern Thailand—
Appetizer” (Earley and Mosakowski, 2004). This widely shared awareness in the private sector should 
also be the dominant practice for LEAs.

Marketing research has established a strong tradition in developing guidelines and methods for 
international research. ESOMAR (http://www.esomar.org) is a worldwide organization that promotes 
better research into markets, consumers, and societies. Standards and codes covering ethical commit-
ments, e.g., for research with children or the use of research methods such as social media, the Internet, 
or mystery shopping studies (where evaluators observe and measure customer service by acting as a 
prospective customer) are jointly developed in an international network of market researchers. Such 
networks also allow marketers to conduct effective and efficient research into complex international 
market segments with the help of fellow marketers from the targeted cultural markets.

General rules from cross-cultural research in the social sciences can be translated into basic recom-
mendations for Big Data analysis:
 
 •  Big Data should be analyzed only on the basis of well-informed psychological and sociological 

behavioral models.
 •  The cultural equivalence of the supply and demand sides of Big Data needs to be established 

before the data are interpreted.

http://www.esomar.org
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 •  Individual data points should be interpreted only in combination with a whole portfolio of other 
data points of the individual.

 •  The social context of information needs to be systematically considered to identify the distinctive-
ness of information.

 •  Cultural insiders should work in teams with cultural outsiders to maximize cultural sensitivity in 
interpreting data.

 

Coming back to our example above, a team of American, Moroccan, and Dutch experts would prob-
ably be most likely to reach valid conclusions. American expert(s) can define which questions need to 
be answered in the context of their investigations, Dutch expert(s) can contribute information on the 
norms and typical behaviors in a Dutch environment, and Moroccan expert(s) can help to understand 
the specific behaviors of Moroccan youths to account for aberrations from Dutch pattern norms.

On the data supply side, analysts need to establish the equivalence of data collection. For the pro-
duction context, they need to establish whether the analysis of online behavior is targeted at the correct 
sources (in our case, Dutch). The team also needs to establish sample equivalence; e.g., are the targeted 
age group, family situation, and educational background of Moroccan youths living in The Netherlands 
comparable to other youth groups with radicalization potential in the US?

For the data interpretation side, measure and conceptual equivalence are important concerns. In this 
context, questions such as the following need to be answered: Do certain statements of radicalization 
mean the same in the Dutch (production) context as they would in the American (interpreter) context? 
How “extreme” are certain statements relative to the usual rhetoric of Dutch political debating compared 
with American political debating? When it comes to functional equivalence, it is important to understand 
what certain symbols (e.g., the distribution of videos, the carrying of flags, the possession of books) mean 
in the Moroccan–Dutch context, what function they might have in a local political debate, and how these 
need to be understood compared with the functionality of these symbols in the American context. Last 
but not least, translation equivalence needs to be established. Moroccan youth growing up in Dutch soci-
ety might use language and expressions different from Moroccan youth in the US.

We use this example not to support stereotyping concerning Moroccan youth, but to choose an 
example that is of high political attention and that also shows how complex the analysis of culturally 
diverse subgroups can be. Heated political debates can easily lead to an underestimation of the high 
likelihood of cultural misunderstandings.

CONCLUSIONS
In this chapter we outlined challenges confronting organizations tasked with safeguarding national 
security, who use Big Data analytics in international contexts. Our primary aim was to advocate for a 
consistent and systematic consideration of cultural dependencies in data production and interpretation, 
but also to call for more investigations into this important area.

Cultural sensitivity is crucial in analyzing Big Data in a meaningful way, but little systematic 
research seems to be conducted into understanding how cultural dependencies affect the reliability and 
validity of Big Data analytics. This is especially problematic for individuals and organizations operat-
ing in the field of national security, because wrong decisions there can lead to severe consequences for 
the lives and/or well-being of people.
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Because of the dearth of research on cultural issues in Big Data analytics, we relied heavily on lit-
erature from fields outside the national security debate, including marketing, management, linguistics, 
and cross-cultural psychology. Given the increasing reliance on Big Data in national security decisions, 
we hope that Big Data and the national security field will increasingly conduct investigations into the 
specific impact of cultural dependence for questions of national security. This should lead to the inclu-
sion of cultural Big Data intelligence into information technology and staff trainings and perhaps even 
inform the design of statistical analysis packages and software applications.

Reliance on Big Data and its statistical analyses often seems to imply a certain objectivity of the 
process of data analytics. As we discussed, this assumption can be dangerous for the validity of inter-
pretations and decisions if it is not counterbalanced by the application of cultural intelligence to Big 
Datasets. Especially because the fundamental logic of singling out criminals is achieved by identifying 
differences and abnormalities in data patterns, it is crucial to understand that differences can be estab-
lished only as long as the dimensions of comparison are comparable. As we tried to illustrate in our 
discussion on cultural dependence and cultural (in)equivalence, the likelihood of faulty interpretations 
depends on the degree of (mis)matches among producers, production, interpreters, and interpretation 
contexts. We thus argue that security-related applications of Big Data should routinely consider cultural 
dependence to ensure they adequately make sense of Big Data in a global context on both the supply 
and demand sides.

National security applications of Big Data can be a powerful asset to serve the security of our soci-
eties. By adding the concept of cultural intelligence to what we call the supply–demand chain of Big 
Data production and interpretation, we hope to contribute to the validity and effectiveness of Big Data 
analytics while reducing the risks of biases and faults in interpreting behavioral traces, and thus the risk 
of faulty decisions.
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CHAPTER

MAKING SENSE OF THE NOISE: 
AN ABC APPROACH TO BIG 
DATA AND SECURITY

John N.A. Brown

18
Omnis enim ex infirmitate feritas est.

Seneca the Younger, from De Vita Beata: cap. 3, line 4

HOW HUMANS NATURALLY DEAL WITH BIG DATA
Processing Big Data for security is not a twenty first–century problem. In 1991, Mark Weiser proposed 
that in the near future, properly designed computers would help reduce information overload, and sug-
gested that the solution was in our interaction with nature: “There is more information available at our 
fingertips during a walk in the woods than in any computer system” (Weiser, 1991). By the time our 
early ancestors had reached the size of cats some 40 million years ago, they had already developed the 
tools they needed to process the vast amounts of security-related data that fell on them in a steady stream 
of sounds, smells, tastes, sights, and feelings. We responded in a series of iterative feedback loops; sens-
ing, learning, and responding over and over again, adapting to our changing perception. This is the 
routine with which all living creatures perceive, process, and adapt before perceiving again. However, 
the key was a feedback loop called a “corollary discharge cycle”: a sort of “ghost image” of our actual 
performance that gives us a mental model against which to compare the changing environment. It is an 
internal report that says, “I am doing this at the moment, so any differences I detect are feedback.”

At its simplest, this system provides us with self-calibration, an understanding of whether we are 
doing what we think we are doing. More practically, this is how the proprioceptors in our joints allow 
us to stand or to control the placement of our hands and fingers. More complex versions are at the root 
of how we learn to run, read, or interact socially.

Most models of human–system interaction do not account for this constant barrage from multisen-
sory feedback loops, but they are at the root of how we, as animals, determine and maintain our secu-
rity, whether personal, tribal, civil, or national. To wit, security requires a constant cycle of information 
gathering and response at an organizational level, even though the available data are often too large to 
be fully analyzed. Instead of trying to decode and interpret all of the Big Data in real time, we apply a 
series of filters at each level of the organization. The Theory of Anthropology-Based Computing (ABC) 
and the related Model of Interaction (Brown, 2013, 2014a) allow us to examine this cycle more accu-
rately and apply it to individual and organizational models for coping with Big Data.
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Humans reflexively filter out most of the data we perceive, automatically processing only what fits 
into anticipated patterns labeled important or unimportant. This is how we separate the “signal” from 
the “noise” when carrying on a conversation in a crowded room. However, not all data are immediately 
recognized as either one or the other. These outliers require further processing. The data that cannot be 
processed reflexively are “bumped up” to a higher level of pre-attentive processing, where they are 
compared with known patterns of alarm so that they can either be diverted to the center of our conscious 
attention or flagged as false positives and returned to the periphery. In this chapter we will take a look 
at the organizational tactics that could benefit from an improved understanding of this most basic 
means by which we filter select elements from the noise around us and, more important, the means by 
which we recombine these elements into the meaningful signals that allow us to feel secure in our 
understanding of the world around us (Brown, 2015). Let us examine this process more closely and see 
how this multi-tiered processing strategy may be a guideline for organizations that are trying to inter-
pret Big Data for security purposes at the national level.

THE THREE STAGES OF DATA PROCESSING EXPLAINED
Since before the beginning of recorded history, humans and their ancestors have reacted to security 
intelligence based on multiple feedback loops (Brown, 2013). Information is perceived, processed, and 
filtered for appropriate reaction (or non-reaction). The model of Human–Computer Interaction (HCI) 
based on this theory generalizes the processes into three stages, as illustrated in Figure 18.1.

This is in contrast to previous models of HCI, which illustrated human perception, processing, and 
reaction as happening in a single cycle. The single-cycle models fail to account for the natural human 
ability to interact with peripheral information, dealing with some stimuli either reflexively or pre-
attentively, while simultaneously dealing with separate stimuli in a cognitive or attentive manner. When 
driving a car, one responds reflexively to tactile and visual stimuli to keep the steering wheel where we 
want it. At the same time, the driver is pre-attentively recognizing patterns such as the relative speeds 
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of other cars and the angling surface of a curve in the road. Also at the same time, the driver may be 
attentively engaging in a conversation, giving or getting directions, or listening to the news on the radio. 
The same idea can be adapted to illustrate the same three-stage process as a general model of human 
interaction, as shown in Figure 18.2.

Let us now consider the three stages.

STAGE 1: REFLEXIVE
Perceive as much input as possible and extract only the input that clearly is a sign of immediate 
danger and the input that clearly is not a sign of immediate danger, to deal with instantly—without 
conscious thought or consideration. People often talk about “fight or flight,” but it should really be 
“fight, flight, forget, or faint.” In fact, this stage, “forget,” where we reflexively decide to ignore 
the information, must be the most common response; otherwise we would be fighting, running, or 
collapsing all of the time. Once we have filtered out the signals we can respond to immediately 
with one of those four choices, the remaining signals must be passed along for processing at a 
deeper level.

STAGE 2: PRE-ATTENTIVE
The previous stage has left us with a body of input that requires further examination. Here, the first 
layer of pattern recognition is based on our protocol for dealing with known true positives, known false 
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A general model of the three stages of human perception, processing, and reaction.
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negatives, as well as known false positives and true negatives. This is not as fast as a reflexive response 
but it is still almost immediate. This is where we must decide, without conscious thought, whether the 
situation we are facing is one for which we have previously prepared. If so, we must be able to quickly 
recognize which pattern it fits and initiate a response. If not, we must pass the information deeper into 
the process of decision making.

STAGE 3: ATTENTIVE
Input that has defied immediate reflexive responses and almost immediate pattern recognition will now 
require deliberate and detailed, conscious analysis. This is carried out at the deepest and slowest level, 
where we consciously ask ourselves, “What are my options, and which one should I choose?” At this 
point, although it is best to continue carrying out Stage 1 and 2 responses, it is inappropriate for their 
actions to undercut Stage 3 operations. For this reason, sometimes the need to respond appropriately 
requires that we temporarily restrict or even suspend operations at the other stages while the larger 
picture is being re-evaluated. Whereas the other stages have upper limits for time taken, the attentive 
stage does not. The process takes time. This is why strategists make their plans ahead of time: to avoid 
having to think deeply when time is critical.

As mentioned above, a form of self-evaluation must take place at each of these three stages, feeding 
an accurate picture of one’s performance into the feedback loop. This is called calibration, and it is 
vital to successful decision making and execution. Without proper calibration, our actions will deviate 
from appropriate to inappropriate as our perception of our performance and its context deviate from 
what is really happening around us. Calibration failures occur all of the time in normal day-to-day 
human interactions. We have all seen incompetent people who think they are doing a great job, really 
believing what they think is obvious to everyone around them, even though no one would agree. When 
children throw a temper tantrum, it is a signal that they perceive the situation they are in to be extremely 
important, and they are resorting to emergency measures to try to force the people around them to rec-
ognize the extremely important emergency that no one else has noticed. In fact, in the right situation the 
same unflinching and determined behavior would be heroic.

We can accept temper tantrums in children, because they are still learning how to calibrate their 
behavior to suit the world around them. When an adult throws a temper tantrum, it is a lot harder to 
accept, but it is caused by the same sort of calibration failure. When managers are screaming at their 
subordinates, it is a sign that their perception of reality (calibration) has deviated from the actual situa-
tion to such a degree that they now believe screaming is truly necessary. In other words, they perceive 
an emergency where there is none. When drivers try to eat, text, have a deep, emotional conversation, 
or reset their dashboard navigation system while driving along a crowded street, they are also making 
a calibration error. In this case, they are failing to see the dangers around them, truly believing instead 
that they can afford to divert their attention.

We propose that calibration errors are at the root of many failed responses to security-critical 
situations, and we suggest that our three-tiered model could be used to help individuals and orga-
nizations develop a better understanding of the forces affecting their decisions during an engage-
ment. This understanding would improve individual and organizational behavior calibration and so 
help agents make the best possible choices at each decision-making stage, from high-level plan-
ning to field operations. In the next section, we will propose a model illustrating how that could be 
done.
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THE PUBLIC ORDER POLICING MODEL AND THE COMMON OPERATIONAL 
PICTURE
In the August 2011 issue of the FBI Law Enforcement Bulletin, Masterson proposed a new paradigm 
for crowd management (Masterson, 2012). In establishing the basis of his proposal, Masterson referred 
to the Public Order Policing Model and illustrated it as a pyramid of four levels. At the base is the 
“Science-Based, Event-Tested, Theoretical Understanding of Crowds,” certainly a good foundation. 
Next is “Police Policy, Knowledge, and Philosophy,” and the original illustration shows that this would 
include “effective contemporary crowd control methods used by American, Canadian, and British 
agencies” such as the Madison Method (1975), the Cardiff Approach (2001), and the Vancouver Model 
(2010). These policies would inform the next level of the pyramid, “Police Training,” which would 
shape the “Police Response” that sits at the top of the pyramid.

Organizations with more than two levels of security have been using pyramids to illustrate their 
command structure for a long time, but these structures predate the modern age of ubiquitous and 
dependable communications. One-way communication was the best available model one hundred years 
ago, but the inability to feed back along the chain of command led to disasters such as the continued 
suicidal charge on Gallipoli. By the later twentieth century, both technology and policy had improved 
and middle management in many organizations could selectively pass information up the chain. Still, 
the organizational filters for this feedback often worked at cross-purposes, confounding, for instance, 
the important feedback with the trivial and restricting them equally. This reflects the conditions that 
may have led to repeated decisions not to pass on concerns about toric joints (O-rings) like the one that 
failed on the morning of January 28, 1986, causing the space shuttle Challenger to explode.

Technology is no longer a limiting factor for upward and downward communication in modern orga-
nizations, except perhaps, in one unpredicted manner. Institutional communication has become so effort-
less that it is now used for the most trivial matters. Digital messaging services such as SMS, e-mail, and 
chat applications are designed to catch one’s attention and they work too well, providing a constant source 
of distraction, and triggering attentive responses regardless of the time or place. Because these applica-
tions are designed to break through our natural reflexive and pre-attentive filters, the result is a constant 
hazard of deep distraction that has been directly linked to countless fatalities, ranging from individual 
pedestrians to dozens of passengers onboard buses and trains (Brown et al., 2014b).

Because we cannot filter these alerts successfully, trivial messages crowd out the important ones and 
it is easy to either be overwhelmed by dealing with the trivial or to ignore too much and miss out on the 
important. These are both types of calibration error, and they are well documented in studies that strongly 
suggest that universal access to e-mail has reduced on-task communication and increased working hours 
while reducing productivity (Burgess et al., 2005). In fact, overwhelming numbers of digital messages 
can be considered a smaller-scale model of the overall problem of trying to deal with Big Data. We can-
not take the time to parse every e-mail to see which ones are important. Different e-mail services have 
established proprietary filtering systems to remove spam and help individuals categorize the contents of 
their inbox for future examination. But how well do such systems truly work? How often have you, the 
reader, missed important messages or wasted time dealing with trivial messages?

As referenced in Chapter 7 (Military and Big Data Revolution), the core problem is one that the mili-
tary calls the common operational picture (COP). As they say, this “is a snapshot that is valued only 
because it is up-to-date.” Essentially, it supports the idea that everyone working toward a goal should have 
a common understanding of the situation. They go on to discuss “networked warfare” as an attempt to use 
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modern communication technology to enhance the gathering and dissemination of data, and propose tech-
nological means by which to implement improvements to that concept. We agree that modern technology 
should make such communication easier, but let us return to the idea of instant messaging to see one key 
problem: the fact that, in general, communication software is being designed to do the wrong thing.

Humans are good at classifying information into categories, recognizing known patterns, and filter-
ing input in the manner described by our model. Hardware and software that have been designed to 
catch our attention break through those filters. This is important when the message being sent is a fire 
alarm or a call to battle stations. Obviously, receiving an uninvited e-mail from a stranger should 
demand less of our attention. The idea that designers, programmers, and engineers must learn to design 
according to the filtering systems of the humans they serve has been presented elsewhere (Brown, 
2012). The question here is how we can use technology organizationally to complement that natural 
filtering system’s attempts to cope with Big Data. We propose that the answer is to improve the COP 
by introducing a conceptual improvement to organizational calibration.

Figure 18.3 shows one individual feedback loop and the ghost image behind it that provides calibra-
tion to the individual, as discussed above. This comparison of actual performance with expected per-
formance could be a powerful tool in managing responses in a setting in which massive amounts of 
incoming data could otherwise be overwhelming to individuals, and so lead to calibration errors and 
actions that deviate from intent.

Figure 18.4 shows three co-joined feedback loops of the sort discussed earlier. Each has its own 
ghost image behind it, providing an image of one’s actions for internal calibration. The latter set of 

A = Actual feedback loop (What I am experiencing)
A

B
B = Ghost image (What I am expecting)

A-B = Deviation from intent (unexpected experiences)

FIGURE 18.3

Feedback loop as feedback to self, peers, and command.

FIGURE 18.4

Feedback loops support a common operational picture.
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three is set in a structure that suggests they are sharing their perceived data and building a COP. Each 
individual is accepting the perceptions of proximate colleagues and processing them with his or her 
own. Because the perceptions include each other’s actions, there is a group calibration effect for each 
individual. Free flow of those data and other observations enhances each individual’s operational pic-
ture, supporting a COP within a group of peers.

Figure 18.5 provides an illustration of the same kind of feedback procedure for a multilayered 
operation in which individual operatives “on the ground” report their perceptions to each other, includ-
ing perception of one another’s actions. Although each operative is sharing the perceptions with his or 
her proximate peers, it is the actions that are reported into the command structure. This gives command 
an operational picture of performance that can be matched against the intent. In our illustration, all 
three of the operatives are reporting to a single superior. It may be assumed that the peers of this supe-
rior are also receiving data from their own operatives. This image does not reflect the usual chain of 
command that would still be in place.

The two-tiered illustration in Figure 18.5 can be imagined as a supplement to or replacement for the 
public order policing model, incorporating a mechanism to describe the feedback that would enhance the 
COP during an operation, using multiple perspectives to more accurately process overwhelming amounts 
of data and improve individual and group calibration at every stage of the decision-making process.

APPLICATIONS TO BIG DATA AND SECURITY
In this section, illustrative examples of the three stages being administered properly and improperly 
will be drawn from historical and recent security events. In each case, the different problems will be 
clearly related to a failure in maintaining a clear COP, and a possible mitigation strategy will be offered 
based on the idea of our anthropology-based, multilevel behavior calibration system.

FIGURE 18.5

Two-tiered feedback chain supporting a COP among peers and superiors.
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LEVEL 1: REFLEXIVE RESPONSE
In a true emergency in which no second can be wasted, it is important to have a reflexive trigger so that 
response time is not impeded by the decision-making process. Examples of this include an automated 
sprinkler in response to fire detection or an automated alarm that signals as soon as a door is opened. 
The water and the alarm can be shut down after the fact if, upon consideration, the reflex action was too 
extreme. Unfortunately, in some situations it is impossible to undo an action that has been taken reflex-
ively. This is why reflexes must be carefully trained and the stimuli that trigger them must be carefully 
distinguished from the stimuli that prevent their being triggered.

Consider the example of the police shooting of a knife-wielding teenager on a streetcar in Toronto 
in July 2013 (Bahadi et al. v Forcillo et al., 2013). The situation was under control, in that the driver 
and other passengers had been allowed to leave the streetcar, which was then surrounded by between 
10 and 24 officers, and the teenager with the knife was talking with some of them through the open 
doors. Some of the officers present later explained that they were waiting for a Taser to arrive. In plain 
view of many civilians and their cell phone cameras, a single police officer warned the teen not to take 
another step. As he was finishing the sentence, the officer fired three shots, bringing down the teen. Five 
seconds later, the officer lowered his aim and fired six more shots, empting the rest of his clip. Thirty 
seconds after the last shot was fired, the Taser had arrived and was deployed on the teen’s prone body. 
According to records, the police had been trying to de-escalate the situation. It is certainly possible that 
the officer in question felt that his life was in danger, a feeling that would justify his use of force. It is 
hard to justify the second round of shots and the use of the Taser. It is harder still to justify the violent 
intervention of one officer while other, more senior officers were using a slower-paced, nonviolent 
strategy.

These actions are hard to justify but could be easy to explain (Damjanovic et al., 2014). Clearly the 
officer felt threatened and adjusted his responses to suit an active threat, even though none of the other 
officers there had felt it necessary to do so. An appropriate self-calibration system could have prevented 
the officer from issuing the challenge or engaging the teen at all. After that escalating utterance, the 
officer could have been advised to disengage and let others employ the delaying tactics that were part 
of the plan in place. At the least, the officer could have been prevented from firing into the prone body, 
and the Taser would not have been deployed once the teen had already been shot.

LEVEL 2: PRE-ATTENTIVE RESPONSE
Post-reflex reconsideration of the response happens at a higher level of processing in the mind, and 
should happen at a higher level of processing in an organization as well—but not much higher. This 
“pre-attentive” response can be triggered when patterns are easily matched. Consider the detection of a 
vehicle during combat (which is, or should be, automatic), and the determination of whether to fire on 
it as it passes (which requires a higher-level judgment based on recognizing the vehicle as ally, neutral, 
or enemy). One must quickly determine whether to fire or hold fire.

If it is not possible to be certain of the facts in the time allowed, one must refer to an overriding 
protocol. Are we in a situation in which we must minimize our risk of firing on a non-enemy, even at 
the risk of allowing an enemy vehicle to pass? On the other hand, are we in a situation where stopping 
all potential enemies is more important than the possibility of firing on the wrong vehicle? This proto-
col must be ingrained before the mission so that the individual facing the situation does not need to 
waste time either remembering or debating the proper course of action.
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One example of protocol-based decisions in a military operation is the sacking of Beziers in 
1209. Faced with the difficult task of distinguishing the defeated Cathars from the Catholics who 
were to be liberated, the crusaders killed everyone within the city regardless of age, gender, and 
social rank. This is when the papal legate Arnaud Amalric is reported to have said, “Caedite eos! 
Novit enim Dominus qui sunt eius,” an expression that, roughly translated, is still used today.1 The 
legate himself reported to the pope that the final attack and wholesale slaughter were carried out, 
without official order or sanction, by “persons of lower rank” while the officers were still engaged in 
negotiations.

If it is true that the slaughter was carried out in the absence of orders, because of a misunderstanding 
of protocol for interacting with unidentified noncombatants, it could have been prevented by a system 
that reminded each man of the limits and responsibilities of his role, and also improved feedback 
between ranks. With modern communication technology as it stands in the developed nations of the 
twenty-first century, our problem is no longer that we cannot communicate easily; it is that our proto-
cols sometimes prevent it.

If circumstances are outside the parameters of the active protocol, the course of action will require 
more than pattern matching, and will have to be decided with a higher level of processing.

LEVEL 3: ATTENTIVE RESPONSE AND THE FOCUSED, INTELLECTUAL MANAGEMENT 
OF DATA
The final type of situation is the one that allows us time to think. Now, the high-level agents can try to 
fit incoming data into more complex patterns and consider probabilities. One such example is the man-
hunt for the Boston Marathon bombers (Helman and Russell, 2014).

Crowdsourcing and automated facial recognition, cell phone global positioning satellite tracking, 
and Interpol resources were accessed and processed as part of the massive operation. During that pro-
cess, a huge number of teams and individuals carried out more immediate security activities, policing 
the community and searching with more traditional methods. The most traditional method, the first step 
in the first stage of our three stage process, is to gather as much information as possible, filtering it as 
well as possible to separate the obviously important and obviously unimportant from information that 
needs further processing. During that fantastic open information-gathering process, police secured a 
neighborhood and conducted a yard-to-yard search. Once the search had been completed and the 
related curfew had been lifted, a 66-year-old man living in the neighborhood went out into his yard to 
fix the tarp covering his boat. He set his ladder, climbed up, and found bloodstains. Looking into the 
boat, he saw a man in a hooded sweatshirt curled up in a fetal position. He hurried back to the house, 
told his wife what he had found, and called 911. Here is the key to the successful operation: investiga-
tions at these two different levels did not interfere with each other. The forces in charge did not refuse 
to investigate the new information because their investigation had already cleared that neighborhood. 
Nor did the local forces refuse to investigate because of the large amount of false leads they had already 
received. But there are two components to the investigation that went wrong—and they could have led 
to a terrible failure.

First, the police had just searched the area and had not looked in the boat. It is possible that, having 
been missed in the search, the suspect could have escaped again. Second, once security forces responded 

1 Kill them all! God will know which ones are His.
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to the report and surrounded the boat, between 200 and 300 shots were fired, causing damage to nearby 
houses and other property and certainly jeopardizing the lives and well-being of residents.

So, what happened? As in the other stories told here, the performance of agents on the ground 
reflects their human nature. There are many reasons why one might fail to fully clear a search area. We 
are not infallible machines. This is why pilots and surgeons are required to follow checklist procedures. 
It does not reflect a lack of skill or expertise on their part, but rather the fundamental human propensity 
to lose track of small details. Similarly, whoever fired first—we know it could not have been the suspect 
because he was unarmed—it is clear that the first shot(s) triggered a massive case of contagious fire. 
Approaching a concealed suspect at the end of a prolonged urban and suburban manhunt for armed 
terrorists provides almost textbook conditions for contagious fire.

Peer-to–proximate-peer observation and feedback would reinforce the performance of mundane 
tasks such as detailed searches and would instantly recognize who was first to fire, and so limit or elimi-
nate contagious fire situations.

APPLICATION TO BIG DATA AND NATIONAL SECURITY
Now let us examine a final illustrative example: an increasingly common Big Data–related process in 
which personnel on the ground have been replaced by a drone. As in the previous examples, the core 
problem is maintaining a clear COP across all levels of the operation, but in this case, it is because the 
data are being gathered and processed in a manner contrary to the natural human means for which we 
are advocating. Once again, we will suggest a possible mitigation strategy based on our models of 
interaction and behavior-calibrating COP system.

In our previous examples, we dealt with situations in which data were inappropriately perceived or 
processed, leading to inappropriate responses. Not all readers might agree with our proposal that these 
are actually Big Data issues. To provide an illustrative example set in the domain currently addressed 
as Big Data, we will return to Chapter 7 and borrow an excellent example for examination under our 
own particular light.

The authors of Chapter 7 provide some details about the General Atomics MQ-9 Reaper, “a surveil-
lance and combat drone built by General Atomics for the US Air Force, the US Navy, (Italy’s) Aeronau-
tica Militare, (Britain’s) Royal Air Force, and the French Air Force.” This drone, the authors say, “generates 
the equivalent of 20 Tbytes” per mission despite the fact that “95% of the videos are never viewed.”

Whereas our co-contributors to this book propose a technological solution to the problem of divid-
ing those data for parsing, we propose a different approach. According to our model, initial data should 
not be submitted to attentional, cognitive examination. Instead, we propose that software be developed 
to instantly filter out the vast majority of these data. This filtering would not involve careful evaluation, 
but only the most simplistic, reflexive, immediate filtering that we can manage. If too much is filtered 
out that way, our system should be calibrated to eventually improve performance. However, the goal 
should always be to filter out almost all of the data that are initially perceived. This seems counterintui-
tive to people who see data as valuable, but we must remember that most real-world data are not valu-
able; in fact, they are detrimental.

Our colleagues express a common belief when they write, “The increasing number of events pro-
vided by sensors and other means describing individuals and their environment improves the digital 
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version of the world.” We disagree and argue that this makes the digital world worse. “More data cap-
tured” is not the same thing as “more useful data captured.” Instead of improving our ability to capture 
“signal,” the increasing number of sensors in the world has improved our ability to capture “noise.” In 
learning to live in the world, we have evolved the ability to strategically ignore more data than we pro-
cess. Our automated systems must be designed to do the same thing.

So, let us return again to the drone and to our three-stage model. Ideally, the first stage should use 
an inaccurate but high-speed visual recognition system to filter the massive amount of data automati-
cally into three pools:
 
 1.  Clearly and obviously unimportant
 2.  Clearly and obviously important
 3.  Requires further processing
 

Under normal circumstances, the first pool should include somewhere around 90% of the rough 
data. These can then be discarded, which solves the problem of massive storage demands. Can we 
afford to throw them away? Is it not better to store it in an unusable state, as is currently being done? If 
we cannot afford to process it accurately, why keep it? There will be more data in the next picosecond, 
and they will be filtered, as well. Perhaps the following analogy will help to clarify the difference 
between current practices and the method proposed above.

Consider the prospector panning for gold in a river that runs off a mountain. Traditionally, the pros-
pector catches a mix of water and silt in his pan and then gently rocks the slurry and lets the water run 
slowly over the edge. The lighter materials are carried away in the leaving water. The right technique 
leaves the heavier materials in the bottom of the pan, including gold dust.

But what if the gold in the river ranged in size from hidden dust to big, obvious nuggets? The 
prospector who wants to gather as much gold as possible would continue to use his pan, but he might 
also set a sieve across the river, something the right size to catch the big nuggets and let everything 
else run through. He can focus his attention on finding the dust that requires careful, skilled extrac-
tion, while letting his automated system catch the things that are easier to find. Of course, he will 
have to adapt his sieve over time as he learns which shapes and patterns best filter what he wants 
from the stream. This is what we are proposing: automated filters that can be refined over time, and 
the freedom to concentrate on extracting the wealth of information that can be gathered only with 
human skill and judgment. An important element of this model is that most of the water rushes 
through the filters and either through or around the pan. This is accepted in our model. It is accepted 
because we will already be gathering more gold than we can process—at least until time, experience, 
and technological advances enable us to refine our filters. More than that, though, it is acceptable 
because the alternative is to try and catch every drop of the river and store it in buckets, with the 
intent that somehow, someone in the future will have the time and skill to process their new, immediate 
data, and to go back and process yours, as well.

These concepts are illustrated in Figure 18.6, where Figure 18.6(a) shows one in an unending 
series of buckets full of an unfiltered and unknown mix of important, urgent, and totally unimport-
ant data; Figure 18.6(b) shows two filters and a pan working in sequence. The first filter is “reflex-
ive” and catches only the truly obvious; the second filter is “pre-attentive” and catches only known, 
easily recognized patterns; and the pan is where human specialists focus their cognitive 
attention.
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A FINAL CAVEAT FROM THE FBI BULLETIN
Let us finish by returning to the beginning. Back in the August 2011 issue of the FBI Law Enforcement 
Bulletin, another article touches on another very basic, very human, process. In a report entitled “Focus 
on Ethics: The Power of Police Civility,” Borello (2012) provides real-world examples of the positive 
changes in police–community interaction induced by human-centered behavior. This attitude is funda-
mental to the ABC Theory and must be fundamental to any attempt to implement the methods proposed 
here.

When the three-stage process is used, individual and organizational ethics must be the default, fall-
back for every agent supported by the corollary discharge cycle–style models of instantaneous self-
calibration. At the same time that agents in the field should never be put in a position to interpret policy 
or make high-level decisions, their trained and untrained reflexive and pre-attentive responses must 
always be biased toward the health and well-being of the individuals who make up the community they 
protect and serve.
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Glossary

Bioinformatics An interdisciplinary field that employs computer-assisted methods and new software tools for 
understanding biological and genetic data.

BSATs Biological select agents or toxins.
Distant reading As opposed to “close reading,” the practice of using computational methods to assist in pattern-

finding across large humanistic corpora.
Mass digitization The large-scale scanning and conversion of sources previously available primarily in nondigi-

tal forms, such as the contents of libraries.
Steganography The transmission of secret messages “in plain sight,” embedded or hidden in a seemingly 

 normal communication.
Stylometry Computational analysis of vocabulary and phrasing in a text, most often used in authorship 

attribution.
Analytics The act of extracting and communicating meaningful information among the data sets.
API (application programme interface) Set of functionalities that allow access to the data components.
Artificial intelligence It is the investigation exploring whether intelligence can be replicated in machines, to 

perform tasks that humans can successfully carry out.
Bag-of-words model BOW model is a simplifying representation in NLP and IR. In BOW model, a corpus is 

represented as the bag of its words, where order of words or grammar is disregarded. Advantages include 
 language independence.

Bayesian networks (BNs) They are acyclic graphical models that capture conditional dependence among 
 random variables. Each node is associated with a function that gives the probability of finding the variable in 
a given state, given particular states of its parent variables.

Big Data Term used to describe the exponential growth, variety, and availability of data, both structured and 
unstructured.

BML Battle Management Language, a standardized language for military communications (orders, requests, 
and reports) developed under the aegis of NATO and based upon the JC3IEDM data model.

Bottleneck A situation where the performance of the system is affected (slowed-down/terminated) with the 
 presence certain resources.

Chunks Unit of information or user data within data sets.
Collaboration To work together, especially in a joint intellectual effort.
Computer virus A piece of software or code that is created with the intention of corrupting or destroying data.
Conventional techniques Traditional techniques which are in use till now.
Counter-terrorism Action or strategy intended to counteract or suppress terrorism.
CRM (customer relationship management) System that manages the customer-related data along with their 

past, present, and future interactions with the organization.
Cross-links Means of logical connectivity found among physically separated data sets.
Cultural equivalence Defined as the equivalent meaning of concepts and data in different social and cultural 

contexts.
Cultural intelligence The ability to interpret human actions in foreign settings in the same way compatriots would.
Cyber-terrorism A sub category of cyber-crime used to define cyber-attacks that are committed in pursuit of 

terrorism-related goals.
Cyber-crime Any crime that is facilitated through the use of computers and networks. This can include crimes 

that are dependent on computers or networks in order to take place, as well as those whose impact and reach 
are increased by their use.

Cyber-warfare Politically motivated attacks, typically conducted by nation-states against other nations for the 
purposes of sabotage and espionage.
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DAS (direct attached storage) Digital storage system attached to the processing environment without any 
 network segregation.

Data distillation Process of extracting insightful information from the raw data.
Data imbalance Data where different classes have very different sample size.
Data management Processes by which data across multiple platforms is integrated, cleansed, migrated, and 

managed.
Data mining It refers to the process of identifying and extracting patterns in large data sets based on artificial 

intelligence, machine learning, and statistical techniques.
Data silos A repository of information that cannot exchange content with other systems.
Data warehouse A centralized database system which captures data and allows later analysis of the collected data.
Database Collection of information or data organized together, with individual element having the same set of 

fields. It is a component of the database management system.
Data sets Collection of data corresponding to the contents of a single database.
DDD Dynamic data driven.
Detonator A device, such as a fuse or percussion cap, used to set off an explosive charge.
Dirty data Data with inaccuracies and potential errors.
Disease model hypothesis The level of understanding of a disease correlates with the amount of supporting 

evidence.
Downtime Time during which the service or process is not available.
Dynamic Characteristics of constant change and unstableness.
DynamoDB Fast and flexible NoSQL database system from Amazon.
EDI (Electronic data interchange) Electronic system of communication standards for information interchange.
ERP (Enterprise resource planning) data Data used by enterprises to manage their resources such as finance, 

human resources, and other assets of the organization.
Extremist One who advocates or resorts to measures beyond the norm, especially in politics.
Fusion center Center designed to manage and promote sharing of information between different law enforce-

ment and government agencies.
Fuzzy c-mean clustering A clustering method where data points can below to two or more clusters.
Fuzzy logic Approach of using approximate reasoning based on degrees of truth for computation analysis.
Hacking The process of exploiting weaknesses in the security of a computer system or network.
Hadoop® Open-source software framework for distributed storage and distributed processing of Big Data on 

clusters of commodity hardware.
Heterogeneity Diverse nature of the data in terms of structure, form, pace, size, etc.
High performance analytics Range of efficient analytical solutions to solve complex problems associated with 

Big Data.
High-flux streaming Traveling at a very high velocity.
Human trafficking Refers to the recruitment, transportation, transfer, harboring, or receipt of persons, by means 

of the threat or use of force or other forms of coercion, of abduction, of fraud, of deception, of the abuse of 
power or of a position of vulnerability or of the giving or receiving of payments or benefits to achieve the 
consent of a person having control over another person, for the purpose of exploitation.

Ideology A set of doctrines or beliefs that form the basis of a political, economic, or other system.
In-database analytics Processing data, with the data being located in the database avoiding costly migration of 

the data.
Indiscriminate Not making or based on careful distinctions; unselective.
Information retrieval This refers to the process of obtaining relevant information from a variety of resources.
In-memory computing Process of storing the data in the primary RAM (Random Access Memory) of the server 

rather than external databases.
Intelligence Secret and sensitive information, especially about an actual or potential enemy.
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Investigation A detailed inquiry or systematic examination.
IR Information retrieval.
JC3IEDM The Joint Consultation, Command and Control Information Exchange Data Model; a data model 

developed to support interoperability for NATO partners.
Jihadist A Muslim who is involved in a jihad.
Knowledge discovery (KD) Process of mining large volume of data for patterns that would be considered 

knowledge.
Latency (processing) Expression of time consumed by the system to acquire the data and making it accessible 

for processing.
Lone wolf Individual who works alone, rather than being connected to a larger cell or group.
LSA Latent semantic analysis, sometimes called latent semantic indexing (LSI), is a technique in NLP for ana-

lyzing relationships between a set of documents and terms (also referred to as dictionary words) they contain.
MeSH Medical Subjects Headings, a controlled vocabulary thesaurus used for indexing articles for PubMed.  

http://www.ncbi.nlm.nih.gov/mesh.
Metadata Data holding the description of other data. Meta means “an underlying description.”
Misnomer Term that suggests a wrong meaning or inappropriate name.
Mono-, bi-, tri-, multigram Set of words (mono: set of one word, bi: set of two words, tri: set of three words, 

multi: set of multi words).
Natural language A language which is spoken or written by humans to communicate. Programming languages, 

markup languages, formal languages, etc., while designated “languages” are purpose-built languages, and not 
designed with the purpose of supporting (normal) human communications.

Natural language processing (NLP) Similarly to text mining, NLP is a multidisciplinary research field of 
 computer science, artificial intelligence, and linguistics. However, it mainly focuses on the interaction between 
computers and human languages.

Network latency Communication delay during a transmission between source and destination.
Network of semantic association Association among concepts structured in a network.
Ontology (computing) A formal (conceptual) framework for representing knowledge about entities in a 

 particular domain; this knowledge contains the names and types, properties and interrelationships of various 
entities within the domain.

Open-source data Used in this context to refer to data that is publically available and free of charge.
Parallelization Computation carried out simultaneously.
Phishing The sending of fraudulent emails, or presentation of fraudulent information in order to coerce 

 individuals into revealing personal and sensitive, such as passwords and credit card data online.
Pipeline Description of the process workflow in sequential order.
Piracy Refers to the unauthorized reproduction and/or distribution of another’s intellectual property.
PubMed A database comprising millions of citations for biomedical literature from MEDLINE, life science 

journals, and online books. http://www.ncbi.nlm.nih.gov/pubmed.
Radicalization The process to make radical or more radical.
Raw data Source data requiring various level of processing in order to make it usable.
Reactive Instantly responding in a stimulus way.
Real-time processing Processing the data simultaneously as it arrives at the database.
Redundancy Process of providing alternative resources in order to continue the execution despite any compo-

nent failures.
Relevance model Grouping a ranked list of entities as highly relevant, possibly relevant, or not-relevant. RM is 

based on disease model hypothesis.
Repository A storage location for physical data, preferably databases.
RFID (radio frequency identification) Technology that uses electromagnetic coupling of the radio frequency 

(RF) of the spectrum for object identification.

http://www.ncbi.nlm.nih.gov/mesh
http://www.ncbi.nlm.nih.gov/pubmed
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SAN (storage area network) Dedicated network used to connect the storage devices to the server resources.
Security Freedom from risk or danger; safety.
Semantics Set of mappings forming a representation in order to define the meaningful information of the data.
Sensor data Information captured by devices such as ANPR cameras and other recording devices.
Sentiment analysis Refers to the use of analytics to identify and categorize opinions that are being expressed in 

textual data toward a particular product or topic. Also the identification of positive, negative, neutral, or 
 unclassified opinions from unstructured text data.

Server blades Servers intended for single, dedicated applications and are designed to fit into the server racks 
with minimized use of space and energy.

Social engineering It describes a type of intrusion that relies heavily on human interaction rather than on  
specific technical methods. It often involves deceitful approaches to obtain, for example, sensitive information, 
and break into computer systems.

Social media It defines the creation, sharing, and exchange of information generated by social interaction among 
people in virtual communities and networks.

Social networks The (social) interactions among people create rich and complex systems, which are success-
fully modeled by networks. More specifically, individuals are associated with nodes and an edge between any 
two refers to a mutual interaction. The structure of such networks has attracted increasing interest from 
researchers, and a variety of techniques have been developed to identify the relevant properties that underline 
the social interactions.

Structured data Data that resides in a fixed field within a file or individual record, such as a row & column 
database.

Systemic bias Tendency of a procedure to support and predict a particular outcome over another based on 
 skewness in the data.

Terrorism The unlawful use of force and violence against persons, property or to coerce a government.
Text analytics a variety of computer-based techniques designed to deriving information from text sources. 

Sometimes referred to as text (data) mining.
Text mining It is the process of extracting information from textual sources, via their grammatical and statistical 

properties. Applications of text mining include security monitoring and analysis of online texts such as blogs, 
web-pages, web-posts, etc.

TF-IDF Term frequency-inverse document frequency (TF-IDF) is a numerical statistic that reflects importance 
of a word in a document within a corpus.

Transaction data Master data and reference data with associated time dimension.
Trojan A piece of software or code that is disguised as a legitimate software that is created with the intention to 

breach a system or networks security.
Unstructured data Data (generally text-based) which is not presented in a structured form such as a database, 

ontology, table, etc. Newspaper articles, government reports, blogs, and e-mails are all examples of unstruc-
tured data.

Violence Great force, either physical or emotional, usually exerted to damage or otherwise abuse something or 
someone.

Web defacement An attack on a Web site with the intention of changing its visual appearance or content.
XML (extensible mark-up language) Language with protocols to encode documents of both human and 

machine generated data sets.
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