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1.1 Preliminary Remarks Fluid mechanics is the study of fluids either in motion (fluid dynamics) or at rest (fluid
statics) and the subsequent effects of the fluid upon the boundaries, which may be ei-
ther solid surfaces or interfaces with other fluids. Both gases and liquids are classified
as fluids, and the number of fluids engineering applications is enormous: breathing,
blood flow, swimming, pumps, fans, turbines, airplanes, ships, rivers, windmills, pipes,
missiles, icebergs, engines, filters, jets, and sprinklers, to name a few. When you think
about it, almost everything on this planet either is a fluid or moves within or near a
fluid.

The essence of the subject of fluid flow is a judicious compromise between theory
and experiment. Since fluid flow is a branch of mechanics, it satisfies a set of well-
documented basic laws, and thus a great deal of theoretical treatment is available. How-
ever, the theory is often frustrating, because it applies mainly to idealized situations
which may be invalid in practical problems. The two chief obstacles to a workable the-
ory are geometry and viscosity. The basic equations of fluid motion (Chap. 4) are too
difficult to enable the analyst to attack arbitrary geometric configurations. Thus most
textbooks concentrate on flat plates, circular pipes, and other easy geometries. It is pos-
sible to apply numerical computer techniques to complex geometries, and specialized
textbooks are now available to explain the new computational fluid dynamics (CFD)
approximations and methods [1, 2, 29].1 This book will present many theoretical re-
sults while keeping their limitations in mind.

The second obstacle to a workable theory is the action of viscosity, which can be
neglected only in certain idealized flows (Chap. 8). First, viscosity increases the diffi-
culty of the basic equations, although the boundary-layer approximation found by Lud-
wig Prandtl in 1904 (Chap. 7) has greatly simplified viscous-flow analyses. Second,
viscosity has a destabilizing effect on all fluids, giving rise, at frustratingly small ve-
locities, to a disorderly, random phenomenon called turbulence. The theory of turbu-
lent flow is crude and heavily backed up by experiment (Chap. 6), yet it can be quite
serviceable as an engineering estimate. Textbooks now present digital-computer tech-
niques for turbulent-flow analysis [32], but they are based strictly upon empirical as-
sumptions regarding the time mean of the turbulent stress field.
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1.2 The Concept of a Fluid

Thus there is theory available for fluid-flow problems, but in all cases it should be
backed up by experiment. Often the experimental data provide the main source of in-
formation about specific flows, such as the drag and lift of immersed bodies (Chap. 7).
Fortunately, fluid mechanics is a highly visual subject, with good instrumentation [4,
5, 35], and the use of dimensional analysis and modeling concepts (Chap. 5) is wide-
spread. Thus experimentation provides a natural and easy complement to the theory.
You should keep in mind that theory and experiment should go hand in hand in all
studies of fluid mechanics.

From the point of view of fluid mechanics, all matter consists of only two states, fluid
and solid. The difference between the two is perfectly obvious to the layperson, and it
is an interesting exercise to ask a layperson to put this difference into words. The tech-
nical distinction lies with the reaction of the two to an applied shear or tangential stress.
A solid can resist a shear stress by a static deformation; a fluid cannot. Any shear
stress applied to a fluid, no matter how small, will result in motion of that fluid. The
fluid moves and deforms continuously as long as the shear stress is applied. As a corol-
lary, we can say that a fluid at rest must be in a state of zero shear stress, a state of-
ten called the hydrostatic stress condition in structural analysis. In this condition, Mohr’s
circle for stress reduces to a point, and there is no shear stress on any plane cut through
the element under stress.

Given the definition of a fluid above, every layperson also knows that there are two
classes of fluids, liquids and gases. Again the distinction is a technical one concerning
the effect of cohesive forces. A liquid, being composed of relatively close-packed mol-
ecules with strong cohesive forces, tends to retain its volume and will form a free sur-
face in a gravitational field if unconfined from above. Free-surface flows are domi-
nated by gravitational effects and are studied in Chaps. 5 and 10. Since gas molecules
are widely spaced with negligible cohesive forces, a gas is free to expand until it en-
counters confining walls. A gas has no definite volume, and when left to itself with-
out confinement, a gas forms an atmosphere which is essentially hydrostatic. The hy-
drostatic behavior of liquids and gases is taken up in Chap. 2. Gases cannot form a
free surface, and thus gas flows are rarely concerned with gravitational effects other
than buoyancy.

Figure 1.1 illustrates a solid block resting on a rigid plane and stressed by its own
weight. The solid sags into a static deflection, shown as a highly exaggerated dashed
line, resisting shear without flow. A free-body diagram of element A on the side of the
block shows that there is shear in the block along a plane cut at an angle � through A.
Since the block sides are unsupported, element A has zero stress on the left and right
sides and compression stress � � �p on the top and bottom. Mohr’s circle does not
reduce to a point, and there is nonzero shear stress in the block.

By contrast, the liquid and gas at rest in Fig. 1.1 require the supporting walls in or-
der to eliminate shear stress. The walls exert a compression stress of �p and reduce
Mohr’s circle to a point with zero shear everywhere, i.e., the hydrostatic condition. The
liquid retains its volume and forms a free surface in the container. If the walls are re-
moved, shear develops in the liquid and a big splash results. If the container is tilted,
shear again develops, waves form, and the free surface seeks a horizontal configura-
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tion, pouring out over the lip if necessary. Meanwhile, the gas is unrestrained and ex-
pands out of the container, filling all available space. Element A in the gas is also hy-
drostatic and exerts a compression stress �p on the walls.

In the above discussion, clear decisions could be made about solids, liquids, and
gases. Most engineering fluid-mechanics problems deal with these clear cases, i.e., the
common liquids, such as water, oil, mercury, gasoline, and alcohol, and the common
gases, such as air, helium, hydrogen, and steam, in their common temperature and pres-
sure ranges. There are many borderline cases, however, of which you should be aware.
Some apparently “solid” substances such as asphalt and lead resist shear stress for short
periods but actually deform slowly and exhibit definite fluid behavior over long peri-
ods. Other substances, notably colloid and slurry mixtures, resist small shear stresses
but “yield” at large stress and begin to flow as fluids do. Specialized textbooks are de-
voted to this study of more general deformation and flow, a field called rheology [6].
Also, liquids and gases can coexist in two-phase mixtures, such as steam-water mix-
tures or water with entrapped air bubbles. Specialized textbooks present the analysis
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1.4 Dimensions and Units

above which aggregate variations may be important. The density � of a fluid is best
defined as

� � lim
��→��*

�
�

�

�
m
� (1.1)

The limiting volume ��* is about 10�9 mm3 for all liquids and for gases at atmospheric
pressure. For example, 10�9 mm3 of air at standard conditions contains approximately
3 	 107 molecules, which is sufficient to define a nearly constant density according to
Eq. (1.1). Most engineering problems are concerned with physical dimensions much larger
than this limiting volume, so that density is essentially a point function and fluid proper-
ties can be thought of as varying continually in space, as sketched in Fig. 1.2a. Such a
fluid is called a continuum, which simply means that its variation in properties is so smooth
that the differential calculus can be used to analyze the substance. We shall assume that
continuum calculus is valid for all the analyses in this book. Again there are borderline
cases for gases at such low pressures that molecular spacing and mean free path3 are com-
parable to, or larger than, the physical size of the system. This requires that the contin-
uum approximation be dropped in favor of a molecular theory of rarefied-gas flow [8]. In
principle, all fluid-mechanics problems can be attacked from the molecular viewpoint, but
no such attempt will be made here. Note that the use of continuum calculus does not pre-
clude the possibility of discontinuous jumps in fluid properties across a free surface or
fluid interface or across a shock wave in a compressible fluid (Chap. 9). Our calculus in
Chap. 4 must be flexible enough to handle discontinuous boundary conditions.

A dimension is the measure by which a physical variable is expressed quantitatively.
A unit is a particular way of attaching a number to the quantitative dimension. Thus
length is a dimension associated with such variables as distance, displacement, width,
deflection, and height, while centimeters and inches are both numerical units for ex-
pressing length. Dimension is a powerful concept about which a splendid tool called
dimensional analysis has been developed (Chap. 5), while units are the nitty-gritty, the
number which the customer wants as the final answer.

Systems of units have always varied widely from country to country, even after in-
ternational agreements have been reached. Engineers need numbers and therefore unit
systems, and the numbers must be accurate because the safety of the public is at stake.
You cannot design and build a piping system whose diameter is D and whose length
is L. And U.S. engineers have persisted too long in clinging to British systems of units.
There is too much margin for error in most British systems, and many an engineering
student has flunked a test because of a missing or improper conversion factor of 12 or
144 or 32.2 or 60 or 1.8. Practicing engineers can make the same errors. The writer is
aware from personal experience of a serious preliminary error in the design of an air-
craft due to a missing factor of 32.2 to convert pounds of mass to slugs.

In 1872 an international meeting in France proposed a treaty called the Metric Con-
vention, which was signed in 1875 by 17 countries including the United States. It was
an improvement over British systems because its use of base 10 is the foundation of
our number system, learned from childhood by all. Problems still remained because
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even the metric countries differed in their use of kiloponds instead of dynes or new-
tons, kilograms instead of grams, or calories instead of joules. To standardize the met-
ric system, a General Conference of Weights and Measures attended in 1960 by 40
countries proposed the International System of Units (SI). We are now undergoing a
painful period of transition to SI, an adjustment which may take many more years to
complete. The professional societies have led the way. Since July 1, 1974, SI units have
been required by all papers published by the American Society of Mechanical Engi-
neers, which prepared a useful booklet explaining the SI [9]. The present text will use
SI units together with British gravitational (BG) units.

In fluid mechanics there are only four primary dimensions from which all other dimen-
sions can be derived: mass, length, time, and temperature.4 These dimensions and their units
in both systems are given in Table 1.1. Note that the kelvin unit uses no degree symbol.
The braces around a symbol like {M} mean “the dimension” of mass. All other variables
in fluid mechanics can be expressed in terms of {M}, {L}, {T}, and {
}. For example, ac-
celeration has the dimensions {LT�2}. The most crucial of these secondary dimensions is
force, which is directly related to mass, length, and time by Newton’s second law

F � ma (1.2)

From this we see that, dimensionally, {F} � {MLT�2}. A constant of proportionality
is avoided by defining the force unit exactly in terms of the primary units. Thus we
define the newton and the pound of force

1 newton of force � 1 N � 1 kg � m/s2

(1.3)
1 pound of force � 1 lbf � 1 slug � ft/s2 � 4.4482 N

In this book the abbreviation lbf is used for pound-force and lb for pound-mass. If in-
stead one adopts other force units such as the dyne or the poundal or kilopond or adopts
other mass units such as the gram or pound-mass, a constant of proportionality called
gc must be included in Eq. (1.2). We shall not use gc in this book since it is not nec-
essary in the SI and BG systems.

A list of some important secondary variables in fluid mechanics, with dimensions
derived as combinations of the four primary dimensions, is given in Table 1.2. A more
complete list of conversion factors is given in App. C.

8 Chapter 1 Introduction

4If electromagnetic effects are important, a fifth primary dimension must be included, electric current
{I}, whose SI unit is the ampere (A).

Primary dimension SI unit BG unit Conversion factor

Mass {M} Kilogram (kg) Slug 1 slug � 14.5939 kg
Length {L} Meter (m) Foot (ft) 1 ft � 0.3048 m
Time {T} Second (s) Second (s) 1 s � 1 s
Temperature {
} Kelvin (K) Rankine (°R) 1 K � 1.8°R

Table 1.1 Primary Dimensions in
SI and BG Systems

Primary Dimensions



Part (a)

Part (b)

Part (c)

EXAMPLE 1.1

A body weighs 1000 lbf when exposed to a standard earth gravity g � 32.174 ft/s2. (a) What is
its mass in kg? (b) What will the weight of this body be in N if it is exposed to the moon’s stan-
dard acceleration gmoon � 1.62 m/s2? (c) How fast will the body accelerate if a net force of 400
lbf is applied to it on the moon or on the earth?

Solution

Equation (1.2) holds with F � weight and a � gearth:

F � W � mg � 1000 lbf � (m slugs)(32.174 ft/s2)

or
m � �

3
1
2
0
.1
0
7
0
4

� � (31.08 slugs)(14.5939 kg/slug) � 453.6 kg Ans. (a)

The change from 31.08 slugs to 453.6 kg illustrates the proper use of the conversion factor
14.5939 kg/slug.

The mass of the body remains 453.6 kg regardless of its location. Equation (1.2) applies with a
new value of a and hence a new force

F � Wmoon � mgmoon � (453.6 kg)(1.62 m/s2) � 735 N Ans. (b)

This problem does not involve weight or gravity or position and is simply a direct application
of Newton’s law with an unbalanced force:

F � 400 lbf � ma � (31.08 slugs)(a ft/s2)

or

a � �
3
4
1
0
.0
0
8

� � 12.43 ft/s2 � 3.79 m/s2 Ans. (c)

This acceleration would be the same on the moon or earth or anywhere.
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Secondary dimension SI unit BG unit Conversion factor

Area {L2} m2 ft2 1 m2 � 10.764 ft2

Volume {L3} m3 ft3 1 m3 � 35.315 ft3

Velocity {LT�1} m/s ft/s 1 ft/s � 0.3048 m/s
Acceleration {LT�2} m/s2 ft/s2 1 ft/s2 � 0.3048 m/s2

Pressure or stress
{ML�1T�2} Pa � N/m2 lbf/ft2 1 lbf/ft2 � 47.88 Pa

Angular velocity {T�1} s�1 s�1 1 s�1 � 1 s�1

Energy, heat, work
{ML2T�2} J � N � m ft � lbf 1 ft � lbf � 1.3558 J

Power {ML2T�3} W � J/s ft � lbf/s 1 ft � lbf/s � 1.3558 W
Density {ML�3} kg/m3 slugs/ft3 1 slug/ft3 � 515.4 kg/m3

Viscosity {ML�1T�1} kg/(m � s) slugs/(ft � s) 1 slug/(ft � s) � 47.88 kg/(m � s)
Specific heat {L2T�2
�1} m2/(s2 � K) ft2/(s2 � °R) 1 m2/(s2 � K) � 5.980 ft2/(s2 � °R)

Table 1.2 Secondary Dimensions in
Fluid Mechanics



Convenient Prefixes in 
Powers of 10

Part (a)

Part (b)

Meanwhile, we conclude that dimensionally inconsistent equations, though they
abound in engineering practice, are misleading and vague and even dangerous, in the
sense that they are often misused outside their range of applicability.

Engineering results often are too small or too large for the common units, with too
many zeros one way or the other. For example, to write p � 114,000,000 Pa is long
and awkward. Using the prefix “M” to mean 106, we convert this to a concise p �
114 MPa (megapascals). Similarly, t � 0.000000003 s is a proofreader’s nightmare
compared to the equivalent t � 3 ns (nanoseconds). Such prefixes are common and
convenient, in both the SI and BG systems. A complete list is given in Table 1.3.

EXAMPLE 1.4

In 1890 Robert Manning, an Irish engineer, proposed the following empirical formula for the
average velocity V in uniform flow due to gravity down an open channel (BG units):

V � �
1.

n
49
�R2/3S1/2 (1)

where R � hydraulic radius of channel (Chaps. 6 and 10)
S � channel slope (tangent of angle that bottom makes with horizontal)
n � Manning’s roughness factor (Chap. 10)

and n is a constant for a given surface condition for the walls and bottom of the channel. (a) Is
Manning’s formula dimensionally consistent? (b) Equation (1) is commonly taken to be valid in
BG units with n taken as dimensionless. Rewrite it in SI form.

Solution

Introduce dimensions for each term. The slope S, being a tangent or ratio, is dimensionless, de-
noted by {unity} or {1}. Equation (1) in dimensional form is

��
T
L

�� � ��1.
n
49
��{L2/3}{1}

This formula cannot be consistent unless {1.49/n} � {L1/3/T}. If n is dimensionless (and it is
never listed with units in textbooks), then the numerical value 1.49 must have units. This can be
tragic to an engineer working in a different unit system unless the discrepancy is properly doc-
umented. In fact, Manning’s formula, though popular, is inconsistent both dimensionally and
physically and does not properly account for channel-roughness effects except in a narrow range
of parameters, for water only.

From part (a), the number 1.49 must have dimensions {L1/3/T} and thus in BG units equals 
1.49 ft1/3/s. By using the SI conversion factor for length we have

(1.49 ft1/3/s)(0.3048 m/ft)1/3 � 1.00 m1/3/s

Therefore Manning’s formula in SI becomes

V � �
1
n
.0
�R2/3S1/2 Ans. (b) (2)
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Table 1.3 Convenient Prefixes 
for Engineering Units

Multiplicative
factor Prefix Symbol

1012 tera T
109 giga G
106 mega M
103 kilo k
102 hecto h
10 deka da
10�1 deci d
10�2 centi c
10�3 milli m
10�6 micro �
10�9 nano n
10�12 pico p
10�15 femto f
10�18 atto a



1.6 Thermodynamic Properties
of a Fluid

the acceleration of gravity. In the limit as �x and �t become very small, the above estimate re-
duces to a partial-derivative expression for convective x-acceleration:

ax,convective � lim
�t→0

�
�

�

u
t

� � u�
�

�

u
x
�

In three-dimensional flow (Sec. 4.1) there are nine of these convective terms.

While the velocity field V is the most important fluid property, it interacts closely with
the thermodynamic properties of the fluid. We have already introduced into the dis-
cussion the three most common such properties

1. Pressure p

2. Density �

3. Temperature T

These three are constant companions of the velocity vector in flow analyses. Four other
thermodynamic properties become important when work, heat, and energy balances are
treated (Chaps. 3 and 4):

4. Internal energy e

5. Enthalpy h � û  p/�

6. Entropy s

7. Specific heats cp and cv

In addition, friction and heat conduction effects are governed by the two so-called trans-
port properties:

8. Coefficient of viscosity �

9. Thermal conductivity k

All nine of these quantities are true thermodynamic properties which are determined
by the thermodynamic condition or state of the fluid. For example, for a single-phase
substance such as water or oxygen, two basic properties such as pressure and temper-
ature are sufficient to fix the value of all the others:

� � �(p, T ) h � h(p, T ) � � �(p, T ) (1.5)

and so on for every quantity in the list. Note that the specific volume, so important in
thermodynamic analyses, is omitted here in favor of its inverse, the density �.

Recall that thermodynamic properties describe the state of a system, i.e., a collec-
tion of matter of fixed identity which interacts with its surroundings. In most cases
here the system will be a small fluid element, and all properties will be assumed to be
continuum properties of the flow field: � � �(x, y, z, t), etc.

Recall also that thermodynamics is normally concerned with static systems, whereas
fluids are usually in variable motion with constantly changing properties. Do the prop-
erties retain their meaning in a fluid flow which is technically not in equilibrium? The
answer is yes, from a statistical argument. In gases at normal pressure (and even more
so for liquids), an enormous number of molecular collisions occur over a very short
distance of the order of 1 �m, so that a fluid subjected to sudden changes rapidly ad-

16 Chapter 1 Introduction



Temperature

Specific Weight

Density

justs itself toward equilibrium. We therefore assume that all the thermodynamic prop-
erties listed above exist as point functions in a flowing fluid and follow all the laws
and state relations of ordinary equilibrium thermodynamics. There are, of course, im-
portant nonequilibrium effects such as chemical and nuclear reactions in flowing flu-
ids which are not treated in this text.

Pressure is the (compression) stress at a point in a static fluid (Fig. 1.1). Next to ve-
locity, the pressure p is the most dynamic variable in fluid mechanics. Differences or
gradients in pressure often drive a fluid flow, especially in ducts. In low-speed flows,
the actual magnitude of the pressure is often not important, unless it drops so low as to
cause vapor bubbles to form in a liquid. For convenience, we set many such problem
assignments at the level of 1 atm � 2116 lbf/ft2 � 101,300 Pa. High-speed (compressible)
gas flows (Chap. 9), however, are indeed sensitive to the magnitude of pressure.

Temperature T is a measure of the internal energy level of a fluid. It may vary con-
siderably during high-speed flow of a gas (Chap. 9). Although engineers often use Cel-
sius or Fahrenheit scales for convenience, many applications in this text require ab-
solute (Kelvin or Rankine) temperature scales:

°R � °F  459.69
K � °C  273.16

If temperature differences are strong, heat transfer may be important [10], but our con-
cern here is mainly with dynamic effects. We examine heat-transfer principles briefly
in Secs. 4.5 and 9.8.

The density of a fluid, denoted by � (lowercase Greek rho), is its mass per unit vol-
ume. Density is highly variable in gases and increases nearly proportionally to the pres-
sure level. Density in liquids is nearly constant; the density of water (about 1000 kg/m3)
increases only 1 percent if the pressure is increased by a factor of 220. Thus most liq-
uid flows are treated analytically as nearly “incompressible.”

In general, liquids are about three orders of magnitude more dense than gases at at-
mospheric pressure. The heaviest common liquid is mercury, and the lightest gas is hy-
drogen. Compare their densities at 20°C and 1 atm:

Mercury: � � 13,580 kg/m3 Hydrogen: � � 0.0838 kg/m3

They differ by a factor of 162,000! Thus the physical parameters in various liquid and
gas flows might vary considerably. The differences are often resolved by the use of di-
mensional analysis (Chap. 5). Other fluid densities are listed in Tables A.3 and A.4 (in
App. A).

The specific weight of a fluid, denoted by � (lowercase Greek gamma), is its weight
per unit volume. Just as a mass has a weight W � mg, density and specific weight are
simply related by gravity:

� � �g (1.6)
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Specific Gravity

Potential and Kinetic Energies

The units of � are weight per unit volume, in lbf/ft3 or N/m3. In standard earth grav-
ity, g � 32.174 ft/s2 � 9.807 m/s2. Thus, e.g., the specific weights of air and water at
20°C and 1 atm are approximately

�air � (1.205 kg/m3)(9.807 m/s2) � 11.8 N/m3 � 0.0752 lbf/ft3

�water � (998 kg/m3)(9.807 m/s2) � 9790 N/m3 � 62.4 lbf/ft3

Specific weight is very useful in the hydrostatic-pressure applications of Chap. 2. Spe-
cific weights of other fluids are given in Tables A.3 and A.4.

Specific gravity, denoted by SG, is the ratio of a fluid density to a standard reference
fluid, water (for liquids), and air (for gases):

SGgas � �
�

�

g

a

a

ir

s
� � �

1.20

�

5
g

k
as

g/m3� (1.7)

SGliquid � �
�

�

l

w

iq

a

u

te

id

r
� � �

99

�

8
li

k
qu

g
i

/
d

m3�

For example, the specific gravity of mercury (Hg) is SGHg � 13,580/998 � 13.6. En-
gineers find these dimensionless ratios easier to remember than the actual numerical
values of density of a variety of fluids.

In thermostatics the only energy in a substance is that stored in a system by molecu-
lar activity and molecular bonding forces. This is commonly denoted as internal en-
ergy û. A commonly accepted adjustment to this static situation for fluid flow is to add
two more energy terms which arise from newtonian mechanics: the potential energy
and kinetic energy.

The potential energy equals the work required to move the system of mass m from
the origin to a position vector r � ix  jy  kz against a gravity field g. Its value is
�mg � r, or �g � r per unit mass. The kinetic energy equals the work required to change
the speed of the mass from zero to velocity V. Its value is �12�mV2 or �12�V2 per unit mass.
Then by common convention the total stored energy e per unit mass in fluid mechan-
ics is the sum of three terms:

e � û  �12�V2  (�g � r) (1.8)

Also, throughout this book we shall define z as upward, so that g � �gk and g � r �
�gz. Then Eq. (1.8) becomes

e � û  �12�V2  gz (1.9)

The molecular internal energy û is a function of T and p for the single-phase pure sub-
stance, whereas the potential and kinetic energies are kinematic properties.

Thermodynamic properties are found both theoretically and experimentally to be re-
lated to each other by state relations which differ for each substance. As mentioned,
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we shall confine ourselves here to single-phase pure substances, e.g., water in its liq-
uid phase. The second most common fluid, air, is a mixture of gases, but since the mix-
ture ratios remain nearly constant between 160 and 2200 K, in this temperature range
air can be considered to be a pure substance.

All gases at high temperatures and low pressures (relative to their critical point) are
in good agreement with the perfect-gas law

p � �RT R � cp � cv � gas constant (1.10)

Since Eq. (1.10) is dimensionally consistent, R has the same dimensions as specific
heat, {L2T�2
�1}, or velocity squared per temperature unit (kelvin or degree Rank-
ine). Each gas has its own constant R, equal to a universal constant � divided by the
molecular weight

Rgas � �
M

�

gas
� (1.11)

where � � 49,700 ft2/(s2 � °R) � 8314 m2/(s2 � K). Most applications in this book are
for air, with M � 28.97:

Rair � 1717 ft2/(s2 � °R) � 287 m2/(s2 � K) (1.12)

Standard atmospheric pressure is 2116 lbf/ft2, and standard temperature is 60°F �
520°R. Thus standard air density is

�air � �
(171

2
7
1
)
1
(
6
520)
� � 0.00237 slug/ft3 � 1.22 kg/m3 (1.13)

This is a nominal value suitable for problems.
One proves in thermodynamics that Eq. (1.10) requires that the internal molecular

energy û of a perfect gas vary only with temperature: û � û(T). Therefore the specific
heat cv also varies only with temperature:

cv � ��
�

�

T
û
���

� �
d
d
T
û
� � cv(T)

or dû � cv(T) dT (1.14)

In like manner h and cp of a perfect gas also vary only with temperature:

h � û  �
p
�

� � û  RT � h(T)

cp � ��
�

�

T
h
��p

� �
d
d
T
h
� � cp(T) (1.15)

dh � cp(T) dT

The ratio of specific heats of a perfect gas is an important dimensionless parameter in
compressible-flow analysis (Chap. 9)

k � �
c

c
p

v
� � k(T) � 1 (1.16)

1.6 Thermodynamic Properties of a Fluid 19
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The term in parentheses is positive, so ṠUn > 0. This agrees with Clau-
sius’s statement of the Second Law of Thermodynamics.

Notice an odd fact here: The rate of heat transfer, Q, and hence ṠUn,
is determined by the wall’s resistance to heat flow. Although the wall
is the agent that causes the entropy of the universe to increase, its own
entropy does not changes. Only the entropies of the reservoirs change.

1.3 Modes of heat transfer

Figure 1.3 shows an analogy that might be useful in fixing the concepts
of heat conduction, convection, and radiation as we proceed to look at
each in some detail.

Heat conduction

Fourier’s law. Joseph Fourier (see Fig. 1.4) published his remarkable
book Théorie Analytique de la Chaleur in 1822. In it he formulated a very
complete exposition of the theory of heat conduction.

Hebegan his treatise by stating the empirical law that bears his name:
the heat flux,3 q (W/m2), resulting from thermal conduction is proportional
to the magnitude of the temperature gradient and opposite to it in sign. If
we call the constant of proportionality, k, then

q = −k dT
dx

(1.8)

The constant, k, is called the thermal conductivity. It obviously must have
the dimensions W/m·K, or J/m·s·K, or Btu/h·ft·◦F if eqn. (1.8) is to be
dimensionally correct.

The heat flux is a vector quantity. Equation (1.8) tells us that if temper-
ature decreases with x, q will be positive—it will flow in the x-direction.
If T increases with x, q will be negative—it will flow opposite the x-
direction. In either case, q will flow from higher temperatures to lower
temperatures. Equation (1.8) is the one-dimensional form of Fourier’s
law. We develop its three-dimensional form in Chapter 2, namely:

�q = −k∇T

3The heat flux, q, is a heat rate per unit area and can be expressed as Q/A, where A
is an appropriate area.



Figure 1.3 An analogy for the three modes of heat transfer.

11
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Example 1.1

The front of a slab of lead (k = 35 W/m·K) is kept at 110◦C and the
back is kept at 50◦C. If the area of the slab is 0.4 m2 and it is 0.03 m
thick, compute the heat flux, q, and the heat transfer rate, Q.

Solution. For the moment, we presume that dT/dx is a constant
equal to (Tback − Tfront)/(xback − xfront); we verify this in Chapter 2.
Thus, eqn. (1.8) becomes

q = −35
(

50− 110
0.03

)
= +70,000 W/m2 = 70 kW/m2

and

Q = qA = 70(0.4) = 28 kW

In one-dimensional heat conduction problems, there is never any real
problem in deciding which way the heat should flow. It is therefore some-
times convenient to write Fourier’s law in simple scalar form:

q = k ∆T
L

(1.9)

where L is the thickness in the direction of heat flow and q and ∆T are
both written as positive quantities. When we use eqn. (1.9), we must
remember that q always flows from high to low temperatures.

Thermal conductivity values. It will help if we first consider how con-
duction occurs in, for example, a gas. We know that the molecular ve-
locity depends on temperature. Consider conduction from a hot wall to
a cold one in a situation in which gravity can be ignored, as shown in
Fig. 1.5. The molecules near the hot wall collide with it and are agitated
by the molecules of the wall. They leave with generally higher speed and
collide with their neighbors to the right, increasing the speed of those
neighbors. This process continues until the molecules on the right pass
their kinetic energy to those in the cool wall. Within solids, comparable
processes occur as the molecules vibrate within their lattice structure
and as the lattice vibrates as a whole. This sort of process also occurs,
to some extent, in the electron “gas” that moves through the solid. The
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Figure 1.5 Heat conduction through gas
separating two solid walls.

processes are more efficient in solids than they are in gases. Notice that

−dT
dx

= q
k

∝ 1
k︸ ︷︷ ︸

since, in steady
conduction, q is

constant

(1.10)

Thus solids, with generally higher thermal conductivities than gases,
yield smaller temperature gradients for a given heat flux. In a gas, by
the way, k is proportional to molecular speed and molar specific heat,
and inversely proportional to the cross-sectional area of molecules.

This book deals almost exclusively with S.I. units, or Système Interna-
tional d’Unités. Since much reference material will continue to be avail-
able in English units, we should have at hand a conversion factor for
thermal conductivity:

1 = J
0.0009478 Btu

· h
3600 s

· ft
0.3048 m

· 1.8◦F
K

Thus the conversion factor from W/m·K to its English equivalent, Btu/h·
ft·◦F, is

1 = 1.731
W/m·K

Btu/h·ft·◦F (1.11)

Consider, for example, copper—the common substance with the highest
conductivity at ordinary temperature:

kCu at room temp = (383 W/m·K)
/

1.731
W/m·K

Btu/h·ft·◦F = 221 Btu/h·ft·◦F
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The range of thermal conductivities is enormous. As we see from
Fig. 1.6, k varies by a factor of about 105 between gases and diamond at
room temperature. This variation can be increased to about 107 if we in-
clude the effective conductivity of various cryogenic “superinsulations.”
(These involve powders, fibers, or multilayered materials that have been
evacuated of all air.) The reader should study and remember the order
of magnitude of the thermal conductivities of different types of materi-
als. This will be a help in avoiding mistakes in future computations, and
it will be a help in making assumptions during problem solving. Actual
numerical values of the thermal conductivity are given in Appendix A
(which is a broad listing of many of the physical properties you might
need in this course) and in Figs. 2.2 and 2.3.

Example 1.2

A copper slab (k = 372 W/m·K) is 3 mm thick. It is protected from
corrosion by a 2-mm-thick layers of stainless steel (k = 17 W/m·K) on
both sides. The temperature is 400◦C on one side of this composite
wall and 100◦C on the other. Find the temperature distribution in the
copper slab and the heat conduction through the wall (see Fig. 1.7).

Solution. If we recall Fig. 1.5 and eqn. (1.10), it should be clear that
the temperature drop will take place almost entirely in the stainless
steel, where k is less than 1/20 of k in the copper. Thus, the cop-
per will be virtually isothermal at the average temperature of (400+
100)/2 = 250◦C. Furthermore, the heat conduction can be estimated
in a 4 mm slab of stainless steel as though the copper were not even
there. With the help of Fourier’s law in the form of eqn. (1.8), we get

q = −kdT
dx

� 17 W/m·K ·
(

400− 100
0.004

)
K/m = 1275 kW/m2

The accuracy of this rough calculation can be improved by con-
sidering the copper. To do this we first solve for ∆Ts.s. and ∆TCu (see
Fig. 1.7). Conservation of energy requires that the steady heat flux
through all three slabs must be the same. Therefore,

q =
(
k
∆T
L

)
s.s.
=

(
k
∆T
L

)
Cu
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Figure 1.9 The convective cooling of a heated body.

This is the one-dimensional heat diffusion equation. Its importance is
this: By combining the First Law with Fourier’s law, we have eliminated
the unknown Q and obtained a differential equation that can be solved
for the temperature distribution, T(x, t). It is the primary equation upon
which all of heat conduction theory is based.

The heat diffusion equation includes a new property which is as im-
portant to transient heat conduction as k is to steady-state conduction.
This is the thermal diffusivity, α:

α ≡ k
ρc

J
m·s·K

m3

kg
kg·K

J
= α m2/s (or ft2/hr).

The thermal diffusivity is a measure of how quickly a material can carry
heat away from a hot source. Since material does not just transmit heat
but must be warmed by it as well, α involves both the conductivity, k,
and the volumetric heat capacity, ρc.

Heat Convection

The physical process. Consider a typical convective cooling situation.
Cool gas flows past a warm body, as shown in Fig. 1.9. The fluid imme-
diately adjacent to the body forms a thin slowed-down region called a
boundary layer. Heat is conducted into this layer, which sweeps it away
and, farther downstream, mixes it into the stream. We call such processes
of carrying heat away by a moving fluid convection.

In 1701, Isaac Newton considered the convective process and sug-
gested that the cooling would be such that

dTbody

dt
∝ Tbody − T∞ (1.15)

where T∞ is the temperature of the oncoming fluid. This statement sug-
gests that energy is flowing from the body. But if the energy of the body
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is constantly replenished, the body temperature need not change. Then
with the help of eqn. (1.3) we get, from eqn. (1.15) (see Problem 1.2),

Q ∝ Tbody − T∞ (1.16)

This equation can be rephrased in terms of q = Q/A as

q = h
(
Tbody − T∞

)
(1.17)

This is the steady-state form of Newton’s law of cooling, as it is usually
quoted, although Newton never wrote such an expression.

The constant h is the film coefficient or heat transfer coefficient. The
bar over h indicates that it is an average over the surface of the body.
Without the bar, h denotes the “local” value of the heat transfer coef-
ficient at a point on the surface. The units of h and h are W/m2K or
J/s·m2·K. The conversion factor for English units is:

1 = 0.0009478 Btu
J

· K
1.8◦F

· 3600 s
h

· (0.3048 m)2

ft2

or

1 = 0.1761
Btu/h·ft2·◦F

W/m2K
(1.18)

It turns out that Newton oversimplified the process of convection
when he made his conjecture. Heat convection is complicated and h
can depend on the temperature difference Tbody − T∞ ≡ ∆T . In Chap-
ter 6 we find that h really is independent of ∆T in situations in which
fluid is forced past a body and ∆T is not too large. This is called forced
convection.

When fluid buoys up from a hot body or down from a cold one, h
varies as some weak power of ∆T—typically as ∆T 1/4 or ∆T 1/3. This is
called free or natural convection. If the body is hot enough to boil a liquid
surrounding it, h will typically vary as ∆T 2.

For the moment, we restrict consideration to situations in which New-
ton’s law is either true or at least a reasonable approximation to real
behavior.

We should have some idea of how large h might be in a given situ-
ation. Table 1.1 provides some illustrative values of h that have been



§1.3 Modes of heat transfer 21

Table 1.1 Some illustrative values of convective heat transfer
coefficients

Situation h, W/m2K

Natural convection in gases
• 0.3 m vertical wall in air, ∆T = 30◦C 4.33

Natural convection in liquids
• 40 mm O.D. horizontal pipe in water, ∆T = 30◦C 570
• 0.25 mm diameter wire in methanol, ∆T = 50◦C 4,000

Forced convection of gases
• Air at 30 m/s over a 1 m flat plate, ∆T = 70◦C 80

Forced convection of liquids
• Water at 2 m/s over a 60 mm plate, ∆T = 15◦C 590
• Aniline-alcohol mixture at 3 m/s in a 25 mm I.D. tube, ∆T = 80◦C 2,600
• Liquid sodium at 5 m/s in a 13 mm I.D. tube at 370◦C 75,000

Boiling water
• During film boiling at 1 atm 300
• In a tea kettle 4,000
• At a peak pool-boiling heat flux, 1 atm 40,000
• At a peak flow-boiling heat flux, 1 atm 100,000
• At approximate maximum convective-boiling heat flux, under

optimal conditions 106

Condensation
• In a typical horizontal cold-water-tube steam condenser 15,000
• Same, but condensing benzene 1,700
• Dropwise condensation of water at 1 atm 160,000

observed or calculated for different situations. They are only illustrative
and should not be used in calculations because the situations for which
they apply have not been fully described. Most of the values in the ta-
ble could be changed a great deal by varying quantities (such as surface
roughness or geometry) that have not been specified. The determination
of h or h is a fairly complicated task and one that will receive a great
deal of our attention. Notice, too, that h can change dramatically from
one situation to the next. Reasonable values of h range over about six
orders of magnitude.
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Table 1.2 Forms of the electromagnetic wave spectrum

Characterization Wavelength, λ

Cosmic rays < 0.3 pm

Gamma rays 0.3–100 pm

X rays 0.01–30 nm

Ultraviolet light 3–400 nm

Visible light 0.4–0.7 µm

Near infrared radiation 0.7–30 µm

Far infrared radiation 30–1000 µm




Thermal Radiation
0.1–1000 µm

Millimeter waves 1–10 mm

Microwaves 10–300 mm

Shortwave radio & TV 300 mm–100 m

Longwave radio 100 m–30 km

The electromagnetic spectrum. Thermal radiation occurs in a range
of the electromagnetic spectrum of energy emission. Accordingly, it ex-
hibits the same wavelike properties as light or radio waves. Each quan-
tum of radiant energy has a wavelength, λ, and a frequency, ν , associated
with it.

The full electromagnetic spectrum includes an enormous range of
energy-bearing waves, of which heat is only a small part. Table 1.2 lists
the various forms over a range of wavelengths that spans 17 orders of
magnitude. Only the tiniest “window” exists in this spectrum through
which we can see the world around us. Heat radiation, whose main com-
ponent is usually the spectrum of infrared radiation, passes through the
much larger window—about three orders of magnitude in λ or ν .

Black bodies. The model for the perfect thermal radiator is a so-called
black body. This is a body which absorbs all energy that reaches it and
reflects nothing. The term can be a little confusing, since such bodies
emit energy. Thus, if we possessed infrared vision, a black body would
glow with “color” appropriate to its temperature. of course, perfect ra-
diators are “black” in the sense that they absorb all visible light (and all
other radiation) that reaches them.
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Figure 1.13 Cross section of a spherical hohlraum. The hole
has the attributes of a nearly perfect thermal black body.

It is necessary to have an experimental method for making a perfectly
black body. The conventional device for approaching this ideal is called
by the German term hohlraum, which literally means “hollow space”.
Figure 1.13 shows how a hohlraum is arranged. It is simply a device that
traps all the energy that reaches the aperture.

What are the important features of a thermally black body? First
consider a distinction between heat and infrared radiation. Infrared ra-
diation refers to a particular range of wavelengths, while heat refers to
the whole range of radiant energy flowing from one body to another.
Suppose that a radiant heat flux, q, falls upon a translucent plate that
is not black, as shown in Fig. 1.14. A fraction, α, of the total incident
energy, called the absorptance, is absorbed in the body; a fraction, ρ,

Figure 1.14 The distribution of energy
incident on a translucent slab.
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called the reflectance, is reflected from it; and a fraction, τ , called the
transmittance, passes through. Thus

1 = α+ ρ + τ (1.25)

This relation can also be written for the energy carried by each wave-
length in the distribution of wavelengths that makes up heat from a
source at any temperature:

1 = αλ + ρλ + τλ (1.26)

All radiant energy incident on a black body is absorbed, so that αb or
αλb = 1 and ρb = τb = 0. Furthermore, the energy emitted from a
black body reaches a theoretical maximum, which is given by the Stefan-
Boltzmann law. We look at this next.

The Stefan-Boltzmann law. The flux of energy radiating from a body
is commonly designated e(T) W/m2. The symbol eλ(λ, T ) designates the
distribution function of radiative flux in λ, or the monochromatic emissive
power:

eλ(λ, T) =
de(λ, T)
dλ

or e(λ, T) =
∫ λ

0
eλ(λ, T)dλ (1.27)

Thus

e(T) ≡ E(∞, T ) =
∫∞

0
eλ(λ, T)dλ

The dependence of e(T) on T for a black body was established experi-
mentally by Stefan in 1879 and explained by Boltzmann on the basis of
thermodynamics arguments in 1884. The Stefan-Boltzmann law is

eb(T) = σT 4 (1.28)

where the Stefan-Boltzmann constant, σ , is 5.670400 × 10−8 W/m2·K4

or 1.714× 10−9 Btu/hr·ft2·◦R4, and T is the absolute temperature.

eλ vs. λ. Nature requires that, at a given temperature, a body will emit
a unique distribution of energy in wavelength. Thus, when you heat a
poker in the fire, it first glows a dull red—emitting most of its energy
at long wavelengths and just a little bit in the visible regime. When it is
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prediction, and his work included the initial formulation of quantum me-
chanics. He found that

eλb =
2πhc2

o
λ5 [exp(hco/kBTλ)− 1]

(1.30)

where co is the speed of light, 2.99792458× 108 m/s; h is Planck’s con-
stant, 6.62606876×10−34 J·s; and kB is Boltzmann’s constant, 1.3806503×
10−23 J/K.

Radiant heat exchange. Suppose that a heated object (1 in Fig. 1.16a)
radiates only to some other object (2) and that both objects are thermally
black. All heat leaving object 1 arrives at object 2, and all heat arriving
at object 1 comes from object 2. Thus, the net heat transferred from
object 1 to object 2, Qnet, is the difference between Q1 to 2 = A1eb(T1)
and Q2 to 1 = A1eb(T2)

Qnet = A1eb(T1)−A1eb(T2) = A1σ
(
T 4

1 − T 4
2

)
(1.31)

If the first object “sees” other objects in addition to object 2, as indicated
in Fig. 1.16b, then a view factor (sometimes called a configuration factor
or a shape factor ), F1–2, must be included in eqn. (1.31):

Qnet = A1F1–2σ
(
T 4

1 − T 4
2

)
(1.32)

We may regard F1–2 as the fraction of energy leaving object 1 that is
intercepted by object 2.

Example 1.5

A black thermocouple measures the temperature in a chamber with
black walls. If the air around the thermocouple is at 20◦C, the walls
are at 100◦C, and the heat transfer coefficient between the thermocou-
ple and the air is 15 W/m2K, what temperature will the thermocouple
read?

Solution. The heat convected away from the thermocouple by the
air must exactly balance that radiated to it by the hot walls if the sys-
tem is in steady state. Furthermore, F1–2 = 1 since the thermocouple
(1) radiates all its energy to the walls (2):

hAtc (Ttc − Tair) = −Qnet = −Atcσ
(
T 4
tc − T 4

wall

)
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7.3 Fossil Fuels

Coal

Robert Reuther

Coal Composition and Classification

Coal is a sedimentary rock formed by the accumulation and decay of organic substances derived from
plant tissues and exudates that have been buried over periods of geological time along with various
mineral inclusions. Coal is classified by type and rank. Coal type classifies coal by the plant sourc
from which it was derived. Coal rank classifies coal by its degree of metamorphosis from the origina
plant sources and is therefore a measure of the age of the coal. The process of metamorphosis or agin
is termed coalification.

The study of coal by type is known as coal petrography. Coal type is determined from the examination
of polished sections of a coal sample using a reflected-light microscope. The degree of reflectance and
color of a sample are identified with specific residues of the original plant tissues. These various residues
are referred to as macerals. Macerals are collected into three main groups: vitrinite, inertinite, a
exinite (sometimes referred to as liptinite). The maceral groups and their associated macerals are li
in Table 7.3.1 along with a description of the plant tissue from which each distinct maceral typ
derived.

Coal rank is the most important property of coal, since it is rank which initiates the classification of
coal for use. Rank is a measure of the age or degree of coalification of coal. Coalification describes th
process which the buried organic matter goes through to become coal. When first buried, the organic
matter has a certain elemental composition and organic structure. However, as the material becomes
subjected to heat and pressure, the composition and structure slowly change. Certain structures ar
broken down, and others are formed. Some elements are lost through volatilization while others are
concentrated through a number of processes, including being exposed to underground flows which carry
away some elements and deposit others. Coalification changes the values of various properties of coal.
Thus, coal can be classified by rank through the measurement of one or more of these changing pr

In the United States and Canada, the rank classification scheme defined by the American Society of
Testing and Materials (ASTM) has become the standard. In this scheme, the properties of gross calorific
value and fixed carbon or volatile matter content are used to classify a coal by rank. Gross calorific
value is a measure of the energy content of the coal and is usually expressed m units of energy per unit
mass. Calorific value increases as the coal proceeds through coalification. Fixed carbon content is a
measure of the mass remaining after heating a dry coal sample under conditions specified by the ASTM.

TABLE 7.3.1 Coal Maceral Groups and Macerals

Maceral Group Maceral Derivation

Vitrinite Collinite Humic gels
Telinite Wood, bark, and cortical tissue
Pseudovitrinite ? (Some observors place in the inertinite group)

Exinite Sporinite Fungal and other spores
Cutinite Leaf cuticles
Resinite Resin bodies and waxes
Alginite Algal remains

Inertinite Micrinite Unspecified detrital matter, <10 µm
Macrinite Unspecified detrital matter, 10–100 µm
Semifusinite “Burned” woody tissue, low reflectance
Fusinite “Burned” woody tissue, high reflectance
Sclerotinite Fungal sclerotia and mycelia

Modified from Berkowitz, N., An Introduction to Coal Technology. Academic Press, New York, 1979.
© 1999 by CRC Press LLC
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Fixed carbon content increases with coalification. The conditions specified for the measurement of fixed
carbon content result in being able alternatively to use the volatile matter content of the coal measure
under dry, ash-free conditions as a rank parameter. The rank of a coal proceeds from lignite, th
“youngest” coal, through subbituminous, bituminous, and semibituminous, to anthracite, the “o
coal. There exist subdivisions within these rank categories which are defined in Table 7.3.2. (Some rank
schemes include meta-anthracite as a rank above, or “older” than, anthracite. Others prefer to class
such deposits as graphite. Graphite is a minimal resource and is valuable primarily for uses other than
as a fuel.) According to the ASTM scheme, coals are ranked by calorific value up to the high volatile
A bituminous rank, which includes coals with calorific values (measured on a moist, mineral matter-
free basis) greater than 14,000 Btu/lb (32,564 kJ/kg). At this point, fixed carbon content (measured o
a dry, mineral matter-free basis) takes over as the rank parameter. Thus, a high volatile A bituminous
coal is defined as having a calorific value greater than 14,000 Btu/lb, but a fixed carbon content less
than 69 wt%. The requirement for having two different properties with which to define rank arises
because calorific value increases significantly through the lower-rank coals, but very little (in a relative
sense) in the higher-ranks, whereas fixed carbon content has a wider range in higher-rank coals, but
little (relative) change in the lower-ranks. The most widely used classification scheme outside of North
America is that developed under the jurisdiction of the International Standards Organization, Technical
Committee 27, Solid Mineral Fuels.

Coal Analysis

The composition of a coal is typically reported in terms of its proximate analysis and its ultimate
analysis. The proximate analysis of a coal is made up of four constituents: volatile matter content, fixed
carbon content, moisture content, and ash content, all of which are reported on a weight percen
The measurement of these four properties of a coal must be carried out according to strict specifications
codified by the ASTM.

Volatile matter in coal includes carbon dioxide, inorganic sulfur- and nitrogen-containing species, an
organic compounds. The percentage of various species present depends on rank. Volatile matter content
can typically be reported on a number of bases, such as moist; dry, mineral matter-free (dmmf); moist,
mineral matter-free; moist, ash-free; and dry, ash-free (daf); depending on the condition of the coal 
which measurements were made.

Mineral matter and ash are two distinct entities. Coal does not contain ash, even though the ash conten
of a coal is reported as part of its proximate analysis. Instead, coal contains mineral matter, which can
be present both as distinct mineral entities or inclusions and intimately bound with the organic matrix
of the coal. Ash, on the other hand, refers to the solid inorganic material remaining after combusting a
coal sample. Proximate ash content is the ash remaining after the coal has been exposed to air under
specific conditions (ASTM Standard Test Method D 3174). It is reported as the mass percent remai
upon combustion of the original sample on either a dry or moist basis.

Moisture content refers to the mass of water which is released from the solid coal sample when i
heated under specific conditions of temperature and residence time as codified in ASTM Standard Test
Method D 3173.

The fixed carbon content refers to the mass of organic matter remaining in the sample after th
moisture and volatile matter are released. It is primarily made up of carbon with lesser amoun
hydrogen, sulfur, and nitrogen also present. It is typically reported by difference from the total of the
volatile matter, ash, and moisture contents on a mass percent of the original coal sample basis. Alter-
natively, it can be reported on a dry basis; a dmmf basis; or a moist, mineral matter-free basis.

The values associated with the proximate analysis vary with rank. In general, volatile matter content
decreases with increasing rank, while fixed carbon content correspondingly increases. Moisture and
also decrease, in general, with rank. Typical values for proximate analysis as a function of the rank
a coal are provided in Table 7.3.3.

The ultimate analysis of a coal reports the composition of the organic fraction of coal on an elementa
basis. Like the proximate analysis, the ultimate analysis can be reported on a moist or dry basis d on
© 1999 by CRC Press LLC
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Neavel, R. 1981. Origin, petrography, and classification of coal, in Chemistry of Coal Utilization, Second
Supplementary Volume, M.A. Elliott, Ed., John Wiley & Sons, New York, 91–158.

Villagran, R.A. 1989. Acid Rain Legislation: Implications for the Coal Industry, Shearson, Lehman,
Hutton, New York, 37–39.

Further Information

An excellent resource for understanding coal, its sources, its uses, and its limitations and po
problems is the book by Elliott referenced above under Averitt (1981), Habermehl et al. (1981), an
Neavel (1981). A reader wishing an understanding of coal topics could find no better resource.

Another comprehensive book which includes more-recent information but is not quite as weighty as
Elliott’s (664 pages vs. 2374 pages) is The Chemistry and Technology of Coal, edited (second edition,
revised and expanded) by James G. Speight.

For up-to-date information specific to the environmental problems associated with the use of co
the reader is referred to Norbert Berkowitz’s chapter entitled “Environmental Aspects of Coal Utilization”
in An Introduction to Coal Technology.

For information on the standards for coal analyses and descriptions of the associated procedu
reader is referred to any recent edition of the American Society for Testing and Materials’s Annual Book
of ASTM Standards. Section 5 covers petroleum products, lubricants, and fossil fuels, including c
and coke.

Oil

Philip C. Crouse, P.E.

Overview

Fossil fuel energy accounted for 86.3% of all world energy in 1990. The Energy Information Adminis-
tration (EIA) of the U.S. Department of Energy estimates that in the year 2010, fossil fuels will accou
for 85.9% of all world energy consumption — only a 0.4% percentage decrease in usage (Figure 7.3.2).
According to EIA estimates, coal is expected to decline slightly from about a 27% to about a 25% sh
of consumption, and consumption of natural gas is expected to increase from 21 to 24% over the 20-
year period. Over the same period, oil is forecasted to continue to be world major energy source with
only slight declines from the present 39% of consumption.

Recent efforts in the United States have been to foster growth in natural gas usage as an energy source,
causing an estimated growth of 2.3% per year. Total energy usage is expected to grow from 345.6 to
476.0 quadrillion Btu — or a 38% growth in energy usage over 20 years.

Crude Oil Classification and World Reserves

Obtaining accurate estimates of world petroleum and natural gas resources and reserves is difficult and
uncertain. Terminology used by industry to classify resources and reserves has no broadly accepte
standard classification. Such classifications have been a source of controversy in the international oil
and gas community. Confusion persists in regard to classification. This section uses information provided
by the Department of Energy classification system. The next chart shows the relationship of resources
to reserves. Recoverable resources include discovered and undiscovered resources. Discovered
resources are those resources that can be economically recovered (Figure 7.3.3).

Discovered resources include all production already out of the ground and reserves. Reserves are
further broken down into proved reserves and other reserves. Again, there are many different groups
that classify reserves in different ways, such as measured, indicated, internal, probable, and possible.
Most groups break reserves into producing and nonproducing categories. Each of the definitions is quite
voluminous and the techniques for qualifying reserves vary globally.
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Proved reserves are generally defined as: “Those volumes of oil and gas that geological and engi-
neering data demonstrate with reasonable certainty to be recoverable in future years from known
reservoirs under existing economic and operating conditions.”

OPEC (the Organization of Petroleum-Exporting Countries) has been key in setting global fossil fuel
prices over the last two decades. With very large reserves, OPEC can provide much of the world future
needs for crude oil and petroleum products. About two-thirds of the world known petroleum reserves
are located in the Middle East as shown in Table 7.3.7.

Table 7.3.8 shows that the annual world crude oil production has steadily grown from 16.7 billion
barrels in 1970 to 22 billion barrels in 1990.

Both crude oil demand and production are forecast to increase over the next 20 years. OPEC production
is relatively level at 8.6 billion barrels in 1990 compared with 8.5 billion barrels in 1970. During
same time, non-OPEC production increased from 8.1 to 13.6 billion barrels. As the “swing producer”,
OPEC’s production in 1980 increased by over 1 billion barrels when non-OPEC production could n
meet total demand. They then decreased production by a similar amount in 1990 when productio
the rest of the world increased by 1 billion to a non-OPEC total of 13.6 billion barrels. With a low price
environment, OPEC is expected to gain market share in global production over the next 20 years.

Standard Fuels

Petroleum is refined into petroleum products that are used to meet individual product demands. The
general classifications of products are

TABLE 7.3.7 Oil Reserves (Year End) — million barrels

1970 1980 1990

North America 53,160 80,053 84,134
South America 25,557 26,922 69,686
Western Europe 5,698 18,698 21,289
Eastern Europe 59,880 84,140 65,412
Middle East 342,134 357,578 601,987
Africa 46,356 52,650 59,159
Asia-Pacific 21,973 38,517 56,151
Total 554,777 658,557 957,818
OPEC 404,441 428,139 715,502
Non-OPEC 150,336 230,418 242,316

Source: EIA, International Oil and Gas Exploration and Development 
1991, Washington, D.C., December 1993, 36–39.

TABLE 7.3.8 Annual Oil Production — million barrels

1970 1980 1990

North America 4,157 4,379 4,136
South America 1,738 1,331 1,574
Western Europe 116 869 1,478
Eastern Europe 2,706 4,550 4,204
Middle East 5,063 6,760 6,120
Africa 2,246 2,265 2,367
Asia-Pacific 651 1774 2371
Total 16,678 21,928 22,049
OPEC 8,545 9,839 8,645
Non-OPEC 8,133 12,089 13,604

Source: EIA, International Oil and Gas Exploration and Development 
1991, Washington, D.C., December 1993, 30–33.
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1. NATURAL GAS LIQUIDS AND LIQUEFIED REFINERY GASES
This category includes ethane (C2H6), ethylene (C2H4), propane (C3H8), propylene (C3H6), butane
and isobutane (C4H10), and butylene and isobutylene (C4H8).

2. FINISHED PETROLEUM PRODUCTS
This category includes motor gasoline, aviation gasoline, jet fuel, kerosene, distillate, fuel oil,
residual fuel oil, petrochemical feed stock, naphthas, lubricants, waxes, petroleum coke, asphalt
and road oil, and still gas.
• Motor gasoline includes reformulated gasoline for vehicles and oxygenated gasoline such as

gasohol (a mixture of gasoline and alcohol).

• Jet fuel is classified by use such as industrial or military and naphtha and kerosene-type. Naphtha
fuels are used in turbo jet and turbo prop aircraft engines and excludes ram-jet and petroleum
rocket fuel.

• Kerosene is used for space heaters, cook stoves, wick lamps, and water heaters.

• Distillate fuel oil is broken into subcategories: No. 1 distillate, No. 2 distillate, and No. 4 fue
oil which is used for commercial burners.

• Petrochemical feedstock is used in the manufacture of chemicals, synthetic rubber, and plastics.

• Naphthas are petroleums with an approximate boiling range of 122 to 400°F.

• Lubricants are substances used to reduce friction between bearing surfaces, used as proces
materials, and as carriers of other materials. They are produced from distillates or residue
Lubricants are paraffinic or naphthenic and separated by viscosity measurement.

• Waxes are solid or semisolid material derived from petroleum distillates or residues. They are
typically a slightly greasy, light colored or translucent, crystallizing mass.

• Asphalt and road oil. Asphalt is a cementlike material containing bitumens. Road oil is any
heavy petroleum oil used as a dust pallatine and road surface treatment.

• Still Gas is any refinery by-product gas. It consists of light gases of methane, ethane, ethylene,
butane, propane, and the other associated gases. Still gas typically used as a refinery fuel.

World Refining Capacity. Refining capacity grew from 48 million barrels per day in 1970 to about 7
million barrels per day in 1990 — a 55% growth in capacity. Table 7.3.9 shows world refining capacity
beginning in 1970. The peak year was 1982 in which capacity was 81.4 million barrels per day. Utilization
of refinery capacity was about 80% in 1990, pointing to underutilization.

TABLE 7.3.9 World Refining Capacity

1970 1980 1990

North America 13.2 20.2 17.4
Latin America 4.8 8.6 7.2
Western Europe 14.7 20.3 14.1
Middle East 2.2 3.6 4.2
Africa 0.7 1.7 2.6
Asia-Pacific 5.1 10.4 10.3
Central Planned Economies 7.5 15.4 17.6

Total world 48.2 80.0 73.4
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Natural Gas

Philip C. Crouse, P.E.

Natural gas has been called the environmentally friendly fossil fuel since it releases fewer harmful
contaminants. World production of dry natural gas was 73.7 trillion ft3 and accounted for over 20% of
world energy production. In 1990 Russia accounted for about one third of world natural gas. The second
largest producer was the United States having about one quarter of world 1990 natural gas production.

Natural Gas Production Measurement 

Natural gas production is generally measured as “dry” natural gas production. It is determined as th
volume of natural gas withdrawn from a reservoir less (1) the volume returned for cycling and repres-
suring reservoirs; (2) the shrinkage resulting from the removal of lease condensate and plant liquids; (
the nonhydrocarbon gases. The parameters for measurement are 60°F and 14.73 lb standard per squar
inch absolute.

World Production and Reserves of Dry Natural Gas

From 1983 to 1992, dry natural gas production rose from 54.4 to 75 trillion ft3. The breakdown by region
of world is shown in Table 7.3.10.

World natural gas reserves estimated by the Oil and Gas Journal as of December 31, 1991 are i
Table 7.3.11. OPEC accounted for 40% of world reserves yet processes only about 12% of the world
production. The former U.S.S.R. accounts for about 40% and Iran another 15% of world reserves.

Compressed Natural Gas

Environmental issues have countries examining and supporting legislation to subsidize the development
of cleaner vehicles that use compressed natural gas (CNG). Even with a push toward the use of CNG-
burning vehicles, the numbers are quite small when compared with gasoline vehicles. Italy has used

TABLE 7.3.10 World Dry Natural Gas Production — trillion ft 3

1983 1992

North, Central, and
South America

21.20 25.30

Western Europe 6.20 7.85
Eastern Europe and former U.S.S.R. 21.09 28.60
Middle East and Africa 2.95 6.87
Far East and Oceania 2.96 6.38

World total 54.40 75.00

Source: EIA, Annual Energy Review 1993, EIA, Washington, D.C., July 
1994, 305.

TABLE 7.3.11 World Natural Gas Reserves — billion ft3

North America 343,677
South America 166, 850
Western Europe 177,844
Eastern Europe 1,766,358
Middle East 1,319,823
Africa 310,241
Asia-Pacific 299,288

Total 4,384,081

OPEC 1,729,205
Non-OPEC 2,654,876
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CNG since 1935 and has the largest usage with 300,000 vehicles. The United States ranked fifth with
an estimated 30,000 vehicles in 1994. Argentina, which ranked sixth, had 15,000 vehicles.

Liquefied Natural Gas (LNG)

Natural gas can be liquefied by lowering temperature until a liquid state is achieved. It can be transported
by refrigerated ships. The process of using ships and providing special-handling facilities adds signifi-
cantly to the final LNG cost. If oil prices stay low, prospects for LNG development will remain low in
the future. However, LNG projects planned by OPEC member countries may become significant over
the next 20 years with shipments of LNG exports ultimately accounting for up to 25% of all gas exports.

Physical Properties of Hydrocarbons

The most important physical properties from a crude oil classification standpoint are density or specific
gravity and the viscosity of liquid petroleum. Crude oil is generally lighter than water. A Baume-type
scale is predominantly used by the petroleum industry and is called the API  (American Petroleum
Institute) gravity  scale (see Table 7.3.12). It is related directly to specific gravity by the formula:

where ϕ = specific gravity. Temperature and pressure are standardized at 60°F and 1 atm pressure.

Other key physical properties involve the molecular weight of the hydrocarbon compound and the
boiling point and liquid density. Table 7.3.13 shows a summation of these properties.

Defining Terms

API Gr avity : A scale used by the petroleum industry for specific gravity.
Discovered resources: Discovered resources include all production already out of the ground 

reserves.
Proved resources: Resources that geological and engineering data demonstrate with reasonable ce

to be recoverable in future years from known reservoirs under existing economic and operating
conditions.

Recoverable resources: Recoverable resources include discovered resources.

TABLE 7.3.12 Relation of API Gr avity, Specific 
Gravity, and Weight per Gallon of Gasoline

Degree API  Specific Gravity  Weight of gallon in lbs.

8 1.014 8.448
9 1.007 8.388

10 1.000 8.328
15 0.966 8.044
20 0.934 7.778
25 0.904 7.529
30 0.876 7.296
35 0.850 7.076
40 0.825 6.870
45 0.802 6.675
50 0.780 6.490
55 0.759 6.316
58 0.747 6.216

Note: The specific gravity of crude oils ranges from about 0.75 
to 1.01.

  
ϕ = 141.5 API( )  +( )131 5. o
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7.6 Solar Energy Resources

D. Yogi Goswami

The sun is a vast nuclear power plant of the fusion variety which generates power in the form of radiant
energy at a rate of 3.8 × 1023 kW. An extremely small fraction of this is intercepted by Earth, but even
this small fraction amounts to the huge quantity of 1.8 × 1014 kW. On the average, about 60% of this
energy, incident at the outer edge of the atmosphere, reaches the surface. To compare these numbers
with our energy needs, consider the present electrical-generating capacity in the United States,
is approximately of 7 × 108 kW. This is equivalent to an average solar radiation falling on only 1000
square miles in a cloudless desert area. It must, however, be remembered that solar energy is distributed
over the entire surface of Earth facing the sun, and it seldom exceeds 1.0 kW/m2. Compared to other
sources, such as fossil fuels or nuclear power plants, solar energy has a very low energy density. However,
solar radiation can be concentrated to achieve very high energy densities. Indeed, temperatures as hi
as 3000 K have been achieved in solar furnaces.

Solar energy technology has been developed to a point where it can replace most of the fossil fu
or fossil fuel-derived energy. In many applications it is already economical, and it is a matter of ti
before it becomes economical for other applications as well.

This section deals in the availability of solar radiation, including methods of measurement, calculat
and available data.

Solar Energy Availability

Detailed information about solar radiation availability at any location is essential for the design an
economic evaluation of a solar energy system. Long-term measured data of solar radiation are available
for a large number of locations in the United States and other parts of the world. Where long-term
measured data are not available, various models based on available climatic data can be used to estima
the solar energy availability. The solar energy is in the form of electromagnetic radiation with th
wavelengths ranging from about 0.3 µm (10–6 m) to over 3 µm, which correspond to ultraviolet (less
than 0.4 µm), visible (0.4 and 0.7 µm), and infrared (over 0.7 µm). Most of this energy is concentrated
in the visible and the near-infrared wavelength range (see Figure 7.6.1). The incident solar radiation,
sometimes called insolation, is measured as irradiance, or the energy per unit time per unit area (or
power per unit area). The units most often used are watts per square meter (W/m2), British thermal units
per hour per square foot (Btu/hr-ft2), and Langleys (calories per square centimeter per minute, cal/cm2-
min).

The amount of solar radiation falling on a surface normal to the rays of the sun outside the atmosph
of the earth (extraterrestrial) at mean Earth-sun distance (D) is called the solar constant, Io. Measure-
ments by NASA indicated the value of solar constant to be 1353 W/m2 (±1.6%). This value was revised
upward and the present accepted value of the solar constant is 1377 W/m2 (Quinlan, 1979) or 437.1
Btu/hr-ft2 or 1.974 langleys. The variation in seasonal solar radiation availability at the surface of Earth
can be understood from the geometry of the relative movement of Earth around the sun.

Earth-Sun Relationships

Figure 7.6.2 shows the annual motion of Earth around the sun. The extraterrestrial solar radiation
varies throughout the year because of the variation in the Earth-sun distance (D) as:

(7.6.1)

which may be approximated as (Spencer, 1971)

I I D Do o= ( )2
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The apparent motion of the sun around the earth is shown in Figure 7.6.3. The solar altitude angle, β,
and the solar azimuth angle, Φ, describe the position of the sun at any time.

Solar Time

The sun angles are found from the knowledge of solar time, which differs from the local time. The
relationship between solar time and local standard time (LST) is given by

(7.6.5)

where ET is the equation of time, which is a correction factor in minutes that accounts for the irregularity
of the motion of the Earth around the sun. Lst is the standard time meridian and Lloc is the local longitude.
ET can be calculated from the following empirical equation:

(7.6.6)

where B = 360(N – 81)/365°.
The sun angles β (altitude) and Φ (azimuth) can be found from the equations:

(7.6.7)

where , = latitude angle,

(7.6.8)

and 

FIGURE 7.6.3 Apparent daily path of the sun across the sky from sunrise to sunset, showing the solar altitude and
azimuth angles.

δ =  °  +( ) °[ ]23 45 360 284 365. sin N

Solar Time LST ET st loc= + + −( )4 L L

ET in minutes( ) = − −9 87  2  7 53  1 5. sin . cos . sinB B B

  sin cos cos cos sin sinβ δ  δ= +l lH

sin cos sin cosΦ =  δ  βH
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(At solar noon, H = 0, so β = 90 – |, – δ| and Φ = 0.)

Solar Radiation on a Surface

As solar radiation, I, passes through the atmosphere, some of it is absorbed by air and water vapor, while
some gets scattered by molecules of air, water vapor, aerosols, and dust particles. The part of solar
radiation that reaches the surface of the Earth with essentially no change in direction is called direct or
beam normal radiation, IbN. The scattered radiation reaching the surface from the atmosphere is calle
diffuse radiation, Id.

IbN can be calculated from the extraterrestrial solar irradiance, I, and the atmospheric optical depth τ
as (Goswami et al., 1981; ASHRAE, 1995)

(7.6.10)

where θz is the solar zenith angle (angle between the sun rays and the vertical). The atmospheric optical
depth determines the attenuation of the solar radiation as it passes through the atmosphere. Threlkeld
and Jordan (1958) calculated values of τ for average atmospheric conditions at sea level with a moderately
dusty atmosphere and amounts of precipitable water vapor equal to the average value for the United
States for each month. These values are given in Table 7.6.1. To account for the differences in local
conditions from the average sea level conditions Equation (7.6.10) is modified by a parameter called
Clearness Number, Cn, introduced by Threlkeld and Jordan (1958):

(7.6.11)

values of Cn vary between 0.85 and 1.15.

Solar Radiation on a Horizontal Surface

Total incident solar radiation on a horizontal surface is given by

(7.6.12)

(7.6.13)

where θz is called the solar zenith angle and C is called the sky diffuse factor, as given in Table 7.6.1.

Solar Radiation on a Tilted Surface

For a surface of any orientation and tilt as shown in Figure 7.6.4, the angle of incidence, θ, of the direct
solar radiation is given by

TABLE 7.6.1 Average Values of Atmospheric Optical Depth (τ) and Sky Diffuse Factor (C) for 21st Day of 
Each Month

Month 1 2 3 4 5 6 7 8 9 10 11 12

τ 0.142 0.144 0.156 0.180 0.196 0.205 0.207 0.201 0.177 0.160 0.149 0.142
C 0.058 0.060 0.071 0.097 0.121 0.134 0.136 0.122 0.092 0.073 0.063 0.057

Source: Threlkeld, J.L. and Jordan, R.C., ASHRAE Trans., 64, 45, 1958.

H = =Hour angle
Number of minutes from local solar noon

4 min degree

I Ie z
bN = −τ θsec

I Ie z
bN Cn= −τ θsec

I I CIt z, cosHorizontal bN bN= +θ

= +I CIbN bNsinβ
© 1999 by CRC Press LLC



Energy Resouces 7-41

ur

r

found in
(7.6.14)

where γ is the angle between horizontal projections of the rays of the sun and the normal to the sface.
Σ is the tilt angle of the surface from the horizontal.
For a tilted surface with angle of incidence θ, the total incident solar radiation is given by

(7.6.15)

where

(7.6.16)

and

(7.6.17)

where ρ is the reflectivity of the surroundings. For ordinary ground or grass, ρ is approximately 0.2
while for ground covered with snow it is approximately 0.8.

Solar Radiation Measurements
Two basic types of instruments are used in measurements of solar radiation. These are (see Figure 7.6.5):

1. Pyranometer: An instrument used to measure global (direct and diffuse) solar radiation on a
surface. This instrument can also be used to measure the diffuse radiation by blocking out the
direct radiation with a shadow band.

2. Pyrheliometer: This instrument is used to measure only the direct solar radiation on a suface
normal to the incident beam. It is generally used with a tracking mount to keep it aligned with
the sun.

More-detailed discussions about these and other solar radiation measuring instruments can be 
Zerlaut (1989).

FIGURE 7.6.4 Definitions of solar angles for a tilted surface.

cos cos cos sin sin cosθ β γ  β= +Σ Σ

I I  I  Ib = + +bN diffuse reflectedcosθ

I CIdiffuse bN= +( )1 2cosΣ

I I Creflected bN= +( ) −( )ρ βsin cos1 2Σ
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Solar Radiation Data

Measured values of solar radiation data for locations in the United States are available from the National
Climatic Center in Asheville, NC. A number of states have further presented solar radiation data f
locations in those states in readily usable form. Weather services and energy offices in almost all the
countries have available some form of solar radiation data or climatic data that can be used to dive
solar radiation data for locations in those countries. Tables 7.6.2 to 7.6.8 give solar radiation data for
clear days for south-facing surfaces in the Northern Hemisphere (and northern-facing surfaces in the
Southern Hemisphere) tilted at 0°, 15°, 30°, 45°, 60°, 75°, and vertical, for latitudes 0°, 10°, 20°, 30°,
40°, 50°, and 60°. The actual average solar radiation data at a location is less than the values given in
these tables because of the cloudy and partly cloudy days in addition to the clear days. The actual data
can be obtained either from long-term measurements or from modeling based on some climatic 
eters, such as percent sunshine. Tables 7.6.9 to 7.6.12 give hourly solar angles for northern latitudes 0°,
20°, 40°, and 60°.

FIGURE 7.6.5 Two basic instruments for solar radiation: (a) pyranometer; (b) pyrheliometer.
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7.7 Wind Energy Resources*

Dale E. Berg

The mechanical devices that are used to convert kinetic energy in the wind into useful shaft power are
known as windmills (the earliest machines were used to mill grain), wind machines, or wind turb
The earliest use of wind machines appears to have been in ancient Persia, where they were used for
grinding grain and pumping water. By the 14th century, completely different types of mills known as
post and cap mills had become a major source of energy for milling, water pumping, and other tasks
throughout northern Europe, and they remained so well into the 19th century, when the steam engine
displaced them in many applications.

A new form of windmill appeared in United States in the second half of the 19th century —
multivane or annular windmill, also sometimes known as the American windmill (see Figure 7.7.1).
These small, lightweight machines were designed to survive high winds with no human intervention by
automatically shedding power, and they played a large role in the settlement of the American West —
an arid country where little surface water is available. Many windmills of this basic type are still in use
for water pumping around the world today.

By the end of the 19th century, efforts to adapt wind power to electricity generation were underway
in several countries. In the early 20th century, small wind turbine generators utilizing only two or three
aerodynamic blades and operating at a higher rotational speed than the multibladed windmill
developed. Many thousands of generators of this type have been used to provide electricity in the remote
areas of the world over the past 85 years.

Large-scale wind turbines designed to generate electrical power were built and tested in several
European countries and the U.S. between 1935 and 1970. However, economic studies showed that the
electricity generated by the machines would be every expensive, and no effort was made to develop the
machines as a serious alternative energy source.

* This work was supported by the United States Department of Energy under Contract DE-AC04-94AL85000.

FIGURE 7.7.1 The multiblade American windmill Photograph by Paul Gipe. (Adapted from Wind Power for Home
& Business, Chelsea Green Publishing. 1993).
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As a result of research and development since the mid 1970s, the cost of energy or wind-generated
electricity has decreased from around 30¢ per kilowatt-hour (kWhr) in the early 1980s to less tha
5¢/kWhr for a modern wind farm at a good site in 1995, and wind turbine availability (the fraction of
time the machine is operational; i.e., not disabled for repairs or maintenance) has increased fro
60% to better than 95% over the same period. At the end of 1995, there were over 26,000 wind turbines
operating worldwide with an installed capacity of over 5000 MW. Twenty-five percent of that capacity
was installed in 1995, and plans for 1996 call for the installation of an additional 25%. About 2500 MW
of the 5000 MW was in Europe, 1700 MW was in the U.S., and over 400 MW was in India.

Wind Characteristics

Wind Speed and Shear

The primary cause of atmospheric air motion, or wind, is uneven heating of Earth by solar radiation
For example, land and water along a coastline absorb radiation differently, and this creates the light
winds or breezes normally found along a coast. Earth’s rotation is also an important factor in creating
winds.

Wind moving across Earth’s surface is slowed by trees, buildings, grass, rocks, and other obstruction
in its path. The effect of these obstructions decreases with increasing height above the surface, typically
resulting in a wind speed that varies with height above the Earth’s surface — phenomenon known as
wind shear. For most situations, wind shear is positive and wind speed increases with height, but
situations in which the wind shear is negative or inverse are not unusual. In the absence of actual d
for a specific site, a commonly used approximation for wind shear is

(7.7.1)

where U is the velocity at a height h, Uo is the measured velocity at height ho, and α is the non-dimensional
wind shear exponent.

The wind shear, α, varies with terrain characteristics, but usually is between 0.10 and 0.25. Over a
smooth, level, grass-covered terrain such as the United States Great Plains, α is normally about 0.14.
For wind over row crops or low bushes with a few scattered trees, a value of 0.20 is more common
while a value of 0.25 is normally a good value for wind over a heavy stand of trees, several buildings,
or hilly or mountainous terrain.

A specific site may display much different wind shear behavior than that given in Equation 7.7.1, and
that will dramatically affect site energy capture, making it important to measure the wind resource
the specific site and height where the wind turbine will be located, if at all possible.

Wind Energy Resource

The available power in the wind passing through a given area at any given velocity is due to the kinetic
energy of the wind and is given by

(7.7.2)

where the power is in watts, ρ is the air density in kg/m3, A is the area of interest perpendicular to th
wind in m2, and U is the wind velocity in m/sec.

Air density decreases with increasing temperature and increasing altitude. The effect of temperature
on density is relatively weak and is normally ignored, as these variations tend to average out over the
period of a year. The density difference due to altitude, however, is significant and does not average out.
For example, the air density at sea level is approximately 14% higher than that at Denver, CO (elevation
1600 m or 5300 ft above sea level), so wind of any velocity at sea level contains 14% more power than
wind of the same velocity at Denver.

U U  h ho o= ( )α

Power = 1
2

3ρAU
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7.8 Geothermal Energy

Joel L. Renner and Marshall J. Reed

The word Geothermal comes from the combination of the Greek words gê, meaning Earth, and thérm,
meaning heat. Quite literally, geothermal energy is the heat of the Earth. Geothermal resources 
concentrations of the Earth’s heat, or geothermal energy, that can be extracted and used economically
now or in the reasonable future. Currently, only concentrations of heat associated with water in permeable
rocks can be exploited. Heat, fluid, and permeability are the three necessary components of all exploited
geothermal fields. This section of Energy Resources will discuss the mechanisms for concentrating 
near the surface, the types of geothermal systems, and the environmental aspects of geothermal produ
tion.

Heat Flow

Temperature within the Earth increases with depth at an average of about 25°C/km. Spatial variations
of the thermal energy within the deep crust and mantle of the Earth give rise to concentrations of therma
energy near the surface of the Earth that can be used as an energy resource. Heat is transferred from
the deeper portions of the Earth by conduction of heat through rocks, by the movement of hot, deep
rock toward the surface, and by deep circulation of water. Most high-temperature geothermal resourc
are associated with concentrations of heat caused by the movement of magma (melted rock) to near-
surface positions where the heat is stored.

In older areas of continents, such as much of North America east of the Rocky Mountains, heat flow
is generally 40 to 60 mWm–2 (milli watts per square meter). This heat flow coupled with the thermal
conductivity of rock in the upper 4 km of the crust yields subsurface temperatures of 90 to 110°C at 4
km depth in the Eastern United States. Heat flow within the Basin and Range (west of the Rocky
Mountains) is generally 70 to 90 mWm–2, and temperatures are generally greater than 110°C at 4 km.
There are large variations in the Western United States, with areas of heat flow greater than 100 mWm–2

and areas which have generally lower heat flow such as the Cascade and Sierra Nevada Mountains and
the West Coast. A more detailed discussion of heat flow in the United States is available in Blackwell
et al. (1991).

Types of Geothermal Systems

Geothermal resources are hydrothermal systems containing water in pores and fractures. Most hydro-
thermal resources contain liquid water, but higher temperatures or lower pressures can create condition
where steam and water or only steam are the continuous phases (White et al., 1971; Truesdell and White,
1973). All commercial geothermal production is expected to be restricted to hydrothermal systems for
many years because of the cost of artificial addition of water. Successful, sustainable geothermal energy
usage depends on reinjection of the maximum quantity of produced fluid to augment natural recharge
of hydrothermal systems.

Other geothermal systems that have been investigated for energy production are (1) geopressured
geothermal systems containing water with somewhat elevated temperatures (above normal gradient) and
with pressures well above hydrostatic for their depth; (2) magmatic systems, with temperature from
to 1400°C; and (3) hot dry rock geothermal systems, with temperatures from 200 to 350°C, that are
subsurface zones with low initial permeability and little water. These types of geothermal systems cann
be used for economic production of energy at this time.

Geothermal Energy Potential 

The most recent report (Huttrer, 1995) shows that 6800 MWe (megawatts electric) of geothermal electric
generating capacity is on-line in 21 countries (Table 7.8.1). The expected capacity in the year 2000 i
© 1999 by CRC Press LLC
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1.1 AIR CONDITIONING

Air conditioning is a combined process that performs many functions simultaneously. It conditions
the air, transports it, and introduces it to the conditioned space. It provides heating and cooling from
its central plant or rooftop units. It also controls and maintains the temperature, humidity, air
movement, air cleanliness, sound level, and pressure differential in a space within predetermined
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limits for the comfort and health of the occupants of the conditioned space or for the purpose of
product processing.

The term HVAC&R is an abbreviation of heating, ventilating, air conditioning, and refrigerating.
The combination of processes in this commonly adopted term is equivalent to the current definition
of air conditioning. Because all these individual component processes were developed prior to the
more complete concept of air conditioning, the term HVAC&R is often used by the industry.

1.2 COMFORT AND PROCESSING AIR CONDITIONING
SYSTEMS

Air Conditioning Systems

An air conditioning, or HVAC&R, system is composed of components and equipment arranged in
sequence to condition the air, to transport it to the conditioned space, and to control the indoor envi-
ronmental parameters of a specific space within required limits.

Most air conditioning systems perform the following functions:

1. Provide the cooling and heating energy required

2. Condition the supply air, that is, heat or cool, humidify or dehumidify, clean and purify, and
attenuate any objectionable noise produced by the HVAC&R equipment

3. Distribute the conditioned air, containing sufficient outdoor air, to the conditioned space

4. Control and maintain the indoor environmental parameters–such as temperature, humidity,
cleanliness, air movement, sound level, and pressure differential between the conditioned space
and surroundings—within predetermined limits

Parameters such as the size and the occupancy of the conditioned space, the indoor environmental
parameters to be controlled, the quality and the effectiveness of control, and the cost involved deter-
mine the various types and arrangements of components used to provide appropriate characteristics.

Air conditioning systems can be classified according to their applications as (1) comfort air
conditioning systems and (2) process air conditioning systems.

Comfort Air Conditioning Systems

Comfort air conditioning systems provide occupants with a comfortable and healthy indoor envi-
ronment in which to carry out their activities. The various sectors of the economy using comfort air
conditioning systems are as follows:

1. The commercial sector includes office buildings, supermarkets, department stores, shopping
centers, restaurants, and others. Many high-rise office buildings, including such structures as the
World Trade Center in New York City and the Sears Tower in Chicago, use complicated air condi-
tioning systems to satisfy multiple-tenant requirements. In light commercial buildings, the air con-
ditioning system serves the conditioned space of only a single-zone or comparatively smaller area.
For shopping malls and restaurants, air conditioning is necessary to attract customers.

2. The institutional sector includes such applications as schools, colleges, universities, libraries,
museums, indoor stadiums, cinemas, theaters, concert halls, and recreation centers. For example,
one of the large indoor stadiums, the Superdome in New Orleans, Louisiana, can seat 78,000 people.

3. The residential and lodging sector consists of hotels, motels, apartment houses, and private
homes. Many systems serving the lodging industry and apartment houses are operated continu-
ously, on a 24-hour, 7-day-a-week schedule, since they can be occupied at any time.

4. The health care sector encompasses hospitals, nursing homes, and convalescent care facilities.
Special air filters are generally used in hospitals to remove bacteria and particulates of submicrometer



size from areas such as operating rooms, nurseries, and intensive care units. The relative humidity in a
general clinical area is often maintained at a minimum of 30 percent in winter.

5. The transportation sector includes aircraft, automobiles, railroad cars, buses, and cruising
ships. Passengers increasingly demand ease and environmental comfort, especially for long-
distance travel. Modern airplanes flying at high altitudes may require a pressure differential of
about 5 psi between the cabin and the outside atmosphere. According to the Commercial Buildings
Characteristics (1994), in 1992 in the United States, among 4,806,000 commercial buildings hav-
ing 67.876 billion ft2 (6.31 billion m2) of floor area, 84.0 percent were cooled, and 91.3 percent
were heated.

Process Air Conditioning Systems

Process air conditioning systems provide needed indoor environmental control for manufacturing,
product storage, or other research and development processes. The following areas are examples of
process air conditioning systems:

1. In textile mills, natural fibers and manufactured fibers are hygroscopic. Proper control of hu-
midity increases the strength of the yarn and fabric during processing. For many textile manufactur-
ing processes, too high a value for the space relative humidity can cause problems in the spinning
process. On the other hand, a lower relative humidity may induce static electricity that is harmful
for the production processes.

2. Many electronic products require clean rooms for manufacturing such things as integrated cir-
cuits, since their quality is adversely affected by airborne particles. Relative-humidity control is
also needed to prevent corrosion and condensation and to eliminate static electricity. Temperature
control maintains materials and instruments at stable condition and is also required for workers who
wear dust-free garments. For example, a class 100 clean room in an electronic factory requires a
temperature of 72 � 2°F (22.2 � 1.1°C), a relative humidity at 45 � 5 percent, and a count of dust
particles of 0.5-�m (1.97 � 10�5 in.) diameter or larger not to exceed 100 particles /ft3 (3531 parti-
cles /m3).

3. Precision manufacturers always need precise temperature control during production of preci-
sion instruments, tools, and equipment. Bausch and Lomb successfully constructed a constant-
temperature control room of 68 � 0.1°F (20 � 0.56°C) to produce light grating products in the
1950s.

4. Pharmaceutical products require temperature, humidity, and air cleanliness control. For in-
stance, liver extracts require a temperature of 75°F (23.9°C) and a relative humidity of 35 percent.
If the temperature exceeds 80°F (26.7°C), the extracts tend to deteriorate. High-efficiency air filters
must be installed for most of the areas in pharmaceutical factories to prevent contamination.

5. Modern refrigerated warehouses not only store commodities in coolers at temperatures of
27 to 32°F (� 2.8 to 0°C) and frozen foods at � 10 to � 20°F (� 23 to � 29°C), but also provide
relative-humidity control for perishable foods between 90 and 100 percent. Refrigerated storage
is used to prevent deterioration. Temperature control can be performed by refrigeration systems
only, but the simultaneous control of both temperature and relative humidity in the space can only
be performed by process air conditioning systems.

1.3 CLASSIFICATION OF AIR CONDITIONING SYSTEMS
ACCORDING TO CONSTRUCTION AND OPERATING
CHARACTERISTICS 

Air conditioning systems can also be classified according to their construction and operating
characteristics as follows.
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Individual Room Air Conditioning Systems

Individual room, or simply individual air conditioning systems employ a single, self-contained
room air conditioner, a packaged terminal, a separated indoor-outdoor split unit, or a heat pump. A
heat pump extracts heat from a heat source and rejects heat to air or water at a higher temperature
for heating. Unlike other systems, these systems normally use a totally independent unit or units in
each room. Individual air conditioning systems can be classified into two categories:

● Room air conditioner (window-mounted)
● Packaged terminal air conditioner (PTAC), installed in a sleeve through the outside wall

The major components in a factory-assembled and ready-for-use room air conditioner include
the following: An evaporator fan pressurizes and supplies the conditioned air to the space. In tube-
and-fin coil, the refrigerant evaporates, expands directly inside the tubes, and absorbs the heat en-
ergy from the ambient air during the cooling season; it is called a direct expansion (DX) coil. When
the hot refrigerant releases heat energy to the conditioned space during the heating season, it acts as
a heat pump. An air filter removes airborne particulates. A compressor compresses the refrigerant
from a lower evaporating pressure to a higher condensing pressure. A condenser liquefies refriger-
ant from hot gas to liquid and rejects heat through a coil and a condenser fan. A temperature control
system senses the space air temperature (sensor) and starts or stops the compressor to control its
cooling and heating capacity through a thermostat (refer to Chap. 26).

The difference between a room air conditioner and a room heat pump, and a packaged terminal
air conditioner and a packaged terminal heat pump, is that a four-way reversing valve is added to all
room heat pumps. Sometimes room air conditioners are separated into two split units: an outdoor
condensing unit with compressor and condenser, and an indoor air handler in order to have the air
handler in a more advantageous location and to reduce the compressor noise indoors.

Individual air conditioning systems are characterized by the use of a DX coil for a single room.
This is the simplest and most direct way of cooling the air. Most of the individual systems do not
employ connecting ductwork. Outdoor air is introduced through an opening or through a small air
damper. Individual systems are usually used only for the perimeter zone of the building. 

Evaporative-Cooling Air Conditioning Systems

Evaporative-cooling air conditioning systems use the cooling effect of the evaporation of liquid
water to cool an airstream directly or indirectly. It could be a factory-assembled packaged unit or a
field-built system. When an evaporative cooler provides only a portion of the cooling effect, then it
becomes a component of a central hydronic or a packaged unit system.

An evaporative-cooling system consists of an intake chamber, filter(s), supply fan, direct-contact
or indirect-contact heat exchanger, exhaust fan, water sprays, recirculating water pump, and water
sump. Evaporative-cooling systems are characterized by low energy use compared with refrigera-
tion cooling. They produce cool and humid air and are widely used in southwest arid areas in the
United States (refer to Chap. 27).

Desiccant-Based Air Conditioning Systems

A desiccant-based air conditioning system is a system in which latent cooling is performed by
desiccant dehumidification and sensible cooling by evaporative cooling or refrigeration. Thus, a
considerable part of expensive vapor compression refrigeration is replaced by inexpensive evapora-
tive cooling. A desiccant-based air conditioning system is usually a hybrid system of dehumidifica-
tion, evaporative cooling, refrigeration, and regeneration of desiccant (refer to Chap. 29).

There are two airstreams in a desiccant-based air conditioning system: a process airstream and a
regenerative airstream. Process air can be all outdoor air or a mixture of outdoor and recirculating

1.4 CHAPTER ONE



air. Process air is also conditioned air supplied directly to the conditioned space or enclosed manu-
facturing process, or to the air-handling unit (AHU), packaged unit (PU), or terminal for further
treatment. Regenerative airstream is a high-temperature airstream used to reactivate the desiccant.

A desiccant-based air conditioned system consists of the following components: rotary desiccant
dehumidifiers, heat pipe heat exchangers, direct or indirect evaporative coolers, DX coils and vapor
compression unit or water cooling coils and chillers, fans, pumps, filters, controls, ducts, and piping. 

Thermal Storage Air Conditioning Systems

In a thermal storage air conditioning system or simply thermal storage system, the electricity-driven
refrigeration compressors are operated during off-peak hours. Stored chilled water or stored ice in
tanks is used to provide cooling in buildings during peak hours when high electric demand charges
and electric energy rates are in effect. A thermal storage system reduces high electric demand for
HVAC&R and partially or fully shifts the high electric energy rates from peak hours to off-peak hours. 

A thermal storage air conditioning system is always a central air conditioning system using
chilled water as the cooling medium. In addition to the air, water, and refrigeration control systems,
there are chilled-water tanks or ice storage tanks, storage circulating pumps, and controls (refer to
Chap. 31). 

Clean-Room Air Conditioning Systems

Clean-room or clean-space air conditioning systems serve spaces where there is a need for critical
control of particulates, temperature, relative humidity, ventilation, noise, vibration, and space pres-
surization. In a clean-space air conditioning system, the quality of indoor environmental control
directly affects the quality of the products produced in the clean space.

A clean-space air conditioning system consists of a recirculating air unit and a makeup air
unit—both include dampers, prefilters, coils, fans, high-efficiency particulate air (HEPA) filters,
ductwork, piping work, pumps, refrigeration systems, and related controls except for a humidifier in
the makeup unit (refer to Chap. 30).

Space Conditioning Air Conditioning Systems

Space conditioning air conditioning systems are also called space air conditioning systems. They
have cooling, dehumidification, heating, and filtration performed predominately by fan coils, water-
source heat pumps, or other devices within or above the conditioned space, or very near it. A fan
coil consists of a small fan and a coil. A water-source heat pump usually consists of a fan, a finned
coil to condition the air, and a water coil to reject heat to a water loop during cooling, or to extract
heat from the same water loop during heating. Single or multiple fan coils are always used to serve
a single conditioned room. Usually, a small console water-source heat pump is used for each con-
trol zone in the perimeter zone of a building, and a large water-source heat pump may serve several
rooms with ducts in the core of the building (interior zone, refer to Chap. 28).

Space air conditioning systems normally have only short supply ducts within the conditioned
space, and there are no return ducts except the large core water-source heat pumps. The pressure
drop required for the recirculation of conditioned space air is often equal to or less than 0.6 in. wa-
ter column (WC) (150 Pa). Most of the energy needed to transport return and recirculating 
air is saved in a space air conditioning system, compared to a unitary packaged or a central 
hydronic air conditioning system. Space air conditioning systems are usually employed with a 
dedicated (separate) outdoor ventilation air system to provide outdoor air for the occupants in the
conditioned space.

Space air conditioning systems often have comparatively higher noise level and need more
periodic maintenance inside the conditioned space.
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Unitary Packaged Air Conditioning Systems

Unitary packaged air conditioning systems can be called, in brief, packaged air conditioning sys-
tems or packaged systems. These systems employ either a single, self-contained packaged unit or
two split units. A single packaged unit contains fans, filters, DX coils, compressors, condensers,
and other accessories. In the split system, the indoor air handler comprises controls and the air sys-
tem, containing mainly fans, filters, and DX coils; and the outdoor condensing unit is the refrigera-
tion system, composed of compressors and condensers. Rooftop packaged systems are most widely
used (refer to Chap. 29). 

Packaged air conditioning systems can be used to serve either a single room or multiple rooms.
A supply duct is often installed for the distribution of conditioned air, and a DX coil is used to cool
it. Other components can be added to these systems for operation of a heat pump system; i.e., a cen-
tralized system is used to reject heat during the cooling season and to condense heat for heating
during the heating season. Sometimes perimeter baseboard heaters or unit heaters are added as a
part of a unitary packaged system to provide heating required in the perimeter zone.

Packaged air conditioning systems that employ large unitary packaged units are central systems
by nature because of the centralized air distributing ductwork or centralized heat rejection systems.
Packaged air conditioning systems are characterized by the use of integrated, factory-assembled,
and ready-to-use packaged units as the primary equipment as well as DX coils for cooling, com-
pared to chilled water in central hydronic air conditioning systems. Modern large rooftop packaged
units have many complicated components and controls which can perform similar functions to the
central hydronic systems in many applications.

1.4 CENTRAL HYDRONIC AIR CONDITIONING SYSTEMS

Central hydronic air conditioning systems are also called central air conditioning systems. In a cen-
tral hydronic air conditioning system, air is cooled or heated by coils filled with chilled or hot water
distributed from a central cooling or heating plant. It is mostly applied to large-area buildings with
many zones of conditioned space or to separate buildings.

Water has a far greater heat capacity than air. The following is a comparison of these two media
for carrying heat energy at 68°F (20°C):

The heat capacity per cubic foot (meter) of water is 3466 times greater than that of air. Trans-
porting heating and cooling energy from a central plant to remote air-handling units in fan rooms is
far more efficient using water than conditioned air in a large air conditioning project. However, an
additional water system lowers the evaporating temperature of the refrigerating system and makes a
small- or medium-size project more complicated and expensive.

A central hydronic system of a high-rise office building, the NBC Tower in Chicago, is illus-
trated in Fig. 1.1. A central hydronic air conditioning system consists of an air system, a water
system, a central heating/cooling plant, and a control system.

Air System

An air system is sometimes called the air-handling system. The function of an air system is to
condition, to transport, to distribute the conditioned, recirculating, outdoor, and exhaust air, and to
control the indoor environment according to requirements. The major components of an air system

Air Water

Specific heat, Btu/ lb�°F 0.243 1.0
Density, at 68°F, lb/ft3 0.075 62.4
Heat capacity of fluid at 68°F, Btu/ft3 �°F 0.018 62.4
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11.1 INTRODUCTION

A heat exchanger can be defined as any device that transfers heat from one fluid to
another or from or to a fluid and the environment. Whereas in direct contact heat
exchangers, there is no intervening surface between fluids, in indirect contact heat
exchangers, the customary definition pertains to a device that is employed in the trans-
fer of heat between two fluids or between a surface and a fluid. Heat exchangers may
be classified (Shah, 1981, or Mayinger, 1988) according to (1) transfer processes,



BOOKCOMP, Inc. — John Wiley & Sons / Page 799 / 2nd Proofs / Heat Transfer Handbook / Bejan

GOVERNING RELATIONSHIPS 799

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45

[799], (3)

Lines: 168 to 199

———
1.7pt PgVar
———
Normal Page

PgEnds: TEX

[799], (3)

(2) number of fluids, (3) construction, (4) heat transfer mechanisms, (5) surface com-
pactness, (6) flow arrangement, (7) number of fluid passes, and (8) type of surface.

Recuperators are direct-transfer heat exchangers in which heat transfer occurs
between two fluid streams at different temperature levels in a space that is separated
by a thin solid wall (a parting sheet or tube wall). Heat is transferred by convection
from the hot (hotter) fluid to the wall surface and by convection from the wall surface
to the cold (cooler) fluid. The recuperator is a surface heat exchanger.

Regenerators are heat exchangers in which a hot fluid and a cold fluid flow al-
ternately through the same surface at prescribed time intervals. The surface of the
regenerator receives heat by convection from the hot fluid and then releases it by
convection to the cold fluid. The process is transient; that is, the temperature of the
surface (and of the fluids themselves) varies with time during the heating and cooling
of the common surface. The regenerator is a also surface heat exchanger.

In direct-contact heat exchangers, heat is transferred by partial or complete mix-
ing of the hot and cold fluid streams. Hot and cold fluids that enter this type of ex-
changer separately leave together as a single mixed stream. The temptation to refer
to the direct-contact heat exchanger as a mixer should be resisted. Direct contact
is discussed in Chapter 19. In the present chapter we discuss the shell-and-tube heat
exchanger, the compact heat exchanger, the longitudinal high-fin exchanger, the trans-
verse high-fin exchanger including the air-fin cooler, the plate-and-frame heat ex-
changer, the regenerator, and fouling.

11.2 GOVERNING RELATIONSHIPS

11.2.1 Introduction

Assume that there are two process streams in a heat exchanger, a hot stream flowing
with a capacity rate Ch = ṁhCph and a cooler (or cold stream) flowing with a
capacity rate Cc = ṁccph. Then, conservation of energy demands that the heat
transferred between the streams be described by the enthalpy balance

q = Ch(T1 − T2) = Cc(t2 − t1) (11.1)

where the subscripts 1 and 2 refer to the inlet and outlet of the exchanger and where
the T ’s and t’s are employed to indicate hot- and cold-fluid temperatures, respectively.

Equation (11.1) represents an ideal that must hold in the absence of losses, and
while it describes the heat that will be transferred (the duty of the heat exchanger)
for the case of prescribed flow and temperature conditions, it does not provide an
indication of the size of the heat exchanger necessary to perform this duty. The size
of the exchanger derives from a statement of the rate equation:

q = UηSθm = Uhηov,hShθm = Ucηov,cScθm (11.2)

where Sh and Sc are the surface areas on the hot and cold sides of the exchanger, Uh

and Uc are the overall heat transfer coefficients referred to the hot and cold sides of
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4. The bond resistance given by the tube manufacturer or calculated from the
procedure of Section 11.2.3 is transferred appropriately via

rBo = rB
db

dg

(11.180)

5. The tube metal resistance is based on the mean tube diameter, and with the
metal thickness

δt = db − dg

2

the tube metal resistance is

rmot = δt

kt

2db

db + dg

(11.181)

The sum of these resistances is
∑

Rio:∑
Rio = rio + rdio + rmol + rBo + rmot

and it is noted that
∑

Rio is based on the equivalent bare outside tube surface.
The gross outside surface to bare tube surface is S ′/πdb, so that the total resistance
referred to the gross outside surface will be∑

Ris =
∑

Rio

S ′

πdb

(11.182)

The air-side coefficient is ho and the fin efficiency is computed from eq. (11.9b).
Then, with no provision for fouling,

roη = 1

hoηov,o
(11.183)

where ηov,o is obtained from eq. (11.9b):

ηov,o = 1 − Sf

S
(1 − ηf )

The overall heat transfer coefficient is then given by

Uo = 1∑
Ris + roηf

(11.184)

11.8 PLATE AND FRAME HEAT EXCHANGER

11.8.1 Introduction

An exploded view of the plate and frame heat exchanger, also referred to as a gas-
keted plate heat exchanger, is shown in Fig. 11.31a. The terminology plate fin heat
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Figure 11.31 (a) Exploded view of a typical plate and frame (gasketed-plate) heat exchanger
and (b) flow pattern in a plate and frame (gasketed-plate) heat exchanger. (From Saunders,
1988, with permission.)
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exchanger is also in current use but is avoided here because of the possibility of
confusion with the plate fin surfaces in compact heat exchangers. The exchanger
is composed of a series of corrugated plates that are formed by precision pressing
with subsequent assembly into a mounting frame using full peripheral gaskets. Fig-
ure 11.31b illustrates the general flow pattern and indicates that the spaces between
the plates form alternate flow channels through which the hot and cold fluids may
flow, in this case, in counterflow.

Plate and frame heat exchangers have several advantages. They are relatively
inexpensive and they are easy to dismantle and clean. The surface area enhancement
due to the many corrugations means that a great deal of surface can be packed into a
rather small volume. Moreover, plate and frame heat exchangers can accommodate a
wide range of fluids.

There are three main disadvantages to their employment. Because of the gasket,
they are vulnerable to leakage and hence must be used at low pressures. The rather
small equivalent diameter of the passages makes the pressure loss relatively high,
and the plate and frame heat exchanger may require a substantial investment in the
pumping system, which may make the exchanger costwise noncompetitive.

Figure 11.32 Typical plates in plate and frame (gasketed-plate) heat exchanger (a) Inter-
mating or washboard type and (b) Chevron or herringbone type. (From Saunders, 1988, with
permission.)
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4.1 Heating Systems

Jan F. Kreider

This chapter discusses equipment used for producing heat from fossil fuels, electricity, or solar power.
The emphasis is on design-oriented information, including system characteristics, operating efficiency,
the significance of part load characteristics, and criteria for selecting from among the vast array of heat
producing equipment available.

The heating plants discussed in this chapter are often called the primary systems. Systems intended to
distribute heat produced by the primary systems are called secondary systems and include ducts and pipes,
fans and pumps, terminal devices, and auxiliary components. Such secondary systems for heating and
cooling are described in Chapter 4.3. The terms primary and secondary are equivalent to the terms plant
and system used by some building analysts and HVAC system modelers.

The goal of this chapter is to have the reader understand the operation of various heat generation or
transfer systems and their performance:

• Furnaces

• Boilers

• Heat pumps

• Heat exchangers

• Part load performance and energy calculations for each
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In addition to energy consumption, the designer must also be concerned with a myriad of other factors
in furnace selection. These include:

• Air side temperature rise — affects duct design and air flow rate

• Air flow rate — affects duct design

• Control operation — for example, will night or unoccupied day/night setback be used or not?
Is fan control by thermal switch or time delay relay?

• Safety issues — combustion gas control, fire hazards, high temperature limit switch

4.1.2 Boilers

A boiler is a device made from copper, steel, or cast iron to transfer heat from a combustion chamber
(or electric resistance coil) to water in either the liquid phase, vapor phase, or both. Boilers are classified
both by the fuel used and by the operating pressure. Fuels include gas, fuel oils, wood, coal, refuse-derived
fuels, or electricity. This section focuses on fossil fuel fired boilers.

Boilers produce either hot water or steam at various pressures. Although water does not literally boil
in hot water “boilers,” they are called boilers, nevertheless. Steam is an exceptionally effective heat
transport fluid due to its very large heat of vaporization and coefficient of heat transfer, as noted in
Chapter 2.1.

Pressure classifications for boilers for buildings are

• Low Pressure: Steam boilers with operating pressures below 15 psig (100 kPa). Hot water boilers
with pressures below 150 psig (1000 kPa); temperatures are limited to 250°F (120°C).

• High Pressure: Steam boilers with operating pressures above 15 psig (100 kPa). Hot water boilers
with pressures above 150 psig (1000 kPa); temperatures are above 250°F (120°C).

Heat rates for steam boilers are often expressed in lbm of steam produced per hour (or kW). The
heating value of steam for these purposes is rounded off to 1000 Btu/lbm. Steam boilers are available at
heat rates of 50 to 50,000 lbm of steam per hour (15 to 15,000 kW). This overlaps the upper range of
furnace sizes noted in the previous section. Steam produced by boilers is used in buildings for space
heating, water heating, and absorption cooling. Water boilers are available in the same range of sizes as
are steam boilers: 50 to 50,000 MMBtu/hr (15 to 15,000 kW). Hot water is used in buildings for space
and water heating.

Since the energy contained in steam and hot water within and flowing through boilers is very large,
an extensive codification of regulations has evolved to assure safe operation. In the U.S. the ASME Boiler
and Pressure Vessel Code governs construction of boilers. For example, the Code sets the limits of
temperature and pressure on low pressure water and steam boilers listed above.

Large boilers are constructed from steel or cast iron. Cast iron boilers are modular and consist of
several identical heat transfer sections bolted and gasketed together to meet the required output rating.
Steel boilers are not modular but are constructed by welding various components together into one
assembly. Heat transfer occurs across tubes containing either the fire or the water to be heated. The
former are called fire-tube boilers and the latter water-tube boilers. Either material of construction can
result in equally efficient designs. Small, light boilers of moderate capacity are sometimes needed for use
in buildings. For these applications, the designer should consider the use of copper boilers.

Figure 4.1.2 shows a cross-section of a steam boiler of the type used in buildings.

Boiler Design and Selection for Buildings

The HVAC engineer must specify boilers based on a few key criteria. This section lists these but does
not discuss the internal design of boilers and their construction. Boiler selection is based on the
following criteria:
© 2001 by CRC Press LLC



                      
• Boiler fuel — type, energy content, heating value including altitude effects if gas fired (no effect
for coal or fuel oil boilers).

• Required heat output — net output rating in MMBtu/hr (kW)

• Operating pressure and working fluid

• Efficiency and part load characteristics

• Other — space needs, control system, combustion air requirements, safety requirements, ASME
code applicability

The boiler heat output required for a building is determined by summing the maximum heating
requirement of all zones or loads serviced by the boiler during peak demand for steam or hot water and
adding to that (1) parasitic losses including piping losses and (2) initial loop fluid warm-up. Simply
adding all of the peak heating unit capacities of all the zones in a building can result in an oversized boiler
since the zones do not all require peak heating simultaneously. The ratio of the total of all zone loads
under peak conditions to the total heating capacity installed in a building is called the diversity.

Additional boiler capacity may be needed to recover from night setback in massive buildings. This
transient load is called the pickup load and must be accounted for in both boiler and terminal heating
unit sizing.

Boilers are often sized by their sea-level input fuel ratings. Of course, this rating must be multiplied by
the applicable efficiency to determine the gross output of the boiler. In addition, if a gas boiler is not to
be located at sea level, the effect of altitude must be accounted for in the rating. Some boiler designs use
a forced draft burner to force additional combustion air into the firebox to offset part of the effect of
altitude. Also, enriched or pressurized gas may be provided at high altitude so that the heating value per
unit volume is the same as at sea level. If no accommodation to altitude is made, the output of a gas boiler
drops by approximately 4% per 1000 ft (13% per km) of altitude above sea level. For example, a gas boiler
located in Denver, Colorado (5000 ft, 1500 m) will have a capacity of only 80% of its sea level rating.

Table 4.1.2 shows the type of data provided by manufacturers for the selection of boilers for a specific
project. Reading across the table, the fuel input needs are first tabulated for the 13 boiler models listed.
The fifth column is the sea level boiler output at the maximum design heat rate. The next four columns

FIGURE 4.1.2 Boiler cross-sectional drawing showing burner, heat exchanger, and flue connection. (From Rabl,
A. and Kreider J.F., Heating and Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)
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One method of avoiding the poor efficiency of this system would be to use two (or more) smaller
boilers, the combined capacity  of which would total the needed 7000 kBtu/h. Properly chosen, the smaller
boilers would have operated more nearly at full load more of the time resulting in higher seasonal
efficiency. However, smaller boilers cost more than one large boiler with the capacity equal to the total
of the smaller boilers. Multiple boiler systems also offer standby security; if one boiler should fail, the
other could carry at least part of the load. A single boiler system would entirely fail to meet the load.

The final decision must be made based on economics, giving proper account to the increased reliability
of a system composed of several smaller boilers. Constraints are imposed on such decisions by initial
budget, fuel type, owner and architect decisions, and available space.

4.1.3 Service Hot Water

Heated water is used in buildings for various purposes, including basins, sinks for custodial service,
showers, and specialty services including kitchens in restaurants and the like. This section overviews
service (or domestic) water heating methods for buildings. For details refer to ASHRAE (1999).

Water is heated by equipment that is either part of the space heating system, i.e., the boiler, or by a
standalone water heater. The standalone equipment is similar to a small boiler except that water chemistry
must be accounted for by use of anodic protection for the tank and by water softening in geographic
areas where hardness can cause scale (lime) deposits in the water heater tank.

Two types of systems are used for water heating — instantaneous or storage. The former heats water
on demand as it passes through the heater which uses either steam or hot water. Output temperatures
can vary with this system unless a control valve is used on the heated water (not the heat supply) side
of the water heater (usually a heat exchanger). Instantaneous water heaters are best suited to relatively
uniform loads. They avoid the cost and heat losses of the storage tank but require larger and more
expensive heating elements.

Storage type systems are used to accommodate varying loads or loads where large peak demands make
it impractical to use instantaneous systems. Water in the storage tank is heated by an immersion steam
coil, by direct firing, or by an external heat exchanger. In sizing this system, the designer must account
for standby losses from the tank jacket and connected hot water piping. For any steam-based system cold
supply water can be preheated using the steam condensate.

In order to size the equipment two items must be known:

• Hourly peak demand for the year — gal/hr, l/hr

• Daily consumption — gal/day, l/d

Of course, the volumetric usage rates must be converted to energy terms by multiplying by the specific
heat and water temperature rise.

(4.1.13)

where

 is the water heat rate, either on a daily or hourly basis; Btu/d or Btu/hr, kJ/d or W
 is the water mass flow rate, either on a daily or hourly basis, calculated from the volumetric

flow listed above
 are the required hot water supply temperature and water source temperatures,

respectively.
cwater is the specific heat of water

Table 4.1.6 summarizes water demands for various types of buildings, and Table 4.1.7 lists nominal
set points of water heaters for several end uses. When using the lower settings in the table, the designer
must be aware of the potential for Legionella pneumophila (Legionnaire’s Disease). This microbe has been

Q̇water ṁwatercwater Tset Tsource–( )=

Q̇water

ṁwater

Tset Tsource–( )
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traced to infestations of shower heads; it is able to grow in water maintained at 115°F (46°C). This
problem can be limited by using domestic water temperatures in the 140°F (60°C) range.

Hot water can be supplied from a storage type system at the maximum rate

(4.1.14)

TABLE 4.1.6 Hot Water Demands and Use for Various Types of Buildings

Type of buildinga Maximum hour Maximum day Average day

Men’s dormitories 3.8 gal (14.4 L)/student 22.0 gal (83.4 L)/student 13.1 gal (49.7 L)/student
Women’s dormitories 5.0 gal (19 L)/student 26.5 gal (100.4 L)/student 12.3 gal (46.6 L)/student
Motels: No. of unitsa

20 or less 6.0 gal (22.7 L)/unit 35.0 gal (132.6 L)/unit 20.0 gal (75.8 L)/unit
60 5.0 gal (19.7 L)/unit 25.0 gal (94.8 L)/unit 14.0 gal (53.1 L)/unit
100 or more 4.0 gal (15.2 L)/unit 15.0 gal (56.8 L)/unit 10.0 gal (37.9 L)/unit

Nursing homes 4.5 gal (17.1 L)/bed 30.0 gal (113.7 L)/bed 18.4 gal (69.7 L)/bed
Office buildings 0.4 gal (1.5 L)/person 2.0 gal (7.6 L)/person 1.0 gal (3.8 L)/person
Food service establishments:

Type A: full-meal 1.5 gal (5.7 L)/max 11.0 gal (41.7 L)/max 2.4 gal (9.1 L)/average
restaurants and cafeterias meals/h meals/h meals/hc

Type B: drive-ins, grilles, luncheonettes, 0.7 gal (2.6 L)/max 6.0 gal (22.7 L)/max 0.7 gal (2.6 L)/average
sandwich and snack shops meals/h meals/h meals/dayc

Apartment houses: No. of apartments
20 or less 12.0 gal (45.5 L)/apt. 80.0 gal (303.2 L)/apt. 42.0 gal (159.2 L)/apt.
50 10.0 gal (37.9 L)/apt. 73.0 gal (276.7 L)/apt. 40.0 gal (151.6 L)/apt.
75 8.5 gal (32.2 L)/apt. 66.0 gal (250 L)/apt. 38.0 gal (144 L)/apt.
100 7.0 gal (26.5 L)/apt. 60.0 gal (227.4 L)/apt. 37.0 gal (140.2 L)/apt.
200 or more 5.0 gal (19 L)/apt. 50.0 gal (195 L)/apt. 35.0 gal (132.7 L)/apt.

Elementary schools 0.6 gal (2.3 L)/student 1.5 gal (5.7 L)/student 0.6 gal (2.3 L)/studentb

Junior and senior high schools 1.0 gal (3.8 L)/student 3.6 gal (13.6 L)/student 1.8 gal (6.8 L)/studentb

a The average usage of a U.S. residence is 60 gal/day (227 L/h) with a peak usage of 6 gal/h (22.7 L/h) (ASHRAE, 1987).
b Interpolate for intermediate values.
c Per day of operation. Temperature basis: 140°F.
Source: From ASHRAE. With permission.

TABLE 4.1.7 Representative Hot Water Use Temperatures

Use

Temperature

°F °C

Lavatory
Handwashing 105 40
Shaving 115 45

Showers and tubs 110 43
Therapeutic baths 95 35
Commercial and institutional laundry 180 82
Residential dishwashing and laundry 140 60
Surgical scrubbing 110 43
Commercial spray-type dishwashing

Single or multiple tank hood(s) or rack(s)
Wash 150 min 65 min
Final rinse 180–195 82–90

Single tank conveyor
Wash 160 min 71 min
Final rinse 180–195 82–90

Note: Table values are water use temperatures, not necessarily water heater set points.
Source: From ASHRAE. With permission.

V̇water V̇r
fusefulVtank

∆t
----------------------+=
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where

 is the volumetric hot water supply rate; gal/hr, l/s
 is the water heater recovery rate; gal/hr, l/s

fuseful is the useful fraction of the hot water in the tank before dilution lowers temperature excessively;
0.60–0.80
Vtank is the tank volume; gal, (L)
∆t is the duration of peak demand, h, (s)

Jacket losses are assumed to be small.

4.1.4 Electric Resistance Heating

Electricity can be used as the heat source in both furnaces and boilers. Electric units are available in the
full range of sizes from small residential furnaces (5 to 15 kW) to large boilers for commercial buildings
(200 kW to 20 MW). Electric units have four attractive features:

• Relatively lower initial cost

• Efficiency near 100%

• Near zero part load penalty

• Flue gas vents are not needed

The cost of electricity (both energy and demand charges, see Chapters 3.1 and 3.2) diminishes the
apparent advantage of electric boilers and furnaces, however. Nevertheless, they continue to be installed
where first cost is a prime concern. However, the prudent designer should consider the overwhelming
life cycle costs of electric systems. Electric boiler and furnace sizing follows the methods outlined above
for fuel-fired systems. In many cases, the thermodynamic and economic penalties of pure resistance
heating can be reduced by using electric heat pumps, the subject of the next section.

Environmental concerns must also be considered when considering electric heating. Low conversion
and transmission efficiencies (relative to direct combustion of fuels for water heating) result in relatively
higher CO2 emissions. SO2 emissions from coal power plants are also an environmental concern.

4.1.5 Electric Heat Pumps

A heat pump extracts heat from environmental or other medium temperature sources (such as the ground,
groundwater, or building heat recovery systems), raises its temperature sufficiently to be of value in
meeting space heating or other loads, and delivers it to the load. This chapter emphasizes heat pumps
used for space heating with outdoor air or groundwater as the heat source.

Figure 4.1.5 shows a heat pump cycle on the T-s diagram; Figure 4.1.6 shows it on the more frequently
used p-h diagram. It is exactly the refrigeration cycle discussed in Chapter 2. Vapor is compressed in step
3-4 and heat is extracted from the condenser in step 4–1. This heat is used for space heating in the systems
discussed in this section. In step 1-2, isenthalpic throttling takes place to the low side pressure. Finally,
heat extracted from the environment, or other low temperature heat source, is used to boil the refrigerant
in the evaporator in step 2-3.

An ideal Carnot heat pump would appear as a rectangle in the T-s diagram. The coefficient of
performance (COP) of a Carnot heat pump is given in Chapter 2.1 which shows there to be inversely
proportional to the difference between the high and low temperature reservoirs. The same result applies
generally to heat pumps using real fluids. Although the high side temperature (T1) remains essentially
fixed (ignoring for now the effect of night thermostat setback), the low side temperature closely tracks
the widely varying outdoor temperature. As a result, the capacity and COP of air source heat pumps are
strong functions of outdoor temperature. This feature of heat pumps must be accounted for by the designer
since heat pump capacity diminishes as the space heating load on it increases. Heat pumps can be

V̇water

V̇r
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supplemented by fuel heat or electric resistance heating depending on the cost of each. Figure 4.1.7 shows
a water source heat pump system that is not subject to outdoor temperature variations if groundwater
or a heat recovery loop is used as the heat source.

The attraction of heat pumps is that they can deliver more thermal power than they consume electri-
cally during an appreciable part of the heating season. In moderate climates requiring both heating and
cooling, the heat pump can also be operated as an air conditioner, thereby avoiding the additional cost
of a separate air conditioning system. Figure 4.1.8 shows one way to use a heat pump system for both
heating and cooling by reversing flow through the system.

Typical Equipment Configurations

Heat pumps are available in sizes ranging from small residential units (10 kW) to large central systems
(up to 15 MW) for commercial buildings. Large systems produce heated water at temperatures up to

FIGURE 4.1.5 Heat pump T-s diagram showing four steps of the simple heat pump process. (From Rabl, A. and
Kreider J.F., Heating and Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)

FIGURE 4.1.6 Heat pump p-h diagram showing four steps of the simple heat pump process. (From Rabl, A. and
Kreider J.F., Heating and Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)

FIGURE 4.1.7 Liquid source heat pump mechanical equipment schematic diagram showing motor driven centrif-
ugal compressor, condenser, and evaporator. (From Rabl, A. and Kreider J.F., Heating and Cooling of Buildings,
McGraw-Hill, New York, NY, 1994. With permission.)
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220°F (105°C). Central systems can use both environmental and internal building heat sources. In many
practical circumstances the heat gains in the core zones of a commercial building could satisfy the perimeter
heat losses in winter. A heat pump could be used to efficiently condition both types of zones simultaneously.

Heat pumps require a compressor and two heat exchangers. In the energy bookkeeping that one does
for heat pumps, the power input to the compressor is added to the heat removed from the low temperature
heat source to find the heat delivered to the space to be heated. Increased heating capacity at low air
source temperatures can be achieved by oversizing the compressor. To avoid part load penalties in
moderate weather, a variable speed compressor drive can be used.

The outdoor and indoor heat exchangers use forced convection on the air side to produce adequate
heat transfer coefficients. In the outdoor exchanger, the temperature difference between the boiling
refrigerant and the air is between 10 and 25°F (6–14°C). If the heat source is internal building heat, water
is used to transport heat to the heat pump evaporator and smaller temperature differences can be used.

A persistent problem with air source heat pumps is the accumulation of frost on the outdoor coil at
coil surface temperatures just above the freezing point. The problem is most severe in humid climates;
little defrosting is needed for temperatures below 20°F (–7°C) where humidities are below 60%. Reverse
cycle defrosting can be accomplished by briefly operating the heat pump as an air conditioner (by reversing
the flow of refrigerant) and turning the outdoor fan off. Hot refrigerant flowing through the outside
melts the accumulated frost. This energy penalty must be accounted for in calculating the COP of heat
pumps. Defrost control can be initiated either by time clock or, better, by a sensor measuring either the
refrigerant condition (temperature or pressure) or, ideally, by the air pressure drop across the coil.

The realities of heat pump performance, as discussed above, reduce the capacity of real systems from
the Carnot ideal. Figure 4.1.9 shows ideal Carnot COP values as a function of source temperature for a
high side temperature of 70°F (21°C). The intermediate curve shows performance for a Carnot heat
pump with real (i.e., finite temperature difference) heat exchangers. Finally, the performance of a real
heat pump is shown in the lower curve. Included in the lower curve are the effects of heat exchanger
losses, use of real fluids, compressor inefficiencies, and pressure drops. The COP of real machines is
much lower (about 50%) than that for an ideal Carnot cycle with heat exchanger penalties.

The energy efficiency ratio EER is the ratio of heating capacity (Btu per hour) to the electric input rate
(watts). EER thus has the units of Btu per watt-hour. The dimensionless COP is found from the EER by
dividing it by the conversion factor 3.413 Btu/W · h.

Heat Pump Selection

The strong dependence of heat pump output on ambient temperature must be accounted for when
selecting central plant equipment. If outdoor air is used as the heat source, peak heating requirements

FIGURE 4.1.8 Air-to-air heat pump diagram. A reciprocating compressor is used. This design allows operation as
a heat pump or an air conditioner by reversing the refrigerant flow. (From Rabl, A. and Kreider J.F., Heating and
Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)
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resistance heating. Use the bin data and heat pump performance data given in Table 4.1.9. The house
heating base temperature is 65°F (18.3°C) accounting for internal gains. Figure 4.1.11 shows the energy
flows as a function of outdoor temperature.

The preceding table includes these data in order:

1. Center point of temperature bin, Tbin

2. Heating demand,  = Ktot(65°F – Tbin)
3. COP from manufacturer’s data, a function of temperature, including defrost
4. Heat pump output; above the balance point, ; below the heat pump balance point, manufac-

turer’s data
5. Heat pump input, the heat pump output divided by COP
6. Auxiliary power; the positive difference, if any, between  and heat pump output
7. Heating system COP given by  divided by the sum of auxiliary power and heat pump input

The energy calculations are summarized in Table 4.1.10. The bottom line in the table contains energy
totals. With the heat pump, the total electricity requirement is 48.7 MBtu/yr (51.4 GJ/yr). If pure resistance
heating were used, the total electricity requirement would be 98.36 MBtu/yr (103.8 GJ/yr).

The SPF for the heat pump is the seasonal output divided by the seasonal input to the heat pump:

The SPF for the heating system is the seasonal heat load divided by the seasonal input to the heat
pump and the auxiliary heater:

The advantage of a constant temperature heat source is apparent from this example. If ground water
or building exhaust air (both essentially at constant temperature) were used as the heat source rather
than outdoor air, there would not be a drop off in capacity as with the outdoor air source device just
when heat is most needed.

TABLE 4.1.9 Heat Pump and Building Load Data – Example 4

Bin
temp.

°F

Heating
load

Btu/h
Heat pump

COP

Heat pump
output
Btu/h

Heat pump
input
Btu/h

Auxiliary
power
Btu/h

Heating
system
COP

62 1,950 2.64 1,950 739 0 2.64
57 5,200 2.68 5,200 1,940 0 2.68
52 8,450 2.64 8,450 3,201 0 2.64
47 11,700 2.63 11,700 4,449 0 2.63
42 14,950 2.50 14,950 5,980 0 2.50

37 18,200 2.39 18,200 7,615 0 2.39
32 21,450 2.23 21,450 9,619 0 2.23
27a 24,700 2.07 24,700 11,932 0 2.07
22 27,950 1.97 25,100 12,741 2,850 1.79
17 31,200 1.80 22,400 12,444 8,800 1.47

12 34,450 1.70 19,900 11,706 14,550 1.31
7 37,700 1.54 17,600 11,429 20,100 1.20
2 40,950 1.39 15,400 11,079 25,550 1.12

–3 44,200 1.30 13,500 10,385 30,700 1.08
–8 47,450 1.17 11,700 10,000 35,750 1.04

a Heat pump balance point.

Q̇
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----------------------------- 2.22= = =
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--------------------------------------------------- 2.02= = =
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4.1.6 Low Temperature Radiant Heating

Heating systems in many parts of the world use warmed floors and/or ceilings for space heating in
buildings. Although this system is unusual in the U.S., the good comfort and quiet operation provided
by this approach make it worth considering for some applications. In Europe it is far more common.
Radiant systems are well suited to operation with heat pump, solar, and other low temperature systems.
This section discusses the principles of low temperature space heating. This form of heating is distinct
from high temperature radiant heating using either electricity or natural gas to provide a high temperature
source from which radiation can be directed for localized heating.

FIGURE 4.1.11 Heat pump energy use for the bin method example. The numbers at each bin temperature indicate
the number of hours of occurrence in each bin. (From Rabl, A. and Kreider J.F., Heating and Cooling of Buildings,
McGraw-Hill, New York, NY, 1994. With permission.)

TABLE 4.1.10 Heat Pump Energy Calculations – Example 4

Bin
temp.

°F

Bin
hours

h

Heating
energy
MBtu

Heat pump
output
MBtu

Heat pump
input
MBtu

Aux. heat
input
MBtu

Total
input
MBtu

62 783 1.53 1.53 0.58 0.00 0.58
57 731 3.80 3.80 1.42 0.00 1.42
52 678 5.73 5.73 2.17 0.00 2.17
47 704 8.24 8.24 3.13 0.00 3.13
42 692 10.35 10.35 4.14 0.00 4.14

37 717 13.05 13.05 5.46 0.00 5.46
32 721 15.47 15.47 6.94 0.00 6.94
27a 553 13.66 13.66 6.60 0.00 6.60
22 359 10.03 9.01 4.57 1.02 5.60
17 216 6.74 4.84 2.69 1.90 4.59

12 119 4.10 2.37 1.39 1.73 3.12
7 78 2.94 1.37 0.89 1.57 2.46
2 36 1.47 0.55 0.40 0.92 1.32

–3 22 0.97 0.30 0.23 0.68 0.90
–8 6 0.28 0.07 0.06 0.21 0.27

Total 98.36 90.33 40.66 8.03 48.70

a Heat pump balance point.
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Figure 4.1.12 shows how a radiant floor might be configured in a residence. The same concept can
also be used in the ceiling in both residential and commercial buildings. The term radiant is a misnomer
since between 30% (ceilings) and 50% (floors) of heat transferred from radiant panels is actually by
convection. However, we will use the industry’s nomenclature for this heating system.

The radiation heat output of radiant panels is given by the Stefan-Boltzmann equation as discussed
in Chapter 2.1.

(4.1.15)

where

 is 1/[(1/∈h +1/∈u) – 1], the effective emittance of the space, and the subscripts h and u refer
to the unheated and heated (by radiant panels) surfaces of the space; the effective emittance is
approximately 0.8.
Fh,u is the view factor between the heating surface and the unheated surfaces; its value is 1.0 in the
present case.
Th is the heating surface temperature.
Tu is the mean of the unheated surface temperatures.
σ is the Stefan-Boltzmann constant (see Chapter 2).

Convection from the heating surface can be found using the standard free convection expressions in
Chapter 2.1.

The designer’s job is to determine the panel area needed, its operating temperature, the heating liquid
flow rate, and construction details. The panel size is determined based on standard heat load calculations
(Chapter 6.1). Proper account should be made of any losses from the back of the radiant panels to unheated
spaces. Panel temperatures should not exceed 85°F (29.5°C) for floors and 115°F (46°C) for ceilings.

Water temperatures are typically 120°F (49°C) for floors and up to 155°F (69°C) for ceilings. Panels
can be piped in a series configuration if pipe runs are not excessively long (the final panels in a long
series run will not perform up to specifications due to low fluid temperatures). Long series loops also
have excessively high pressure drops. If large areas are to be heated, a combination of series and parallel
connections can be used. Manufacturers can advise regarding the number of panels that can be connected
in series without performance penalties.

If radiant floors are to be built during building construction rather than using prefabricated panels in
ceilings, the following guidelines can be used. Tubing spacing for a system of the type shown above
should be between 6 and 12 in (15 and 30 cm). The tubing diameter ranges between 0.5 and 1.0 in
(0.6 and 2.5 cm). Flow rates are determined by the rate of heat loss from the panel, which in turn depends
on the surface temperature and hence the fluid temperature. This step in the design is iterative. Panel
design follows this process:

FIGURE 4.1.12 Residential radiant floor heating system. (From Rabl, A. and Kreider J.F., Heating and Cooling of
Buildings, McGraw-Hill, New York, NY, 1994. With permission.)

Q̇ ∈effFh u, σ Th
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• Determine room heat load.

• Decide on location of panels (roof or floor).

• Find panel heat flux including both radiation and convection contributions at 80°F (27°C) for
floor panels and 110°F (43°C) for ceiling panels.

• Divide heat load by heat flux to find needed panel area.

• If panel area exceeds available floor or ceiling area, raise panel temperature (not exceeding tem-
peratures noted earlier) and repeat steps 3 and 4.

• If the panel area is still insufficient, consider both floor and ceiling panels.

Control of radiant heating systems has proven to be a challenge in the past due to the large time
constant of these systems. Both under- and overheating are problems. If the outdoor temperature drops
rapidly, this system will have difficulty responding quickly. On the other hand, after a morning warmup
followed by high solar gains on a sunny winter day, the radiant system may overshoot. The current
generation of “smart” controls should help improve the comfort control of these systems.

4.1.7 Solar Heating

Solar energy is a source of low temperature heat that has selected applications to buildings. Solar water
heating is a particularly effective method of using this renewable resource since low to moderate tem-
perature water (up to 140°F, 60°C) can be produced by readily available, flat plate collectors (Goswami,
Kreider, and Kreith, 2000).

Figure 4.1.13 shows one system for heating service water for residential or commercial needs using
solar collectors. The system consists of three loops; it is instructive to describe the system’s operation
based on these three.

First, the collector loop (filled with a nonfreezing solution if needed) operates whenever the DHW
controller determines that the collector is warmer, by a few degrees, than the storage tank. Heat is
transferred from the solar-heated fluid by a counterflow or plate heat exchanger to the storage tank in
the second loop of the system. Storage is needed since the availability of solar heat rarely matches the

FIGURE 4.1.13 Solar water heating system including collectors, pumps, heat exchanger, and storage tanks along
with piping and ancillary fittings. Collectors are tilted up from the horizontal at a fixed angle roughly equal to the
local latitude. (From Rabl, A. and Kreider J.F., Heating and Cooling of Buildings, McGraw-Hill, New York, NY, 1994.
With permission.)
© 2001 by CRC Press LLC



water heating load. The check valve in the collector loop is needed to prevent reverse flow at night in
systems where the collectors (which are cold at night) are mounted above the storage tank.

The third fluid loop is the hot water delivery loop. Hot water drawn off to the load is replaced by cold
water supplied to the solar preheat tank, where it is heated as much as possible by solar heat. If solar
energy is insufficient to heat the water to its setpoint, conventional fuels can finish the heating in the
water heater tank, as shown on the right of Figure 4.1.13. The tempering valve in the distribution loop
is used to limit the temperature of water dispatched to the building if the solar tank should be above the
water heater setpoint in summer.

The energy delivery of DHW systems can be found using the f-chart method described in Duffie and
Beckman (1992). As a rough rule of thumb, one square foot of collector can provide one gallon of hot
water per day (45 L/m2) on the average in sunny climates. Design pump flows are to be 0.02 gal/min per
square foot of collector [0.01 L/(s · m2)], and heat exchanger effectivenesses of at least 0.75 can be justified
economically. Tanks should be insulated so that no more than 2% of the stored heat is lost overnight.

Solar heating should be assessed on an economic basis. If the cost of delivered solar heat, including
the amortized cost of the delivery system and its operation, is less than that of competing energy sources,
an incentive exists for using the solar resource. The collector area needed on commercial buildings can
be large; if possible, otherwise unused roof space can be used to hold the collector arrays. See Chapter
6.4 for a complete and detailed description of solar system analysis and design.
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4.2 Air Conditioning Systems

Dennis L. O’Neal and John A. Bryant

Air conditioning has rapidly grown over the past 50 years, from a luxury to a standard system included
in most residential and commercial buildings. In 1970, 36% of residences in the U.S. were either fully
air conditioned or utilized a room air conditioner for cooling (Blue, et al., 1979). By 1997, this number
had more than doubled to 77%, and that year also marked the first time that over half (50.9%) of
residences in the U.S. had central air conditioners (Census Bureau, 1999). An estimated 83% of all new
homes constructed in 1998 had central air conditioners (Census Bureau, 1999). Air conditioning has also
grown rapidly in commercial buildings. From 1970 to 1995, the percentage of commercial buildings with
air conditioning increased from 54 to 73% (Jackson and Johnson, 1978, and DOE, 1998).

Air conditioning in buildings is usually accomplished with the use of mechanical or heat-activated
equipment. In most applications, the air conditioner must provide both cooling and dehumidification
to maintain comfort in the building. Air conditioning systems are also used in other applications, such
as automobiles, trucks, aircraft, ships, and industrial facilities. However, the description of equipment in
this chapter is limited to those commonly used in commercial and residential buildings.

Commercial buildings range from large high-rise office buildings to the corner convenience store.
Because of the range in size and types of buildings in the commercial sector, there is a wide variety of
equipment applied in these buildings. For larger buildings, the air conditioning equipment is part of a
total system design that includes items such as a piping system, air distribution system, and cooling tower.
© 2001 by CRC Press LLC
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13.1 Introduction

Jay Lee and Robert Shafrik

Manufacturing is the means by which the technical and industrial capability of a nation is harn
to transform innovative designs into well-made products that meet customer needs. This activity 
through the action of an integrated network that links many different participants with the goa
developing, making, and selling useful things.

Manufacturing is the conversion of raw materials into desired end products. The word derives
two Latin roots meaning hand and make. Manufacturing, in the broad sense, begins during the des
phase when judgments are made concerning part geometry, tolerances, material choices, an
Manufacturing operations start with manufacturing planning activities and with the acquisitio
required resources, such as process equipment and raw materials. The manufacturing function
throughout a number of activities of design and production to the distribution of the end produc
as necessary, life cycle support. Modern manufacturing operations can be viewed as having six p
components: materials being processed, process equipment (machines), manufacturing method
ment calibration and maintenance, skilled workers and technicians, and enabling resources.

There are three distinct categories of manufacturing:

• Discrete item manufacturing, which encompasses the many different processes that bestow p
ical shape and structure to materials as they are fashioned into products. These processe
grouped into families, known as unit manufacturing processes, which are used throughou
ufacturing.

• Continuous materials processing, which is characterized by a continuous production of mater
for use in other manufacturing processes or products. Typical processes include base 
production, chemical processing, and web handing. Continuous materials processing will 
further discussed in this chapter.

• Micro- and nano-fabrication, which refers to the creation of small physical structures with
characteristic scale size of microns (millionths of a meter) or less. This category of manufac
is essential to the semiconductor and mechatronics industry. It is emerging as very import
the next-generation manufacturing processes.

Manufacturing is a significant component of the U.S. economy. In 1995, 19% of the U.S. 
domestic product resulted from production of durable and nondurable goods; approximately 6
total U.S. exports were manufactured goods; the manufacturing sector accounted for 95% of ind
research and development spending; and manufacturing industries employed a work force of o
million people in 360,000 companies. In the modern economy, success as a global manufacturer 
the development and application of manufacturing processes capable of economically producin
quality products in an environmentally acceptable manner.

Modern Manufacturing

Manufacturing technologies address the capabilities to design and to create products, and to 
that overall process. Product quality and reliability, responsiveness to customer demands, increas
productivity, and efficient use of capital were the primary areas that leading manufacturing com
throughout the world emphasized during the past decade to respond to the challenge of global c
itiveness. As a consequence of these trends, leading manufacturing organizations are flexible 
agement and labor practices, develop and produce virtually defect-free products quickly (supporte
global customer service) in response to opportunities, and employ a smaller work force possessin
disciplinary skills. These companies have an optimal balance of automated and manual operatio

To meet these challenges, the manufacturing practices must be continually evaluated and strat
employed. In addition, manufacturing firms must cope with design processes (e.g., using cust
requirements and expectations to develop engineering specifications, and then designing comp
© 1999 by CRC Press LLC
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production processes (e.g., moving materials, converting materials properties or shapes, ass
products or components, verifying processes results), and business practices (e.g., turning a c
order into a list of required parts, cost accounting, and documentation of procedures). Inform
technology will play an indispensable role in supporting and enabling the complex practices of 
facturing by providing the mechanisms to facilitate and manage the complexity of manufac
processes and achieving the integration of manufacturing activities within and among manufac
enterprises. A skilled, educated work force is also a critical component of a state-of-the-art manufa
capability. Training and education are essential, not just for new graduates, but for the existing work

Manufacturing is evolving from an art or a trade into a science. The authors believe that we
understand manufacturing as a technical discipline. Such knowledge is needed to most effectivel
capabilities, quickly incorporate new developments, and identify the best available solutions to
problems. The structure of the science of manufacturing is very similar across product lines sin
same fundamental functions are performed and the same basic managerial controls are exercis
© 1999 by CRC Press LLC
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13.2 Unit Manufacturing and Assembly Processes

Robert E. Schafrik

There are a bewildering number of manufacturing processes able to impart physical shape and s
to a workpiece. However, if these processes are broken down into their basic elements and then e
for commonality, only a few fundamental processes remain. These are the building blocks, o
processes, from which even the most complicated manufacturing system is constructed. This 
describes these unit processes in sufficient detail that a technically trained person, such as a
engineer serving as a member of an integrated product and process design team comprised of m
from other specialties, could become generally knowledgeable regarding the essential aspects 
ufacturing processes. Also, the information presented in this section will aid such an individu
pursuing further information from more specialized manufacturing handbooks, publications, and 
ment/tool catalogs.

Considering the effect that a manufacturing process has on workpiece configuration and struct
following five general types of unit manufacturing process can be identified (Altan et al., 1983; 
1995):

Material removal processes — Geometry is generated by changing the mass of the incoming mat
in a controlled and well-defined manner, e.g., milling, turning, electrodischarge machining
polishing.

Deformation processes — The shape of a solid workpiece is altered by plastic deformation with
changing its mass or composition, e.g., rolling, forging, and stamping.

Primary shaping processes — A well-defined geometry is established by bulk forming material th
initially had no shape, e.g., casting, injection molding, die casting, and consolidation of pow

Structure-change processes — The microstructure, properties, or appearance of the workpiece
altered without changing the original shape of the workpiece, e.g., heat treatment and s
hardening.

Joining and assembly processes — Smaller objects are put together to achieve a desired geom
structure, and/or property. There are two general types: (1) consolidation processes whi
mechanical, chemical, or thermal energy to bond the objects (e.g., welding and diffusion bo
and (2) strictly mechanical joining (e.g., riveting, shrink fitting, and conventional assembly

Unit Process Selection

Each component being manufactured has a well-defined geometry and a set of requirements tha
meet. These typically include

• Shape and size

• Bill-of-material

• Accuracy and tolerances

• Appearance and surface finish

• Physical (including mechanical) properties

• Production quantity

• Cost of manufacture

In order to satisfy these criteria, more than one solution is usually possible and trade-off analyses
be conducted to compare the different approaches that could be used to produce a particular p

Control and Automation of Unit Processes

Every unit process must be controlled or directed in some way. The need for improved accuracy,
and manufacturing productivity has spurred the incorporation of automation into unit processes reg
both the translation of part design details into machine instructions, and the operation of the unit p
© 1999 by CRC Press LLC
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itself and as a subsystem of the overall production environment. The section of this chapter on computer-
aided design/computer-aided manufacturing (CAD/CAM) discusses the technology involved in creating
and storing CAD files and their use in CAM. The expectations of precision are continuing to chang
as indicated in Figure 13.2.1. This drive for ever-tighter tolerances is helping spur interest in continu
improvements in design and manufacturing processses.

Modern machine tool controls are emphasizing two areas: adaptive control and communication. For
adaptive control the controller must adapt its control gains so that the overall system remains at or nea
the optimal condition in spite of varying process dynamics. Expanded communication links the data
collected by a unit process controller to other segments of the manufacturing operation. Data regarding
production time and quantity of parts produced can be stored in an accessible database for
inventory control and quality monitoring. This same database can then be used by production sched
to avoid problems and costs associated with redundant databases.

At the factory level, machining operations employing two or more numerically controlled (NC)
machine tools may use a separate mainframe computer that controls several machine tools or an entire
shop. The system is often referred to as distributed numerical control (DNC).

Today many factories are implementing flexible manufacturing systems (FMS), an evolution of DNC.
An FMS consists of several NC unit processes (not necessarily only machine tools) which are inte
nected by an automated materials handling system and which employ industrial robots for a variety of
tasks requiring flexibilit y, such as loading/unloading the unit process queues. A single computer serves
as master controller for the system, and each process may utilize a computer to direct the lower-order
tasks. Advantages of FMS include:

• A wide range of parts can be produced with a high degree of automation

• Overall production lead times are shortened and inventory levels reduced

• Productivity of production employees is increased

• Production cost is reduced

• The system can easily adapt to changes in products and production levels

Unit Processes

In the following discussion, a number of unit processes are discussed, organized by the effect that they
have on workpiece configuration and structure. Many of the examples deal with processing of metal

FIGURE 13.2.1 Precision machining domains. (From NRC, Unit Manufacturing Processes, National Academy
Press, Washington, D.C., 1995, 169. With permission.)
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since that is the most likely material which users of this handbook will encounter. However, 
materials are readily processed with the unit processes described in this chapter, albeit with s
modifications or variations.

Mechanical assembly and material handling are also discussed in this section. On average, me
assembly accounts for half of the manufacturing time, and processes have been developed to 
the automation and flexibility of this very difficult task. Material handling provides the integrating 
between the different processes — material-handling systems ensure that the required materia
at the proper place at the right time for the various unit processes and assembly operations.

The section ends with a case study that demonstrates how understanding of the different unit pr
can be used to make engineering decisions.

• Material removal (machining) processes

• Traditional machining

Drill and reaming

Turning and boring

Planing and shaping

Milling

Broaching

Grinding

Mortality

• Nontraditional machining

Electrical discharge machining

Electrical chemical machining

Laser beam machining

Jet machining (water and abrasive)

Ultrasonic machining

• Phase-change processes

• Green sand casting

• Investment casting

• Structure-change processes

• Normalizing steel

• Laser surface hardening

• Deformation processes

• Die forging

• Press-brake forming

• Consolidation processes

• Polymer composite consolidation

• Shielded metal-arc welding

• Mechanical assembly

• Material handling

• Case study: Manufacturing and inspection of precision recirculating ballscrews
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1.6 Future Trends and Research Directions

 

1.1 Introduction

 

Manufacturing has always been the key to success among nations in the world economy (Figure 1.1).
A responsive manufacturing system working in harmony with the rest of an enterprise has a major
impact on its competitiveness; it plays a vital role in the successful introduction of new products or
continuous improvements of existing products in response to demands of the market (Cohen, 1987).

A wide variety of items are produced by manufacturing firms, depending upon the market
demands they may be custom made or mass produced. Manufacturing systems used for their
production are designed and tailored to specific requirements. Consequently, several manufacturing
techniques are adopted to address new market demands.

This chapter is devoted to a high-level overview of manufacturing techniques, their objectives
and design principles. In this regard, some of the available manufacturing techniques are explained
and their achievements, advantages, and limitations are discussed. Due to the significant impact of
computers on manufacturing, an effort is made to introduce the role of computers and information
technology in modern manufacturing systems. In this regard, applications and functions of com-
puters in various stages of product design, generation of the sequence of operations and process
planning, control of the machines and monitoring of the processes (on/off line), automation,
networking and communication systems, and quality control of the production systems are
explained. Later in the chapter, the design principles of manufacturing systems and their components
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are presented as well as some of the issues related to their enabling technologies and barriers. The
chapter concludes with a discussion of some of the future directions in manufacturing systems.

 

1.2 Major Manufacturing Paradigms and Their Objectives

 

New technological developments and market demands have major impacts on manufacturing. As
a result, several shifts in the focus of manufacturing processes can be observed, which can be
conveniently divided into three major epochs: (1) precomputer numerical control, (2) computer
numerical control (CNC), and (3) knowledge epochs (Mehrabi and Ulsoy, 1997; Mehrabi, Ulsoy,
and Koren, 1998). In the pre-CNC epochs (before the 1970s), the emphasis was on increased
production rate; little demand existed for product variations and the market was characterized by
local competition. Mass production uses dedicated lines designed for production of a specific part;
it uses transfer line technology with fixed tooling and automation. The objective is to cost-effectively
produce one specific part type at high volumes and with the required quality.

The emphasis on cost-effective production was supplemented with a focus on improved product
quality in the CNC epoch (the 1970s and 1980s). Manufacturing was dramatically affected by the
invention of CNC machines as they provide more accurate control and means for better quality.
Japanese production techniques such as Kaizen (continuous improvement); just-in-time (JIT) (elim-
ination/minimization of inventory as the ideal goal to reduce costs); lean manufacturing (efficiently
eliminate waste, reduce cost, and improve quality control; and total quality management (TQM)
(increased and faster communications with customers to meet their requirements) attracted consid-
erable attention. Furthermore, CNC machines provided necessary tools for easier integration/auto-
mation which, in turn, contributed to manufacturing of a product family on the same system.
Consequently, flexible manufacturing systems (FMSs) were introduced to address changes in work
orders, production schedules, part programs, and tooling for the production of a family of parts.
The economic objective of an FMS (see Figure 1.2) is to make possible the cost-effective manu-
facture of several types of parts that can change over time, with shortened changeover time, on the
same system at the required volume and quality. It has a fixed hardware and fixed (but program-
mable) software (see Figure 1.3). In terms of design, the system possesses an integral architecture
(hardware/software), i.e., the boundaries between the components and their functionalities are often
difficult to identify and are tightly linked together. This type of architecture does not allow for
reconfiguration changes to be made. Therefore, an FMS has limited capabilities for upgrading, add-
ons, customization, and changes in production capacity.

In the knowledge epoch (i.e., starting in the 1990s), focus shifted to the responsiveness of a manu-
facturing system characterized by intensified global competition, the fast pace of technological inno-
vations, and enormous progress in computer and information technology (Jaikumar, 1993; Mehrabi

 

FIGURE 1.1

 

Despite assertions that the U.S. is becoming a service industry, manufacturing has consistently
accounted for about 22% of GDP. (Source: U.S. Bureau of Labor Statistics.)
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1.5.2 Process Planning and System Design of Manufacturing Systems

 

Once a product design is completed, it is produced by using machines and other equipment (e.g.,
material handling) and resources. Computers are used extensively to identify optimal machining
configurations by taking into account the cost, quality, and reliability of the entire system (see
Figure 1.6), control the activities of planning and distributing the sequence of operations among
the machines, and to specify machining parameters such as feed, speed, etc., computer-aided process
planning (CAPP) (Bedworth, Handerson, and Wolfe, 1991; Vajpayee, 1995).

Two basic approaches to CAPP exist, variant and regenerative. The variant technique is used
mostly for process planning of a family of products. With this technique, group technology (GT)
is used to create and classify the plans (for a family of parts), and store them in a database. For
the next design, the required plans are retrieved from the database already created for this family
of parts (Groover and Zimmers, 1984). With the regenerative method, process plans are produced
for every new product and as such, no database of plans exists (Gyorki, 1989; Vajpayee, 1995). It
is more sophisticated than the variant method and has the advantage of facilitating integration of
process planning stage with product design while the needs for human experts are minimized or
totally eliminated.

 

1.5.3 Software/Hardware Architecture and Communications 
in Manufacturing Systems

 

An integral part of a manufacturing system is the software required to handle tasks at various levels
such as control, monitoring, and communications among mechanical, electrical, and electronic
components (low level) as well as higher level tasks such as process planning, user interface, process
control, data collection/report from the process, etc. Therefore, the structure and functionality of
the control software are very critical and directly affect the performance of the entire system. The
controllers of the machines, networking and data communication between CNC controller/PLC
(programmable logic controllers) or PLC/PLC, have been through proprietary networks (similar
situation as with controllers); i.e., related control systems, communication systems, protocols, and
software/hardware are not open to users or other vendors (Aronson, 1997; Altintas and Munasinghe,
1996). Therefore, further system enhancements, integration of sensors, and new technologies are
severely restricted. Open-architecture principles and systems are introduced to accommodate these
features (see Figure 1.7).

Another critical issue in the design of modern intelligent manufacturing systems is communica-
tion. Let us consider a set of sensors/devices communicating with a central computer/controller.
Traditionally, they should be hard-wired to the central controller/PLC; therefore, the costs associated
with wiring, connections, control cabinet, space, labor, maintenance, and trouble shooting are quite

 

FIGURE 1.6

 

Several possible configurations with four machines.

Serial line
(least expensive, least reliable)

Parallel line
(most expensive, easy to add functionality)

Hybrid line
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high. With a proper communication system, the same sensor/device is connected to a network
(locally) which takes care of all data reporting and condition monitoring of the entire manufacturing
system.

Recent developments in built-in intelligent control devices and communication networks, such
as Devicenet, address some of these issues (Proctor and Albus, 1997; Proctor and Micholski, 1993).
In the Devicenet network, local devices have built-in intelligence (with little cost) and their
communication capabilities are enhanced. Therefore, control decisions/actions are made locally
and the entire control system for manufacturing is decentralized. Also, progress is made in the
development of standard terminology for message and instruction sets, such as manufacturing
message specification (MMS), which is necessary for shop floor communication.

 

1.5.4 Monitoring and Control of Manufacturing Systems

 

One of the key factors in evaluating product quality is precision in machining. To achieve that, the
cutting operation is tightly controlled by using real-time data collected from sensors located at
different locations of the workpiece, tool, and machine. Also, some measurements are made for
process monitoring purposes with the objective of preventing irrepairable damages to the workpiece
and the machine. In general, real-time measurements of the following variables are required:
dimensional errors, quality of surface finish, thermal deformations during machining, and dynamic
deformations of the workpiece; chatter vibration, cutting force, condition of the chip, and identi-
fication of the cutting for process monitoring; thermal deformation, dynamic deformation of the
machine elements, and structural vibration of the machine tool and wear, failure, and thermal
deformations of the tool (Rangwala and Dornfeld, 1990; Li and Elbestawi, 1996).

Currently, commercially available controllers of CNC machines have been equipped with pro-
prietary control systems; i.e., the users do not have access to the controller and further modifica-
tions/enhancements of the system (by the users) are either impossible or very costly. This has
significantly hindered the applications of efficient control algorithms, addition of new sensors for
process improvement/monitoring purposes, and has suppressed the automation of the entire pro-
duction system. PC-based control systems (Koren et al., 1998; Hollenback, 1996) are the answer
to the limitations mentioned above; they are very suitable for operating in an open-architecture
environment (see Figure 1.7).

The same view is valid for programmable logic controllers (PLCs). To date, PLCs have been
used in industrial automation to control and monitor discrete event systems. The functionality of
PLCs can be enhanced, however, by proper implementation of available I/O boards (and compatible
software) on a much more compact and industrial PC platform such as PC/104. This offers the
advantage of integrating the functional logic (discrete) of PLCs and machine-tools’ motion control
(continuous) by utilizing modeling capabilities of Petri nets (Park et al., 1998) (see Figure 1.8).

 

FIGURE 1.7

 

Open-architecture principle in machine tool control systems.
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Introduction — Nature and Properties of Pure Metals

Metals achieve engineering importance because of their abundance, variety, and unique properties as
conferred by metallic bonding. Twenty-four of the 26 most abundant elements in the Earth’s crust are
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metals, with only two nonmetallic elements, oxygen and silicon, exceeding metals in frequency. The
two most abundant metallic elements, iron (5.0%) and aluminum (8.1%), are also the most commonly
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used structural metals. Iron is the most-used metal, in part because it can be extracted from its frequently
occurring, enriched ores with considerably less energy penalty than aluminum, but also because of the
very wide range of mechanical properties its alloys can provide (as will be seen below). The next 15
elements in frequency, found at least in parts per thousand, include most common engineering m
and alloys: calcium (3.6%), magnesium (2.1%), titanium (0.63%), manganese (0.10), chromium
(0.037%), zirconium (0.026%), nickel (0.020%), vanadium (0.017%), copper (0.010%), uraniu
(0.008%), tungsten (0.005%), zinc (0.004%), lead (0.002%), cobalt (0.001%), and beryllium (0.0
The cost of metals is strongly affected by strategic abundance as well as secondary factors such as
extraction/processing cost and perceived value. Plain carbon steels and cast irons, iron alloys with carbon,
are usually most cost-effective for ordinary mechanical applications. These alloys increase in cost with
alloying additions.

A variety of metal properties are unique among materials and of importance technologically. These
properties are conferred by metallic bonding, in which the “extra” outer valence electrons are “shared
among all metal ion cores. This bonding is different from other types of solids in that the electrons a
free to acquire energy, and the metallic ions are relatively mobile, and quite interchangeable with regard
to their positions in the crystal lattice, the three-dimensional repeating arrangement of atoms in 
This section of the chapter will concentrate on the mechanical properties of metals, for which m
bonding provides ductile deformation, i.e., shows substantial permanent shape change under mecha
load prior to fracture. The ductility of metals at low and moderate temperature makes them formable as
solids and also confers safety (fracture toughness) in mechanical applications, in that under 
loading the metal will absorb energy rather than break catastrophically.

Metals are good conductors of heat and electricity because thermal and electrical energy can be
transferred by the free electrons. These two properties tend to parallel each other. For example, the pure
noble metals (e.g., copper, silver, gold, platinum) are among the best electrical and thermal conduc
As a broad generalization, metallic elements with an odd number of valence electrons tend to be bette
conductors than those with an even number. These behaviors can be seen in Table C.6A of the Appendix.
Thermal conductivity and electrical resistivity (inverse conductivity) have a reciprocal relationship and
follow the indicted trends. As metals are alloyed with other elements, are deformed, contain multip
phases, and contain crystalline imperfections, their electrical and thermal conductivity usually decreases
significantly from that of the pure, perfect, unalloyed metal. The specific values of thermal conductivity
and electrical resistivity for several common engineering alloys is given in Table C.6B of the Appendix.
Electrical and thermal conductivities tend to decrease proportionately to each other with increa
temperature for a specific metal. These conductivities may be altered if heating introduces metallurgical
change during annealing (see subsection on mechanical forming).

Metals are opaque to and reflective of light and most of the electromagnetic spectrum, beca
electromagnetic energy is transferred to the free electrons and immediately retransmitted. This gives
most metals a characteristic reflective “metallic color” or sheen, which if the metal is very smooth yields
a mirror surface. At very short wavelengths (high energies) of the electromagnetic spectrum, such as
rays, the radiant energy will penetrate the material. This is applied in radiographic analysis of meta
for flaws such as cracks, casting porosity, and inclusions.

Metals are almost always crystalline solids with a regular repeating pattern of ions. A number of
atomic-level defects occur in this periodic array. A large number of atomic sites are “vacancies” (point
defects) not occupied by atoms (Figure 12.1.1). The number and mobility of vacant sites increase rapidly
with temperature. The number and mobility of vacancies in metals are quite high compared with oth
materials because there are no charge balance or local electron bond considerations. This means that
solid metal can undergo significant changes with only moderate thermal excitation as vacancy motion
(diffusion) provides atom-by-atom reconstruction of the material. Vacancies allow solid metals to homog-
enize in a “soaking pit” after casting and permit dissimilar metals to diffusion bond at moderate
temperatures and within short times. In the process, substitutional metallic atoms (ions) shown in Figure
ress LLC
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can vary over a very wide range. It is possible to manipulate the properties of a single metal composition
over a very wide range in the solid state — a behavior which can be used to mechanically form a
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particular metal and then use it in a demanding load-bearing application. The use of minor alloying
additions can provide a yet wider range of properties with appropriate thermal and mechanical treat

Casting

One of the important technological advantages of metals is their ability to incorporate a wide variety of
secondary elements in a particular metal and thereby create alloys of the metal. All oying can increase
the strength of a metal by several orders of magnitude and permit the strength and ductility to be varied
over a wide range by thermal and/or mechanical treatment, resulting in ease of mechanical form
resistance to deformation.

Several metal phases may exist together in the solid as grains (crystals), or secondary phases
occur as smaller entities on grain (intercrystal) boundaries or within grains. Often the strength
phase is submicroscopic and cannot be detected by optical metallography (reflection optical microscopy).
The size and distribution of secondary phases is manipulated by thermomechanical (thermal a
mechanical) treatment of the solid metal as well as the original casting procedure.

Casting methods include expendable mold casting (investment/precision, plaster mold, dry sand, a
wet sand casting), permanent mold casting (ingot, permanent mold, centrifugal, and die casting), and
continuous casting (direct chill and “splat” casting). These are listed in approximate order of coolin
rate in Figure 12.1.2. As cooling rate increases, the grain (crystal) size tends to be smaller an
strength increases while compositional segregation decreases, providing more uniform properties. At the
extremely high casting rates (105 to 106/sec) of continuous splat casting, it is possible to produ
homogeneous metals not possible in terms of phase diagrams, and many metals have been produced in
the amorphous state, yielding unusual metallic glasses. Ingot casting and continuous direct chill 
are primarily used to produce solid metal which will be extensively mechanically formed to final shape.
The other casting methods are used to produce shapes near final dimensions, but to varying extends may
receive extensive machining, forming, or finishing prior to use. For the latter group, grain refiners are
frequently added to reduce solidification grain size. Metal tends to solidify directionally, with grains
elongated in the direction of heat flow. This gives rise to directional mechanical properties which sho
be accounted for in design.

FIGURE 12.1.2 The effects of casting speed (solidification rate) are compared.

To obtain optimum properties and prevent flaws which may cause failure, the casting procedure mus
avoid or control compositional segregation, shrinkage cavities, porosity, improper texture (grain direc-
tionality), residual (internal) stresses, and flux/slag inclusions. This can be accomplished with good

Comparison of Casting Methods

Solidification Rate Grain Size Strength Segregation

Expendable mold Slow Coarse Low Most
Investment
Plaster mold
Dry sand
Green sand

Reusable mold
Ingot
Permanent mold
Centrifugal
Die cast
Continuous — direct chill
Continuous — splat cast Fast Fine High Least
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casting practice. With the exception of investment (lost wax, precision) casting and to a lesser extent
die casting, it is difficult to achieve very exacting tolerances and fine surface finish without postfinishing
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or forming of a casting.

Strength and Deformation, Fracture Toughness

Figure 12.1.3 shows a typical stress–strain diagram for a metal. The first portion is a linear, spring-type
behavior, termed elastic, and attributable to stretching of atomic bonds. The slope of the curve is the
“stiffness” (given for various metals in Table C.3 of the Appendix). The relative stiffness is low for
metals as contrasted with ceramics because atomic bonding is less strong. Similarly, high-melting-point
metals tend to be stiffer than those with weaker atomic bonds and lower melting behavior. The stiffness
behavior is frequently given quantitatively for uniaxial loading by the simplified expressions of Hooke’s
law:

(12.1.1)

Where σx is the stress (force per unit area, psi or Pa) in the x direction of applied unidirectional tensile
load, εx is the strain (length per unit length or percent) in the same direction εy and εz are the contracting
strains in the lateral directions, E is Young’s modulus (the modulus of elasticity), and υ is Poisson’s
ratio. Values of the modulus of elasticity and Poisson’s ratio are given in Table C.6A of the Appendix
for pure metals and in C.6B for common engineering alloys. It may be noted that another property whic
depends on atomic bond strength is thermal expansion. As the elastic modulus (stiffness) increases with
atomic bond strength, the coefficient of linear expansion tends to decrease, as seen in Table C.6.

The relationship of Equation (12.1.1) is for an isotropic material, but most engineering metals have
some directionality of elastic properties and other structure-insensitive properties such as thermal expan-
sion coefficient. The directionality results from directional elongation or preferred crystal orientation

FIGURE 12.1.3 Typical engineering stress–strain curve for a metal.

ε σ  ε ε υσx x  y z  xE E= = = −
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which result from both directional solidification and mechanical forming of metals. In most cases two
elastic moduli and a Poisson’s ratio are required to fully specify behavior. A principal modulus might
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be given in the rolling direction of sheet or plate with a secondary modulus in the transverse direction.
A difference of 2 to 5% should ordinarily be expected, but some metals can show an elastic modulus
difference as great as a factor of 2 in the principal directions of heavily formed material. Such directional
differences should be accounted for when spring force or dimensional tolerance under load (or 
of temperature) is critical in a design.

At a critical stress the metal begins to deform permanently, as seen as a break in the straight-lin
behavior in the stress-strain diagram of Figure 12.1.3. The stress for this onset is termed the yield stre
or elastic limit. For engineering purposes it is usually taken at 0.2% plastic strain in order to provide a
predictable, identifiable value. An extensive table of yield values and usual applications for commerci
metals and alloys is given in Appendix C.5. In the case of steel a small yield drop allows for clear
identification of the yield stress and this value is used. The onset of yield is a structure-sensitive property.
It can vary over many orders of magnitude and depends on such factors as grain size and structure
phases present, degree of cold work, and secondary phases in grains or on grain boundaries as affected
by the thermal and mechanical treatment of the alloy. The extension to failure, the ductility, and maximum
in the stress–strain curve, the “ultimate stress” or “tensile strength” (see Appendix C.5) are also structure
sensitive properties. The strength and specific strength (strength-to-weight ratio) generally decrease
temperature.

The ductility usually decreases as the strength (yield or ultimate) increases for a particular 
Reduction in the grain size of the metal will usually increase yield stress while decreasing du
(Figure 12.1.4). Either yield or ultimate strength are used for engineering design with an approp
safety factor, although the former may be more objective because it measures the onset of perman
deformation. Ductility after yield provides safety, in that, rather than abrupt, catastrophic failure, the
metal deforms.

A different, independent measure is needed for impact loads — “toughness.” This is often treated in
design, materials selection, and flaw evaluation by extending Griffith’s theory of critical flaw size in a
brittle material:

(12.1.2)

FIGURE 12.1.4 The effect of grain (crystal) size on yield stress and elongation to failure (ductility) for cartri
brass (Cu–30 Zn) in tension.

σ γf cK c= 1
1 2
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of a long, narrow surface flaw or crack (or half that of an internal flaw). This is a separate design
from that of strength. It is of particular importance when a metal shows limited ductility and catastr
failure must be avoided. In some applications the growth of cracks, c is monitored to prevent catastrophi
failure. Alternatively, as a performance test sufficient energy absorption as characteristic of a m
determined when it is fractured in a Charpy or Izod impact test. Many metals will show a rapid d
in such energy absorption below a nil ductility temperature (NDT), which may establish a lowes
temperature for a particular metal in a particular state and for a particular application. Welds are
qualified by impact tests as well as strength testing. Care must be taken to apply the impact test app
to an application.

Hardness, the resistance of the near surface of a metal to penetration by an indentor, is also e
as a mechanical test. Increased hardness can often be correlated with an increase in yield and
strengths. Typical hardness values for a large number of commercial metals and alloys are prov
Appendix C.5. A hardness indent is frequently done to “determine” the strength of a steel, 
“equivalency” tables. Great caution must be taken in applying such tables because while hardne
easy test to perform, it measures a complex and interactive set of properties, increasing with s
elastic modulus, and work hardening rate. It is also an observation of surface properties which m
be characteristic of the bulk metal — particularly thick-gauge steel used in tension. Surface-har
treatments can make the simplistic use of an “equivalency” table particularly dangerous. Applica
nonferrous metals is also problematic. If a hardness tested part is to be put into service, the pla
of hardness indents (surface flaws) can cause permanent failure.

A summary of important engineering metals can be found in Appendix C.5. This extensive
provides strength, hardness, and applications information for many commercial metals in varie
treatments.

Mechanical Forming

Hot working is used when major shape change, cross-section reduction, or texture (directional) pro
are desired. Cold working is preferred when close tolerances and fine surface finish are need
cold-worked form of a metal typically shows higher yield and tensile strength, as can be seen for 
alloys listed in Appendix C.5. Rolling, forging, and extrusion are primarily done hot, while shape dra
extrusion, deep drawing, stretching, spinning, bending, and high-velocity forming are more com
performed cold. Hot rolling between parallel rollers is used to reduce ingots to plates, sheets, stri
skelp, as well as structural shapes, rail, bar, round stock (including thick-walled pipe), and wire.
metal and threads on round or wire stock may be rolled to shape cold. Closed die hot forging e
dies with the final part shape, while open die forging (including swaging and roll forging) uses
shaped dies. Coining, embossing, and hobbing are cold-forging operations used to obtain pre
detailed surface relief or dimensions. Generally, extrusion and die drawing require careful control
configuration and forming rate and, in the latter case, lubricant system. Impact extrusion, hydr
extrusion, and deep drawing (thin-walled aluminum cans) permit very large precise dimension
cross-section changes to be made cold in a single pass. Stretching, spinning, bending are usua
to shape sheet or plate metal and the spring-back of the metal due to elastic modulus must be a
for to obtain a precise shape.

Solute, Dispersion, and Precipitation Strengthening and Heat Treatment

Alloying additions can have profound consequences on the strength of metals. Major alloying ad
can lead to multiphase materials which are stronger than single-phase materials. Such metal allo
also give very fine grain size with further strengthening of material. Small alloying additions may
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substantially increase strength by solute strengthening as solid solution substitutional or interstitial atoms
and or by particle strengthening as dispersion or precipitation hardening alloys.
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Substitutional solute strengthening of copper by various atoms is shown in Figure 12.1.5. As the
amount of an alloying element in solution increases, the strength increases as disloctions are h
place by the “foreign” atoms. The greater the ionic misfit (difference in size — Sn is a much larger ion
than Ni), the greater the strengthening effect. The strength increase can be quite dramatic — as m
as a 20-fold increase with a 1.5% addition to copper. Alternatively, a large addition of a very soluble
element such as nickel can give major strengthening — monel, the Cu–70Ni alloy is more than four
times stronger than pure copper (Figure 12.1.6). Interstitial solid solution carbon contributes to the
strength of iron and is one contributor to strength in steels and cast irons. Solute strengthening
become ineffective in strengthening at elevated temperature relative to the absolute melting point of a
metal as a result of rapid diffusion of substitutional and interstitial elements. The addition of more than
one solute element can lead to synergistic strengthening effects, as this and other strengthening mec
anisms can all contribute to the resistance of a metal to deformation.

Ultrafine particles can also provide strengthening. A second phase is introduced at submicroscop
levels within each crystal grain of the metal. This may be done by a variety of phase-diagram reactions
the most common being precipitation. In this case the solid alloy is heated to a temperature at whic
the secondary elements used to produce fine second-phase particles dissolve in the solid metal — this
is termed solution heat treatment. Then the metal is usually quenched (cooled rapidly) to an appropr

FIGURE 12.1.5 Effect of various substitutional atoms on the strength of copper. Note that as the ionic size of the
substitutional atom becomes larger the strengthening effect becomes greater.
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temperature (e.g., room temperature or ice brine temperature) and subsequently held at an 
temperature for a specified “aging” time during which particles precipitate and grow in size at
atomic levels throughout the solid metal. Temperature, time, alloy composition, and prior cold 
affect the size and distribution of second-phase particles. The combination of treatments can b
complex, and recently “thermomechanical treatments” combining temperature, time, and dynamic
ing have resulted in substantial property improvements. Heat treatment can be performed by th
but it is difficult to achieve the optimum properties obtained by a sophisticated metallurgical mill
heat treatment can manipulate structure and properties to obtain maximum strength or impact res
When metal is to be cold worked, a “softening treatment” can be employed which provides low

FIGURE 12.1.6 Variation in properties for copper–nickel random solid solution alloys. Note that over time at
temperature alloys (monel) may become nonrandom with significant strength increases.
ress LLC



 

12

 

-10

 

Section 12

 

stress and high ductility. The difference between the “dead soft” and maximum strength conditions can
be over an order of magnitude — a useful engineering property change.
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Alternative surface diffusion methods such as nitriding and carburizing, which introduce particles for
fracture and wear resistance, are presented in the subsection on metal surface treatments.

In the case of dispersion strengthening (hardening), the fine strengthening particles are a discontinuo
second phase without atomic continuity with the matrix. The behavior of such particles is shown
schematically in Figure 12.1.7a as a function of increasing aging time or aging temperature (fixed time)
which result in larger, more widely spaced dispersed-phase particles. Under stress, dislocations
move around (bypass) such particles, so that yield strength decreases with increased aging. Lon
times may be used to decrease yield strength (“soften”) of the metal for fabrication. A short aging time,
would be used for maximum strength. The dispersed phase can also provide some enhancement o
ductility. A dispersion-strengthened metal for which the dispersed phase is stable at elevated temperatures
can provide both high-temperature strength and creep resistance (subsection on high-temperature ffects).
Surface diffusion treatments usually produce dispersion hardening.

Precipitation strengthening (hardening) employs particles which have at least some atomic continuity
with the matrix metal. Thus, when the metal is deformed, dislocations can either bypass or pass th
(cut) the particles. The resulting behavior is shown in Figure 12.1.7b. As aging time or temperature
increases (particles grow larger and more widely spaced), the yield stress increases to a maximum
then decreases. The maximum is termed critically aged, and when this designation is part of an alloy
treatment, precipitation strengthening may be assumed. For fabrication by cold working, the lower-
strength, higher-ductility underaged condition is usually employed. There are different possible combi-
nations of thermal and mechanical treatment which will provide a maximum critical aging treatment
Usually the best optimum for strength is given in handbooks and data sheets. However, improved
treatments may be available, particularly of the combined thermomechanical type.

Strengthening of Steels and Steel Heat Treatment

Steels, perhaps the most important of all engineering metals, are alloys of iron and carbon usually
containing about 0.02 to 1.0 w/o carbon. The binary Fe–C phase diagram is important in describing 
behavior and is shown in Figure 12.1.8. This diagram shows what phases and structures will occur 
quasi equilibrium at various carbon contents and temperatures (under atmospheric pressure).
forming and heat treatment center on the transformation from austenite, γ phase, at elevated temperature
to ferrite (α phase) plus cementite (iron carbide, Fe3C) below 727°C (1340°F), the Ac1 temperature, a
eutectoid transformation. If there are no other intentional alloying elements, the steel is a “plain carbon
steel and has an AISI (American Iron and Steel Institute) designation 1002 to 10100. The first two
characters indicate that it is a plain carbon steel, while the latter characters indicate the “poi
carbon.* All oy steels, containing intentional alloying additions, also indicate the points of carbon by t
last digits and together with the first digits provide a unique designation of alloy content. In the phase
diagram (Figure 12.1.8) iron carbide (Fe3C, cementite) is shown as the phase on the right. This is for
all practical purposes correct, but the true thermodynamically stable phase is graphite (C) — relevant
when the eutectic at 1148°C (2048°F) is used to produce cast irons (alloys greater than 2 w/o C).

The solid-state eutectoid transformation is promoted by the magnetic effect in iron as nonmagnetic
austenite transforms below the eutectoid (Ac1) temperature to the two magnetic solid phases ferrite (iron
with solid solution carbon) and cementite solid phase.**  At the eutectoid composition, 0.77 w/o carbon,

* Plain carbon steels contain about 0.2 w/o Si, 0.5 w/o Mn, 0.02 w/o P, and 0.02 w/o S.
** It should be noted that austenitic stainless steels (300 and precipitation hardening, PH, series design

nonmagnetic alloys with considerable chromium and nickel content to provide corrosion resistance, do not ordinaril
transform from austenite to the lower-temperature phases. They are not intentionally alloyed with carbon, are no
magnetic, and do not show the phase transformation strengthening mechanisms of steels. The term steel is something
of a misnomer for these alloys.
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the two phases form as a fine alternating set of plates (lamellae) termed pearlite because of their pearllike
appearance in a metallographic microscope. This two-phase structure of metal (ferrite) and c
(cementite) provides strength (very slowly cooled — about 65 ksi, 14% tensile elongation), w
increases as a more-rapid quenching yields a finer pearlite microstructure (to about 120 ksi). As s
increases, ductility and fracture toughness decrease. With yet more rapid quenching and mo
atomic diffusion, the austenite transforms to bainite, a phase of alternating carbon and iron-rich 
planes. This has yet higher strength (to about 140 ksi) and lower ductility. When the metal is que
so rapidly that carbon diffusion is prevented, the austenite becomes unstable. Below a critical temp

FIGURE 12.1.7 Effect of aging on dispersion- and precipitation-strengthened alloys for a fixed second–
addition. (a) Dispersion strengthening: as aging time or temperature increases (dispersed phase particles l
more separated), yield strength increases. A lower bound exists for near atomic size particles. (b) Prec
hardening: two behaviors can occur giving a composite curve with a maximum at the critical aging time or temp
(optimum size and spacing of particles).
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the martensitic start temperature (Ms), the metal transforms spontaneously by shear to martensite. 
transformation occurs below the martensite finish temperature (Mf). The formation of this hard phase
introduces enormous microscopic deformation and residual stress. The strength is very much higher
(about 300 ksi) but there is almost no ductility. This rapidly cooled material can spontaneously fail from
“quench cracking,” which results from residual stresses and the martensite acting as an internal flaw. To
relieve stresses and provide some fracture toughness, martensitic steel is “tempered” at an interme
temperature such as 500°C for about an hour to provide some ductility (about 7%) while sacrificing
some strength (about 140 ksi). Tempering for shorter times or at lower temperatures can give intermediate
properties. High-carbon steels are often used for cutting tools and forming dies because of their face
hardness and wear resistance. When a high-carbon steel (>0.7 w/o C) requires fabrication at lower
temperature, it may be held at a temperature just under the eutectoid for an extended time (e.g., for 1080
steel: 700°C, 1300°F — 100 hr) either after or without quenching to provide a soft condition (<60 ksi,
20% extension). A variety of different quenching temperatures, media, and procedures can be us
vary required combinations of the microstructures above and mechanical properties. The discussion
above centered on eutectoid steel and holds for other high-carbon steels. Increasing carbon contefavors
the formation of martensite in steels, thereby providing increased strength, hardness, and wear resista
However, such steels can be quite brittle.

At lower carbon content, “primary ferrite” forms (Figure 12.1.8) as the steel is quenched from above
the boundary of austenitic (γ) region, the Ac3. Subsequently, pearlite (ferrite and cementite), bainite
and/or martensite can form. Lower carbon content increases the amount of primary ferrite, a weaker/duc-
tile phase, and decreases the tendency to form martensite, a stronger/brittle phase. The result is a more
fracture tough, ductile (“safer”) steel, but strength is lower. Such steels are also mechanically mo
forgiving if welded. Thus, a 1010 steel (0.10 w/o C) might be used for applications where extreme
“formability” and “weldability” are required, such as for car bodies and cans, while a 1020 steel 
w/o C) might be used for construction materials for which some increased strength is desired

FIGURE 12.1.8 Iron–carbon phase diagram relevant for steel. The steel composition range is from about 0.02 
1.00 w/o carbon. Steel strengthening treatments require heating into the austenite region (above the Ac3) and then
quenching.
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maintaining safety. A medium-carbon steel such as a 1040 would be used when a balance of strength
and toughness (and ease of welding) is needed.
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In order to quench (and temper) steels continuous cooling transformation (CCT) diagrams ar
such as that in Figure 12.1.9 for a 1040, medium-carbon steel. The steel is quenched from above the
Ac3. Vertical lines indicate quenching rates as shown in the lower left inset of the diagram. The cooling
rate for the center of a round bar of given diameter quenched in air, oil, and water is given below the
diagram. Solid lines on the diagram indicate percent transformation (start, 10%, 50%, 90%, finish of
transformation), and a dotted line separates the region where primary ferrite forms from that of trans
formation to pearlite. The lower diagram shows the indentation hardness to be expected, as this and
other mechanical behavior can be predicted from the CCT curve. As an example, the center of a 15 mm
(~1/2 in.) diameter bar quenched in air would be about 25% primary ferrite and 75% fine pearlite, with
a Rockwell C hardness (HRC) of about 15. If quenched in oil, the bar center would be chiefly bainite
with a small amount of martensite (HRC ≅  25). The same bar quenched in water would be all martensite
(HRC ≅  55) before tempering. The transformation at other positions in the bar and for other enginee
shapes (sheet, pipe, square rod, etc.) can be obtained from conversion curves.

It should be noted that layers in the steel closer to the quenched surface cool more quickly and are
therefore displaced toward the left of the CCT diagram. There is a variation in structure and mechanica
properties from the quenched surface to the center. One result is that the surface of the steel tends to be
stronger, harder, and more wear resistant than the center. A steel beam undergoing bending has maximum
strength at the near surface which undergoes the greatest stresses, while the center provides safety
because of its relative fracture toughness and ductility. A thin knife edge cools quickly and can b
resistant to deformation and wear, while the thick back prevents the blade from snapping in half whe
bent.

Many elements may be incorporated in steels to promote specific properties. Almost all common
additions (other than cobalt) tend to promote strengthening by the formation of martensite (or b
instead of pearlite. When alloying additions tend to promote martensite throughout a thick sec
independent of cooling rate, the alloy is said to have high hardenability. Some elements such a
chromium, molybdenum, and nickel also may help to provide high-temperature strength and environ-
mental resistance. One class of alloys with relatively small alloying additions are termed HSLA steels
(high strength, low alloy) and usually show somewhat superior mechanical properties to their pla
carbon steel equivalents. As steel is alloyed, the relative cost increases substantially. A useful strategy
in steel selection (and steels are usually the first engineering candidate on a cost basis) is to start
determining if a medium-carbon steel will do. If greater safety and formability are needed, a ower
carbon content may be used (with slightly lower cost); alternatively, a higher-carbon steel would be
chosen for greater strength and wear resistance. Heat treatment would be used to manipulate the
properties. If plain carbon steels prove unsatisfactory, the HSLA steels would be the next candidate. For
very demanding applications, environments, and long-term operations, specialty alloy steels would be
selected insofar as they are cost-effective.

Fatigue

Fatigue is the repeated loading and unloading of metal due to direct load variation, eccentricity in a
rotating shaft, or differential thermal expansion of a structure. Even substantially below the yield point
(elastic limit) of a metal or alloy this repeated loading can lead to failure, usually measured in terms o
the number of cycles (repeated load applications) to failure. Some studies have suggested that well over
80% of all mechanical failures of metal are attributable to fatigue.

High-stress, low-cycle fatigue usually occurs at stresses above the yield point and lifetimes are ten
or hundreds of cycles (to about a thousand cycles). Failure occurs as a result of the accumulation 
plastic deformation, that is, the area (energy) under the stress–strain curve (Figure 12.1.3). A simple
lifetime predictive equation can be used to predict lifetime:
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where N is the number of cycles to failure, εu is total strain from the stress–strain curve, and εpf is the
plastic strain amplitude in each fatigue cycle.

More commonly, metals are used well below their yield point and fail after many, many cycles of
repeated loading in low-stress, high-cycle fatigue. There is microscopic, local plastic deformation (co
working) and vacancy generation (recovery effects) during such cyclic loading which result in “fatigue
hardening” (strengthening) of unworked metal and “fatigue softening” of unworked metal. Some have
even found success relieving residual stressed with a vibratory anneal. Early in the fatigue process surface
flaws or in some cases severe internal flaws begin to propagate. The fatigue crack propagates in areas
of high stress a small, usually submicroscopic, distance with each tensile loading. The propagation on
each cycle frequently leaves identifiable marking on the failure surface termed fatigue striations which
mark the progress of the subcritical crack. When the crack becomes so large that the fracture toughnes
criterion is exceeded (Equation 12.1.2), catastrophic overload failure occurs. When the future fatigue
loading can be predicted and the cyclic crack propagation rate is known, fatigue cracks can be inspecte
or monitored in different applications such as aircraft structures and pressure vessels to decommission
or replace parts before fatigue failure. This must be done cautiously because a change to a more aggreive
(corrosive, oxidative, elevated temperature) environment can increase the crack propagation rate. If a
harmonic resonance occurs in the metal part, vibratory maxima can cause premature fatigue failure.
Harmonics can change as fatigue cracks propagate. Harmonic vibration can be prevented with vibratory
(dynamic) design concepts and/or direct monitoring.

Figure 12.1.10 shows typical metal S–N curves (stress vs. number of cycles to failure) for a high-
strength aluminum and for a titanium alloy. Note that the convention is to make stress the vertical axis
and to plot the number of cycles to failure on a logarithmic scale. For high-stress, low-cycle fatigue
(<103 cycles) the curve is flat and linear, consistent with the model of Equation12.1.3. For high cycle
fatigue the lifetime is a rapidly varying function of stress until very low stresses (long lifetimes occur)
The actual fatigue life varies statistically about the mean value shown in approximate proportion to the
number of cycles to failure. These curves are for testing in ambient air. Fatigue life would be longer in
an inert environment and may be shortened drastically in an aggressive environment. Iron- and titanium-
based alloys, such as the example shown, usually have an “endurance limit,” a stress below which lifetime
is ostensibly infinite. In air, at room temperature, the endurance limit is about half the tensile stre
for most iron and titanium alloys. Other metals appear to show no stress below which they last indefinitely.
Therefore, a “fatigue limit” is designated — usually the stress at which the fatigue life is 108 cycles.
This may be a long lifetime or not depending on the frequency of loading and engineering lifetime. The
fatigue limit is generally about 0.3 times the tensile strength for metals with strengths below about 100
ksi (700 MPa). The factor is somewhat poorer for higher-strength metals. It is apparent that on a relative
strength basis, iron- and titanium-based alloys are fatigue-resistant metals when compared with othe
Dispersion-strengthened alloys have been seen to provide some lifetime advantage in fatigue.

A number of mathematical relationships have been proposed to predict fatigue life, but none works
with complete success and all require experimental data. Perhaps the most successful of the so-ca
fatigue “laws” are the “cumulative damage” laws. The simplest is Miner’s law:

(12.1.4)

where ni is the number of cycles applied and Ni is the number of cycles for failure at a particular stress
level, σi. The conceptual basis is that the number of fatigue cycles at a stress level uses up its relative
fraction of total fatigue lifetime and may be correlated to fatigue crack propagation (striation spacing).
Modifications of this model account for the order and relative magnitude of loads. Several techniques

i n Ni i∑ [ ] = 1
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have met with partial success in increasing fatigue lifetime beyond that predicted by the cumulative
damage models:

1. Coaxing — intermittent or continuous, superimposed vibration at very low stress,
2. Overstressing — intermittent or superimposed compressive loading,
3. Surface compression — intermittent shot peening or surface rolling,
4. Surface removal — chemical or mechanical surface polishing.

All but 1 are thought to close or eliminate fatigue cracks and surface damage. Coaxing has been sa
to introduce more of the vacancy-related recovery effects associated with fatigue.

High-Temperature Effects — Creep and Stress Rupture

Elevated temperature can cause a significant loss of strength and elastic modulus, so that a metal 
may fail as a result of overheat even at loads which appear small at room temperature. High tempera
is a relative matter and is usually judged as a fraction of the melting point measured on the ab
temperature scale. Thus, even moderate temperature excursions can be important for low-melting-point
metals and alloys. As indicated in several sections above, many alloying and cold work strengthening
methods depend upon heat treatment; an alloy can undergo metallurgical change due to overheat or to
long-term holds at moderate temperatures and thereby alter properties significantly. Thus, the thermal
stability of the microstructure should be determined. For example, metallographic replica technique
have been developed for determining in the field if microstructure has coarsened, making the metal we

Creep deformation is the continued deformation of a metal under load at elevated temperature, usually
at a design stress well below the yield point. While measurable creep can occur at low temperatures
over very long times or at very high (compressive) loads, creep usually becomes of engineering impr-
tance above about two thirds the melting point (absolute) of an alloy. Thus, both lead, which creeps a
room temperature, and tungsten, which creeps in an incandescent light bulb at white heat, require a
mechanical support or creep-resistant alloying additions. Figure 12.1.11 shows a schematic creep curve
plotting creep strain* vs. time, t, at a particular tensile load and temperature. After the immediate elastic

* If a constant extension is applied to an object, the force it generates will decline over time due to creep. This
is called stress relaxation and can be treated in a similar way.

FIGURE 12.1.10 S–N (fatigue) curves for high-strength titanium (upper curve) and aluminum alloys. Note t
titanium (and iron) alloys show an endurance limit, a stress below which the metal lasts indefinitely.
ress LLC



Materials 12-17

a 
hich

ional

e

thereby
djusted
 necking
occur in
 
tion.
creases
regard.

 molyb-
tion. In

r creep
n oxide,

action
onent
ching

p (III).

 

© 1999 by CRC P
strain (t = 0), “transient creep” occurs in Region I. At elevated temperature this usually follows t1/3

behavior (Andrade creep). The majority of the curve has a straight-line behavior (Region II) in w
the extension with time is constant. The slope of this part of the curve is termed the steady-state strain
rate or minimum creep rate. It is used to calculate the creep extension which could cause funct
failure when dimensional tolerances are exceeded. A simplified predictive model is

(12.1.5)

where ε′ is the minimum creep rate, A is a constant, σ is the applied stress, m is the stress dependenc
exponent (often 4 to 8), h is the activation enthalpy for creep, and T the absolute temperature.

In Region III the creep rate accelerates as the metal necks down severely in a local area, 
increasing the local stress. The steady-state rate would continue (dotted line) if the load were a
to give constant load at the minimum cross section. Since loads do not readjust to compensate for
in real applications, a final accelerated stage can be experienced. For example, a blowout can 
late creep of a pressurized high-temperature piping system. The time to failure is termed thestress
rupture lifetime. Predictive models are developed from Equation (12.1.5) to provide lifetime informa

Lowering use temperature or applied stress decreases susceptibility to creep deformation and in
stress rupture lifetime. Frequently, a moderate temperature decrease is most effective in this 
Higher-melting-point metals are more creep resistant, so that the refractory metals tungsten and
denum can be used but require an inert atmosphere or protective coating to prevent rapid oxida
air or other active atmosphere, niobium-, nickel-, titanium-, and iron-based alloys may be used fo
resistance. Dispersion hardening, particularly with a high-temperature stable phase, such as a
nitride, or carbide, can confer a degree of creep resistance.

Corrosion and Environmental Effects

Corrosion usually involves the slow removal of metal due to chemical and/or electrochemical re
with an environment. Most metallic corrosion involves a galvanic, that is, electrochemical, comp
and localized attack in the form of pitting, attack in crevices, grain boundary attack, selective lea

FIGURE 12.1.11 Schematic creep curve showing transient creep (I), steady-state creep (II), and tertiary cree
Note that the slope of the straight-line portion is the steady-state creep rate (minimum creep rate).

′ = −ε σA em h kT
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of one phase, and exfoliation (attack parallel to the surface causing layers to peel away). Uniform
corrosion is less common and also less of a concern as long as the rate of material removal is gradual
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and predictable.
Galvanic corrosion requires a medium, usually liquid (water), often containing a specific agent 

promotes corrosion, a potential difference, and a complete electrical circuit, as well as an anod
cathode. The anode will be the attacked, corroded, portion of the system. One cause for potential c
is dissimilar metals. For example, the galvanic series in seawater shows magnesium alloys as mos
followed by zinc, aluminum, iron, nickel, brass, and copper alloys which are progressively more cat
When coupled electrically, the more-anodic metal would be corroded and the more cathodic 
promote corrosion. One way of preventing corrosion is to isolate with insulator material the meta
electrically so that a circuit is interrupted. The surfaces can be isolated from the corroding mediu
paint, protective metal, conversion coatings, or a corrosion inhibitor additive to the liquid. In this situ
it is more important to coat the cathode (noncorroding metal) since it impresses corrosion on the
metal dependent on exposed area. When in doubt, all parts should be painted repeatedly to
pinholes. Other possibilities include cathodic protection with an impressed electrical counterpoten
use of a sacrificial anode which is attacked instead of the metal components. Some metals 
stainless steels and aluminum alloys provide protection via an oxide coating, a passive film, which will
form under specific, controlled electrochemical conditions providing anodic protection.

Another source for an anode and cathode can be the solution itself. Differences in temperatu
concentration, oxygen content, and pH can all lead to a potential difference which results in cor
Often corrosion occurs far more rapidly for a specific range of solution concentration — in
sometimes dilution may accelerate corrosive attack. An oxygen deficiency cell under dirt or in a c
frequently causes attack at the resulting anode. Potential differences can also exist in the meta
between different phases, inclusions, or grain chemistries; between grains and grain boundaries; 
surface films and metal; and between different grain orientations. Selective leaching such as de
cation of high-zinc brasses (Cu–Zn) is an example for composition differences, while exfoliation
rosion of aluminum alloys and sensitized stainless steel are examples of grain boundary attack
worked metal tends to be anodic to annealed material so that a heavily formed part of a metal p
corrode preferentially.

Another important environmental cause of failure is stress corrosion cracking (SCC). A combin
of applied or residual tensile stress and environmental attack results in progressive slow crack prop
over a period of time. Eventually, the crack becomes critical in size (Equation 12.1.2) and catas
failure occurs. There need be no evidence of corrosion for SCC to occur. When the loading is of a
nature the effect is termed corrosion fatigue. To prevent these long-term crack propagation effects 
environment and/or the source of tensile load may be removed. Considerable effort has been m
identify an ion concentration below which stress corrosion cracking will not occur (e.g., Cl for aust
stainless steels), but there may be no level for complete immunity, merely a practical maximum p
sible level.

Hydrogen embrittlement and hydrogen cracking can occur in the presence of stress and a hy
source. Embrittlement results when hydrogen diffuses into the metal and/or acts on the crack tip a
the fracture toughness. Hydrogen cracking may be regarded as a special case of stress corrosion 
Either environmental effect can lead to catastrophic failure. The source of hydrogen can be a
solution, hydrogen evolved during corrosion, electrochemical treatment (plating, electropolishin
hydrocarbons. Often isolation from the hydrogen source is difficult because hydrogen diffuses q
through most materials and barrier coatings. Glass coating has met with some success.

Metal Surface Treatments

A number of treatments are employed to strengthen the surface of steels and make them more 
to failure or wear. Some of the techniques may also be applied to selected nonferrous alloys. 
induction, and laser hardening provide intense heat to the outer surface of a medium- or high-
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1.3 Dynamics

Stephen M. Birn and Bela I. Sandor

There are two major categories in dynamics, kinematics and kinetics. Kinematics involves the time-
and geometry-dependent motion of a particle, rigid body, deformable body, or a fluid without considering
the forces that cause the motion. It relates position, velocity, acceleration, and time. Kinetics combines
the concepts of kinematics and the forces that cause the motion.

Kinematics of Particles

Scalar Method

The scalar method of particle kinematics is adequate for one-dimensional analysis. A particle is a body
whose dimensions can be neglected (in some analyses, very large bodies are considered particles). The
equations described here are easily adapted and applied to two and three dimensions.

Average and Instantaneous Velocity

The average velocity of a particle is the change in distance divided by the change in time. The
instantaneous velocity is the particle’s velocity at a particular instant.

(1.3.1)

Average and Instantaneous Acceleration

The average acceleration is the change in velocity divided by the change in time. The instantaneous
acceleration is the particle’s acceleration at a particular instant.

(1.3.2)

Displacement, velocity, acceleration, and time are related to one another. For example, if velocity is
given as a function of time, the displacement and acceleration can be determined through integration
and differentiation, respectively. The following example illustrates this concept.

Example 8

A particle moves with a velocity v(t) = 3t2 – 8t. Determine x(t) and a(t), if x(0) = 5.

Solution.

1. Determine x(t) by integration
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2. Determine a(t) by differentiation

There are four key points to be seen from these graphs (Figure 1.3.1).

1. v = 0 at the local maximum or minimum of the x-t curve.
2. a = 0 at the local maximum or minimum of the v-t curve.
3. The area under the v-t curve in a specific time interval is equal to the net displacement chan

in that interval.
4. The area under the a-t curve in a specific time interval is equal to the net velocity change in that

interval.

FIGURE 1.3.1 Plots of a particle’s kinematics.
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Useful Expressions Based on Acceleration

Equations for nonconstant acceleration:

(1.3.3)

(1.3.4)

Equations for constant acceleration (projectile motion; free fall):

(1.3.5)

These equations are only to be used when the acceleration is known to be a constant. There are other
expressions available depending on how a variable acceleration is given as a function of time, velocity,
or displacement.

Scalar Relative Motion Equations

The concept of relative motion can be used to determine the displacement, velocity, and acceleration
between two particles that travel along the same line. Equation 1.3.6 provides the mathematical basis
for this method. These equations can also be used when analyzing two points on the same body that ar
not attached rigidly to each other (Figure 1.3.2).

(1.3.6)

The notation B/A represents the displacement, velocity, or acceleration of particle B as seen from
particle A. Relative motion can be used to analyze many different degrees-of-freedom systems. A degree
of freedom of a mechanical system is the number of independent coordinate systems needed tfine
the position of a particle.

Vector Method

The vector method facilitates the analysis of two- and three-dimensional problems. In general, curviline
motion occurs and is analyzed using a convenient coordinate system.

Vector Notation in Rectangular (Cartesian) Coordinates

Figure 1.3.3 illustrates the vector method.

FIGURE 1.3.2 Relative motion of two particles along
a straight line.
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The mathematical method is based on determining v and a as functions of the position vector r. Note
that the time derivatives of unit vectors are zero when the xyz coordinate system is fixed. The scalar
components  can be determined from the appropriate scalar equations previously presented
that only include the quantities relevant to the coordinate direction considered.

(1.3.7)

There are a few key points to remember when considering curvilinear motion. First, the instantan
velocity vector is always tangent to the path of the particle. Second, the speed of the particle i
magnitude of the velocity vector. Third, the acceleration vector is not tangent to the path of the particle
and not collinear with v in curvilinear motion.

Tangential and Normal Components

Tangential and normal components are useful in analyzing velocity and acceleration. Figure 1.3.4
illustrates the method and Equation 1.3.8 is the governing equations for it.

v = vnt

(1.3.8)

FIGURE 1.3.3 Vector method for a particle.

FIGURE 1.3.4 Tangential and normal components. C
is the center of curvature.
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n,

The osculating plane contains the unit vectors nt and nn, thus defining a plane. When using normal

and tangential components, it is common to forget to include the component of normal acceleratio
especially if the particle travels at a constant speed along a curved path.

For a particle that moves in circular motion,

(1.3.9)

Motion of a Particle in Polar Coordinates

Sometimes it may be best to analyze particle motion by using polar coordinates as follows (Figure 1.3.5):

(1.3.10)

For a particle that moves in circular motion the equations simplify to

(1.3.11)

Motion of a Particle in Cylindrical Coordinates

Cylindrical coordinates provide a means of describing three-dimensional motion as illustrated in Figure
1.3.6.

(1.3.12)

FIGURE 1.3.5 Motion of a particle in polar coordinates.
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Motion of a Particle in Spherical Coordinates

Spherical coordinates are useful in a few special cases but are difficult to apply to practical problems.
The governing equations for them are available in many texts.

Relative Motion of Particles in Two and Three Dimensions

Figure 1.3.7 shows relative motion in two and three dimensions. This can be used in analyzing th
translation of coordinate axes. Note that the unit vectors of the coordinate systems are the sam
Subscripts are arbitrary but must be used consistently since rB/A = –rA/B etc.

(1.3.13)

Kinetics of Particles

Kinetics combines the methods of kinematics and the forces that cause the motion. There are several
useful methods of analysis based on Newton’s second law.

Newton’s Second Law

The magnitude of the acceleration of a particle is directly proportional to the magnitude of the resultant
force acting on it, and inversely proportional to its mass. The direction of the acceleration is the sam
as the direction of the resultant force.

(1.3.14)

where m is the particle’s mass. There are three key points to remember when applying this equation

1. F is the resultant force.
2. a is the acceleration of a single particle (use aC for the center of mass for a system of particles
3. The motion is in a nonaccelerating reference frame.

FIGURE 1.3.6 Motion of a particle in cylindrical coordinates.

FIGURE 1.3.7 Relative motion using translating coordinates.
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 forces
Equations of Motion

The equations of motion for vector and scalar notations in rectangular coordinates are

(1.3.15)

The equations of motion for tangential and normal components are

(1.3.16)

The equations of motion in a polar coordinate system (radial and transverse components) are

(1.3.17)

Procedure for Solving Problems

1. Draw a free-body diagram of the particle showing all forces. (The free-body diagram will look
unbalanced since the particle is not in static equilibrium.)

2. Choose a convenient nonaccelerating reference frame.
3. Apply the appropriate equations of motion for the reference frame chosen to calculate the

or accelerations applied to the particle.
4. Use kinematics equations to determine velocities and/or displacements if needed.

Work and Energy Methods

Newton’s second law is not always the most convenient method for solving a problem. Work and energy
methods are useful in problems involving changes in displacement and velocity, if there is no need to
calculate accelerations.

Work of a Force

The total work of a force F in displacing a particle P from position 1 to position 2 along any path is

(1.3.18)

Potential and Kinetic Energies

Gravitational potential energy:  where W = weight and h = vertical elevation
difference.

Elastic potential energy:  where k = spring constant.

Kinetic energy of a particle: T = 1/2mv2,
 
where m = mass and v = magnitude of velocity.

Kinetic energy can be related to work by the principle of work and energy,
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(1.3.19)

where U12 is the work of a force on the particle moving it from position 1 to position 2, T1 is the kinetic
energy of the particle at position 1 (initial kinetic energy), and T2 is the kinetic energy of the particle a
position 2 (final kinetic energy).

Power

Power is defined as work done in a given time.

(1.3.20)

where v is velocity.
Important units and conversions of power are

Advantages and Disadvantages of the Energy Method

There are four advantages to using the energy method in engineering problems:

1. Accelerations do not need to be determined.
2. Modifications of problems are easy to make in the analysis.
3. Scalar quantities are summed, even if the path of motion is complex.
4. Forces that do not do work are ignored.

The main disadvantage of the energy method is that quantities of work or energy cannot be 
determine accelerations or forces that do no work. In these instances, Newton’s second law has to

Conservative Systems and Potential Functions

Sometimes it is useful to assume a conservative system where friction does not oppose the m
the particle. The work in a conservative system is independent of the path of the particle, and p
energy is defined as

A special case is where the particle moves in a closed path. One trip around the path is called cycle.

(1.3.21)

In advanced analysis differential changes in the potential energy function (V) are calculated by the
use of partial derivatives,

U T T12 2 1= −

power = = ⋅ = ⋅dU

dt

d

dt

F r
F v

1 W 1 J s  N m s

1 hp 550 ft lb s 33,000 ft lb min 746 W

1 ft lb s 1.356 J s  W

= = ⋅

= ⋅ = ⋅ =

⋅ = =
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1 356.
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1.4 Vibrations

Bela I. Sandor with assistance by Stephen M. Birn

Vibrations in machines and structures should be analyzed and controlled if they have undesirable effects
such as noise, unpleasant motions, or fatigue damage with potentially catastrophic consequences. C
versely, vibrations are sometimes employed to useful purposes, such as for compacting materials.

Undamped Free and Forced Vibrations

The simplest vibrating system has motion of one degree of freedom (DOF) described by the coordina
x in Figure 1.4.1. (An analogous approach is used for torsional vibrations, with similar results.)

Assuming that the spring has no mass and that there is no damping in the system, the equ
motion for free vibration (motion under internal forces only; F = 0) is

(1.4.1)

where ω = = natural circular frequency in rad/sec.
The displacement x as a function of time t is

(1.4.2)

where C1 and C2 are constants depending on the initial conditions of the motion. Alternatively,

where C1 = Acosφ, C2 = Asinφ, and φ is the phase angle, another constant. A complete cycle of the
motion occurs in time τ, the period of simple harmonic motion,

The frequency in units of cycles per second (cps) or hertz (Hz) is f = 1/τ.
The simplest case of forced vibration is modeled in Figure 1.4.1, with the force F included. Using

typical simplifying assumptions as above, the equation of motion for a harmonic force of forcin
frequency Ω,

(1.4.3)

FIGURE 1.4.1 Model of a simple vibrating system.
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ω

π= =  ( )2
2

m

k
seconds per cycle

mx kx F to
˙̇ sin+ =  Ω
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Mohr’s Circle for Plane Strain

As in the case of stress, there is a graphical overview by Mohr’s circle of the directional dependence o
the normal and shear strain components at a point in a material. This circle has a center C at εave = (εx

+ εy)/2 which is always on the ε axis, but is shifting left and right in a dynamic loading situation. The
radius R of the circle is

(1.5.17)

Note the proper labeling (ε vs. γ/2) and preferred orientation of the strain axes as shown in Figure 1.5.13.
This sets up a favorable uniformity of angular displacement between the element (+θ counterclockwise)
and the circle (+2θ counterclockwise).

Mechanical Behaviors and Properties of Materials

The stress-strain response of a material depends on its chemical composition, microstructure, gey,
the magnitude and rate of change of stress or strain applied, and environmental factors. Numerous
quantitative mechanical properties are used in engineering. Some of the basic properties and c
variations of them are described here because they are essential in mechanics of materials analyses

Stress-Strain Diagrams

There are several distinctive shapes of uniaxial tension or compression stress-strain plots, dependi
the material, test conditions, and the quantities plotted. The chosen representative schematic diagram
here is a true stress vs. true strain curve for a ductile, nonferrous metal tested in tension (Figure 1.5.1
The important mechanical properties listed in Table 1.5.1 are obtained from such a test or a similar o
in pure shear (not all are shown in Figure 1.5.14). 

FIGURE 1.5.13 Mohr’s circle for plane strain.

FIGURE 1.5.14 True stress vs. true strain for a ductile, nonferrous metal.
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Another useful mechanical property (not measured from the σ – ε plot) is hardness. This is a flow
property, with some qualitative correlations to the other properties.

It is important to appreciate that the mechanical properties of a material depend on its ch
composition and its history of thermal treatment and plastic deformations (cold work; cyclic plasticity).
For example, consider the wide ranges of monotonic and cyclic stress-strain curves for 1045 steel (a
given chemical composition) at room temperature, as functions of its hardness resulting from t
treatment (Figure 1.5.15). See Section 1.6, “Fatigue,” for more on cycle-dependent material behaviors.

Generalized Stress-Strain Expressions. Hooke’s Law

An important special case of stress-strain responses is when the material acts entirely elastica(εp =
0, εt = εe). In this case, for uniaxial loading, the basic Hooke’s law σ = Eε can be used, and similarly
for unidirectional shear, τ = Gγ. For multiaxial loading (Color Plate 9), the generalized Hooke’s law is
applicable,

Table 1.5.1 Basic Mechanical Properties

Symbol Definition Remarks

E Modulus of elasticity; Young’s modulus; E = σ/εe Hooke’s law; T and εp effects small

G Shear modulus of elasticity; T and εp effects small

v Poisson’s ratio; T and εp effects small

σPL Proportional limit; at onset of noticeable yielding 
(or at onset of nonlinear elastic behavior)

Flow property; inaccurate; T and εp 
effects large

σy 0.2% offset yield strength (but yielding can occur at 
σ < σy if σPL < σy)

Flow property; accurate; T and εp 
effects large

σf True fracture strength; 
Fracture property; T and εp effects 
medium

εf True fracture ductility; Max. εp; fracture property; T and εp 
effects medium

% RA Percent reduction of area; 
Fracture property; T and εp effects 
medium

n Strain hardening exponent; Flow property; T and εp effects small 
to large

Toughness Area under σ vs. εp curve True toughness or intrinsic 
toughness; T and εp effects large

σu Ultimate strength; 
Fracture property; T and εp effects 
medium

Mr Modulus of resilience; 
Area under original elastic portion 
of σ – ε curve

Notes: T is temperature; εp refers to prior plastic strain, especially cyclic plastic strain (fatigue) (these are 
qualitative indicators here; exceptions are possible)
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each stress even in symbolic form has the proper units of force per area. The net normal force in this
case is σ1 + σ2, and the net shear stress is τ1 + τ2.

The state of stress is different at other points in the member. Note that some of the stresses at a po
could have different signs, reducing the resultant stress at that location. Such is the case at a pt C
diametrically opposite to point A in the present example (R, 0, 0), where the axial load F and M y generate
normal stresses of opposite signs. This shows the importance of proper modeling and setting up a prob
of combined loads before doing the numerical solution.

Pressure Vessels

Maan H. Jawad and Bela I. Sandor

Pressure vessels are made in different shapes and sizes (Figure 1.5.31 and Color Plate 10) and are used
in diverse applications. The applications range from air receivers in gasoline stations to nuclear reacto
in submarines to heat exchangers in refineries. The required thicknesses for some commonly encounte
pressure vessel components depend on the geometry as follows.

Cylindrical Shells

The force per unit length in the hoop (tangential) direction, Nt, required to contain a given pressure p
in a cylindrical shell is obtained by taking a free-body diagram (Figure 1.5.32a) of the cross section.
Assuming the thickness t to be much smaller than the radius R and summing forces in the vertical
direction gives

or

(1.5.52)

FIGURE 1.5.30 Illustration of stress analysis for combined axial, shear, bending, and torsion loading.

2 2N L RLpt =

N pRt =
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The corresponding hoop stress is σt = pR/t.

The longitudinal force per unit length, Nx, in the cylinder due to pressure is obtained by summin
forces in the axial direction (Figure 1.5.32b),

(a)

(b)

FIGURE 1.5.31 Various pressure vessels. (Photos courtesy Nooter Corp., St. Louis, MO.)
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Steam and Power Systems

INTRODUCTION

Basic human needs can be met only through industrial growth, which depends to

a great extent on energy supply. The large increase in population during the last

few decades and the spurt in industrial growth have placed tremendous burden on

the electrical utility industry and process plants producing chemicals, fertilizers,

petrochemicals, and other essential commodities, resulting in the need for

additional capacity in the areas of power and steam generation throughout the

world. Steam is used in nearly every industry, and it is well known that steam

generators and heat recovery boilers are vital to power and process plants. It is no

wonder that with rising fuel and energy costs engineers in these fields are working

on innovative methods to generate electricity, improve energy utilization in these

plants, recover energy efficiently from various waste gas sources, and simulta-

neously minimize the impact these processes have on environmental pollution

and the emission of harmful gases to the atmosphere. This chapter briefly

addresses the status of various power generation systems and the role played

by steam generators and heat recovery equipment.

Several technologies are available for power generation such as gas turbine

based combined cycles, nuclear power, wind energy, tidal waves, and fuel cells, to

mention a few. Figure 1.1 shows the efficiency of a few types of power systems.

Copyright © 2003 Marcel Dekker, Inc.



About 40% of the world’s power is, however, generated by using boilers fired with

pulverized coal and steam turbines operating on the Rankine cycle. Large

pulverized coal fired and circulating fluidized bed supercritical pressure units

are being considered as candidates for power plant capacity addition, though

several issues such as solid particle erosion, metallurgy of pressure parts,

maintenance costs, and start-up concerns remain. It may be noted that in

Europe and Japan supercritical units are more widespread than in the United

States.

In spite of escalation in natural gas prices, gas turbine capacity has

increased by leaps and bounds during the last decade. Today’s combined cycle

plants are rated in thousands of megawatts, unlike similar plants decades ago

when 100MW was considered a very high rating. Steam pressure and tempera-

ture ratings for heat recovery steam generators (HRSGs) in combined cycle plants

have also increased, from 1000 psig a decade or so ago to about 2400 psig.

Reheaters, which improve the Rankine cycle efficiency and are generally used in

utility boilers, are also finding a place in HRSGs. Complex multipressure,

multimodule HRSGs are being engineered and built to maximize energy

recovery.

Repowering existing steam power plants typically 30 years or older with

modern gas turbines brings new useful life in addition to offering a few

advantages such as improved efficiency and lower emissions. A few variations

of this concept are shown in Fig. 1.2. In boiler repowering, the gas turbine

exhaust is used as combustion air for the boiler. Owing to the size of such plants,

solid fuel firing may be feasible and perhaps economical. Another option is to

increase the power output of the steam turbine by not using the extraction steam

for feedwater heating, which is performed by the turbine exhaust gases in the

HRSG. The exhaust gases can also generate steam with parameters in the HRSG

similar to these of the original coal-fired boiler plant, which can be taken out of

service. Because gas turbines typically use premium fuels, the emissions of NOx,

CO2, and SOx are also reduced in these repowering projects. It may be noted that

the various HRSG options discussed above are challenging to design and build,

because numerous parameters are site-specific and cost factors vary from case to

case.

Significant advances have been made in research and development of

alternative methods of coal utilization such as fluidized bed combustion and

gasification; integrated coal gasification and combined cycle (IGCC) plants are

not research projects any longer. A few commercial plants are in operation

throughout the world. Figure 1.3 shows a typical plant layout.

Research into working fluids for power generation have also led to new

concepts and efficient power generation systems such as the Kalina cycle (Fig.

1.4), which uses a mixture of ammonia and water as the working fluid in Rankine

cycle mode. The use of organic vapor cycles in low temperature energy recovery

Copyright © 2003 Marcel Dekker, Inc.



FIGURE 1.2 Repowering concepts to salvage aging power plants.
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applications is also widespread. Gas turbine technology is being continuously

improved to develop advanced cycles such as the intercooled aero derivative

(ICAD), humid air turbine (HAT), and Cheng cycle. We have come a long way

from the 35% efficiency level of the Rankine cycle to the 60% level in combined

cycle plants.

Heat sources in industrial processes can be at very high temperatures,

1000–2500�F, or very low, on the order of 250–500�F, and applications have been
developed to recover as much energy from these effluents as possible in order to

improve the overall energy utilization. Heat recovery steam generators form an

important part of these systems. (Note: The terms waste heat boiler, heat recovery

boiler, and heat recovery steam generator are used synonymously). Waste gas

streams sometimes heat industrial heat transfer fluids, but in nearly 90% of the

applications steam is generated, that is used for either process or power generation

via steam turbines.

Condensing heat exchangers are used in boilers and in HRSGs when

economically viable to recover a significant amount of energy from flue gases that

are often below the acid and water dew points. The condensing water removes

acid vapors present in the gas stream along with particulates if any. In certain

process plants, energy recovery and pollution control go hand in hand for

economic and environmental reasons. Though expensive, condensing economi-

zers, in addition to improving the efficiency of the plant, help conserve water, a

precious commodity in some areas. See Chapter 3 for a discussion on condensing

exchangers.

FIGURE 1.3 Wabash integrated coal gasification and combined cycle plant.
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Thermodynamics

1.1 Fundamentals
Basic Concepts and Definitions • The First Law of 
Thermodynamics, Energy • The Second Law of 
Thermodynamics, Entropy • Entropy and Entropy Generation

1.2 Control Volume Applications
Conservation of Mass • Control Volume Energy Balance • 
Control Volume Entropy Balance • Control Volumes at Steady 
State

1.3 Property Relations and Data
Basic Relations for Pure Substances • P-v-T Relations • 
Evaluating ∆h, ∆u, and ∆s • Fundamental Thermodynamic 
Functions • Thermodynamic Data Retrieval • Ideal Gas Model • 
Generalized Charts for Enthalpy, Entropy, and Fugacity • 
Multicomponent Systems

1.4 Combustion 
Reaction Equations • Property Data for Reactive Systems • 
Reaction Equilibrium

1.5 Exergy Analysis
Defining Exergy • Control Volume Exergy Rate Balance • 
Exergetic Efficiency • Introduction to Exergy Costing

1.6 Vapor and Gas Power Cycles 
Rankine and Brayton Cycles • Otto, Diesel, and Dual Cycles • 
Carnot, Ericsson, and Stirling Cycles

1.7 Guidelines for Improving Thermodynamic 
Effectiveness

1.8 Exergoeconomics
Exergy Costing • Cost Balance • Auxiliary Costing Equations • 
General Example • Exergoeconomic Variables and Evaluation

1.9 Design Optimization 
An Iterative Exergoeconomic Procedure for Optimizing the 
Design of a Thermal System • Case Study • Additional 
Iterations

1.10 Economic Analysis of Thermal Systems
Estimation of Total Capital Investment • Principles of 
Economic Evaluation • Calculation of the Product Costs

Although various aspects of what is now known as thermodynamics have been of interest since antiquity,
formal study began only in the early 19th century through consideration of the motive power of heat:
the capacity of hot bodies to produce work. Today the scope is larger, dealing generally with energy and
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entropy, and with relationships among the properties of matter. Moreover, in the past 25 years engineering
thermodynamics has undergone a revolution, both in terms of the presentation of fundamentals and in
the manner that it is applied. In particular, the second law of thermodynamics has emerged as an effective
tool for engineering analysis and design.

1.1 Fundamentals

Classical thermodynamics is concerned primarily with the macrostructure of matter. It addresses the
gross characteristics of large aggregations of molecules and not the behavior of individual molecules.
The microstructure of matter is studied in kinetic theory and statistical mechanics (including quantum
thermodynamics). In this chapter, the classical approach to thermodynamics is featured.

Basic Concepts and Definitions

Thermodynamics is both a branch of physics and an engineering science. The scientist is normally
interested in gaining a fundamental understanding of the physical and chemical behavior of fixed,
quiescent quantities of matter and uses the principles of thermodynamics to relate the properties of matter.
Engineers are generally interested in studying systems and how they interact with their surroundings. To
facilitate this, engineers have extended the subject of thermodynamics to the study of systems through
which matter flows.

System

In a thermodynamic analysis, the system is the subject of the investigation. Normally the system is a
specified quantity of matter and/or a region that can be separated from everything else by a well-defined
surface. The defining surface is known as the control surface or system boundary. The control surface
may be movable or fixed. Everything external to the system is the surroundings. A system of fixed mass
is referred to as a control mass or as a closed system. When there is flow of mass through the control
surface, the system is called a control volume, or open, system. An isolated system is a closed system
that does not interact in any way with its surroundings.

State, Property

The condition of a system at any instant of time is called its state. The state at a given instant of time
is described by the properties of the system. A property is any quantity whose numerical value depends
on the state but not the history of the system. The value of a property is determined in principle by some
type of physical operation or test.

Extensive properties depend on the size or extent of the system. Volume, mass, energy, and entropy
are examples of extensive properties. An extensive property is additive in the sense that its value for the
whole system equals the sum of the values for its parts. Intensive properties are independent of the size
or extent of the system. Pressure and temperature are examples of intensive properties.

A mole is a quantity of substance having a mass numerically equal to its molecular weight. Designating
the molecular weight by M and the number of moles by n, the mass m of the substance is m = nM. One
kilogram mole, designated kmol, of oxygen is 32.0 kg and one pound mole (lbmol) is 32.0 lb. When
an extensive property is reported on a unit mass or a unit mole basis, it is called a specific property. An
overbar is used to distinguish an extensive property written on a per-mole basis from its value expressed
per unit mass. For example, the volume per mole is , whereas the volume per unit mass is v, and the
two specific volumes are related by = Mv.

Process, Cycle

Two states are identical if, and only if, the properties of the two states are identical. When any property
of a system changes in value there is a change in state, and the system is said to undergo a process.
When a system in a given initial state goes through a sequence of processes and finally returns to its
initial state, it is said to have undergone a cycle.

v
v
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Phase and Pure Substance

The term phase refers to a quantity of matter that is homogeneous throughout in both chemical compo-
sition and physical structure. Homogeneity in physical structure means that the matter is all solid, or all
liquid, or all vapor (or, equivalently, all gas). A system can contain one or more phases. For example,
a system of liquid water and water vapor (steam) contains two phases. A pure substance is one that is
uniform and invariable in chemical composition. A pure substance can exist in more than one phase, but
its chemical composition must be the same in each phase. For example, if liquid water and water vapor
form a system with two phases, the system can be regarded as a pure substance because each phase has
the same composition. The nature of phases that coexist in equilibrium is addressed by the phase rule
(Section 1.3, Multicomponent Systems).

Equilibrium

Equilibrium means a condition of balance. In thermodynamics the concept includes not only a balance
of forces, but also a balance of other influences. Each kind of influence refers to a particular aspect of
thermodynamic (complete) equilibrium. Thermal equilibrium refers to an equality of temperature,
mechanical equilibrium to an equality of pressure, and phase equilibrium to an equality of chemical
potentials (Section 1.3, Multicomponent Systems). Chemical equilibrium is also established in terms of
chemical potentials (Section 1.4, Reaction Equilibrium). For complete equilibrium, the several types of
equilibrium must exist individually.

To determine if a system is in thermodynamic equilibrium, one may think of testing it as follows:
isolate the system from its surroundings and watch for changes in its observable properties. If there are
no changes, it may be concluded that the system was in equilibrium at the moment it was isolated. The
system can be said to be at an equilibrium state. When a system is isolated, it cannot interact with its
surroundings; however, its state can change as a consequence of spontaneous events occurring internally
as its intensive properties, such as temperature and pressure, tend toward uniform values. When all such
changes cease, the system is in equilibrium. At equilibrium. temperature and pressure are uniform
throughout. If gravity is significant, a pressure variation with height can exist, as in a vertical column
of liquid.

Temperature

A scale of temperature independent of the thermometric substance is called a thermodynamic temperature
scale. The Kelvin scale, a thermodynamic scale, can be elicited from the second law of thermodynamics
(Section 1.1, The Second Law of Thermodynamics, Entropy). The definition of temperature following
from the second law is valid over all temperature ranges and provides an essential connection between
the several empirical measures of temperature. In particular, temperatures evaluated using a constant-
volume gas thermometer are identical to those of the Kelvin scale over the range of temperatures where
gas thermometry can be used.

The empirical gas scale is based on the experimental observations that (1) at a given temperature
level all gases exhibit the same value of the product  (p is pressure and  the specific volume on
a molar basis) if the pressure is low enough, and (2) the value of the product  increases with the
temperature level. On this basis the gas temperature scale is defined by

where T is temperature and is the universal gas constant. The absolute temperature at the triple point
of water (Section 1.3, P-v-T Relations) is fixed by international agreement to be 273.16 K on the Kelvin
temperature scale. is then evaluated experimentally as = 8.314 kJ/kmol · K (1545 ft · lbf/lbmol · °R).

The Celsius termperature scale (also called the centigrade scale) uses the degree Celsius (°C), which
has the same magnitude as the Kelvin. Thus, temperature differences are identical on both scales.
However, the zero point on the Celsius scale is shifted to 273.15 K, as shown by the following relationship
between the Celsius temperature and the Kelvin temperature:
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(1.1)

On the Celsius scale, the triple point of water is 0.01°C and 0 K corresponds to –273.15°C.
Two other temperature scales are commonly used in engineering in the U.S. By definition, the Rankine

scale, the unit of which is the degree Rankine (°R), is proportional to the Kelvin temperature according to

(1.2)

The Rankine scale is also an absolute thermodynamic scale with an absolute zero that coincides with
the absolute zero of the Kelvin scale. In thermodynamic relationships, temperature is always in terms
of the Kelvin or Rankine scale unless specifically stated otherwise.

A degree of the same size as that on the Rankine scale is used in the Fahrenheit scale, but the zero
point is shifted according to the relation

(1.3)

Substituting Equations 1.1 and 1.2 into Equation 1.3 gives

(1.4)

This equation shows that the Fahrenheit temperature of the ice point (0°C) is 32°F and of the steam
point (100°C) is 212°F. The 100 Celsius or Kelvin degrees between the ice point and steam point
corresponds to 180 Fahrenheit or Rankine degrees.

To provide a standard for temperature measurement taking into account both theoretical and practical
considerations, the International Temperature Scale of 1990 (ITS-90) is defined in such a way that the
temperature measured on it conforms with the thermodynamic temperature, the unit of which is the
Kelvin, to within the limits of accuracy of measurement obtainable in 1990. Further discussion of ITS-
90 is provided by Preston-Thomas (1990).

The First Law of Thermodynamics, Energy

Energy is a fundamental concept of thermodynamics and one of the most significant aspects of engi-
neering analysis. Energy can be stored within systems in various macroscopic forms: kinetic energy,
gravitational potential energy, and internal energy. Energy can also be transformed from one form to
another and transferred between systems. For closed systems, energy can be transferred by work and
heat transfer. The total amount of energy is conserved in all transformations and transfers.

Work

In thermodynamics, the term work denotes a means for transferring energy. Work is an effect of one
system on another that is identified and measured as follows: work is done by a system on its surroundings
if the sole effect on everything external to the system could have been the raising of a weight. The test
of whether a work interaction has taken place is not that the elevation of a weight is actually changed,
nor that a force actually acted through a distance, but that the sole effect could be the change in elevation
of a weight. The magnitude of the work is measured by the number of standard weights that could have
been raised. Since the raising of a weight is in effect a force acting through a distance, the work concept
of mechanics is preserved. This definition includes work effects such as is associated with rotating shafts,
displacement of the boundary, and the flow of electricity.

Work done by a system is considered positive: W > 0. Work done on a system is considered negative:
W < 0. The time rate of doing work, or power, is symbolized by and adheres to the same sign
convention.

T T°( ) = ( ) −C K 273 15.

T T°( ) = ( )R K1 8.

T T°( ) = °( ) −F R 459 67.

T T°( ) = °( ) +F C1 8 32.

Ẇ
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Energy

A closed system undergoing a process that involves only work interactions with its surroundings
experiences an adiabatic process. On the basis of experimental evidence, it can be postulated that when
a closed system is altered adiabatically, the amount of work is fixed by the end states of the system and
is independent of the details of the process. This postulate, which is one way the first law of thermody-
namics can be stated, can be made regardless of the type of work interaction involved, the type of
process, or the nature of the system.

As the work in an adiabatic process of a closed system is fixed by the end states, an extensive property
called energy can be defined for the system such that its change between two states is the work in an
adiabatic process that has these as the end states. In engineering thermodynamics the change in the
energy of a system is considered to be made up of three macroscopic contributions: the change in kinetic
energy, KE, associated with the motion of the system as a whole relative to an external coordinate frame,
the change in gravitational potential energy, PE, associated with the position of the system as a whole
in the Earth’s gravitational field, and the change in internal energy, U, which accounts for all other
energy associated with the system. Like kinetic energy and gravitational potential energy, internal energy
is an extensive property.

In summary, the change in energy between two states of a closed system in terms of the work Wad of
an adiabatic process between these states is

(1.5)

where 1 and 2 denote the initial and final states, respectively, and the minus sign before the work term
is in accordance with the previously stated sign convention for work. Since any arbitrary value can be
assigned to the energy of a system at a given state 1, no particular significance can be attached to the
value of the energy at state 1 or at any other state. Only changes in the energy of a system have
significance.

The specific energy (energy per unit mass) is the sum of the specific internal energy, u, the specific
kinetic energy, v2/2, and the specific gravitational potential energy, gz, such that

(1.6)

where the velocity v and the elevation z are each relative to specified datums (often the Earth’s surface)
and g is the acceleration of gravity.

A property related to internal energy u, pressure p, and specific volume v is enthalpy, defined by

(1.7a)

or on an extensive basis

(1.7b)

Heat

Closed systems can also interact with their surroundings in a way that cannot be categorized as work,
as, for example, a gas (or liquid) contained in a closed vessel undergoing a process while in contact
with a flame. This type of interaction is called a heat interaction, and the process is referred to as
nonadiabatic.

A fundamental aspect of the energy concept is that energy is conserved. Thus, since a closed system
experiences precisely the same energy change during a nonadiabatic process as during an adiabatic

KE KE PE PE U U Wad2 1 2 1 2 1−( ) + −( ) + −( ) = −

specific energy
v

gz= + +u
2

2

h u pv= +

H U pV= +
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process between the same end states, it can be concluded that the net energy transfer to the system in
each of these processes must be the same. It follows that heat interactions also involve energy transfer.
Denoting the amount of energy transferred to a closed system in heat interactions by Q, these consid-
erations can be summarized by the closed system energy balance:

(1.8)

The closed system energy balance expresses the conservation of energy principle for closed systems of
all kinds.

The quantity denoted by Q in Equation 1.8 accounts for the amount of energy transferred to a closed
system during a process by means other than work. On the basis of an experiment, it is known that such
an energy transfer is induced only as a result of a temperature difference between the system and its
surroundings and occurs only in the direction of decreasing temperature. This means of energy transfer
is called an energy transfer by heat. The following sign convention applies:

The time rate of heat transfer, denoted by ,  adheres to the same sign convention.
Methods based on experiment are available for evaluating energy transfer by heat. These methods

recognize two basic transfer mechanisms: conduction and thermal radiation. In addition, theoretical and
empirical relationships are available for evaluating energy transfer involving combined modes such as
convection. Further discussion of heat transfer fundamentals is provided in Chapter 3.

The quantities symbolized by W and Q account for transfers of energy. The terms work and heat
denote different means whereby energy is transferred and not what is transferred. Work and heat are not
properties, and it is improper to speak of work or heat “contained” in a system. However, to achieve
economy of expression in subsequent discussions, W and Q are often referred to simply as work and
heat transfer, respectively. This less formal approach is commonly used in engineering practice.

Power Cycles

Since energy is a property, over each cycle there is no net change in energy. Thus, Equation 1.8 reads
for any cycle

That is, for any cycle the net amount of energy received through heat interactions is equal to the net
energy transferred out in work interactions. A power cycle, or heat engine, is one for which a net amount
of energy is transferred out by work: Wcycle > 0. This equals the net amount of energy transferred in by heat.

Power cycles are characterized both by addition of energy by heat transfer, QA, and inevitable rejections
of energy by heat transfer, QR:

Combining the last two equations,

The thermal efficiency of a heat engine is defined as the ratio of the net work developed to the total
energy added by heat transfer:

U U KE KE PE PE Q W2 1 2 1 2 1−( ) + −( ) + −( ) = −
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(1.9)

The thermal efficiency is strictly less than 100%. That is, some portion of the energy QA supplied is
invariably rejected QR ≠ 0.

The Second Law of Thermodynamics, Entropy

Many statements of the second law of thermodynamics have been proposed. Each of these can be called
a statement of the second law or a corollary of the second law since, if one is invalid, all are invalid.
In every instance where a consequence of the second law has been tested directly or indirectly by
experiment it has been verified. Accordingly, the basis of the second law, like every other physical law,
is experimental evidence.

Kelvin-Planck Statement

The Kelvin-Plank statement of the second law of thermodynamics refers to a thermal reservoir. A thermal
reservoir is a system that remains at a constant temperature even though energy is added or removed by
heat transfer. A reservoir is an idealization, of course, but such a system can be approximated in a number
of ways — by the Earth’s atmosphere, large bodies of water (lakes, oceans), and so on. Extensive
properties of thermal reservoirs, such as internal energy, can change in interactions with other systems
even though the reservoir temperature remains constant, however.

The Kelvin-Planck statement of the second law can be given as follows: It is impossible for any system
to operate in a thermodynamic cycle and deliver a net amount of energy by work to its surroundings
while receiving energy by heat transfer from a single thermal reservoir. In other words, a perpetual-
motion machine of the second kind is impossible. Expressed analytically, the Kelvin-Planck statement is

where the words single reservoir emphasize that the system communicates thermally only with a single
reservoir as it executes the cycle. The “less than” sign applies when internal irreversibilities are present
as the system of interest undergoes a cycle and the “equal to” sign applies only when no irreversibilities
are present.

Irreversibilities

A process is said to be reversible if it is possible for its effects to be eradicated in the sense that there
is some way by which both the system and its surroundings can be exactly restored to their respective
initial states. A process is irreversible if there is no way to undo it. That is, there is no means by which
the system and its surroundings can be exactly restored to their respective initial states. A system that
has undergone an irreversible process is not necessarily precluded from being restored to its initial state.
However, were the system restored to its initial state, it would not also be possible to return the
surroundings to their initial state.

There are many effects whose presence during a process renders it irreversible. These include, but
are not limited to, the following: heat transfer through a finite temperature difference; unrestrained
expansion of a gas or liquid to a lower pressure; spontaneous chemical reaction; mixing of matter at
different compositions or states; friction (sliding friction as well as friction in the flow of fluids); electric
current flow through a resistance; magnetization or polarization with hysteresis; and inelastic deforma-
tion. The term irreversibility is used to identify effects such as these.

Irreversibilities can be divided into two classes, internal and external. Internal irreversibilities are
those that occur within the system, while external irreversibilities are those that occur within the
surroundings, normally the immediate surroundings. As this division depends on the location of the
boundary there is some arbitrariness in the classification (by locating the boundary to take in the

η = = −
W

Q

Q

Q
cycle

A

R

A

1

Wcycle ≤ ( )0 single reservoir
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immediate surroundings, all irreversibilities are internal). Nonetheless, valuable insights can result when
this distinction between irreversibilities is made. When internal irreversibilities are absent during a
process, the process is said to be internally reversible. At every intermediate state of an internally
reversible process of a closed system, all intensive properties are uniform throughout each phase present:
the temperature, pressure, specific volume, and other intensive properties do not vary with position. The
discussions to follow compare the actual and internally reversible process concepts for two cases of
special interest.

For a gas as the system, the work of expansion arises from the force exerted by the system to move
the boundary against the resistance offered by the surroundings:

where the force is the product of the moving area and the pressure exerted by the system there. Noting
that Adx is the change in total volume of the system,

This expression for work applies to both actual and internally reversible expansion processes. However,
for an internally reversible process p is not only the pressure at the moving boundary but also the pressure
of the entire system. Furthermore, for an internally reversible process the volume equals mv, where the
specific volume v has a single value throughout the system at a given instant. Accordingly, the work of
an internally reversible expansion (or compression) process is

(1.10)

When such a process of a closed system is represented by a continuous curve on a plot of pressure vs.
specific volume, the area under the curve is the magnitude of the work per unit of system mass (area
a-b-c′-d′ of Figure 1.3, for example).

Although improved thermodynamic performance can accompany the reduction of irreversibilities,
steps in this direction are normally constrained by a number of practical factors often related to costs.
For example, consider two bodies able to communicate thermally. With a finite temperature difference
between them, a spontaneous heat transfer would take place and, as noted previously, this would be a
source of irreversibility. The importance of the heat transfer irreversibility diminishes as the temperature
difference narrows; and as the temperature difference between the bodies vanishes, the heat transfer
approaches ideality. From the study of heat transfer it is known, however, that the transfer of a finite
amount of energy by heat between bodies whose temperatures differ only slightly requires a considerable
amount of time, a large heat transfer surface area, or both. To approach ideality, therefore, a heat transfer
would require an exceptionally long time and/or an exceptionally large area, each of which has cost
implications constraining what can be achieved practically.

Carnot Corollaries

The two corollaries of the second law known as Carnot corollaries state: (1) the thermal efficiency of
an irreversible power cycle is always less than the thermal efficiency of a reversible power cycle when
each operates between the same two thermal reservoirs; (2) all reversible power cycles operating between
the same two thermal reservoirs have the same thermal efficiency. A cycle is considered reversible when
there are no irreversibilities within the system as it undergoes the cycle, and heat transfers between the
system and reservoirs occur ideally (that is, with a vanishingly small temperature difference).

W Fdx pAdx= =∫ ∫1

2

1

2

W pdV= ∫1
2

W m pdv= ∫1
2
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Kelvin Temperature Scale

Carnot corollary 2 suggests that the thermal efficiency of a reversible power cycle operating between
two thermal reservoirs depends only on the temperatures of the reservoirs and not on the nature of the
substance making up the system executing the cycle or the series of processes. With Equation 1.9 it can
be concluded that the ratio of the heat transfers is also related only to the temperatures, and is independent
of the substance and processes:

where QH is the energy transferred to the system by heat transfer from a hot reservoir at temperature
TH, and QC is the energy rejected from the system to a cold reservoir at temperature TC. The words rev
cycle emphasize that this expression applies only to systems undergoing reversible cycles while operating
between the two reservoirs. Alternative temperature scales correspond to alternative specifications for
the function ψ in this relation.

The Kelvin temperature scale is based on ψ(TC, TH) = TC /TH. Then

(1.11)

This equation defines only a ratio of temperatures. The specification of the Kelvin scale is completed
by assigning a numerical value to one standard reference state. The state selected is the same used to
define the gas scale: at the triple point of water the temperature is specified to be 273.16 K. If a reversible
cycle is operated between a reservoir at the reference-state temperature and another reservoir at an
unknown temperature T, then the latter temperature is related to the value at the reference state by

where Q is the energy received by heat transfer from the reservoir at temperature T, and Q′ is the energy
rejected to the reservoir at the reference temperature. Accordingly, a temperature scale is defined that is
valid over all ranges of temperature and that is independent of the thermometric substance.

Carnot Efficiency

For the special case of a reversible power cycle operating between thermal reservoirs at temperatures
TH and TC on the Kelvin scale, combination of Equations 1.9 and 1.11 results in

(1.12)

called the Carnot efficiency. This is the efficiency of all reversible power cycles operating between
thermal reservoirs at TH and TC. Moreover, it is the maximum theoretical efficiency that any power cycle,
real or ideal, could have while operating between the same two reservoirs. As temperatures on the
Rankine scale differ from Kelvin temperatures only by the factor 1.8, the above equation may be applied
with either scale of temperature.
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11.1 Introduction and
Classification

Motivation. The most common practical engineering application for fluid mechanics
is the design of fluid machinery. The most numerous types are machines which add
energy to the fluid (the pump family), but also important are those which extract en-
ergy (turbines). Both types are usually connected to a rotating shaft, hence the name
turbomachinery.

The purpose of this chapter is to make elementary engineering estimates of the per-
formance of fluid machines. The emphasis will be upon nearly incompressible flow,
i.e., liquids or low-velocity gases. Basic flow principles are discussed, but not the de-
tailed construction of the machine.

Turbomachines divide naturally into those which add energy (pumps) and those which
extract energy (turbines). The prefix turbo- is a Latin word meaning “spin’’ or “whirl,’’
appropriate for rotating devices.

The pump is the oldest fluid-energy-transfer device known. At least two designs
date before Christ: (1) the undershot-bucket waterwheels, or norias, used in Asia and
Africa (1000 B.C.) and (2) Archimedes’ screw pump (250 B.C.), still being manufac-
tured today to handle solid-liquid mixtures. Paddlewheel turbines were used by the Ro-
mans in 70 B.C., and Babylonian windmills date back to 700 B.C. [1].

Machines which deliver liquids are simply called pumps, but if gases are involved,
three different terms are in use, depending upon the pressure rise achieved. If the pres-
sure rise is very small (a few inches of water), a gas pump is called a fan; up to 1 atm,
it is usually called a blower; and above 1 atm it is commonly termed a compressor.

There are two basic types of pumps: positive-displacement and dynamic or momentum-
change pumps. There are several billion of each type in use in the world today.

Positive-displacement pumps (PDPs) force the fluid along by volume changes. A
cavity opens, and the fluid is admitted through an inlet. The cavity then closes, and the
fluid is squeezed through an outlet. The mammalian heart is a good example, and many
mechanical designs are in wide use. The text by Warring [14] gives an excellent sum-
mary of PDPs. A brief classification of PDP designs is as follows:
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A. Reciprocating
1. Piston or plunger
2. Diaphragm

B. Rotary
1. Single rotor

a. Sliding vane
b. Flexible tube or lining
c. Screw
d. Peristaltic (wave contraction)

2. Multiple rotors
a. Gear
b. Lobe
c. Screw
d. Circumferential piston

All PDPs deliver a pulsating or periodic flow as the cavity volume opens, traps, and
squeezes the fluid. Their great advantage is the delivery of any fluid regardless of its
viscosity.

Figure 11.1 shows schematics of the operating principles of seven of these PDPs.
It is rare for such devices to be run backward, so to speak, as turbines or energy ex-
tractors, the steam engine (reciprocating piston) being a classic exception.

Since PDPs compress mechanically against a cavity filled with liquid, a common
feature is that they develop immense pressures if the outlet is shut down for any rea-
son. Sturdy construction is required, and complete shutoff would cause damage if pres-
sure-relief valves were not used.

Dynamic pumps simply add momentum to the fluid by means of fast-moving blades
or vanes or certain special designs. There is no closed volume: The fluid increases mo-
mentum while moving through open passages and then converts its high velocity to a
pressure increase by exiting into a diffuser section. Dynamic pumps can be classified
as follows:

A. Rotary
1. Centrifugal or radial exit flow
2. Axial flow
3. Mixed flow (between radial and axial)

B. Special designs
1. Jet pump or ejector (see Fig. P3.36)
2. Electromagnetic pumps for liquid metals
3. Fluid-actuated: gas-lift or hydraulic-ram

We shall concentrate in this chapter on the rotary designs, sometimes called rotody-
namic pumps. Other designs of both PDP and dynamic pumps are discussed in spe-
cialized texts [for example, 11, 14, 31].

Dynamic pumps generally provide a higher flow rate than PDPs and a much stead-
ier discharge but are ineffective in handling high-viscosity liquids. Dynamic pumps
also generally need priming; i.e., if they are filled with gas, they cannot suck up a liq-
uid from below into their inlet. The PDP, on the other hand, is self-priming for most
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Fig. 11.1 Schematic design of posi-
tive-displacement pumps: (a) recip-
rocating piston or plunger, (b) ex-
ternal gear pump, (c) double-screw
pump, (d) sliding vane, (e) three-
lobe pump, ( f ) double circumfer-
ential piston, (g) flexible-tube
squeegee.

applications. A dynamic pump can provide very high flow rates (up to 300,000 gal/min)
but usually with moderate pressure rises (a few atmospheres). In contrast, a PDP can
operate up to very high pressures (300 atm) but typically produces low flow rates (100
gal/min).

The relative performance (�p versus Q) is quite different for the two types of pump,
as shown in Fig. 11.2. At constant shaft rotation speed, the PDP produces nearly con-
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Fig. 11.2 Comparison of perfor-
mance curves of typical dynamic
and positive-displacement pumps at
constant speed.

Fig. 11.3 Cutaway schematic of a
typical centrifugal pump.

stant flow rate and virtually unlimited pressure rise, with little effect of viscosity. The
flow rate of a PDP cannot be varied except by changing the displacement or the speed.
The reliable constant-speed discharge from PDPs has led to their wide use in meter-
ing flows [35].

The dynamic pump, by contrast in Fig. 11.2, provides a continuous constant-speed
variation of performance, from near-maximum �p at zero flow (shutoff conditions) to
zero �p at maximum flow rate. High-viscosity fluids sharply degrade the performance
of a dynamic pump.

As usual—and for the last time in this text—we remind the reader that this is merely
an introductory chapter. Many books are devoted solely to turbomachines: generalized
treatments [2 to 7], texts specializing in pumps [8 to 16], fans [17 to 20], compressors
[21 to 23], turbines [24 to 28], and PDPs [35 to 38]. There are several useful handbooks
[29 to 32], and at least two elementary textbooks [33, 34] have a comprehensive dis-
cussion of turbomachines. The reader is referred to these sources for further details.

Let us begin our brief look at rotodynamic machines by examining the characteristics
of the centrifugal pump. As sketched in Fig. 11.3, this pump consists of an impeller
rotating within a casing. Fluid enters axially through the eye of the casing, is caught
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Basic Output Parameters

up in the impeller blades, and is whirled tangentially and radially outward until it leaves
through all circumferential parts of the impeller into the diffuser part of the casing. The
fluid gains both velocity and pressure while passing through the impeller. The dough-
nut-shaped diffuser, or scroll, section of the casing decelerates the flow and further in-
creases the pressure.

The impeller blades are usually backward-curved, as in Fig. 11.3, but there are also
radial and forward-curved blade designs, which slightly change the output pressure.
The blades may be open, i.e., separated from the front casing only by a narrow clear-
ance, or closed, i.e., shrouded from the casing on both sides by an impeller wall. The
diffuser may be vaneless, as in Fig. 11.3, or fitted with fixed vanes to help guide the
flow toward the exit.

Assuming steady flow, the pump basically increases the Bernoulli head of the flow be-
tween point 1, the eye, and point 2, the exit. From Eq. (3.67), neglecting viscous work
and heat transfer, this change is denoted by H:

H � � � � z�
2

� � � � z�
1

� hs � hf (11.1)

where hs is the pump head supplied and hf the losses. The net head H is a primary out-
put parameter for any turbomachine. Since Eq. (11.1) is for incompressible flow, it
must be modified for gas compressors with large density changes.

Usually V2 and V1 are about the same, z2 � z1 is no more than a meter or so, and
the net pump head is essentially equal to the change in pressure head

H � � (11.2)

The power delivered to the fluid simply equals the specific weight times the discharge
times the net head change

Pw � �gQH (11.3)

This is traditionally called the water horsepower. The power required to drive the pump
is the brake horsepower1

bhp � �T (11.4)

where � is the shaft angular velocity and T the shaft torque. If there were no losses,
Pw and brake horsepower would be equal, but of course Pw is actually less, and the ef-
ficiency � of the pump is defined as

� � � (11.5)

The chief aim of the pump designer is to make � as high as possible over as broad a
range of discharge Q as possible.
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Elementary Pump Theory

The efficiency is basically composed of three parts: volumetric, hydraulic, and me-
chanical. The volumetric efficiency is

�� � (11.6)

where QL is the loss of fluid due to leakage in the impeller-casing clearances. The hy-
draulic efficiency is

�h � 1 � (11.7)

where hf has three parts: (1) shock loss at the eye due to imperfect match between in-
let flow and the blade entrances, (2) friction losses in the blade passages, and (3) cir-
culation loss due to imperfect match at the exit side of the blades.

Finally, the mechanical efficiency is

�m � 1 � (11.8) 

where Pf is the power loss due to mechanical friction in the bearings, packing glands,
and other contact points in the machine.

By definition, the total efficiency is simply the product of its three parts

� � ���h�m (11.9)

The designer has to work in all three areas to improve the pump.

You may have thought that Eqs. (11.1) to (11.9) were formulas from pump theory. Not so;
they are merely definitions of performance parameters and cannot be used in any predic-
tive mode. To actually predict the head, power, efficiency, and flow rate of a pump, two
theoretical approaches are possible: (1) simple one-dimensional-flow formulas and (2) com-
plex digital-computer models which account for viscosity and three-dimensionality. Many
of the best design improvements still come from testing and experience, and pump research
remains a very active field [39]. The last 10 years have seen considerable advances in com-
putational fluid-dynamics (CFD) modeling of flow in turbomachines [42], and at least eight
commercial turbulent-flow three-dimensional CFD codes are now available.

To construct an elementary theory of pump performance, we assume one-dimen-
sional flow and combine idealized fluid-velocity vectors through the impeller with the
angular-momentum theorem for a control volume, Eq. (3.55).

The idealized velocity diagrams are shown in Fig. 11.4. The fluid is assumed to en-
ter the impeller at r � r1 with velocity component w1 tangent to the blade angle �1

plus circumferential speed u1 � �r1 matching the tip speed of the impeller. Its absolute
entrance velocity is thus the vector sum of w1 and u1, shown as V1. Similarly, the flow
exits at r � r2 with component w2 parallel to the blade angle �2 plus tip speed u2 �
�r2, with resultant velocity V2.

We applied the angular-momentum theorem to a turbomachine in Example 3.14
(Fig. 3.13) and arrived at a result for the applied torque T

T � �Q(r2Vt2 � r1Vt1) (11.10) 

Pf
	
bhp

hf
	
hs

Q
	
Q � QL
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11.3 Pump Performance
Curves and Similarity Rules

The measured shutoff head of centrifugal pumps is only about 60 percent of the the-
oretical value H0 � �2r2

2 /g. With the advent of the laser-doppler anemometer, re-
searchers can now make detailed three-dimensional flow measurements inside pumps
and can even animate the data into a movie [40].

The positive-slope condition in Fig. 11.5 can be unstable and can cause pump surge,
an oscillatory condition where the pump “hunts’’ for the proper operating point. Surge
may cause only rough operation in a liquid pump, but it can be a major problem in gas-
compressor operation. For this reason a backward-curved or radial blade design is gen-
erally preferred. A survey of the problem of pump stability is given by Greitzer [41].

Since the theory of the previous section is rather qualitative, the only solid indicator
of a pump’s performance lies in extensive testing. For the moment let us discuss the
centrifugal pump in particular. The general principles and the presentation of data are
exactly the same for mixed-flow and axial-flow pumps and compressors.

Performance charts are almost always plotted for constant shaft-rotation speed n
(in r/min usually). The basic independent variable is taken to be discharge Q (in
gal/min usually for liquids and ft3/min for gases). The dependent variables, or “out-
put,’’ are taken to be head H (pressure rise �p for gases), brake horsepower (bhp),
and efficiency �.

Figure 11.6 shows typical performance curves for a centrifugal pump. The head is
approximately constant at low discharge and then drops to zero at Q � Qmax. At this
speed and impeller size, the pump cannot deliver any more fluid than Qmax. The pos-
itive-slope part of the head is shown dashed; as mentioned earlier, this region can be
unstable and can cause hunting for the operating point.
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The PC controlled Boxford T220 lathe is ideally suited to a classroom environment and offers the
perfect solution for high tech. education and training requirement’s. The rigid construction allows
steel to be cut to close tolerances. Operating on IBM/100% compatible computers, the inclusive
user-friendly software has routines for Computer Aided Design [CAD] at both simple and
sophisticated levels and will process the drawings through to a full machining routine.

CNC features
The Boxford software is an integrated suite of powerful CAD/CAM tools.
The CAD allows ONLY components suitable for lathe machining to be designed and provides automatic
and dynamic dimensioning. A 3D solid model view is also available.
Drawings from other CAD applications can also be imported and processed.
A full 3D simulation of  the manufacturing process, including a cycle time, can be shown enabling work to be
proven without the need for trial cutting.
Manual Data Input, utilising Industrial Standard Codes, allows programs to be entered using either line by line
or conversational programming.
The generous swing over bed capacity and long Z axis allows a large variety of  components to be machined.
Touch sensitive control panel incorporating illuminated push buttons allows the machines to be operated
without a computer.
Active and accurate tool path graphics continuously displayed line by line during program write, test
run and manufacture.

Full perimeter guarding with interlocking switches on access doors arranged in the positive
(safety) mode for spindle stop and feed hold.
Overload cut-out on spindle drive.
Positive end stops on all axes.
Mandatory graphics run required for new programs before machining cycle can be commenced
and step by step graphics in advance of cut in machining cycle.
Integrated electrical panel with no volt supply protection.
Feed rate override.
Feed hold.
Single block operation.
Latching emergency stop button.
Power on indicator lamp.
Low voltage control circuitry.

Safety equipment and features
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A floor standing CNC Lathe designed
for educational and training installations



Slant-bed configuration.

Precision linear ways.

Linear ball bearings on all axes.

Three axis simultaneous operation.

Fully enclosed see through guarding for safety and
improved student viewing.

Integrated electrical panel.

100mm diameter 3 jaw chuck.

Automatic 8 station  lathe turret.

Spindle speeds in RPM, M/min or in/min.

Feedrates in mm/min, in/min, mm/rev or in/rev.

Steel, Brass, Aluminium and Brass cutting capability.
Generous swing over bed

Long Z axis travel for ‘between centres’ work

Accessories are available, including:-
Accessories

Machine specification

Swing Over bed 210mm
X Axis travel 150mm
Z Axis travel 350mm
Distance between centres 400mm
Spindle bored to pass 20mm
Spindle motor 490 watts
Infinitely variable spindle speeds 200 - 4000 rpm
Electrics 110/220/240v 1 PHASE
Programmable feed (linear and circular interpolation modes) 0 - 1000mm/min
Rapid feed rate at 100% 1200mm/min

Spindle Centre and carrier
Tailstock Steady

Boxford Limited
Wheatley,
Halifax,
HX3 5AF
Tel:  01422 358311
Fax: 01422 355924
Email:
info@boxford.co.uk
Web:
www.boxford.co.uk

Machine Dimensions
A 1000mm
B 790mm
C 530mm
D 1380mm
E 1770mm
Machine Weight
265kg (580lbs)

Flood Coolant System
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The PC controlled LS800 & LS900 CO2 laser systems are ideally suited to all training needs.

CO2 Laser Engraving, Marking & Cutting
systems for educational and training installationsCO
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System  features
The unique design incorporates F-load (Front loading concept)
which allows complete access and effortless loading and
adjusting of materials, jigs, cutting tables and rotary attachments
etc. With its extra large opening, bulky objects can be easily
positioned without awkward manoeuvring.
A rigid motion system incorporating high quality linear guide
rails allows speeds up to 2000mm per second to be achieved.
The A-sens function (Auto sensor concept) automatically
adjusts the focal length depending on the position of the
material surface.
The unique D-fit function (Depth fitting concept) calculates
and automatically adjusts the position of the laser head when
cutting thick materials in several passes.
The beam expander allows the same power level and dot size to be maintained across the entire
working area.
The integrated red dot beam pointer allows easy positioning of the laser prior to running a job.
Available with a variety of laser tube powers from 30 to 80 watt to suit all types of work.

What materials can be laser processed?
Acrylic
Anodised Aluminium
Cardboard
Coated Metals
Cork
Fabrics
Foam
Glass
Laminated Plastics
Leather

Marble
MDF
Nylon
Paper
Plastics
Polycarbonate
Rubber
Stone
Veneer
Wood



The Laser systems are packaged with the following
accessories:-

Included Accessories

System specifications

Boxford Limited
Wheatley,
Halifax,
HX3 5AF
Tel:  01422 358311
Fax: 01422 355924
Email:
info@boxford.co.uk
Web:
www.boxford.co.uk
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LS800 LS900
Engraving Area 610 x 305 mm 610 x 610 mm

(24 x 12 in) (24 x 24 in)

Max. Part Size 690 x 350x 250 mm 690 x 690 x 250 mm

Max Part Weight 25 kg 25 kg

Laser source power 30, 40, 60 or 80 watts 30, 40, 60 or 80 watts

air cooled air cooled

Max. Engraving Speed 2000 mm/sec 2000 mm/sec

Machine Weight 185kg 215kg

Dimensions (W x D x H) 945 x 780 x 1210 mm 945 x 1080 x 1300 mm

Mounting Floor Floor

Rotary Attachment 3mm to 200mm  Ø 3mm to 200mm  Ø

Safety Class 1 closed configuration

Operating Modes Raster mode for engraving, Vector  mode for engraving and cutting

 or  Raster / Vector combination mode

Resolution 50 - 1200 DPI

Optics 50.8mm (2.0") focal lens as standard

Honeycomb material cut-out table eliminating cut
marks on the bottom side of the component by
keeping the laser away from the machine table
during vector cutting.
Automated rotary device for engraving cylindrical
objects.
Air assist including compressor. This prevents
combustion of flammable materials.
Windows Software drivers.
Warranty - 3 Years parts and labour (excludes consumable items - lenses, mirrors,
honeycomb table and fume extraction filters)

Optional Accessories
Integrated fume extraction/air filtration system*.
The laser system’s internal ventilation
system is engineered with air exhaust paths
that virtually eliminate mirror contamination.
For rubber processing, a hose at the point
of cutting is included to help remove the
smoke at the source.
Set of replacement filters for extraction / air
filtration system.
38.1 (1.5”) 63.5 (2.5”), 89 (3.5”) and 102mm (4”) focal lenses.

* Laser systems can produce noxious fumes of varying levels depending on the material
been processed. If exhausting internally, extraction must be to HEPA standards. Uses
may wish to consider exhausting externally, eliminating the need for continual filter
replacement. Please ask for further details.



Sherline Lathe and Mill Specifications 
Lathe Specifications 

FEATURE 4000(4100) 4400(4410) 
Swing over bed 3.50" (90 mm) 3.50" (90 mm) 
Swing over carriage 1.75" (45 mm) 1.75" (45 mm) 
Distance between 
centers 8.00" (200 mm) 17.00" (430 mm) 

Hole through spindle .405" (10 mm) .405" (10 mm) 
Spindle nose thread 3/4"-16 T.P.I. 3/4"-16 T.P.I . 
Spindle nose taper #1 Morse #1 Morse 
Travel of crosslide 4.25" (110 mm) 4.25" (110 mm) 
Taper of tailstock 
spindle #0 Morse #0 Morse. 

Protractor graduations 0° to 45° by 5° 0° to 45° by 5° 
Handwheel 
graduations .001" (.01 mm) .001" (.01 mm) 

Length overall 24" (610 mm) 32.25" (820 mm) 
Width overall 7.5" (190 mm) 8.75" (220 mm) 
Height overall 6" (150 mm) 8" (200 mm) 
Shipping weight 24 lb. (10.9 kg) 30 lb. (13.6 kg) 

Motor 1/3 HP DC (90 Volts) with electronic speed control that accepts any incoming current from 
100VAC to 240 VAC, 50 Hz or 60 Hz. Click here for motor specifications. 

Spindle speed range 70-2800 RPM continuously variable by electronic speed control 

 



Mill Specifications 

FEATURE 5000(5100) 5400(5410) 2000 (2010) 
Max clearance, table to 
spindle 8.00" (203 mm) 8.00" (203 mm) 9.00" (229 mm) 

Throat (without 
headstock spacer) 2.25" (50 mm) 2.25" (50 mm) Adjustable 

Throat (with headstock 
spacer block) (Not included) Included, 3.50" (89 mm)  Not Required 

Travel, "X" Axis 
8.68" (228 mm)  

(9" w/ stop screw removed)

8.68" (228 mm)  

(9" w/ stop screw removed) 

8.68" (229 mm)  

(9" w/ stop screw removed) 
Travel, "Y" Axis 3.00" (76 mm) 5.00" (127 mm) 7.00" (178 mm) 
Travel, "Z" Axis 6.25" (159 mm) 6.25" (159 mm). 5.38" (137 mm) 
Hole through spindle .405" (10 mm) .405" (10 mm) .405 (10 mm) 
Spindle nose thread 3/4-16 T.P.I. 3/4-16 T.P.I. 3/4-16 T.P.I. 
Spindle taper #1 Morse #1 Morse. #1 Morse 
Handwheel 
graduations .001" (.01 mm) .001" (.01 mm) .001" (.01 mm) 

Width overall* 14.75" (375 mm) 15.00" (381 mm) 15.00 (381 mm) 
Depth overall* 11.75" (298 mm) 14.00" (356 mm) 22.25" (565 mm) 
Height overall* 20.75" (527 mm) 20.75" (527 mm) 23.38" (568 mm) 

Table size 2.75" x 13.00" (70 x 330 
mm) 2.75" x 13.00" (70 x 330 mm) 2.75" x 13.00" (70 x 330 mm)

Hold down provision 2 "T" Slots 2 "T" Slots 2 "T" Slots 
Shipping weight 33 lb. (15.0 kg) 36 lb. (16.3 kg) 38 lb. (17.2 kg) 

Movements in addition 
to X-, Y- and Z-axes 

Headstock rotation 90° 
left/right 

Headstock rotation 90° 
left/right 

Headstock rotation 90° 
left/right, column rotation 
(90° L/R), column pivot 

(front/back), column swing 
(90° L/R) and 5.5" column 

travel (in/out) 

Motor 1/3 HP DC (90 volts) electronic speed control automatically converts any input from 100 
VAC to 240 VAC, 50 or 60 Hz. (See motor specifications) 

Spindle speed range 70-2800 RPM continuously variable by electronic speed control 

*Overall dimensions include motor and speed control 



Milling Machine 
 
 

 
 

Model No.:XA5032 

Product Origin: China 

Brand Name: DLCHEM 

Certification(s): ISO9002 

Detailed Product Description  

Main specifications: 
Working table:  
1) Working surface (width x length): 320 x 1250mm 
2) Loading weight: 500kg 
3) No. of T-slots of table: 3 
4) Width of T-slot of table: 13mm 
5) Distance between T-slots: 70mm 
  
Travels: 
1) Longitudinal (manual / auto): 700 / 680mm 
2) Cross (manual / auto): 255 / 240mm  
3) Vertical (manual / auto): 370 / 350mm  
  
Spindle: 
1) Max. swivel angle: +/- 45 degrees  
2) Speed: 30-1500rpm 
3) Taper: ISO7:24No.50 
4) Axial motion: 35mm 
5) Distance from spindle nose to table surface Min/Max: 45/415mm    
6) Distance from centre line of spindle to vertical guideway surface of column: 350mm 
 
Feedrates: 
1) Cutting feed rate: X.Y: 23.5-1180mm/min. Z: 8-394mm/min. 
2) Rapid feed rate: X.Y: 2300mm/min. Z: 770mm/min. 
3) No. of feeds: 8 steps 
 
Motor: 
Power of spindle motor: 7.5kW 
Power of feed motor: 1.5kW 
  
Net weight: 2800kg 
Overall dimensions of machine: 2,272 x 1,770 x 2,094mm 
 
We export it to many countries and it is very popular with clients by its high quality and competitive 
price. 

 



Milling & Drilling Machine 
 
 

 

 

Model No.: ZX7045 

Product Origin: China 

Brand Name: QILONG 

Price Terms: FOB Shanghai 

Payment Terms: L/C, T/T  

Supply Ability: 2,500pcs/month 

Minimum Order: 20pcs  

Delivery Lead Time: 20 days 
See the most recent posting for this Milling & Drilling Machine (Oct 25, 2006)  

Detailed Product Description  

Features: 
1) Model: ZX7045  
2) Max. boring diameter: 45mm 
3) Max. width of face milling: 80mm 
4) Max. diameter of vertical spindle milling: 28mm 
5) Max. distance from spindle end to bench surface: 475mm 
6) Bench stroke: 500 x 200mm 
7) Taper of spindle: MT 4 
8) Max. stroke of spindle: 120mm 
9) Distance from spindle central line to upright post surface: 260mm 
10) Range of spindle speed: 65 - 1,380rpm 
11) Motor power: 1.1kW (6 grades) 
12) Total height: 1,050mm 
13) Total weight: 370kg 
14) Size of bench working surface: 820 x 240mm 



CNC Lathe 
 
 

 

CNC Lathe  

Model No.: CJK6132, CK6132 

Product Origin: China 

Brand Name: QILONG 

Price Terms: FOB Shanghai 

Payment Terms: L/C, T/T  

Supply Ability: 500pcs/month 

Minimum Order: 5pcs  

Delivery Lead Time: 20 days 
See the most recent posting for this CNC Lathe (Sep 15, 2006)  

Detailed Product Description  

Function: 
This machine can automatically finish the turning of workpieces, including  
processing inner and outer circles, terminal surfaces, grooving, random  
pyramidal faces, curved faces, metric and British system cylinders, and  
conical threading. 
 
Performance: 
This machine tool can send and receive different signals to control the  
automatic processing because using such numerical coefficients as FANUC  
OTD, GSK 980TA and WA-21SN. The machine's bed guide is manufactured using  
supersonic quenching, and has strong resistance to abrasion. 
 
With good returning accuracy and high resistance to shock, good cutting  
performance is guaranteed. With the balled screws in both the longitudinal  
and cross-directions driven by a step motor or servo-actor, good dynamic  
response and low operation noise are produced. 
 
This type of machine tool has better adaptive abilities for continuous  
processing of workpieces in various sizes, models and specifications. 



Radial Drilling Machine 
 
 

 

Radial Drilling Machine  

Model No.: Z3032x10 

Product Origin: China 

Brand Name: QILONG 

Price Terms: FOB Shanghai 

Payment Terms: L/C, T/T  

Supply Ability: 2,500pcs/month 

Minimum Order: 20pcs  

Delivery Lead Time: 20 days 
See the most recent posting for this Radial Drilling Machine (Sep 25, 2006)  

Detailed Product Description  

Features: 
1) Model: Z3032x10  
2) Max. boring diameter: 32mm 
3) Taper of spindle: MT 4 
4) Max. stroke of spindle: 250mm 
5) Max. distance from spindle end to bench surface: 1,064mm 
6) Distance from spindle central line to upright post surface: 1,000mm 
7) Range of spindle speed: 71 - 1,800rpm 
8) Motor power: 2.2kW 
9) Total height: 2,360mm 
10) Total weight: 1,700 / 1,400kg 



Light Type Bench Drilling Machine 
 
 

 

Light Type Bench Drilling Machine  

Model No.: ZQ4113, ZQ4116, ZQ4119 

Product Origin: China 

Brand Name: QILONG 

Price Terms: FOB Shanghai 

Payment Terms: L/C, T/T  

Supply Ability: 2,500pcs/month 

Minimum Order: 20pcs  

Delivery Lead Time: 20 days 
See the most recent posting for this Light Type Bench Drilling Machine (Oct 14, 2006)  

Detailed Product Description  

Features: 
1) Model: ZQ4113, ZQ4116, ZQ4119 
2) Max. boring diameter: 13 / 16 / 19mm 
3) Taper of spindle: B16 / B18 / B18 
4) Max. stroke of spindle: 85mm 
5) Distance from spindle central line to upright post surface:  
    165 / 180 / 180mm 
6) Max. distance from spindle end to bench surface: 318 / 432 / 432mm 
7) Range of spindle speed: 420 - 280rpm / 270 - 2880rpm /  
    270 - 2880rpm 
8) Size of bench working surface: 230 x 230mm 
9) Motor power: 0.37 / 0.55 / 0.55kW 
10) Total height: 825 / 950 / 950mm 
11) Total weight: 60 / 65 / 65kg 
 



Inventory (Figure 1)

A. Rear Panel ................................................. 1
B. Front Panel ................................................. 1
C. Cup ............................................................. 1
D. Base ........................................................... 1
E. Top Panel ................................................... 1
F. Tray ............................................................. 1

Tools and Hardware:
Cap Screws M12-1.75 x 25 .............................. 16
Cap Screws M12-1.75 x 35 ................................ 8
Flat Washers 12mm ........................................ 24
Lock Washers 12mm ....................................... 24
Phillips Head Screws M6-1 x 20 ....................... 2
Hex Nuts M6-1 .................................................. 2
Hex Nuts M12-1.75 .......................................... 16
Mounting Pins M10-1.5 x 40 ............................. 2

Assembly (Figure 2)

1. Align the lower holes of the front and rear 
panels with the holes in the base. Secure with 
M12-1.75 x 25 cap screws flat washers, and 
lock washers.

3. Secure the tray to the front and rear panels 
with M12-1.75 x 25 cap screws, flat washers, 
lock washers, and hex nuts.

4. Align the large bolt holes in the top panel with 
the bolt holes in the front and rear panels.

5. Secure the top panel with M12-1.75 x 35 cap 
screws, flat washers, lock washers, and hex 
nuts.

6. Attach the cup to the front panel with the 
Phillips head screws and hex nuts.

7. Secure the stand to the floor with appropriate 
fasteners for the floor type (not included).

8. Mount the arbor press with hex bolts, flat 
washers, lock washers and hex nuts, using 
the mounting pins as a guide, as shown 
in Figure 3. These fastener sizes will vary 
depending on your arbor press.

MODEL H7832
ARBOR PRESS STAND

INSTRUCTION SHEET

Figure 1. Inventory parts.

A B

E

C

F

D

Figure 2. Assembly order.

Step 1

Step 2Step 4

Step 3

If you need additional help with this assembly, call 
our Tech Support at: (570) 546-9663.

Figure 3. Mounting pin placement.

Mounting 
Pins

Arbor Press 
Underside



H7832 Parts Breakdown and List
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REF PART # DESCRIPTION REF PART # DESCRIPTION

1 PH7832001 MOUNTING PIN M10-1.5 X 40 8 PSB36M CAP SCREW M12-1.75 X 25

2 PH7832002 TRAY 9 PW06M FLAT WASHER 12MM

3 PH7832003 FRONT PANEL 10 PLW05M LOCK WASHER 12MM

4 PH7832004 BASE 11 PN09M HEX NUT M12-1.75

5 PH7832005 TOP PANEL 12 PSB111M CAP SCREW M12-1.75 x 35

6 PH7832006 REAR PANEL 13 PN01M HEX NUT M6-1

7 PH7832007 CUP 14 PS26M PHLP HD SCR M6-1 X 20
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