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1. 

Authors: Mitrabasu, Neelam Chhillar 

Paper Title: 
Integrating Kano Model and Herzberg Two Factor Theory to Unveil the Third Quality Factor of 

Patient Satisfaction in a Multispecialty Outdoor Medical Centre 

Abstract: Perception of quality by customers remains most important determinant of success of a healthcare unit, 

influencing consumption of service by improved compliance, better satisfaction levels and stronger bondage between 

healthcare team and patients. Whereas Herzberg two factor theory was designed originally to discover hygiene and 

motivating factors for employees, it could be used similarly to identify such factors in a customer population of an 

industry. Kano model to study service quality attributes considers both functional and non functional data analysis to 

classify attributes in four categories viz. must- be, reverse, indifferent and attractive. Present study was conducted on 

243 employees of Institute of Nuclear Medicine and Allied sciences (INMAS), Delhi. Data was collected in 

structured questionnaire (Both functional and non functional) developed based on Kano model. Frequency analysis 

was done to identify Kano category of service attribute and customer satisfaction coefficient was calculated to 

identify hygiene or motivating factors. We concluded that it is possible to identify key determinants of quality 

perception using Kano model in a healthcare service unit. Also, it was concluded that service quality attributes could 

be categorises not only in hygiene and motivating factors but some of them are both hygiene and motivating 

 

Keywords: Healthcare, Kano model, Patient satisfaction, Service quality.  

 

References: 
1. Institute of Medicine. Medicare: A Strategy for Quality Assurance. Washington, D.C.: National Academy Press, 1990 
2. Parul Gupta, Dr. R.K. Srivastava. Customer Satisfaction for DesigningAttractive Qualities of Healthcare Service in India using Kano Model 

and Quality Function Deployment MIT International Journal of Mechanical Engineering Vol. 1 No. 2 Aug 2011,  pp 101-107  

3. Paul D. Cleary and Barbara J. McNeil. Patient Satisfaction as an Indicator of Quality Care. Vol. 25, No. 1, The Challenge of Quality 
(Spring 1988), pp. 25-36 

4. A Donabedian. Explorations in Quality Assessment and Monitoring, Vol. 1: The Definition of Quality and Approaches to Its Assessment ( 

Ann Arbor MI: Health Administration Press, 1980) 
5. Kano, N., Seraku, N., Takahashi, F. and Tsuji, S. (1984), “Attractive quality and must be quality”, Quality,Vol. 14 No. 2, pp. 39-48 

6. JoséM.M. Bloemer, Hans D.P. Kasper, The complex relationship between consumer satisfaction and brand loyalty, Journal of Economic 

Psychology, Volume 16, Issue 2, July 1995, Pages 311-329, ISSN 0167-4870, 10.1016/0167-4870(95)00007-

B.(http://www.sciencedirect.com/science/article/pii/016748709500007B) 

7. Shahin, A. (2004). Integration of FMEA and the Kano model: An exploratory examination, International Journal of Quality & Reliability 

Management Vol. 21 No.7.731-746 
8. James E Bartlet, Joe W Kotrlik, Chadwick C. Higgins. Organizational Research: DeterminingAppropriate Sample Size in Survey Research. 

Information Technology, Learning, and Performance Journal, Vol. 19, No. 1, Spring 2001 

9. Berger, Charles; Blauth, Robert; Boger, David; Bolster, Christopher; Burchill, Gary; DuMouchel,William; Pouliot, Fred; Richter, Reinhard; 
Rubinoff, Allan; Shen, Diane; Timko, Mike; Walden,David. "Kano‟s Methods for Understanding Customer-defined Quality", In: Center for 

QualityManagement Journal, Vol. 4 (Fall 1993), pp. 3 - 36. 
10. Dr. DwiSulisworo. Integrating Kano‟s Model and SERVQUAL to Improve Healthcare Service Quality. Available at 

http:/mc.manuscriptcentral.com/rgph accessed on 11th Jan 2013 

11. Yoshio Kondo, Customer satisfaction: How can I measure it?.Total Quality Management Vol. 12, Iss. 7-8, 2001 
12. Oscar W. DeShields Jr, Ali Kara, Erdener Kaynak, (2005) "Determinants of business student satisfaction and retention in higher education: 

applying Herzberg's two-factor theory", International Journal of Educational Management, Vol. 19 Iss: 2, pp.128 – 139 

13. Edwin N. Torres, Sheryl Kline, (2006) "From satisfaction to delight: a model for the hotel industry", International Journal of Contemporary 
Hospitality Management, Vol. 18 Iss: 4, pp.290 – 301 

14. Fan, Xiaomeng, Sandra Liu, and Michael Zhu. "An Innovative Approach Examining the Asymmetrical and Nonlinear Relationship between 

Attribute-Level Performance and Service Outcomes." Advances in Consumer Research 36 (2009) 

1-5 

2. 

Authors: Y. Madhavi Reddy, P. Venkata Ramana 

Paper Title: A Survey Report of Initial Value Problem with Boundary Value Problems 

Abstract: In mathematics, an initial value problem is an ordinary differential equation together with a specified 

value, called the initial condition, of the unknown function at a given point in the domain of the solution. In physics 

or other sciences, modeling a system frequently amounts to solving an initial value problem; in this context, the 

differential equation is an evolution equation specifying how, given initial conditions, the system will evolve with 

time. But In this paper specifies that various boundary conditions and boundary value problem with initial value 

problem. 
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Paper Title: Secure Captcha Input Based Spam Prevention 

Abstract: Spam is one of the principal stumbling blocks of Internet, which consistently emerge as redundant or 

unsolicited messages in various communication areas. For example in VoIP, spam appears as unnecessary calls 

generated by the computers and other auto call generating BOTs. In WEB servers like Gmail, FTP servers like Rapid 

Share spam appears as fake accounts creation and it sometimes lead to jam of server process due to the BOTs. We 

have anticipated a resolution to thwart the spam using SECURE CAPTCHA INPUT (SCI) system. CAPTCHA 

(Completely Automated Public Turing Test to Tell Computers and Human Apart) method aims to determine whether 

the call is coming from a human or a machine. A CAPTCHA is a type of challenge-response test used in computing 

to ensure that the response is not generated by a computer. The process usually involves one computer (a server) 

asking a user to complete a simple test which the computer is able to generate and grade. Because other computers 

are unable to solve the CAPTCHA, any user entering a correct solution is presumed to be human. Thus, it is 

sometimes described as a reverse Turing test, because it is administered by a machine and targeted to a human, in 

contrast to the standard Turing test that is typically administered by a human and targeted to a machine. CAPTCHA 

that is deployed here is a 3D model developed with action script that can overcome RT-MITM attack which is 

another milestone in the CAPTCHA security. 
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Paper Title: Assessment of Computer Literacy at Secondary Education Level in Rural Areas of Sindh (Pakistan) 

Abstract: Efforts have been taken to some extent in public sector schools but no constant attention and continuous 

interest is paid to fill the digital gape. Education and ICT can be sound and significant if these kept beyond the 

political priorities in Pakistan. Urban areas of t Pakistan are well equipped with sound facilities and education of 

recognized quality but rural areas suffer from this experience. Expansion of private sector in education system has 

elevated the use of ICT accordingly and middle and upper class families prefer to get services from private schools 

for quality education of the children. This research recommends that ICT practice should be uniform in all units of 

Pakistan. ICT application should not be left on the sympathy of conditions as this system needs strong leadership. 

 
Keywords: ICT, Secondary Education, learning, Training.  
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5. 

Abstract: Electricity generation is the process of generating electric power from different sources of energy. 

Nowadays electricity is very important to run each and every appliance. So, it is a big task how to generate electricity 

with cheaper cost to fulfill the electricity demand of the consumers. The dependence on fossil fuels, the need for 

reducing the carbon emissions associated with energy use and the prospects of developing a new and innovative 

technology sector, make solar energy increasingly attractive, However higher cost per unit of electricity is the major 

drawback that have held back this energy source. In India, Nuclear power holds the fourth position among the 

different resources of electricity, presently there are 19 nuclear power plants in India which generates 4,560 MW 

(2.9% of total installed base) and 4 such power plants are in the pipeline and would be generating around 2,720 MW. 

India's contribution in fusion development is done through its involvement in the ITER project. This paper examines 

the comparative study on solar and nuclear power plant in India. 

 
Keywords:   Electricity generation is the process of generating electric power. 

 

References: 
1. [Online].Available:http://thehindu/news/national/article2627059.ece] 

2. Power Consumption in India to Double Up by 2020 

Jan29,2010[Online].Available:www.rncos.com/Blog/report_list.php?year=http://www.rncos.com/Blog/blog_report.php&month=01& 
blog_pagename=Power-Consumption-in-India-to-Double-Up-by-2020 

3. Kudankulam a victim of misinformation‟ Published: Sunday, Nov 13, 2011, 9:13 IST ,Updated: Sunday, Nov 13, 2011, 9:13 IST, 

4. By M Raghuram, Place: Manipal | Agency: DNA[Online].Available:www.dnaindia.com/bangalore/interview_kudankulam-a-victim- 
of-misinformation_1611735 

5. [Online].Available:www.indianuclearenergy.net/summit/ 

6. [Online].Available:. http://en.wikipedia.org/wiki/Nuclear_fuel 
7. [Online].Available: http://www.barc.gov.in/egreport.pdf 

8. Nuclear_fuel_cycle[Online].Available:http://en.wikipedia.org/ 
9. Nuclear-Power-Plant-Advantages-Disadvantages    [Online].Available: http://kiran111.hubpages.com/hub/ 

10. [Online].Available:Gujarat%20Solar%20Park,%20Charank20 Costs%20%20%20Natural%20Group.htm 

11. [Online].Available:www.narendramodi.in/cm-to-dedicate-600-mw-solar-power-generation-capacity-to-the-nation/comment-page-15/ 
12. Online].Available:.www.gpclindia.com/showpage.aspx? contentid=15 

13. [Online].Available:http://epaper.timesofindia.com/Default/Scripting/ArticleWin.asp?From=Archive&Source=Page&Skin=TOINEW 

& Base Href=TOIA/2013/03/11&PageLabel=4&EntityId=Ar00401&ViewMode=HTML 
14. Electricity_generation[Online].Available:http://en.wikipedia.org/wiki/indian_electricity_scenario[Online].Available:http://www.powermin. 

nic.in/ 

15. Cost Economics of Solar kWh, AVIJIT NAYAK, National Productivity Council, Kolkata, [Online].Available:www.energetica-india.net/ 
16. Green Energy, Vol.5. No.3. ½ May-June 2001.World Institute of Sustainable Energy, P-10. 

17. “India‟s GHG Emission Profile Results of Five Climate Modelling Studies”, September 2009, MOEF, GOI. 

18. [Online].Available:http://www.npcil.nic.in/main/ allprojectoperationdisplay.aspx 

16-20 

6. 
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Paper Title: Quality Metrics in Ubiquitous Computing 

Abstract: Ubiquitous computing is the latest technology that not just make computer as a tool, but helpful and calm 

device which is one of the main part of human being in his day to day life. The purpose behind this paper is that to 

share some valuable quality metrics that help us in our near future that help us to improve the quality of our project. 

In Software engineering Software quality metrics is one of the research areas. In this paper we will see some quality 

metrics that one can use in ubiquitous projects. As we know that ubicomp is one of the different techniques with 

some different methods, design guidelines so we can say that there may be different quality metrics for the same. As 

well as we will see what is meant by ubiquitous, ubiquitous computing and also some new devices in them. 

 
Keywords: Quality, Software Metrics, Quality Metrics, ubiquitous computing, ubiquitous. 
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Paper Title: Simulation Results and Performance Evaluation of Routing Protocols in Mobile Ad-Hoc Networks 

Abstract: One  of  the  majority  vital  issues in mobile ad hoc network(MANET) is collecting and processing  data  

apparent  from the atmosphere and sending that  data to be processed and evaluated. Routing in MANETs is a 

challenging task due to the unpredictable changes in the network topology. MANETs  are  a  heterogeneous  mix of  

different  wireless and mobile devices ,  ranging  from  little hand- held  devices to laptops  that  are dynamically  and 

arbitrarily located  in  such  a  manner  that  the  interconnections  between  nodes  are capable of  changing  on  a  

continual  basis. The major  goal  of   the proposed  paper  is  to  analyze the  behavior  of  the both  reactive  Ad hoc 

On- demand  Distance Vector protocol (AODV)  and  proactive  Destination Sequenced Distance Vector (DSDV)  in 

high mobility scenario under  dense and  sparse  medium. Unlike military applications, most of the other applications 

of MANETs require moderate to high mobility. That‟s why it becomes important to analyze the behavior of high 

mobility. Simulation is done using ns2 in different scenarios in MANET. 

 

25-28 



Keywords: MANET, Routing protocol, AODV, DSDV, NS2. 

 

References: 
1. Elizabeth M. Royer, University of California, Santa Barbara Chai-Keong Toh, Georgia Institute of Technology, “A Review of Current 

Routing Protocols for Ad Hoc Mobile       Wireless Networks”. 

2. Charles E. Perkins;Pravin Bhagwat. Highly dynamic destination-sequenced distance-vecto routing (dsdv) for mobile computers. 1994. 

3. Charles E. P.; Elizabeth M. R., Ad hoc on-demand distance vector routing. In Proceedings of the 2nd IEEE Workshop.on Mobile Computing 
Systems and Applications, pages 80–100.IEEE, February 1999. 

4. AODV, internet-draft. World Wide Web, http://www.ietf.org/internet-drafts/draft-ietf-manet-aodv-08.txt. 

5. David A.; David B. Johnson; Josh Broch; Maltz,; Jorjeta Jetcheva.;Yih-Chun Hu;  A performance comparison of multihop wireless adhoc 
network routing protocols. In Mobicom 1998, pages 85–97.ACM, 1998.  

6. Das B.; Bhargavan V.; Sivakumar E., Routing in ad-hoc networks using a spine, 1997. 

7. Haas. ZRP, internet-draft. World Wide Web,    
8. Ford Jr. L.R. ; Fulkerson D. R., Flows in Networks. Princeton Univ. Press, 1962. 

9. David B. J.;David A. M;,“ Dynamic Source Routing in Ad Hoc Wireless Networks“, chapter  5, pages 153–181. Kluwer Academic 
Publishers, 1996. 

10. http://www.isi.edu/nsnam/ns/ns-tutorial/index.html 

8. 

Authors: Ashwini Singh, Ajeet Kumar, Pankaj Kumar, M. A. Mujeeb 

Paper Title: Body Sensor Network: Monitoring and Analysing Real Time Body Parameters in Medical Perspect 

Abstract: As because of modern emerging technologies, low power integrated circuits and wireless communication 

has enabled a new generation of sensors network. The incorporation of these sensors networks in Health care is very 

popular and plays a vital role in breath breaking situations. The deployment of monitoring and analysing hardware 

incorporated with various wireless standards plays a key role in regard to monitors body parameters and collects the 

data for analysing related issues. The goal of our paper is to develop a wireless system that provides the heartbeat 

rate, body temperature and body acceleration with real time data which helps to control situation of emergency and 

all these information will send to the caregivers by various wireless techniques.  
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Authors: Kashyap Patel, R. K. Prasad 

Paper Title: Speech Recognition and Verification Using MFCC & VQ 

Abstract: Speech recognition is very important branch in digital signal processing. Speaker Recognition software 

using MFCC (Mel Frequency Cepstral Co-efficient) and vector quantization has been designed, developed and tested 

satisfactorily for male and female voice. In this paper the ability of HPS (Harmonic Product Spectrum) algorithm and 

MFCC for gender and speaker recognition is explored. HPS algorithm can be used to find the pitch of the speaker 

which can be used to determine gender of the speaker. In this algorithm the speech signals for male and female ware 

recorded in .wav(dot wav) file at 8 KHz sampling rate and then modified. This modified wav file for speech signal 

was processed using MATLAB software for computing and plotting the autocorrelation of speech signal. The 

software reliably computes the pitch of male and female voice. The MFCC algorithm is used to simulate feature 

extraction module. Using this algorithm the cepstral co-efficient are calculated of Mel frequency scale. VQ (Vector 

Quantization) method will be used for reduction of amount of data to decrease computation time. In the feature 

matching stage Euclidean distance is applied as similarity criterion. Because of high accuracy of used algorithm the 

accuracy of voice command system is high. In this paper the quality and testing of speaker recognition and gender 

recognition system is completed and analysed. 
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Paper Title: Speech Recognition and Verification Using MFCC & VQ 

Abstract: Speech recognition is very important branch in digital signal processing. Speaker Recognition software 

using MFCC (Mel Frequency Cepstral Co-efficient) and vector quantization has been designed, developed and tested 

satisfactorily for male and female voice. In this paper the ability of HPS (Harmonic Product Spectrum) algorithm and 

MFCC for gender and speaker recognition is explored. HPS algorithm can be used to find the pitch of the speaker 

which can be used to determine gender of the speaker. In this algorithm the speech signals for male and female ware 

recorded in .wav(dot wav) file at 8 KHz sampling rate and then modified. This modified wav file for speech signal 

was processed using MATLAB software for computing and plotting the autocorrelation of speech signal. The 

software reliably computes the pitch of male and female voice. The MFCC algorithm is used to simulate feature 

extraction module. Using this algorithm the cepstral co-efficient are calculated of Mel frequency scale. VQ (Vector 

Quantization) method will be used for reduction of amount of data to decrease computation time. In the feature 

matching stage Euclidean distance is applied as similarity criterion. Because of high accuracy of used algorithm the 

accuracy of voice command system is high. In this paper the quality and testing of speaker recognition and gender 

recognition system is completed and analysed. 

 

Keywords: Autocorrelation, Signal, Voice command, Pitch, MFCC, Vector quantization, Euclidean distance. 

 

References: 
1. Mahdi Shaneh and Azizollah Taheri, "Voice Command Recognition System Based on MFCC and VQ algorithms" World Academy of 

Science, Engineering and Technology 33 2009. 
2. Ms. Arundhati S. Mehendale and Mrs. M.R. Dixit "Speaker Identification" Signals and Image processing: An International Journal (SIPIJ) 

Vol. 2, No. 2, June 2011. 

3. Jamel Price, Sophomore student, Dr. Ali Eydgahi "Design of an Automatic Speech Recognition System Using MATLAB" Chesapeake 
Information Based Aeronautics Consortium August 2005. 

4. E. Darren. Ellis "Design of a Speaker Recognition Code using MATLAB "Department of Computer and Electrical Engineering- University 

of Tennessee, Knoxville Tennessee 37996. 9th May  2001. 
5. J.S Chitode, Anuradha S. Nigade " Throat Microphone Signals for Isolated Word Recognition Using LPC "   International Journal of 

Advanced Research in  Computer Science and Software Engineering, Volume 2, Issue 8, August 2012. ISSN: 2277 128X. 

33-37 

 

11. 

Authors: Selvaradjou, K. Bharathi Manjula 

Paper Title: 
Redundant Transmission of Sensed data in Wireless Sensors and Actor Networks for Improved 

Reliability 

Abstract: In Wireless Sensor and Actor Network (WSAN), sensors and actors are linked through wireless channel. 

Sensor nodes are those which sense data and forward them to actors, which in turn process the data and perform a 

suitable action on the environment. An actor is a node that also acts as a data sink in the WSANs. The actor node, 

which can be a mobile, or a static node, may take actions on the environment either individually or collaboratively 

with other such nodes that may be present in the network. It is important that the sensed events are reported to the 

sink nodes with high reliability and in a timely manner in order to effect a real-time response behavior of the 

network. We consider a network in which sensors deliver the sensed events in the form of messages and data in a 

multi-hop manner. While forwarding data there is a possibility of data loss due to various reasons such as collision, 

noise interference, and congestion in the network. In such cases, the messages need to be re-transmitted to ensure 

reliability. Such re-transmissions would waste bandwidth and scarce energy of the sensor nodes and will lead to a 

shorter lifetime of the network. We propose redundant data transmission schemes in which, the messages are 

retransmitted by embedding the neighbor node‟s message as backup data along with the original message. So data 

even when lost, reaches the destination via neighbour nodes‟ messages. We evaluated the performance of the 

protocol using TOSSIM simulator and the embedding of data packets helps improving the lifetime of the network. 
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Paper Title: Optimization of Material Removal Rate in Electric Discharge Machining Using Mild Steel 

Abstract: This paper aims at achieving the integrated approach to solve the optimization problem of EDM process. 

At any stage, the dominance factor of the input variables and output variables contained in the constraints and 

objective functions can be computed. This technique helps in getting the reliable multi-objective decisions under 

constrained penalties for the constrained optimization of such processes. In the present work, relationships have been 

developed between the input decision variables and the desired goals by applying the statistical regression analysis of 
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investigations obtained by Electro Discharge machining process for a considerable variation in the crisp sets of 

variables. The objectives functions were maximized or minimized by using the generalized Genetic Algorithms and 

the data are stored for a given set of objectives. The results are interpreted with respect to those obtained by using the 

bi-criterion approach. It is concluded that the results obtained by bi-criterion approach are approximately of the same 

order of accuracy as calculated experimentally but the computational simplicity of this method makes this 

methodology favorable to use to solve such mechanical engineering complex problems. 
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Authors: Neenu Prasad 

Paper Title: 
A Comparative Dimensionality Reduction Approach For Face Recognitionunder Uncontrolled 

Illumination Variations 

Abstract: Most of the method developed for face recognition with face images collected under relatively well 

controlled conditions have difficulty in dealing with the range of appearance variations that commonly occur in 

unconstrained natural images due to different factors. A simple, efficient image processing chain is used whose 

practical recognition performance is comparable to or better than current methods, a rich descriptor for local texture 

called Local Binary Pattern(LBP), is used for feature extraction, dimensionality reduction is performed using 

Principal Component Analysis(PCA) and Linear Discriminant Analysis (LDA). To demonstrate the effectiveness of 

the proposed method, we give results on the Extended Yale-B dataset which contains images of 38 subjects under 64 

illumination and 9 poses. 

 

Keywords: Face recognition, Feature extraction, illumination normalization, linear discriminant analysis, local 

binary patterns, principal component analysis. 
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Paper Title: Human Computer Interaction Using Eye and Speech: The Hybrid Approach 

Abstract: The physically impaired users cannot handle the traditional input devices such as keyboard, mouse etc. the 

alternate for this category of users must be available. Speech is another promising technology to achieve this goal. 

The first approach researches estimation of eye gaze point as pointing device. The second approach researches 

speech recognition as an input and the third approach deals with the hybrid approach for the combination of both. 

The aim of ongoing research is to develop an application to replace a computer mouse for a people with physical 

 

 

 

 

 



 

 

 

 

 

14. 

impairment. The application is based on an eye gaze estimation algorithm and assumes that the camera and the head 

position are fixed. The system after successful development will able to interact user with specific application. 

 

Keywords:  Eye Gaze Point, Disable users, Speech Recognition, Hybrid approach etc. 
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Authors: A. D. Pathak, S. J. Karale 

Paper Title: Partially Improved Subsequence Discovery Algorithm for Sequence Matching 

Abstract: This article describes an Improved technique for the sub sequence discovery algorithm used for natural 

language processing in question answering system for matching user text input in natural language processing against 

an existing knowledge base, consisting of semantically described words or phrases. Most common methods & 

techniques of natural language processing are overviewed and their main problems are outlined. A sequence 

matching with subsequence analysis algorithm is analyzed and improvements are done which deals with the 

problems of exact matching,change in custom spelling errors as well as the improvement in the performance metric 

of the similarity matching.Popular approaches that solve this problem include stemming, lemmatization and various 

distance functions,sequence matching techniques are analysed to get the better possible technique for solving the 

problems with higher accuracy. Then the major components of the similarity measure are defined and the 

computation of concurrence and dispersion measure is presented. Results of the algorithms performance on a test set 

are then analysed. 
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Paper Title: Energy Distributed Clustering for Improving Lifetime of Wireless Sensor Network 

Abstract: Clustering is an efficient way to improve lifetime of wireless sensor network.  To enhance lifetime of 

sensor network this paper proposes to have multiple cluster heads within the cluster of sensor nodes. At a given time 

one cluster head (CH) from the cluster acts as a leader of the cluster and the leadership is rotated among the cluster 

heads based on the energy levels. The experimental results show the efficiency of proposed algorithm in terms of 

residual energy, total alive nodes and the execution time as compared to the cluster with single cluster head and 

LEACH protocol. 

 

Keywords: Clustering, Cluster heads, Lifetime, Wireless Sensor Network. 
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Authors: Radhika P. Fuke, M. V. Sarode 

Paper Title: Foreground Extraction in the Compressed Imaging Domain Using Saliency Detection Technique 

Abstract: Salient region detection in images is very useful for image processing applications like image 

segmentation, object detection and recognition. In this paper, an improved approach to detect salient region is 

presented Using saliency detection technique. Existing saliency detection models are built in the uncompressed 

domain. Since most images over Internet are typically stored in the compressed domain such as joint photographic 

experts group,a novel saliency detection model in the compressed domain in this paper. The intensity, color, and 

texture features of the image are extracted. Detection of irregular visual patterns in images and in video sequences is 

useful for a variety of tasks. Detecting suspicious behaviors or unusual objects is important for surveillance and 

monitoring. Identifying spatial saliency in images is useful for quality control and automatic inspection. 

 

Keywords: Compressed domain, image retargeting, joint photographic experts group, saliency detection, denoising. 
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Paper Title: 
An Efficient way of Record Linkage System and Deduplication using Indexing Techniques, 

Classification and FEBRL Framework 

Abstract: Record linkage is an important process in data integration, which is used in merging, matching and 

duplicate removal from several databases that refer to the same entities. Deduplication is the process of removing 

duplicate records in a single database. In recent years, data cleaning and standardization becomes an important 

process in data mining task. Due to complexity of today‟s database, finding matching records in single database is a 

crucial one. Indexing techniques are used to efficiently implement record linkage and deduplication. In this paper, 

three indexing techniques namely blocking index, sorting indexing and bigram indexing are used with a modification 

of existing techniques that reduces the variance in the quality of the blocking results. In addition to the indexing 

techniques, six comparison techniques and two classifiers are used. There is a potential for large performance speed-

ups and better accuracy to be achieved by using indexing techniques along with comparison and classifier 

techniques. 

 

Keywords: Record linkage, Indexing techniques, data matching, blocking, Febrl framework. 
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Paper Title: A System of Humanizing Test Automation Outlay Efficiency 

Abstract: Software can be tested either manually or automatically. The two approaches are complementary: 

automated testing can perform a large number of test in little time, whereas manual testing uses the knowledge of the 

testing engineer to target testing to the part of the system that are assumed to be more error-prone. Auto test is a 

testing tool that provide a “best of both worlds” strategy :it integrates developers test cases into an automated process 

of systematic contract –driven testing. Test automation has become more and more popular as the market demand for 

more complex software, involving higher risks and using the same or fewer resources in development, has increased. 

A number of research paper discuss the problem faced in the test automation process ,such as the complexity of 

automation ,poor choice of tools,and the effort spent to automate. This paper proposes a test automation viability 

analysis method of a test case based on mathematical procedures which intend to increase the chance of finding 

outlay efficiency test automation process. 

 

Keywords: Test automation, outlay efficiency, Viability, Method.  
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Paper Title: 
Mixed Ligand Complexes Containing (2-Hydroxy- 4 -Methoxyphenyl) (Phenyl) Methanone and 2-

Aminophenol: Synthesis and DNA Cleavage 

Abstract: A bidentate NO type Schiff base ligand (HA) has been obtained by the condensation reaction of 2-

hydroxy-4-metoxy benzophenone with aniline. Using this Schiff base as main ligand(HA) and 2-aminophenol as co-

ligand (B), few novel mixed ligand complexes of composition MAB [M = Mn(II), Co(II), Ni(II), Cu(II) and Zn(II)] 

have been synthesized. The resulting Schiff base (HA) and the mixed ligand complexes have been structurally 

characterized by UV-Vis., IR, 1H-NMR, FAB-Mass, EPR, XRD, SEM and magnetic studies. XRD and SEM reveal 

that all the complexes are microcrystalline nature with uniform morphology. In-vitro biological activities of free 

Schiff base  (HA) and the mixed ligand complexes (1-5) were screened against few pathogenic bacterial and fungal 

strains by well diffusion technique. All the complexes show moderate potent activities than Schiff base ligand. 
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Furthermore, the oxidative DNA cleavage activities of free Schiff base and the mixed ligand complexes have been 

done by agarose gel electrophoresis method in peroxide medium. 

 

Keywords: Mixed ligand complexes, Powder XRD, SEM, Biological, DNA activity. 
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Paper Title: Virtual Machine Scheduling for Architectural Shared Resources in Open Stack Based Cloud 

Abstract: In IAAS cloud virtual machine (VM) migration between socket and nodes has been used to avoid conflicts 

among VM on system resources such as CPU and memory. Micro-architectural resources such as caches, memory 

controllers and non-uniform memory access (NUMA) affinity, have relied on intra socket scheduling to reduce cache 

contention. This paper proposes algorithm for cluster-level virtual machine scheduling based on cache sharing on 

same socket and these are considered in dynamic environment which do not require any prior knowledge on nature of 

VMs.The paper would present algorithm for the scheduler into a real cloud system (Open Stack), and the 

performance of the scheduler will then be investigated on various scientific and commercial workloads. 
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Paper Title: Local Maximum Lifetime Algorithms for Strong Barrier Using Coordinated Sensors 

Abstract: Barrier coverage is known to be an appropriate model of coverage for movement detection and boundary 

guard, which is achieved by barriers of coordinated sensors. A Border Security System watches intruders by using 

sensor nodes with communication function. The detection of some intruders and the use of a long-term operation 

system are required in this system. This paper proposes network construction methods of sensor nodes for Border 

Security Systems that uses a Divide-and-Conquer scheme. The design is based on new local maximal lifetime 

algorithm and following protocol for strong k- barrier with coordinated sensors. The proposed barrier coverage 

network construction methods are suitable for Border Security Systems and reduce the power consumption of the 

whole network system by effective control of sensor nodes. 
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Paper Title: Identifying Best Association Rules and their Optimization Using Genetic Algorithm 

Abstract: Data mining is the analysis step of the "Knowledge Discovery in Databases", It is the process that results 

in the detection of new patterns in large data sets. The main aim of data mining is to pull out knowledge from an 

existing dataset and transform it into a flexible structure.  In data mining association rule is a popular and easy 

method to find frequent itemsets from large datasets. In general frequent itemsets are generated from large data sets 

by applying association rule mining take too much computer time to compute all the frequent itemsets. By using 

Genetic Algorithm (GA) we can improve the results of association rule mining. Our main purpose is by Genetic 

Algorithm to generate high quality Association Rules, by which we can get four data qualities like accuracy, 

comprehensibility, interestingness and completeness. Genetic Algorithms are powerful and widely applicable 

stochastic search and optimization methods based on the concepts of natural selection and natural evaluation. The 

advantage of using genetic algorithm is to discover high level prediction rules is that they perform a global search 

and cope better with attribute interaction than the greedy rule induction algorithm often used in data mining. The 

main aim of this paper is to find all the frequent itemsets from given data sets using genetic algorithm. In this paper 

we are using the large dataset and our Experimental results on this dataset show the effectiveness of our approach. 

This paper provides the major improvement in the approaches for association rule mining using genetic algorithms. 
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Paper Title: Optimization of Organic Light Emitting Devices 

Abstract: A program in MATLAB has been developed  for calculating various parameters e.g., Efficient use of 

excitation energy by proper use of dopants (by studying exciton density profile as a function of time), locating 

correct position of emission zone ( location of charge accumulation layer) and thus enabling maximum 

recombination in single layer and multilayer devices. The extracted features of organic material are used as input 

vectors for the standard equations, results in increasing the efficiency of OLED. The test results helps in the analysis 

of identify the fault and help us to use the device more accurately and has a better emission rate compared to the 

previous time analysis. 

 

Keywords: OLED, Exciton, Optimization, Organic Material, MATLAB, Device Simulation, Electronic and Optical 

Model.  
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Paper Title: Study of Clustering and Neighbor Detection Protocol in MANET for Energy Efficiency 

Abstract: Now a days for quick communication various of the communication protocol is being used. Out of them 

MANET mobile ad-hoc network is widely attracting all the research. Various protocol is being used for the detection 

methods and reducing the battery life. In this paper we are introducing a complete study and comparison of the 

modern MANET technology and clustering in case of mobile ad-hoc network. The analyzed result for the algorithm 

is given for the detection of neighbor detection algorithm. The studied result to insuring reduced energy consumption 

is by using color Petri net (CPN) tool. To calculate the weight node is also done to ensure research fruitful. 
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Paper Title: Real Time Emotion Recognition through Facial Expressions for Desktop Devices 

Abstract: Thepaper states the technique of recognizing emotion using facial expressions is a central element in 

human interactions. By creating machines that can detect and understand emotion, we can enhance the human 

computer interaction. In this paper, we discuss a framework for the classification of emotional states, based on still 

images of the face and the implementation details of a real-time facial feature extraction and emotion recognition 

application are discussed. The application automatically detects frontal faces from the captured image and codes 

them with respect to 7 dimensions in real time: neutral, anger, disgust, fear, joy, sadness, surprise. Most interestingly 

the outputs of the classifier change smoothly as a function of time, providing a possibly worth representation of code 

facial expression dynamics in a fully automatic and unnoticeable manner. The main objective of the paper is the real-

time implementation of a facial emotion recognition system. The system has been deployed on a Microsoft‟s 

Windows desktop. 
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Paper Title: Multiparameter Monitoring and Fault Indication Using Inductive Power Transfer System 

Abstract: The paper aims at demonstrating communication capabilities of IPT. For this data communication is 

performed between two modules using the concept of IPT. IPT was deemed to be the best solution to the system 

houses a multi parameter acquisition module such as temperature, speed, voltage, current and data transfer from the 

motor. The receiver side is another microcontroller coupled to an inductive coil that gets the data and displays in the 

LCD.  A brief background to IPT (Inductive Power Transfer) technology and its applications is given and the design 

criteria for the paper are defined in detail. To be accurate, IPT data communication helps to reduce unnecessary wire 

connections and data is transmitted without any touch.  Further the paper can be enhanced by looking for fault 

analysis inside the motor. This can be done by analyzing various parameters of the motor. A novel two-way IPT 

communication system was designed, which worked on the concept of pulsing the system on and off to send data 

serially. The paper involves transmission of data through inductive flux without any contact between the two 

modules. Further as no frequency tunings or any calibration is required between different modules a single system 

can be used with multiple clients. This reduces a lot of hazards such as interference with other modules and RF 

transmitters in the vicinity.  
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