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Abstract

An important aspect of the new orientation on customer relationship marketing is the use of customer transaction databases

for the cross-selling of new services and products. In this study, we propose a mixed data factor analyzer that combines

information from a survey with data from the customer database on service usage and transaction volume, to make probabilistic

predictions of ownership of services with the service provider and with competitors. This data-augmentation tool is more

flexible in dealing with the type of data that are usually present in transaction databases. We test the proposed model using

survey and transaction data from a large commercial bank. We assume four different types of distributions for the data:

Bernoulli for binary service usage items, rank-order binomial for satisfaction rankings, Poisson for service usage frequency, and

normal for transaction volumes. We estimate the model using simulated likelihood (SML). The graphical representation of the

weights produced by the model provides managers with the opportunity to quickly identify cross-selling opportunities. We

exemplify this and show the predictive validity of the model on a hold-out sample of customers, where survey data on service

usage with competitors is lacking. We use Gini concentration coefficients to summarize power curves of prediction, which

reveals that our model outperforms a competing latent trait model on the majority of service predictions.
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1. Introduction

As many product and service markets become

saturated and highly competitive, vendors realize that

the acquisition of new customers happens mostly at the

expense of competitors and, at the margin, these new

customers tend to be ‘‘switchers’’ who will likely

switch again in response to an attractive competitive

offer. This competition for new customers in mature

markets leads to the phenomenon known as ‘‘churn,’’

in which each vendor becomes a revolving door of

acquired and lost customers. In order to escape this

vicious circle, firms are increasingly focusing on
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strengthening the relationships with their customers

(Day, 2000). Customer relationship management

(CRM) has been more than a ‘‘buzzword’’ in manage-

ment and marketing circles. According to industry

sources,1 worldwide CRM-related investments reached

$3.3 billion in 1999 and are expected to reach $10.2

billion by 2003.

One of the main CRM tools for forging stronger

relationships with customers is cross-selling (Kama-

kura, Ramaswami, & Srivastava, 1991). The rationale

for cross-selling as a strategy for reducing customer

‘‘churn’’ is very simple. As a customer acquires

additional services or products from a vendor, the

number of points where customer and vendor connect

increases, leading to a higher switching cost to the

customer. For example, it is easier for a customer with

only a checking account to close this account than for

another customer who also has automatic paycheck

deposit and bill payments. Another important benefit

of cross-selling, not as immediately visible as the

increase in customer switching costs, is that it allows

the firm to learn more about the customer’s prefer-

ences and buying behavior, thereby increasing its

ability to satisfy the customer’s needs more effectively

than competitors. For example, as a bank increases its

‘‘share-of-wallet’’ from a customer, it becomes more

familiar with the customer’s financial needs, and in a

better position than competitors to develop and offer

services that satisfy those needs.

On the other hand, cross-selling can also poten-

tially weaken the firm’s relationship with the cus-

tomer, because frequent attempts to cross-sell can

render the customer non-responsive or even motivated

to switch to a competitor. In order to effectively cross-

sell its products/services, the marketer must find—in

commonly used jargon—the right offer for the right

customer at the right time. The customer transaction

database is instrumental in achieving that, because it

allows the firm to learn about a customer, through its

experience with other customers with similar behav-

ioral patterns. However, usually only transaction data

with the company in question are included in the

database, while relevant marketing data, for example,

on the use of competitive products, are lacking and

need to be collected in separate surveys among a

sample of customers. In addition, the development of

techniques for the extraction of relevant information

from the database for strategic marketing purposes,

often referred to as data-mining, has lagged behind the

development of tools for collecting and storing the

data.

In this study, we develop a new data-augmentation

tool to predict consumption of new or current prod-

ucts by current customers who do not use them yet.

We provide a mixed data factor analyzer that is

tailored to implement cross-selling based on customer

transaction data and identifies the best prospects for

each service. The model extends previous factor

analysis procedures and enables us (1) to analyze data

from a variety of different types, i.e. choices, counts,

or ratings; (2) to represent the variability of those

variables in a latent subspace of reduced dimension-

ality; and (3) to analyze data from the customer

database in combination with survey data collected

only on a sample from the customer database. The

main purpose in applying the model is to learn from

the behavioral patterns of all customers in the data-

base and from external data gathered from a survey of

a sample of customers, to identify the best prospects

for the cross-selling of services, so that each customer

is only offered a service she is very likely to be

interested in.

The remainder of this paper is organized as fol-

lows. In Section 2, we provide a framework describ-

ing the role of cross-selling as a tool to enhance

customer relationships and review relevant literature

on cross-selling. Then, we explain a new mixed data

factor analyzer to identify cross-selling opportunities

from customer transaction databases. We show how it

extends recent work on factor analysis for non-normal

variables. Next, the model is calibrated on a customer

transaction database from a large retail bank. We

compare our model to alternative models and inves-

tigate which has better performance in evaluating

ownership of financial services. Finally, we discuss

other potential applications as well as limitations.

2. Cross-selling

Cross-selling pertains to efforts to increase the

number of products or services that a customer uses

1 CRM Report: ‘‘Worldwide CRM Applications Market Fore-

cast and Analysis Summary, 2001–2005’’. http://www.idc.com.
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within a firm. Cross-selling products and services to

current customers has lower associated cost than

acquiring new customers, because the firm already

has some relationship with the customer. A proper

implementation of cross-selling can only be achieved

if there is an information infrastructure that allows

managers to offer customers products and services

that tap into their needs, but have not been sold to

them yet.

Furthermore, we conjecture that cross-selling is

effective for customer retention by increasing switch-

ing costs and enhancing customer loyalty, thus

directly contributing to customer profitability and life

time value. The more services a customer uses with

the firm, the higher the costs of switching to other

firms, which leads to loyalty and tenure. We illustrate

this in Fig. 1. The graph is derived from the empirical

application below and shows the number of years of

being a customer versus the number of services used.

Fig. 1 reveals a strong positive relationship of the

number of years of being a customer and the number

of services used from the bank. Although causality

cannot be demonstrated, there is likely a mutually

reinforcing effect. As the length of the relationship

increases, customers are inclined to use more services

from the bank and, when more services are used,

switching costs increase, so that ending the relation-

ship with the bank becomes less attractive. Thus,

customer retention is enhanced through cross-selling

as switching costs increase with multiple service

relationships.

As the intensity of satisfactory interaction with the

customer increases, the firm learns more about the

customer’s needs and wants, increasing its ability to

develop customer loyalty and fend-off competitors. At

the same time, the enhanced loyalty leads to increased

profitability. Therefore, use of more services leads to

higher profits, if the services are properly cross-sold.

We illustrate this in Fig. 2, again derived from our

empirical data set described below. This figure plots

the profitability of a customer against the number of

services s/he uses from the bank. One can see again

that there is a significant positive relationship, show-

ing that cross-selling directly generates increased

profitability by enhancing the life-time value of cus-

tomers.

Fig. 1. Number of years of using the bank plotted against the number of services used, with 95% confidence intervals.
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Despite its importance for relationship marketing,

cross-selling has received limited attention in the

academic literature. Most of the literature focuses on

methodology for identifying common acquisition pat-

terns of products by customers based on their usage or

ownership data. The problem is to infer the longitu-

dinal pattern of acquisition across various products or

services, when only cross-sectional data are available

on usage or ownership. One of the earliest attempts is

the study by Paroush (1965), who uses Guttman’s

(1950) coefficient of reproducibility as an indicator of

the order of acquisition implied by cross-sectional

data. Paroush’s study has been replicated and

extended by Hebden and Pickering (1974), Kasulis,

Lusch, and Stafford (1979), and Stafford, Kasulis, and

Lusch (1982).

However, the models used in these studies were not

explicitly developed to implement cross-selling.

Kamakura et al. (1991) propose a uni-dimensional

latent-trait model that makes probabilistic predictions

that a consumer would use a particular product or

service, based on their ownership of other products/

services and on the characteristic of the new one.

They apply this latent-trait model to survey data on

the use of financial services. However, the approach

requires that the firm knows about each customer’s

usage of services from both the firm and its compet-

itors, something unlikely to be observed in practice. In

most cases, information on ownership of competitive

products is available only when collected as a sample

of a firm’s customers. Such incomplete data cannot be

analyzed with the model of Kamakura et al. More-

over, their specification is limited since it assumes that

a single unobserved dimension adequately summa-

rizes the variation of the variables contained in the

transaction database and it can only handle binary (0/

1) variables, whereas transaction databases usually

contain a wide variety of different variables, such as

counts, choices, ranks, and classifications.

To accommodate these requirements for a parsimo-

nious model for the description of cross-buying and

its use for cross-selling purposes, we extend the recent

literature on factor analysis for non-normal variables

and exploit its strengths in the imputation of missing

data. Our approach builds on recent work in factor

analysis for non-normal variables, in particular that by

Bartholomew and Knott (1999), Kamakura and Wedel

(2000), Moustaki and Knott (2001), and Wedel and

Fig. 2. Profitability of the account plotted against the number of services used, with 95% confidence intervals.
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Kamakura (2001). We extend that work in two ways.

First, by developing a factor analyzer for mixed out-

come data, simultaneously dealing with missing

observations. Previous work in this area, as cited

above, has not accommodated such mixed outcome

data, where some variables pertain to choices, others

to ratings, some others to rank-ordered variables, and

others to counts. Such a mix of data types is fairly

typical in customer transaction databases and its

proper analysis is a non-trivial exercise. It is important

to accommodate the measurement scales of the vari-

ables in forecasting the success of cross selling efforts,

where predictions need to be confined to the proper

support. A second extension of past work on factor

analysis is that we deal with missing data that arise

due to sub-sampling. Again, this situation arises fairly

often in customer transaction databases, where the

transaction data is augmented with a survey among its

customers. In addition, the approach that we propose

next offers advantages over the one that has been

postulated by Kamakura et al. (1991) in that it

accommodates a much broader range of distributions

of observed variables, allows for multiple dimensions,

and allows for predictions that extend beyond the

information available within a firm’s customer data-

base.

3. A mixed data factor analyzer for identifying

cross-selling prospects

Customer-oriented businesses have a wealth of

customer information at their disposal, generated from

their data production systems. Harnessing this rich

source of customer level transaction information is

increasingly important to marketers. Database market-

ing (DBM) involves building, organizing, supple-

menting, and mining customer transaction databases

to increase the accuracy of marketing efforts by

enabling the identification of the best prospects for

marketing efforts (Goodman, 1992; Labe, 1994).

Many DBM efforts have been ineffective, however,

since the database is only used as a mailing list and

the possibilities for integration of marketing and

computer systems are not effectively exploited (Shaw,

1993). Two causes of this undesirable state of affairs

can be identified. First, in many cases, detailed trans-

action data pertaining to the company in question are

compiled, possibly enriched with ZIP-level Geo-Dem-

ographic data, but critical data on the use of products

and services from competitors, and ‘‘soft data’’ such

as customer satisfaction, are lacking. These often need

to be collected in separate surveys. Due to the survey

costs, such data are usually only collected from a

sample of customers in the database. Yet, this type of

information is needed for all customers for the effec-

tive implementation of one-to-one marketing. Second,

the development of methods for the extraction of

information for strategic marketing purposes has

lagged behind the development of techniques for the

construction and maintenance of the databases. Too

few efforts have been made to tailor these methods to

optimally match the structure of the database or the

substantive marketing problem.

To effectively cross-sell its products/services, the

marketer must find dependencies among product/

service ownership, i.e. must identify the structure in

customers’ cross-buying behavior. In particular, one is

interested in the likelihood that a particular customer

will buy certain products or services that s/he does not

own yet, given ownership of other products and

services. We develop next a mixed data factor ana-

lyzer that is tailored to analyze cross-buying for the

implementation of cross-selling based on customer

transaction data and identifies the best prospects for

each service.

3.1. Description of the factor analyzer

We assume that a firm has access to a customer

transaction database and has conducted a survey

among a random sample of its customers. Data from

this sample survey serves to supplement the customer

database, providing, in particular, information about

usage of services from competitors. Thus, for a

representative sample of its customers, the firm has

complete information. Let n = 1,. . .,N denote custom-

ers in the database and j = 1,. . .,J represent observed

variables. These J variables are measured on a variety

of scales. In the application below, for example,

income and education are rated on ordinal scales,

volume of customer transactions on a ratio-scale, the

total number of transactions is a discrete count, and

service usage is measured with binary indicators. We

assume the J observations, yj=( ynj), to be realizations

of random variables, distributed in the exponential
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family of distributions. The exponential family is a

very general class of distributions, including both

continuous and discrete distributions, which allows

us to accommodate the various types of data typically

encountered in DBM in a single framework, by

assigning each observed variable j its own distribu-

tion. For example, binary indicators of service usage

can best be modeled with a Bernoulli distribution,

numbers of transactions with a Poisson distribution,

rating scales with a rank-order binomial distribution,

and the volume of transactions with a normal distri-

bution. The exponential family allows one to opti-

mally match the support of the selected distribution to

the assumed measurement scale of the transaction

variables. This is particularly important in predicting

service usage for cross-selling, since individual-level

predictions need to be logically consistent with each

variable’s measurement scale.

We aim at identifying a low-dimensional map of

the observed variables that identifies the most salient

features of these data and allows for graphical repre-

sentation. X is the (N�P) stochastic matrix represent-

ing that low (P)-dimensional space, where we assume

that the elements of X are independently distributed

across subjects according to a standard normal dis-

tribution. We specify the conditional distribution of

the observations for one particular subject:

f ðynAxnÞ ¼
YJ
j¼1

exp
ynjgnj � ajðgnjÞ

/j

þ bjðynj;/jÞ
" #

;

ð1Þ

gn ¼ k0Vþ xnLV: ð2Þ

Here, yn=( ynj) is a vector of observed data from

customer n, xn is the n-th row of an unobserved

vector of i.i.d. normally distributed (N�P) quantities

X, � a ( J�P) matrix, and k0 a ( J� 1) vector of

fixed, but unknown, weights, is a dispersion param-

eter that applies for certain distributions in the

exponential family such as the normal, aj(�)and
bj(�) functions depending on the particular distribu-

tion for the variable j (McCullagh & Nelder, 1989).

Eq. (2) shows that the expectation of the observation

vector for each subject is mapped onto a lower-

dimensional subspace: g(xn) defining that map. Note

that the specification of the distributions in Eq. (1)

implies: E[ ynAxn] = h(g(xn)), with h(�) a canonical

function, depending on the distribution of the data

(it is the log-function for the Poisson and the logit-

function for the binomial distribution, for example).

Also note that the J observations on each individual,

ynj, are conditionally (but not marginally) independ-

ent, given xn. Since xn is normally distributed, so is

g(xn).
Our model provides a factor analyzer, since the

reduced P-dimensional space spanned by captures the

salient features of the data and lends itself to a graph-

ical representation of the weights that define the map.

We specify the subject-specific map to have a prior

normal distribution across subjects: xnfNp(0,1). The

use of the standard normal distribution for the latent

variables alleviates scale and translation invariance of

the model. Those arise because one can add a vector of

scalars to xn and subtract a vector of constants from k0,
or one can post-multiply xn and � with the inverse of a

diagonal matrix T, which yields the same model, as in

standard factor analysis.

The factor analyzer provided in Eqs. (1) and (2) is

a powerful approach, since it maps observed variables

of a wide variety of measurement scales nonlinearly

onto a latent feature space of reduced dimension that

lends itself for identification of important aspects of

the data through graphical display. We view our

model as one allowing for convenient graphical dis-

play of the structure of data, without a necessary

interpretation of the factors as ‘‘latent dimensions’’.

While we see our approach as useful for data reduc-

tion and data-mining, similar to PCA, we think that

one should be careful in interpreting the results of

factor analyses of behavioral data as latent perceptions

or intentions. The reason is that, in making inferences

on latent dimensions extracted from measurements of

behavior, one makes strong claims with respect to the

underlying process. Thus, contrary to the application

of factor analysis to the analysis of measurement

scales specifically designed for the identification of

latent dimensions, the application of our tool to

customer transaction databases is one where one is

not primarily interested in a behavioral interpretation

of the latent dimensions, but rather in a convenient

low-dimensional graphical display of the structure in

the data. However, the maps themselves are interpret-

able as we will show below.
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Note that the distribution in Eq. (1) presents the

conditional distribution of the data Y, given the latent

variables X. To illustrate the form of the expression,

assume that there are J = JN + JB + JP + JR variables,

with, respectively, a normal, Bernoulli, Poisson, and

rank-order binomial distribution, as in the application

below. Then the conditional distribution of the

observed data given latent variables takes the following

form:

f ðynAgðxnÞÞ ¼
YJN
j¼1

1ffiffiffiffiffiffiffiffiffiffi
2pr2

p exp
h
r�2ðynj � gnjÞ2

i

�
YJNþJB

j¼JNþ1

exptynjgnjb

1þ exp½gnj


�
YJNþJBþJP

j¼JNþJBþ1

exp½ynjgnj � exp½gnj


ynj!

�
YJNþJBþJPþJR

j¼JNþJBþJPþ1

Kj�1

ynj�1

0
B@

1
CA

�
exp½ðynj � 1Þgnj

ð1þ exp½gnj
ÞKj�1

: ð3Þ

Here, gnj= k0 j + xnkjV, where kj is the j-th row of �, and
Kj is the number of scale points of rank-order rating

scale j.

It is of interest that our model requires the condi-

tional distribution of the data, given the factor scores,

to be in the exponential family. However, since the

factor scores themselves follow a normal distribution,

the marginal distribution of the data—obtained by

integrating over the factor score distribution—is in

general not in the exponential family and will accom-

modate overdispersion. In addition, our model

assumes the observed variables to be conditionally

independent, given the factor scores. However, our

model accommodates marginal dependence of the

variables, since they depend on the same unobserved

factor scores. We consider these important features in

modeling marketing data.

3.2. Estimation using SML

The unconditional distribution of the observations

is obtained by integrating out the unobserved variables

in Eq. (3). The likelihood of the factor analyzer,

providing the support of the data for the parameters,

is obtained as the product of that expression over all N

observations. However, in applications to cross-sell-

ing, the observation vector is complete only for a

sample of the subjects in the database, being obtained

both from the database and the supplementary survey.

For the remaining customers in the database, part of

the data is missing and, for those subjects, we partition

the observation vector as yn ¼ ðy
w
n; y̆nÞ , with the

corresponding sets of variables being C ¼ C
w
\C̆ ,

where we assume the first subset of variables to be

observed without loss of generality. Also, we assume

the customers to be ordered such that for the first M

subjects complete data are available, while for the

remaining N-M subjects the data are incomplete. The

observed data likelihood is obtained by integrating the

joint distribution of the observed and missing data over

the distribution of the missing data in the likelihood:

LðNAY Þ ¼
YN
n¼1

Z Z Y
ja

w
C

f ðy
w
nj AgðxnÞ;NÞ

�
Y
jaC̆

f ðy̆njAgðxnÞ;NÞdy̆nj f ðxnÞdxn; ð4Þ

where we collect all parameters in N. However, since
the data are missing at random (MAR), the survey

being conducted among a random sample of the data-

base, this expression is equivalent to the simpler

observed data likelihood:

LðNA Y
w
Þ ¼

YM
n¼1

Z YJ
j¼1

f ðy
w
nj AgðxnÞ;NÞf ðxnÞdxn: ð5Þ

Note that, in Eq. (5), we may ignore the missing data

generating mechanism and replace the product over N

(all subjects in the database) by a product over M (all

subjects in the sample). We may ignore the missing

data generating mechanism and use only complete data

because the missing data areMAR, being under control

of the researcher, the estimators based on Eq. (5) being

unbiased (Little & Rubin, 1987).

The estimation of the factor analyzer is not feasible

with standard (numerical) algorithms for maximizing

the likelihood function, given the potentially high-

dimensional integration involved in the likelihood.

However, simulated likelihood (SML) estimation has
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made the approximation of such integrals possible.

Such simulation methods were introduced by McFad-

den (1989) and an overview is provided by Stern

(1997). The problem is to evaluate the log-likelihood

(Eq. (5) in the general case where xn is a P-dimen-

sional normal random variable. The idea of simulation

is to draw S random variables zn
S from f(xn) and use the

approximation:

L̃ðNA Y
w
Þ ¼

XM
n¼1

ln
XS
s¼1

YJ
j¼1

f̃ ðy
w
nj AgðzsnÞ;NÞ S= ð6Þ

instead of Eq. (5). The value of N that maximizes Eq.

(6) is the SML estimator. SML provides consistent

estimators if S!l as M!l. Then the simulated

likelihood (6) is a consistent simulator of the like-

lihood (5). The bias in the estimates is of order 1/S.

However, finite values of S are sufficient to obtain

good properties of the estimates. We use S = 100 (Lee,

1995).

3.3. Model selection and prediction

In most applications of the factor analyzer, the

number of dimensions P is treated as unknown and

needs to be determined empirically. Models with

different numbers of factors cannot be compared

using standard likelihood-based tests, since the

asymptotic v2 distribution of the LR test of the P-

factor model versus the P + 1-factor model does not

hold (Anderson, 1980). In order to determine the

number of latent factors, we compare the solutions

with different numbers of factors on the basis of the

consistent Akaike information criterion (CAIC)

(Bozdogan, 1987) and choose the solution with the

lowest CAIC.

In order to predict/impute the missing data for all

subjects in the transaction database, we compute the

posterior expectation of these missing data, given the

model estimates, and the values of the observed data

for the subject in question:

E½y̆nj
 ¼
Z

y̆nj f ðy̆njAgðx̂nÞ; N̂Þdy̆nj ð7Þ

Here, x̂n is a vector with the posterior estimates of

the factor scores for customer n; the integrals are

again computed through repeated draws from the

distributions in question. Currently, our imputations

are based on the expected value in Eq. (7), but

multiple imputations obtained as draws from the

predictive distribution of the variable in question,

with expectation as in Eq. (7), can also be generated

(Little & Rubin, 1987).

4. Empirical illustration

4.1. Database marketing in the financial industry

In the US, the recent repeal of the Glass-Steagall

Act lead to a wave of mergers in financial markets,

blurring the distinction between banks, insurers, and

brokerage firms. These mega mergers lower the

barriers among financial industries (Shesbunoff,

1999). Conglomerates may capture all aspects of a

consumer’s financial needs, from checking accounts

to life insurance and one-stop shopping for financial

services will become common. On the demand side,

consumers want to spend less and less time with a

financial service provider; electronic banking and e-

trading have reduced the opportunity for personal

selling and the Internet has made information search

less costly and financial markets more transparent to

consumers. These developments have stimulated

banks to shift from a product focus to a customer

focus. As the cost of acquiring new customers

increases, financial institutions are coming to the

conclusion that their current customers are by far

the best prospects for the sales of current and new

services and attempt to consolidate service sales

from their customers by implementing customer

relationship management. DBM is viewed in bank-

ing as one of the most powerful marketing tools,

but its success depends on the availability of data-

bases (Onge, 1999). The level of penetration of

electronic banking has propelled electronic storage

of customer transactions, which is now routine in

the entire financial industry. Therefore, the financial

services industry presents all conditions to the

successful implementation of DBM.

4.2. Internal and external data

In order to illustrate the proposed approach for the

cross-selling of services, we apply it to a sample of

5550 customers of a major commercial bank in Brazil.
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For each of these sampled customers, we have data

that were gathered in a personal interview, as well as

transaction data from the bank’s internal records. For

this particular study, we use the following variables

from the bank’s internal records (assumed distribution

in parenthesis):

 Number of transactions/month (Poisson)
 Volume of deposits in the bank (normal)
 Education (rank-order binomial)
 Age (rank-order binomial)
 Gender (Bernoulli)
 Ownership of automobile, telephone, fax, and

personal computer (Bernoulli)
 Personal income (rank-order binomial)
 Usage indicators for 22 financial services within

the bank (Bernoulli). These include four types of

services:
� Conveniences: ATM card, phone banking, PC

banking, safety box, private manager, and auto-

matic bill payment
� Investments: special checking, savings, certifi-

cate of deposit, mutual fund, annuities fund,

investment fund, commodities fund, and gold
� Risk management: life insurance, car insurance,

and homeowner’s insurance
� Credit: mortgage, installment loan, credit card,

personal loan, and farming credit

These internal data are supplemented with survey data

on each customer’s usage of the same 22 financial

services from competing vendors (Bernoulli). Note

that most of these financial services can be owned

from multiple banks by the same customer. Table 1

provides a summary description of the variables in the

study.

For this application, we use the complete data on

the sample of 5550 customers, since we want to

validate our procedure. We estimate the proposed

mixed data factor analyzer on a sample of 1387 of

these customers. This sample is a random sample

taken from all customers and is representative of the

entire database and is large enough for reliable esti-

mation of the parameters of our model in reasonable

computation times. We then apply the estimated

model to the remaining 4163 customers, for whom

we assume the survey data on competitive ownership

to be missing. We thus predict their likelihood to use

each of the 22 services from competing firms, based

solely on these customers’ internal records. This is an

important problem for the bank in itself, since com-

petitive ownership is only known for a subset of its

customers and our procedure allows one to forecast it

for all customers in the database. Since in our appli-

cation we have the survey data for the hold-out

customers as well, this allows us to investigate the

performance of the procedure, by comparing the

imputed values to the ‘‘true’’ values of the survey

variables. Our objective is to demonstrate that, once

the model is estimated on a combination of internal

and external data for a sub sample, it can be applied to

the firm’s entire customer database to predict whether

customers satisfy their needs for specific financial

services elsewhere.

4.3. Results

Estimation of the factor model to the data from

both sources leads us to choose the model with three

factors (P= 1: CAIC = 81,899, P= 2: CAIC = 76,571,

P= 3: CAIC = 75,622, P= 4: CAIC = 75,872). In addi-

tion to this model, we also estimated the latent-trait

model previously proposed by Kamakura et al.

(1991), as well as a three-dimensional binary data

factor model (Bartholomew & Knott, 1999) for com-

parison. Note that our application of the latent trait

model proposed by Kamakura et al. is an extension of

their approach, because we augment the customer

database with external (survey) data and utilize the

model to make predictions about usage of the services

from competing vendors.

The factor weights representing the reduced space

map are graphically displayed as vector termini in

Figs. 3 and 4, classified by type of service (credit,

investment, risk management, or convenience serv-

ices). Since pictorial information is more quickly

processed and better remembered than verbal or

numerical information (Spence & Lewandowski,

1990), the graphs allow for efficient communication

with bank managers, who can quickly grasp the

dependencies of service usage and identify implied

cross-selling opportunities. The graphical display

facilitates dissemination of the results within the com-

pany. Thus, we emphasize low-dimensional represen-

tation of the data and graphical display, rather than

substantive interpretation of the factors themselves.
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The plots allow managers to quickly identify

effective strategies for cross-selling, i.e. they enable

managers to target services to customers who cur-

rently use them from competitors or have a high

predicted probability of usage, but have not yet

acquired the service within or outside the bank. Those

services are identified from the similarities in the

weights of the internal and external service items in

Figs. 3 and 4, respectively. For example, the fact that

the vectors representing credit card (crdt crd) and

personal loans (prsnl loan) within the bank are close

Table 1

Summary statistics

Frequency Valid percent

Education

Incomplete elementary 265 4.8

Elementary 471 8.5

Junior high 424 7.7

High school 1282 23.2

College or more 3079 55.8

Total 5521 100.0

Age

20 or less 53 1.0

21–30 years 719 13.0

31–40 years 1272 23.0

41–50 years 1514 27.4

51–60 years 1080 19.5

More than 60 years 896 16.2

Total 5534 100.0

Monthly income

<US$400 784 14.2

US$400–699 784 14.2

US$700–999 678 12.3

US$1000–1499 745 13.5

US$1500–1999 546 9.9

US$2000–2999 727 13.2

US$3000–5000 846 15.3

>US$5000 418 7.6

Total 5528 100.0

Service N Mean Standard

deviation

Number of transactions/

month

5550 43.81 38.64

Volume of deposits in

the bank

5550 6336.72 24,698.26

Gender 5538 65.1% 47.7%

Own an automobile 5550 83.6% 37.0%

Own a phone 5550 83.4% 37.3%

Own a fax 5550 12.4% 33.0%

Own a PC 5550 29.5% 45.6%

Savings (competitor) 5550 60.5% 48.9%

Savings 5550 54.7% 49.8%

Credit card (competitor) 5550 34.1% 47.4%

Credit card 5550 17.0% 37.6%

ATM card (competitor) 5550 60.6% 48.9%

ATM card 5550 81.7% 38.6%

Phone banking card

(competitor)

2750 35.8% 48.0%

Phone banking card 2750 21.2% 40.9%

CD (competitor) 5550 27.2% 44.5%

CD 5550 26.1% 43.9%

Special checking

(competitor)

5550 55.1% 49.7%

Special checking 5550 60.3% 48.9%

Table 1 (continued)

Service N Mean Standard

deviation

Safety box (competitor) 2750 8.5% 28.0%

Safety box 2750 6.0% 23.8%

PC banking (competitor) 2750 8.4% 27.8%

PC banking 2750 4.9% 21.6%

Auto bill payment

(competitor)

5550 39.5% 48.9%

Auto bill payment 5550 11.1% 31.4%

Personal loans

(competitor)

5550 7.2% 25.9%

Personal loans 5550 7.5% 26.3%

Mortgage (competitor) 5550 7.0% 25.4%

Mortgage 5550 1.3% 11.2%

Installment loan

(competitor)

5550 4.0% 19.6%

Installment loan 5550 1.4% 11.6%

Farming credit (competitor) 2750 2.1% 14.2%

Farming credit 2750 1.4% 11.8%

Mutual fund (competitor) 2750 14.4% 35.1%

Mutual fund 2750 9.3% 29.1%

Investment fund

(competitor)

5550 38.4% 48.6%

Investment fund 5550 34.3% 47.5%

Commodities fund

(competitor)

5550 22.1% 41.5%

Commodities fund 5550 15.5% 36.2%

Annuities fund (competitor) 5550 9.8% 29.8%

Annuities fund 5550 6.8% 25.2%

Private manager

(competitor)

2750 10.3% 30.4%

Private manager 2750 4.0% 19.6%

Gold (competitor) 2750 8.0% 27.1%

Gold 2750 6.3% 24.3%

Car insurance (competitor) 5550 17.3% 37.8%

Car insurance 5550 8.8% 28.3%

Home insurance

(competitor)

5550 11.2% 31.5%

Home insurance 5550 7.0% 25.5%

Life insurance (competitor) 5550 21.5% 41.1%

Life insurance 5550 25.9% 43.8%
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to each other indicates that a customer who uses

personal loans with the bank would be a good

prospect for the bank’s credit card, if she does not

use it yet. The same conclusion can be drawn for

home insurance (home insr) and car insurance (car

insr), indicating cross-selling opportunities.

Similarly, the fact that the vectors representing

annuities funds (annuity fnd) within and outside the

bank point in the same direction indicates that a

customer with a high propensity to use this service

might have it from multiple sources. Therefore, s/he

would represent a good prospect for strategies that

Fig. 3. Weights for service usage outside the bank.
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induce switching (if s/he does not yet use the service

within the bank) or a higher ‘‘share of wallet’’ (if s/he

already uses the bank’s annuity fund). The opposite

conclusion can be drawn about home mortgage

(mortg); the maps indicate that usage of this service

within the bank is unrelated to usage at another

institution. These patterns of joint usage of these

services within and outside the bank can be poten-

tially useful to develop a cross-selling program.

However, for such a program to be effectively imple-

mented, the question arises to what extent the model

makes use of the inter-relationships among these

Fig. 4. Weights for service usage within the bank.
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services to produce accurate predictions, which we

consider next.

Fig. 5 shows how the latent space relates to

customer demographics. Comparing this figure with

the previous ones, one can see that usage of financial

services in general is correlated to the demographic

variables that indicate income (income, education,

ownership of durables, etc.). As one would expect,

ownership of information-technology durables (PC

and fax) is highly collinear with education and vol-

ume of deposits is highly collinear with the number of

transactions per month.

4.4. Out of sample tests and comparison

As a validation test, we simulate its application in

the identification of customers who use various finan-

cial services at competing financial institutions. With

this particular purpose in mind, we compute the

predictive probabilities that each customer uses the

financial services outside the bank for each of the

4163 customers in our hold-out sample, using only

information from the internal records as in Eq. (7).

Again, this is an important problem for banks since

competitive ownership tends to be available only for a

sample of the customers based on a survey and our

procedure allows one to predict it for all subjects in

the transaction database. Since in our particular appli-

cation we also have the survey data available for the

hold-out customers, this enables us to validate the

predictive performance out of sample using the actual

information obtained from the survey.

As a measure of selectivity of the predictive model,

we generate power curves of the cumulative propor-

tion of actual users of the service (observed data)

against the cumulative proportion of customers with a

certain predicted usage probability for that service

(out of sample forecasts). These power curves are

shown in Fig. 6, comparing the performance of the

three models for selected financial services from the

database. The plot for the private manager service, for

example, shows that the 30% of customers that are

predicted by the three-factor binary model to have the

highest probability (based solely on service usage data

within the bank), account for more than 70% of all

users of that service outside the bank. For our pro-

posed model, that number is 80%. For most services,

the power curve for our model lies above that for the

Fig. 5. Weights for other internal variables.
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two competing models. We note that large improve-

ments are attained for cutoffs around 40–50%. This

means that the improvement of our model over the

two competing models increases substantially if cross-

selling is considered for larger proportions of the

database. Note that this holds for any predictive model

because, as the penetration for a product/service

reaches saturation, there is not much to gain in using

a more discriminating predictive model.

As a summary measure of selectivity, we compute

the Gini coefficient from the power curve for each of

the services. The Gini coefficient is a measure of

concentration, indicating the extent to which usage of

the service outside the bank is concentrated among

those customers who were predicted to have a high

probability of doing so. We compute this index for

service j as GðjÞ ¼
P

n vnj � v̂nj
P

n 1� v̂nj
�

, where

v̂nj is the proportion of the sample of customers who

have a predicted probability of usage for the service

equal or greater than customer n’s, and vnj is the

proportion of actual users of the service who are

ranked equal or higher than customer n in their usage

probability. This measure of concentration equals the

ratio of the area between the power curve and the

45j line over the total area above this line. An index

equal to zero indicates a lack of predictive power,

while a value of one is obtained if the model sorts all

customers perfectly in decreasing order of true like-

lihood of usage. Table 2 shows the Gini coefficients

for all 22 financial services. The table reveals that

our model yields a substantially higher Gini coeffi-

cient than the P= 1 latent trait model in all cases, but

one. It yields a higher Gini coefficient than the P= 3

latent trait model in all cases, but four. Thus, the

predictive performance of our model is superior to

that of the two competing models (note also that the

application of the three-dimensional binary factor

model to DBM and imputation of missing observa-

tions with each of the three models is itself new and

that we had to extend the two competing procedures

to deal with the missing data structure of the appli-

cation to enable comparison). In absolute terms, the

Gini coefficient is very high (G( j)>0.6) for at least

six services (safety box, PC banking, farming credit,

mutual fund, private manager, and gold) and reason-

ably high for at least six others (G( j)>0.4). These

services appear from our analyses to be important for

developing cross-selling activities.

4.5. Identifying the best prospects for cross-selling

The best prospects for the cross-selling of a partic-

ular service are those customers who have a high

predicted propensity to use the service within the bank,

but do not yet use it. However, these customers may

already use the (same) service at a competing financial

institution and, therefore, must be persuaded to switch

service providers. While the bank does not have

perfect information as to whether these customers

use the service at a competing institution (it has that

information only for the sample of subjects included in

the survey), it can use our factor analyzer to compute

their propensity to do so and the predicted probability.

Fig. 7 illustrates this for four different services, show-

ing the predicted probabilities of usage within and

outside the bank, among all customers who do not use

the service within the bank, ranked in decreasing order

of their potential as cross-selling prospects. For exam-

ple, Fig. 7 shows that the top 30% prospects for the

cross-selling of phone banking cards have predicted

usage probabilities that are equal or greater than 80%.

On the other hand, these same customers have very

similar probabilities of being current users of the

service at a competing institution. The situation is

Table 2

Gini coefficients for service usage outside the bank

Service P= 1, binary P= 3, binary Full model

Savings 0.11 0.13 0.18

Credit card 0.22 0.24 0.35

ATM card 0.15 0.16 0.24

Phone banking card 0.36 0.47 0.44

CD 0.47 0.55 0.52

Special checking 0.24 0.25 0.34

Safety box 0.64 0.66 0.73

PC banking 0.48 0.52 0.61

Auto bill payment 0.28 0.29 0.39

Personal loans 0.21 0.29 0.26

Mortgage 0.15 0.16 0.26

Installment loan 0.14 0.24 0.30

Farming credit 0.56 0.55 0.63

Mutual fund 0.60 0.62 0.64

Investment fund 0.30 0.32 0.39

Commodities fund 0.41 0.48 0.54

Annuities fund 0.48 0.55 0.59

Private manager 0.49 0.55 0.66

Gold 0.72 0.72 0.68

Car insurance 0.34 0.38 0.40

Home insurance 0.35 0.41 0.43

Life insurance 0.30 0.38 0.37
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more severe for automatic bill payment. For this

service, the top 30% prospects for cross-selling have

predicted usage probabilities of only 30% or greater.

Moreover, most customers have a higher probability of

being current users at a competing institution than to

use this service within the bank. Therefore, the selec-

tion of prospects for cross-selling purposes will

depend on whether the bank can persuade these

customers to switch away from competitors.

5. Summary and conclusions

The information revolution in the past couple of

decades has caused a proliferation of customer data-

bases, often leading to injudicious applications of direct

marketing techniques, canvassing the market with

ineffective sales pitches, increasing consumer resist-

ance to ‘‘junk mail’’ and telemarketing, and reducing

the profitability of marketing activity. Appropriate use

of DBM enables firms to effectively leverage on

knowledge about current customers. This maximizes

the yield of the sales effort, minimizes the risk of

annoying the customer with uninteresting offers, and

strengthens the ties between the firm and the customer.

As a consequence of the information revolution, in

particular in the financial sector, firms have amassed

vast amounts of behavioral and demographic data

about their customers in data warehouses. Effectively

utilizing this source of information requires the appli-

cation of methods concisely tailored to the require-

ments posed by the structure and contents of the

database and the marketing needs of the company.

In this study, we have presented a novel tool to

support cross-selling with database marketing that we

believe meets those needs. The method is tailored to a

situation where the transaction database is augmented

with information on ownership of products and serv-

ices from competitors, collected through a survey. Our

mixed data factor analyzer allows the firm to predict

its customers’ likely buying behavior beyond the

products and services currently owned from the firm.

These probabilistic predictions form the basis for

selecting the best prospects for the cross-selling of

new products or services. The flexibility of the

approach in matching the assumed distribution with

the measurement scale of the observed variables is

particularly important for cross-selling predictions to

be logically consistent. A major advantage of the

factor analyzer for strategic use within companies is

that its use and implementation is almost entirely

based on graphical representation of the dependencies

in the data. The identification of services for effective

cross-selling and the selection of cross-selling targets

can all be accomplished by graphical means, which

greatly facilitates ease and speed of use by managers.

The estimation of the proposed model on a random

sample combining data from the customer database

and from external sources is computationally inten-

sive, due to the reliance on simulation-based estima-

tion methods. Calibration of the model on complete

transaction databases of millions or even several

hundreds of thousands of customers is currently not

feasible. With current technology, it is feasible to

estimate the model on sample sizes in the order of

tens of thousands, which are typical of large-scale

customer surveys. However, the model need not be

calibrated on the entire database but only on a sample

from it, which, as we have shown, yields reliable

estimates of the model parameters. Once the model

is calibrated on the sample, the implementation on the

entire database is relatively fast and easy. In other

words, scalability is not a main concern in the imple-

mentation of the proposed model, as long as it can be

calibrated on a sample of the customer database.
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