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Abstract:  Wireless sensor networks (WSNs) have become a aopesearch topic recently due to their wide
applications. Such wide applications also drive development of WSNs because usually, the developmoe
WSNs comes from challenges in real applicationgr&tore, it is worthwhile to review some real apations to see
how WSNSs can be used and developed in the futuaddoess more practical challenges.
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Paper Title: ECG Signal Compression Validation by a New Transform Technique

Abstract: Electrocardiogram signal compression algorithm éeded to reduce the amount of data to
transmitted, stored and analyzed, without losiregdimical information content. This work investiga a set of ECC
signal compression schemes to compare their peafoces in compressing ECG signals. These schemémsee
on transform methods such as discrete cosine tangDCT), fast Fourier transform (FFT), discreitgestransform
(DST), and their improvements. An improvement ofdecrete cosine transform (DCT)-based method
electrocardiogram (ECG) compression is also preseas DCT-II. A comparative study of performanceliéferent

transforms is made in terms of Compression RatiR)(@nd Percent root mean square difference (PRB),

appropriate use of a block based DCT associatadutuform scalar dead zone quantiser and arithngetiing show
very good results, confirming that the proposedtsgy exhibits competitive performances comparet thie most
popular compressors used for ECG compression. Epaetific transform is applied to a pre-selected datigment
from the Physiobank ATM database, and then comjore$s performed.

Keywords: Compression Ratio, Compression factor, Compregsims ECG, PRD.
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Paper Title: Stress Analysis of Plate With Oblique Hole

Abstract: In this study, the wok is carried out to analyzé, stresses of plate with oblique hole with theitEi’L
Element Analysis. Stress analysis of a seriesaiflates with oblique holes subjected to axiaki@m has bee

carried out using the finite element method (FEM)fferent plate hole diameter-width ratios, anglefshole
obliquity have been considered to provide stresxentration factors at such holes. The work copdate hole
diameter- width (d/w) ratios from 0.1 to 0.9, halkliquity angles from 00 to 800 and inclinationtadle axis in
widthwise, lengthwise and diagonal wise directi®®) direction and 600 direction.

Keywords. Finite Element Method, Oblique Hole, Stress Analysi
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Paper Title: Data Mining Techniquesto Find Out Heart Diseases. An Overview

Abstract: Heart disease is a major cause of morbidity andtatityr in modern society. Medical diagnosis
extremely important but complicated task that stida¢ performed accurately and efficiently. Althbugignificant
progress has been made in the diagnosis and tnelathdeart disease, further investigation is sidleded. The
availability of huge amounts of medical data le&midhe need for powerful data analysis tools taaettuseful
knowledge. There is a huge data available within likalthcare systems. However, there is a tasiffettive
analysis tools to discover hidden relationships edds in data. Knowledge discovery and datangihiave found
numerous application in business and scientific @iom Researchers have long been concerned witlyiagp
statistical and data mining tools to improve datelgsis on large data sets. Disease diagnosis és abrthe
applications where data mining tools are provingcsssful results. This research paper proposedhdooiut the

heart diseases through data mining, Support Vebtachine (SVM), Genetic Algorithm, rough set theory,

association rules and Neural Networks.
In this study, we briefly examined that out of @ii@ove techniques Decision tree and SVM is mostt¥ie for the
heart disease. So it is observed that, the datmghoould help in the identification or the predbct of high or low
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risk heart diseases.
Keywords. Data Mining, Heart Disease, SVM, rough sets tealesig association rules & clustering.
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_— Strong/Weak Muscle Fiber Analysis by Pattern Recognition of SEM G Based On BP and RBF Neural
Paper Title: N/W

Abstract:  In this paper, we use both BP neural network ané RBural network to identify SEMG from human
upper arm (Bicep). In the experiments, we study $lEMG signal strength by different algorithm Wee uso
electrodes to extract SEMG signal from the uppar biceps, then analyze this signal using the paskevof SEMG
signal , put this value vectors into BP neural meknand RBF neural network to complete strengtlogedion. The
results of the experiments using the method intteduin this paper show that the average recognitta of
strength of muscle are above 94 % for BP and is@B8% for RBF neural network.

Keywords: BP neural network; pattern recognition; RBF neuegivork; Surface Electromyography Signal.
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Paper Title: Impacts of Facts Technology-A State of Art Review

Abstract: FACTS (Flexible AC Transmission Systems) means alsvifiamily of controllers and devices for
increase the use and flexibility of power systefteese controllers are installed in many placesimmmtoving the
capabilities of different power systems.. This pagpesents a review on the research and develogriretite area of
FACTS controllers and their contributions. This gawill treat benefits of FACTS devices installed power
systems such as increment in power transmissioabd#tg and a reduction in transmission losses. Amgroved
transient and dynamic stability, This paper alsoludes the main barriers of voltage instability apower
transmission structure. Authors strongly believat tihis survey article will be very much usefultke researchers
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for finding out the relevant references in thedief voltage stability improvement by using FACT&trollers
Keywords: FACTS, SVC, STATCOM, UPFC.
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Paper Title: Efficient Implementation model for Public Geographic Information System: Case Study

Abstract:  Public Geographic Information system (GIS) is ausoh that automates the process of colleciing

community contributions of spatial data, cross#efieed to base maps. It provides the capabilifiesalyzing such
spatial data giving effective decision support infation. On the other hand, the most important émpntation
models for GIS used recently are Client-Server oftware as a Service (SaaS). This paper focusvimggypical
situation as a case study for exploring the adymstaf SaaS implementation model over Client seower where
public GIS services are implemented first as cligenver model and secondly when implemented as.Saasr
new urban City state office, SaaS implementatidieae®d huge reduction on the total cost of owngréhi users of
public GIS solution rather than previous GIS Cli&arver implementation. High level of cooperativdlaboration

32-34

between departments has been achieved (e.g. suepey, land use dept.). Achieved huge reductiofram-up cost




required to start using the GIS solution (typicallgosts 4.26% of the total front-up cost in cabent-server mode
is used which was 214000USD), and reduction in teasnce /installation hours needed to fix a bumstall new
feature across department rather than previous @iéht Server implementation where the same maantea
f/installation hours must be replicated to instalwnbatch containing the fix for new feature. Hen&aaS
implementation model for public GIS overcomes Gli€erver model in many different aspects and irsgdahe
Return On Investment (ROI) value for public GISutimn as it empowers departments in state officéotwis in
delivering more spatial business's value rathen theing busy with having a dedicated data centeptrate and
manage separate installation of GIS software entlserver model.

Keywords: Cloud Computing, Public Geographic Information 8yst Software as a service, Client Server.
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Paper Title: Understanding Transmission Control Protocols: Basic Survey

Abstract: Data transfer from one system to another has allegs a challenging task. Multiple protocols have

been developed to transmit data from one systerantither, considering the security, convenience, spekd
criteria. TCP (transmission control protocol) stsutd be the most widely used and accepted protacohis paper
we have discussed various commonly employed prtgdoo data transfer. Many algorithms and protodudse
been stated which are capable in providing highedpaata transfer along with security, especiallyteérms of
congestions (little or no congestion is desirabe have studied various transmission control pa®in this

paper.
Keywords. TCP, HSTCP, Scalable TCP, SCTP
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Paper Title: A Hybrid and Memory Efficient Multiplier and Accumulator Design Using Radix -4 Algorithm

Abstract:  In this paper we proposed a new architecture faih hspeed MAC operation. By combining

multiplication and addition and devising a hybrigp¢ of Carry save adder, the performance was ingaroVhe

proposed CSA uses 1's complement based radix-2hbalgiorithm The multiplication and accumulation tuni

provides high speed multiplication along witlcamulative addition. And for final addition someadl such as

CLA, Kogge stone adder and then adders compare fibgiormance characteristics. The one most effeatiay to

10. | increase the speed of a multiplier is to redube thumber of the partial products. Althougte number of
partial products can be reduced with a highdix booth encoder, but the number of hardltiples that are 40-43

expensive to generate also increases simultaneolislyncrease the speed and performance, manylglavéhC
architectures have been proposed.

The design was implemented on Xilinx Xc3s500E fpgd the device utilized 13% of the total LUT’s ahd total
power utilization was 0.041mW.

Keywords: Radix-4 Booth multiplier, CLA, multiplier and- accwlator (MAC).
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Paper Title: A Concurrent Self Repair Scheme for Defectsin Random Access Memories

Abstract: Built-in self-repair (BISR) techniques are widelgedl for repairing embedded random access mem
(RAMs). One key component of a BISR module is thi@tin redundancy-analysis (BIRA) design. This pa
presents an effective BIRA scheme which execute2tD redundancy allocation based on a 1-D lodahdgp. Two
BIRA algorithms for supporting two different redwarty organizations are also proposed. Simulatisnlte show
that the proposed BIRA scheme can provide highirepte (i.e.,the ratio of the number of repaireeinories to the
number of defective memories) for the RAMs withfeliént fault distributions. Experimental result®wshthat the
hardware overhead of the BIRA design is only a8 for an 8192 64-bit RAM with two spare rows dna
spare columns. The design is implemented on Xil@partan3E FPGA and the device used 532 flip-flopsof
3840 available and 439 LUT’s out of 3840 and thmber of 10 blocks used is 13. Moreover, the timmerbead of
redundancy analysis is very small. Embeddednonies are among the most widely used conesurrent
system-on-chip (SOC) implementations. Total powdized by the device was0.041mW. Memory coresially
occupy a significant portion of the chip areand dominate the manufacturing yield of tthip. The BIRA
module executes the proposed redundancy analysisdlgorithm for RAM with a 2-D redundancy struaturi.e.,
spare rows and spare columns.

Keywords. BIRA, ReBIRA
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Paper Title: Dynamic Power Suppression Techniquein Booth Multipliers

Abstract: The SPST has been applied on both the modifiedrBdetoder and the compression tree of multipl
to enlarge the power reduction. This paper provitiesexperience of applying an advanced versioouofformer
spurious power suppression technique (SPST) oniptieis for high-speed and low-power purposes. ifterfout

the use-less switching power, there are two appesad.e., using registers and using AND gatesssert the dat
signals of multipliers after the data transitiomeTsimulation results show that the SPST implentiemtavith AND

gates owns an extremely high flexibility on adjogtthe data asserting time which not only fac#itathe robustnes
of SPST but also leads to a 40% speed improvemietdpting a Xilinx Spartan 3 Xc3s200 board the prsgmb
SPST-equipped multiplier dissipates only 0.0121 mw& MHz in H.264 texture coding applications, afdams a
40% power reduction and the overall utilizatiortted resources reduced to 26%.

Keywords: low-power multiplier, spurious power suppressiechinique (SPST)
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Paper Title: Single Dictionary based Cache Compression and Decompression Algorithm

Abstract: Computer systems and micro architecture researdtaates proposed using hardware data compres
units within the memory hierarchies of microproecgssin order to improve performance, energy efficie and
functionality. All work on cache compression, haad® unsubstantiated assumptions about the perfeeppower
consumption, and area overheads of the proposegression algorithms and hardware. It is not possibl
determine whether compression at levels of the mgrheerarchy closest to the processor is benefigighout
understanding its costs. Furthermore, as we showhigh paper, raw compression ratio is not alwayes most
important metric. In this paper, we present a Essicompression algorithm that has been desigmdddoon-line
data compression, and cache compression in pantictihe algorithm has a number of novel featurdsréa for this
application, including combining pairs of comprab$iees into one cache line and allowing paralteihpression of
multiple words while using a single dictionary awithout degradation in compression ratio. Aparinirthat we
reduced the proposed algorithm to a register temnkfvel hardware implementation on Xilinx xc3s50€iga
permitting performance, power consumption, and a&sanation. The total power consumption of theicewas

sion

13. | estimated to be 0.081W.
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Keywords: Cache compression, pair matching, parallel commreskardware implementation
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Paper Title: Image Compression Technique using Two Dimensional Discrete Cosine Transform
Abstract:  This paper presents an architecture for the fastpotation of the 8x8 two dimensional (2D) Inverse
Discrete Cosine Transform. The proposed methothéspermanent storage of the Basis Matrices of #& 2D
Discrete Cosine Transform (DCT). The sparsenespepty of the 2D DCT coefficient matrix, the compidaal
time decreases as the number of nonzero coefficaeureases.
The proposed structure computes all 64 pixel lumigavalues of an 8x8 block simultaneously. The gitesias
implemented in Xilinx Xc3s500 board and the desiged 23% LUT’s and 33% of the total slices. Thaltpower
consumed by the device was 0.081W.
Keywords: 2D IDCT, image processing, sparse matrices
14.
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Paper Title: A New Binary Tree approach of Huffman Code

Abstract: Lossless compression of a sequence of symbolspigriamt in Information theory as well as today’s
field. Huffman coding is lossless and is most wydeised. However, Huffman coding has some limitei
depending on the stream of symbols appearing ile.ar fact, Huffman coding generates a code wihy few bits
for a symbol that has a very high probability otweence and a larger number of bits for a symbith & low
probability of occurrence [1]. In this paper, weegent a novel technique that subdivides the ofigiganbol
sequence into two or more sub sequences. We thely Bluffman coding on each of the sub sequencess
proposed scheme gives approximately 10-20% beti@mpoession in comparison with that of straightfavasage
of Huffman coding. The target FPGA deivce for impémnting the design is Xilinx Xc3s500E.The devicéises
9% and 17% of the total flip flops and LUT's in tRRGA. The total power consumed the device 0.041W.

Keywords: Huffman decoding, Table lookup
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Paper Title: FPGA I mplementation of 64 Point FFT Processor

Abstract: A power efficient Fast Fourier Transform (FFT) peesor for use in the Direction of Arrival (DOA)

estimation of a wideband waveform is presented. Tdrget device for implementation is a Xilinx Spert3

Xc3s200 Field Programmable Gate Array (FPGA). HRE processor was developed using the Xilinx ISE in

Verilog code. Although the parallel and pipelingdhitecture uses a large portion of the availat#&R resources
the architecture does yield a high throughput. fbitel power cosumed by the design is 0.081W

Keywords. Direction of Arrival (DOA), Fast fourier tansfornkT),FPGA.
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Carbon Nanotube Field Effect Transistor: Fabrication of Thin Film of SiO,-Based Micro Cantilevers
Dielectric Layer between the Channel and Substrate by Anisotropic Chemical Etching of (100) Single




Crystal S

Abstract:  The performance of the CNT-FET with variable chdreagth was modified by using the micro-

cantilever/micro-bridge of SiO2. The etching tecfu@ was used to prepare the micro cantilever o2 $i@m the Si-
substrate. We focus the idea about for the faboicadf the nano-device, in order to reduce theedigic layer
thickness. The channel length of the FET was altaalong with the dimension of the substrate. Onethef
possibilities to reduce the thickness of the dieledayer is either by etching processes or grawntime oxide laye
from the substrate through etching process. Indai&e Laser leaching process was used to redudhitheess of
the substrate. Various electrical properties likgegvoltage, drain current, mobility, and devicefgenance have
been investigated. A better I-V characteristic whtained with higher mobility in between the chdnzmed used
dielectric layer.
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Paper Title: Analysis of Ambient Noise L evel and its I mpact on the Capacity and Coverage of CDMA System

Abstract: Communication services have been the most intrggtiings to network users in recent times. Hehce

there is the need to provide adequate communicéiaiities such as robust technologies in ordesustain the
number of subscribers that are connected to wselesvork daily. Therefore this paper provideshast platform to
study the effect of ambient noise on wireless tmilmetwork and how it affects the capacity andecage of the
cellular system. Special consideration is giveth® Visafone CDMA network cellular environment adush-East
Nigeria for the study from where the received sigagels from base stations are taken at variogations. The
system is simulated using Matlab to give the viadount of the effects of ambient noise within¢k#ular network
and how it can be reduced. The simulation resuitsvsthat at lower ambient noise, an advantage nétavork
capacity is achieved.
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Paper Title: Distributed Estimation in Wireless Sensor Networ ks with Heter ogeneous Sensor s
Abstract: In this paper, a robust distributed estimation modtlin wireless sensor networks (WSNs) with
heterogeneous sensors is presented. Particularlgingle parameter is estimated based on decisiom |f
heterogeneous sensors, which have different sigmiak. The sensor gains follow uniform distribusolsing the
19 distributions of sensor gains, we calculated thabability density function of the signal receiveg densors. Then,

the overall likelihood function for a given decisioector is derived and a maximum likelihood estiora(MLE)
method is used to estimate the unknown parameterevBluate estimation performance, the Cramer-Raen
bound (CRLB) is also derived. Simulation resultewéd that if the range of sensor gains was nartbe/,RMS
errors were close to CRLB. If the range of sensangwas wide, the RMS errors deviated from CRLB.
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