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PREFACE

Radar is an important example of an electrical engineering system. In university engineering courses, the
emphasis usually is on the basic tools of the electrical engineer such as circuit design, signals, solid state,
digital processing, electronic devices, electromagnetics, automatic control, microwaves, and so forth. But in
the real world of electrical engineering practice, these are only the techniques, piece parts, or subsystems that
make up some type of system employed for a useful purpose. In addition to radar and other sensor systems,
electrical engineering systems include communications, control, energy, information, industrial, military,
navigation, entertainment, medical, and others. These are what the practice of electrical engineering is all
about. Without them there would be little need for electrical engineers. However, the practicing engineer who
is involved in producing a new type of electrical engineering system often has to depend on acquiring
knowledge that was not usually covered in his or her engineering courses. The radar engineer, for example,
has to understand the major components and subsystems that make up a radar, as well as how they fit
together. The Radar Handbook attempts to help in this task. In addition to the radar system designer, it is
hoped that those who are responsible for procuring new radar systems, those who utilize radars, those who
maintain radar systems, and those who manage the engineers who do the above, also will find the Radar
Handbook to be of help in fulfilling such tasks.

The third edition of the Radar Handbook is evidence that the development and application of radar for both
civilian and military purposes continue to grow in both utility and in improved technology. Some of the many
advances in radar since the previous edition include the following:

- The extensive use of digital methods for improved signal processing, data processing, decision making,
flexible radar control, and multifunction radar

- Doppler weather radar

- Ground moving target indication, or GMT]I

- An extensive experimental database describing low-angle land clutter, as obtained by MIT Lincoln
Laboratory, that replaced the previously widely used clutter model that dated back to World War II

- The realization that microwave sea echo at low grazing angles is due chiefly to what are called “sea spikes”

- The active-aperture phased array radar system using solid-state modules, also called active electronically
scanned arrays (AESA), which is attractive for some multifunction radar applications that need to manage
both power and spatial coverage

- Planetary exploration with radar

- Computer-based methods for predicting radar propagation performance in realistic environments




Xvi

- Operational use of HF over-the-horizon radar

- Improved methods for detecting moving targets in clutter, including space-time adaptive processing

- Operational use of inverse synthetic aperture radar for target recognition

- Interferometric synthetic aperture radar, or InSAR, to obtain the height of a resolved scatterer or to detect
moving ground targets as well as provide a SAR image of a scene

- High precision space-based altimeters, with accuracy of a few centimeters, to measure the Earth’s geoid

- Ultrawideband radar for ground penetrating and similar applications

- Improved high power, wide bandwidth klystron power sources based on clustered cavity resonators, as well
as the multiple-beam klystron

- The appearance of wide bandgap semiconductors that allow better performance because of high power and
high operating temperatures

- The availability of high-power millimeter-wave generators based on the gyroklystron

- Nonlinear FM pulse compression with low sidelobe levels

- The replacement, by the computer, of the operator as information extractor and decision maker

The above are not listed in any particular order, nor should they be considered a complete enumeration of
radar developments since the appearance of the previous edition. There were also some radar topics in
previous editions of the Radar Handbook that are of lesser interest and so were not included in this edition.

The chapter authors, who are experts in their particular field, were told to consider the reader of their
chapter as being knowledgeable in the general subject of radar and even an expert in some other particular
area of radar, but not necessarily knowledgeable about the subject of the particular chapter the author was
writing.

It should be expected that with a book in print as long as the Radar Handbook has been, not all chapter
authors from the previous editions would be available to do the third edition. Many of the previous authors
have retired or are no longer with us. Sixteen of the twenty-six chapters in this edition have authors or
coauthors who were not involved in the previous editions.

The hard work of preparing these chapters was done by the individual expert authors of the various
chapters. Thus the value of the Radar Handbook is the result of the diligence and expertise of the authors who
contributed their time, knowledge, and experience to make this handbook a useful addition to the desk of radar
system engineers and all those people vital to the development, production, and employment of radar systems.
I am deeply grateful to all the contributing authors for their fine work and the long hours they had to apply to
their task. It is the chapter authors who make any handbook a success. My sincere thanks to them all.

As stated in the Preface of the previous edition, readers who wish to reference or quote material from the
Radar Handbook are asked to mention the names of the individual chapter authors who produced the material.

MERRILL SKOLNIK
Baltimore, Maryland




Chapter 1

An Introduction and
Overview of Radar:

Merrill Skolnik

1.1 RADARIN BRIEF

Radar is an electromagnetic sensor for the detection and location of reflecting
objects. Its operation can be summarized as follows:

* The radar radiates electromagnetic energy from an antenna to propagate in space.

* Some of the radiated energy is intercepted by a reflecting object, usually called
a target, located at a distance from the radar.

* The energy intercepted by the target is reradiated in many directions.
* Some of the reradiated (echo) energy is returned to and received by the radar antenna.

» After amplification by a receiver and with the aid of proper signal processing, a
decision is made at the output of the receiver as to whether or not a target echo
signal is present. At that time, the target location and possibly other information
about the target is acquired.

A common waveform radiated by a radar is a series of relatively narrow, rectan-
gular-like pulses. An example of a waveform for a medium-range radar that detects
aircraft might be described as a short pulse one millionth of a second in duration
(one microsecond); the time between pulses might be one millisecond (so that the
pulse repetition frequency is one kilohertz); the peak power from the radar transmit-
ter might be one million watts (one megawatt); and with these numbers, the average
power from the transmitter is one kilowatt. An average power of one kilowatt might
be less than the power of the electric lighting usually found in a “typical” classroom.
We assume this example radar might operate in the middle of the microwave’ fre-
quency range such as from 2.7 to 2.9 GHz, which is a typical frequency band for civil

* This chapter is a brief overview of radar for those not too familiar with the subject. For those who are familiar with
radar, it can be considered a refresher.

T Microwaves are loosely defined as those frequencies where waveguides are used for transmission lines and where

cavities or distributed circuits are used for resonant circuits rather than lumped-constant components. Microwave
radars might be from about 400 MHz to about 40 GHz, but these limits are not rigid.

11



1.2 RADAR HANDBOOK

airport-surveillance radars. Its wavelength might be about 10 cm (rounding off, for
simplicity). With the proper antenna such a radar might detect aircraft out to ranges?
of 50 to 60 nmi, more or less. The echo power received by a radar from a target can
vary over a wide range of values, but we arbitrarily assume a “typical” echo signal
for illustrative purposes might have a power of perhaps 103 watts. If the radiated
power is 10° watts (one megawatt), the ratio of echo signal power from a target to the
radar transmitter power in this example is 107'°, or the received echo is 190 dB less
than the transmitted signal. That is quite a difference between the magnitude of the
transmitted signal and a detectable received echo signal.

Some radars have to detect targets at ranges as short as the distance from behind
home plate to the pitcher’s mound in a baseball park (to measure the speed of a pitched
ball), while other radars have to operate over distances as great as the distances to the
nearest planets. Thus, a radar might be small enough to hold in the palm of one hand
or large enough to occupy the space of many football fields.

Radar targets might be aircraft, ships, or missiles; but radar targets can also be
people, birds, insects, precipitation, clear air turbulence, ionized media, land features
(vegetation, mountains, roads, rivers, airfields, buildings, fences, and power-line
poles), sea, ice, icebergs, buoys, underground features, meteors, aurora, spacecraft,
and planets. In addition to measuring the range to a target as well as its angular direc-
tion, a radar can also find the relative velocity of a target either by determining the
rate of change of the range measurement with time or by extracting the radial velocity
from the doppler frequency shift of the echo signal. If the location of a moving target is
measured over a period of time, the track, or trajectory, of the target can be found from
which the absolute velocity of the target and its direction of travel can be determined
and a prediction can be made as to its future location. Properly designed radars can
determine the size and shape of a target and might even be able to recognize one type
or class of target from another.

Basic Parts of a Radar. Figure 1.1 is a very elementary basic block diagram
showing the subsystems usually found in a radar. The transmitter, which is shown here
as a power amplifier, generates a suitable waveform for the particular job the radar is
to perform. It might have an average power as small as milliwatts or as large as mega-
watts. (The average power is a far better indication of the capability of a radar’s perfor-
mance than is its peak power.) Most radars use a short pulse waveform so that a single
antenna can be used on a time-shared basis for both transmitting and receiving.

The function of the duplexer is to allow a single antenna to be used by protecting
the sensitive receiver from burning out while the transmitter is on and by directing the
received echo signal to the receiver rather than to the transmitter.

The antenna is the device that allows the transmitted energy to be propagated into
space and then collects the echo energy on receive. It is almost always a directive
antenna, one that directs the radiated energy into a narrow beam to concentrate the
power as well as to allow the determination of the direction to the target. An antenna
that produces a narrow directive beam on transmit usually has a large area on receive
to allow the collection of weak echo signals from the target. The antenna not only
concentrates the energy on transmit and collects the echo energy on receive, but it also
acts as a spatial filter to provide angle resolution and other capabilities.

% In radar, range is the term generally used to mean distance from the radar to the target. Range is also used here in
some of its other dictionary definitions.
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Antenna

Duplexer {«— Power | | Waveform
amplifier generator

Low-noise

amplifier

Local If | Matched | | Second Video
. | _
oscillator || Mixer 1= amplifier: filter || detector | | amplifier Display

FIGURE 1.1 Block diagram of a simple radar employing a power amplifier as the transmitter in the upper
portion of the figure and a superheterodyne receiver in the lower portion of the figure

The receiver amplifies the weak received signal to a level where its presence can
be detected. Because noise is the ultimate limitation on the ability of a radar to make
a reliable detection decision and extract information about the target, care is taken
to insure that the receiver produces very little noise of its own. At the microwave
frequencies, where most radars are found, the noise that affects radar performance
is usually from the first stage of the receiver, shown here in Figure 1.1 as a low-
noise amplifier. For many radar applications where the limitation to detection is the
unwanted radar echoes from the environment (called clutter), the receiver needs to
have a large enough dynamic range so as to avoid having the clutter echoes adversely
affect detection of wanted moving targets by causing the receiver to saturate. The
dynamic range of a receiver, usually expressed in decibels, is defined' as the ratio of
the maximum to the minimum signal input power levels over which the receiver can
operate with some specified performance. The maximum signal level might be set
by the nonlinear effects of the receiver response that can be tolerated (for example,
the signal power at which the receiver begins to saturate), and the minimum signal
might be the minimum detectable signal. The signal processor, which is often in the
IF portion of the receiver, might be described as being the part of the receiver that
separates the desired signal from the undesired signals that can degrade the detec-
tion process. Signal processing includes the matched filter that maximizes the out-
put signal-to-noise ratio. Signal processing also includes the doppler processing that
maximizes the signal-to-clutter ratio of a moving target when clutter is larger than
receiver noise, and it separates one moving target from other moving targets or from
clutter echoes. The detection decision is made at the output of the receiver, so a target
is declared to be present when the receiver output exceeds a predetermined threshold.
If the threshold is set too low, the receiver noise can cause excessive false alarms. If
the threshold is set too high, detections of some targets might be missed that would
otherwise have been detected. The criterion for determining the level of the decision
threshold is to set the threshold so it produces an acceptable predetermined average
rate of false alarms due to receiver noise.

After the detection decision is made, the track of a target can be determined, where
a track is the locus of target locations measured over time. This is an example of data
processing. The processed target detection information or its track might be displayed
to an operator; or the detection information might be used to automatically guide a
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missile to a target; or the radar output might be further processed to provide other
information about the nature of the target. The radar control insures that the various
parts of a radar operate in a coordinated and cooperative manner, as, for example,
providing timing signals to various parts of the radar as required.

The radar engineer has as resources time that allows good doppler processing,
bandwidth for good range resolution, space that allows a large antenna, and energy for
long range performance and accurate measurements. External factors affecting radar
performance include the target characteristics; external noise that might enter via the
antenna; unwanted clutter echoes from land, sea, birds, or rain; interference from other
electromagnetic radiators; and propagation effects due to the earth’s surface and atmo-
sphere. These factors are mentioned to emphasize that they can be highly important in
the design and application of a radar.

Radar Transmitters. The radar transmitter must not only be able to generate the
peak and average powers required to detect the desired targets at the maximum range,
but also has to generate a signal with the proper waveform and the stability needed for
the particular application. Transmitters may be oscillators or amplifiers, but the latter
usually offer more advantages.

There have been many types of radar power sources used in radar (Chapter 10).
The magnetron power oscillator was at one time very popular, but it is seldom used
except for civil marine radar (Chapter 22). Because of the magnetron’s relatively
low average power (one or two kilowatts) and poor stability, other power sources
are usually more appropriate for applications requiring long-range detection of small
moving targets in the presence of large clutter echoes. The magnetron power oscil-
lator is an example of what is called a crossed-field tube. There is also a related
crossed-field amplifier (CFA) that has been used in some radars in the past, but it
also suffers limitations for important radar applications, especially for those requir-
ing detection of moving targets in clutter. The high-power klystron and the traveling
wave tube (TWT) are examples of what are called linear beam tubes. At the high
powers often employed by radars, both tubes have suitably wide bandwidths as well
as good stability as needed for doppler processing, and both have been popular.

The solid-state amplifier, such as the transistor, has also been used in radar, espe-
cially in phased arrays. Although an individual transistor has relatively low power,
each of the many radiating elements of an array antenna can utilize multiple transistors
to achieve the high power needed for many radar applications. When solid-state tran-
sistor amplifiers are used, the radar designer has to be able to accommodate the high
duty cycle at which these devices have to operate, the long pulses they must use that
require pulse compression, and the multiple pulses of different widths to allow detec-
tion at short as well as long range. Thus the use of solid-state transmitters can have an
effect on other parts of the radar system. At millimeter wavelengths very high power
can be obtained with the gyrotron, either as an amplifier or as an oscillator. The grid-
control vacuum tube was used to good advantage for a long time in UHF and lower
frequency radars, but there has been less interest in the lower frequencies for radar.

Although not everyone might agree, some radar system engineers—if given a
choice—would consider the klystron amplifier as the prime candidate for a high-
power modern radar if the application were suitable for its use.

Radar Antennas. The antenna is what connects the radar to the outside world
(Chapters 12 and 13). It performs several purposes: (1) concentrates the radiated energy
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on transmit; that is, it is directive and has a narrow beamwidth; (2) collects the received
echo energy from the target; (3) provides a measurement of the angular direction to the
target; (4) provides spatial resolution to resolve (or separate) targets in angle; and (5) allows
the desired volume of space to be observed. The antenna can be a mechanically scanned
parabolic reflector, a mechanically scanned planar phased array, or a mechanically scanned
end-fire antenna. It can be an electronically scanned phased array using a single transmit-
ter with either a corporate feed or a space-feed configuration to distribute the power to
each antenna element or an electronically scanned phased array employing at each antenna
element a small solid-state “miniature” radar (also called an active aperture phased array).
Each type of antenna has its particular advantages and limitations. Generally, the larger the
antenna the better, but there can be practical constraints that limit its size.

1.2 TYPES OF RADARS

Although there is no single way to characterize a radar, here we do so by means of
what might be the major feature that distinguishes one type of radar from another.

Pulse radar. This is a radar that radiates a repetitive series of almost-rectangular
pulses. It might be called the canonical form of a radar, the one usually thought of
as a radar when nothing else is said to define a radar.

High-resolution radar. High resolution can be obtained in the range, angle, or dop-
pler velocity coordinates, but high resolution usually implies that the radar has high
range resolution. Some high-resolution radars have range resolutions in terms of
fractions of a meter, but it can be as small as a few centimeters.

Pulse compression radar. This is a radar that uses a long pulse with internal modu-
lation (usually frequency or phase modulation) to obtain the energy of a long pulse
with the resolution of a short pulse.

Continuous wave (CW) radar. This radar employs a continuous sine wave. It almost
always uses the doppler frequency shift for detecting moving targets or for measur-
ing the relative velocity of a target.

FM-CW radar. This CW radar uses frequency modulation of the waveform to allow
a range measurement.

Surveillance radar. Although a dictionary might not define surveillance this way, a
surveillance radar is one that detects the presence of a target (such as an aircraft or
a ship) and determines its location in range and angle. It can also observe the target
over a period of time so as to obtain its track.

Moving target indication (MTI). This is a pulse radar that detects moving targets
in clutter by using a low pulse repetition frequency (PRF) that usually has no
range ambiguities. It does have ambiguities in the doppler domain that result in
so-called blind speeds.

Pulse doppler radar. There are two types of pulse doppler radars that employ either
a high or medium PRF pulse radar. They both use the doppler frequency shift to
extract moving targets in clutter. A high PRF pulse doppler radar has no ambigui-
ties (blind speeds) in doppler, but it does have range ambiguities. A medium PRF
pulse doppler radar has ambiguities in both range and doppler.
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Tracking radar. This is a radar that provides the track, or trajectory, of a target.
Tracking radars can be further delineated as STT, ADT, TWS, and phased array
trackers as described below:

Single Target Tracker (STT). Tracks a single target at a data rate high enough
to provide accurate tracking of a maneuvering target. A revisit time of 0.1 s
(data rate of 10 measurements per second) might be “typical.” It might
employ the monopulse tracking method for accurate tracking information in
the angle coordinate.

Automatic detection and tracking (ADT). This is tracking performed by a sur-
veillance radar. It can have a very large number of targets in track by using the
measurements of target locations obtained over multiple scans of the antenna.
Its data rate is not as high as the STT. Revisit times might range from one to
12 seconds, depending on the application.

Track-while-scan (TWS). Usually a radar that provides surveillance over a nar-
row region of angle in one or two dimensions, so as to provide at a rapid
update rate location information on all targets within a limited angular region
of observation. It has been used in the past for ground-based radars that guide
aircraft to a landing, in some types of weapon-control radars, and in some
military airborne radars.

Phased array tracker. An electronically scanned phased array can (almost) “con-
tinuously” track more than one target at a high data rate. It can also simulta-
neously provide the lower data rate tracking of multiple targets similar to that
performed by ADT.

Imaging radar. This radar produces a two-dimensional image of a target or a scene,
such as a portion of the surface of the earth and what is on it. These radars usually
are on moving platforms.

Sidelooking airborne radar (SLAR). This airborne sidelooking imaging radar pro-
vides high resolution in range and obtains suitable resolution in angle by using a
narrow beamwidth antenna.

Synthetic aperture radar (SAR). SAR is a coherent™ imaging radar on a moving
vehicle that uses the phase information of the echo signal to obtain an image of a
scene with high resolution in both range and cross-range. High range resolution is
often obtained using pulse compression.

Inverse synthetic aperture radar (ISAR). ISAR is a coherent imaging radar that uses
high resolution in range and the relative motion of the target to obtain high resolu-
tion in the doppler domain that allows resolution in the cross-range dimension to
be obtained. It can be on a moving vehicle or it can be stationary.

Weapon control radar. This name is usually applied to a single-target tracker used
for defending against air attack.

Guidance radar. This is usually a radar on a missile that allows the missile to
“home in,” or guide itself, to a target.

Weather (meteorological) observation. Such radars detect, recognize, and measure
precipitation rate, wind speed and direction, and observe other weather effects

* Coherent implies that the phase of the radar signal is used as an important part of the radar process.
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important for meteorological purposes. These may be special radars or another
function of surveillance radars.

Doppler weather radar. This is a weather observation radar that employs the dop-
pler frequency shift caused by moving weather effects to determine the wind; the
wind shear (when the wind blows in different directions), which can indicate a
dangerous weather condition such as a tornado or a downburst of wind; as well as
other meteorological effects.

Target recognition. In some cases, it might be important to recognize the type of target
being observed by radar (e.g., an automobile rather than a bird), or to recognize the par-
ticular type of target ( an automobile rather than a truck, or a starling rather than a spar-
row), or to recognize one class of target from another (a cruise ship rather than a tanker).
When used for military purposes, it is usually called a noncooperative target recog-
nition (NCTR) radar, as compared to a cooperative recognition system such as IFF
(identification friend or foe), which is not a radar. When target recognition involves
some part of the natural environment, the radar is usually known as a remote sens-
ing (of the environment) radar.

Multifunction radar. If each of the above radars were thought of as providing some
radar function, then a multifunction radar is one designed to perform more than one
such function—usually performing one function at a time on a time-shared basis.

There are many other ways to describe radars, including land, sea, airborne, space-
borne, mobile, transportable, air-traffic control, military, ground-penetrating, ultra-
wideband, over the horizon, instrumentation, laser (or lidar), by the frequency band at
which they operate (UHF, L, S, and so on), by their application, and so forth.

1.3 INFORMATION AVAILABLE FROM A RADAR

Detection of targets is of little value unless some information about the target is obtained
as well. Likewise, target information without target detection is meaningless.

Range. Probably the most distinguishing feature of a conventional radar is its ability
to determine the range to a target by measuring the time it takes for the radar signal to
propagate at the speed of light out to the target and back to the radar. No other sensor can
measure the distance to a remote target at long range with the accuracy of radar (basically
limited at long ranges by the accuracy of the knowledge of the velocity of propagation).
At modest ranges, the precision can be a few centimeters. To measure range, some sort
of timing mark must be introduced on the transmitted waveform. A timing mark can
be a short pulse (an amplitude modulation of the signal), but it can also be a distinctive
modulation of the frequency or phase. The accuracy of a range measurement depends
on the radar signal bandwidth: the wider the bandwidth, the greater the accuracy. Thus
bandwidth is the basic measure of range accuracy.

Radial Velocity. The radial velocity of a target is obtained from the rate of change
of range over a period of time. It can also be obtained from the measurement of the dop-
pler frequency shift. An accurate measurement of radial velocity requires time. Hence
time is the basic parameter describing the quality of a radial velocity measurement. The
speed of a moving target and its direction of travel can be obtained from its track, which
can be found from the radar measurements of the target location over a period of time.
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Angular Direction. One method for determining the direction to a target is by
determining the angle where the magnitude of the echo signal from a scanning antenna
is maximum. This usually requires an antenna with a narrow beamwidth (a high-gain
antenna). An air-surveillance radar with a rotating antenna beam determines angle in
this manner. The angle to a target in one angular dimension can also be determined by
using two antenna beams, slightly displaced in angle, and comparing the echo ampli-
tude received in each beam. Four beams are needed to obtain the angle measurement
in both azimuth and elevation. The monopulse tracking radar discussed in Chapter 9 is
a good example. The accuracy of an angle measurement depends on the electrical size
of the antenna; i.e., the size of the antenna given in wavelengths.

Size and Shape. If the radar has sufficient resolution capability in range or angle,
it can provide a measurement of the target extent in the dimension of high resolu-
tion. Range is usually the coordinate where resolution is obtained. Resolution in cross
range (given by the range multiplied by the antenna beamwidth) can be obtained with
very narrow beamwidth antennas. However, the angular width of an antenna beam is
limited, so the cross-range resolution obtained by this method is not as good as the
range resolution. Very good resolution in the cross-range dimension can be obtained
by employing the doppler frequency domain, based on SAR (synthetic aperture radar)
or ISAR (inverse synthetic aperture radar systems), as discussed in Chapter 17. There
needs to be relative motion between the target and the radar in order to obtain the
cross-range resolution by SAR or ISAR. With sufficient resolution in both range and
cross-range, not only can the size be obtained in two orthogonal coordinates, but the
target shape can sometimes be discerned.

The Importance of Bandwidth in Radar. Bandwidth basically represents infor-
mation; hence, it is very important in many radar applications. There are two types of
bandwidth encountered in radar. One is the signal bandwidth, which is the bandwidth
determined by the signal pulse width or by any internal modulation of the signal. The
other is tunable bandwidth. Generally, the signal bandwidth of a simple pulse of sine
wave of duration 7is 1/7. (Pulse compression waveforms, discussed in Chapter 8, can
have much greater bandwidth than the reciprocal of their pulse width.) Large band-
width is needed for resolving targets in range, for accurate measurement of range to
a target, and for providing a limited capability to recognize one type of target from
another. High range resolution also can be useful for reducing the degrading effects
of what is known as glint in a tracking radar, for measuring the altitude of an aircraft
based on the difference in time delay (range) between the two-way direct signal from
radar to target and the two-way surface-scattered signal from radar to surface to target
(also called multipath height finding), and in increasing the target-signal-to-clutter
ratio. In military systems, high range resolution may be employed for counting the
number of aircraft flying in close formation and for recognizing and thwarting some
types of deception countermeasures.

Tunable bandwidth offers the ability to change (tune) the radar signal frequency
over a wide range of the available spectrum. This can be used for reducing mutual inter-
ference among radars that operate in the same frequency band, as well as in attempting
to make hostile electronic countermeasures less effective. The higher the operating
frequency the easier it is to obtain wide signal and wide tunable bandwidth.

A limitation on the availability of bandwidth in a radar is the control of the spectrum
by government regulating agencies (in the United States, the Federal Communication



AN INTRODUCTION AND OVERVIEW OF RADAR 1.9

Commission, and internationally, the International Telecommunications Union). After
the success of radar in World War II, radar was allowed to operate over about one-
third of the microwave spectrum. This spectrum space has been reduced considerably
over the years with the advent of many commercial users of the spectrum in the age of
“wireless” and other services requiring the electromagnetic spectrum. Thus, the radar
engineer is increasingly experiencing smaller available spectrum space and bandwidth
allocations that can be vital for the success of many radar applications.

Signal-to-Noise Ratio. The accuracy of all radar measurements, as well as the
reliable detection of targets depends on the ratio E/N,, where E is the total energy
of the received signal that is processed by the radar and N, is the noise power per
unit bandwidth of the receiver. Thus E/N, is an important measure of the capability
of a radar.

Operation with More Than One Frequency. There may be important benefits
when a radar is able to operate at more than one frequency.? Frequency agility usually
refers to the use of multiple frequencies on a pulse-to-pulse basis. Frequency diversity
usually relates to the use of multiple frequencies that are widely separated, sometimes in
more than one radar band. Frequency diversity might operate at each frequency simul-
taneously or almost simultaneously. It has been used in almost all civilian air-traffic
control radars. Pulse-to-pulse frequency agility, however, is not compatible with the use
of doppler processing (to detect moving targets in clutter), but frequency diversity can
be compatible. The frequency range in both agility and in diversity operations is much
greater than the inherent bandwidth of a pulse of width 7.

Elevation Null Filling. Operation of a radar at a single frequency can result in a
lobed structure to the elevation pattern of an antenna due to the interference between
the direct signal (radar to target) and the surface-scattered signal (radar to earth’s sur-
face to target). By a lobed structure, we mean that there will be reduced coverage at
some elevation angles (nulls) and increased signal strength at other angles (lobes). A
change in frequency will change the location of the nulls and lobes so that by operating
over a wide frequency range, the nulls in elevation can be filled in, and the radar will
be less likely to lose a target echo signal. For example, measurements with a wideband
experimental radar known as Senrad, which could operate from 850 to 1400 MHz,
showed that when only a single frequency was used, the blip-scan ratio (the experi-
mentally measured single-scan probability of detection) was found to be 0.78 under a
particular set of observations. When the radar operated at four different widely sepa-
rated frequencies, the blip-scan ratio was 0.98—a highly significant increase due to
frequency diversity.”

Increased Target Detectability. The radar cross section of a complex target such
as an aircraft can vary greatly with a change in frequency. At some frequencies, the
radar cross section will be small and at others it will be large. If a radar operates at a
single frequency, it might result in a small target echo and, therefore, a missed detec-
tion. By operating at a number of different frequencies, the cross section will vary and
can be small or large; but a successful detection becomes more likely than if only a
single frequency were used. This is one reason that almost all air-traffic control radars
operate with two frequencies spaced wide enough apart in frequency to insure that
target echoes are decorrelated and, therefore, increase the likelihood of detection.
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Reduced Effectiveness of Hostile Countermeasures.  Any military radar that is suc-
cessful can expect a hostile adversary to employ countermeasures to reduce its effec-
tiveness. Operating over a wide range of frequencies makes countermeasures more
difficult than if operation is at only one frequency. Against noise jamming, changing
frequency in an unpredictable manner over a wide range of frequencies causes the jam-
mer to have to spread its power over a wide frequency range and will, therefore, reduce
the hostile jamming signal strength over the bandwidth of the radar signal. Frequency
diversity over a wide band also makes it more difficult (but not impossible) for a hostile
intercept receiver or an antiradiation missile to detect and locate a radar signal.

The Doppler Shift in Radar. The importance of the doppler frequency shift
began to be appreciated for pulse radar shortly after World War II and became an
increasingly important factor in many radar applications. Modern radar would be
much less interesting or useful if the doppler effect didn’t exist. The doppler frequency
shift f, can be written as

f,=2v,/1A=(2vcos0)/ A (1.1)

where v, = v cos @ is the relative velocity of the target (relative to the radar) in m/s, v is
the absolute velocity of the target in m/s, A is the radar wavelength in m, and @is the
angle between the target’s direction and the radar beam. To an accuracy of about 3 per-
cent, the doppler frequency in hertz is approximately equal to v, (kt) divided by A (m).

The doppler frequency shift is widely used to separate moving targets from
stationary clutter, as discussed in Chapters 2 through 5. Such radars are known as MTI
(moving target indication), AMTI (airborne MTI), and pulse doppler. All modern air-
traffic control radars, all important military ground-based and airborne air-surveillance
radars, and all military airborne fighter radars take advantage of the doppler effect. Yet in
WWIL, none of these pulse radar applications used doppler. The CW (continuous wave)
radar also employs the doppler effect for detecting moving targets, but CW radar for
this purpose is not as popular as it once was. The HF OTH radar (Chapter 20) could not
do its job of detecting moving targets in the presence of large clutter echoes from the
earth’s surface without the use of doppler.

Another significant application of radar that depends on the doppler shift is obser-
vation of the weather, as in the Nexrad radars of the U.S. National Weather Service
(Chapter 19) mentioned earlier in this chapter.

Both the SAR and ISAR can be described in terms of their use of the doppler fre-
quency shift (Chapter 17). The airborne doppler navigator radar is also based on the
doppler shift. The use of doppler in a radar generally places greater demands on the
stability of the radar transmitter, and it increases the complexity of the signal process-
ing; yet these requirements are willingly accepted in order to achieve the significant
benefits offered by doppler. It should also be mentioned that the doppler shift is the key
capability of a radar that can measure speed, as by its diligent use by traffic police for
maintaining vehicle speed limits and in other velocity measuring applications.

1.4 THE RADAR EQUATION

The radar range equation (or radar equation, for short) not only serves the very useful
purpose of estimating the range of a radar as a function of the radar characteristics,
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but also is quite useful as a guide for designing a radar system. The simple form of the
radar equation may be written as

PG o
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= X —
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XA, (1.2)

The right-hand side has been written as the product of three factors to represent the
physical processes that take place. The first factor on the right is the power density
at a distance R from a radar that radiates a power P, from an antenna of gain G,. The
numerator, ¢, of the second factor is the radar cross section of the target. It has the unit
of area (for example, square meters) and is a measure of the energy redirected by the
target back in the direction of the radar. The denominator of the second factor accounts
for the divergence of the echo signal on its return path back to the radar. The product
of the first two factors represents the power per unit area returned to the radar antenna.
Note that the radar cross section of a target, o, is defined by this equation. The receiving
antenna of effective area A, collects a portion P, of the echo power returned to the radar.
If the maximum radar range, R, ., is defined as occurring when the received signal is
equal to the minimum detectable signal of the radar, S, ;,, the simple form of the radar
equation becomes

gt o hGA0 (1.3)
max (47‘[)2 Smin

Generally, most radars use the same antenna for both transmitting and receiving. From
antenna theory, there is a relation between the gain G, of the antenna on transmit and
its effective area A, on receive, whichis G, =47 A,/ A%, where Ais the wavelength of
the radar signal. Substituting this into Eq. 1.3 provides two other useful forms of the
radar equation (not shown here): one that represents the antenna only by its gain and
the other that represents the antenna only by its effective area.

The simple form of the radar equation is instructive, but not very useful since it
leaves out many things. The minimum detectable signal, S . , is limited by receiver
noise and can be expressed as

min®

Syin = kT,BE, (SIN), (14)

In this expression, k7B is the so-called thermal noise from an ideal ohmic conduc-
tor, where k = Boltzmann’s constant, 7, is the standard temperature of 290 K, and B =
receiver bandwidth (usually that of the IF stage of the superheterodyne receiver). The
product kT, is equal to 4 x 107! W/Hz. To account for the additional noise introduced
by a practical (nonideal) receiver, the thermal noise expression is multiplied by the
noise figure F, of the receiver, defined as the noise out of a practical receiver to the
noise out of an ideal receiver. For a received signal to be detectable, it has to be larger
than the receiver noise by a factor denoted here as (S/N),. This value of signal-to-
noise ratio (S/N), is that required if only one pulse is present. It has to be large enough
to obtain the required probability of false alarm (due to noise crossing the receiver
threshold) and the required probability of detection (as can be found in various radar
texts>#). Radars, however, generally process more than one pulse before making a
detection decision. We assume the radar waveform is a repetitive series of rectangular-
like pulses. These pulses are integrated (added together) before a detection decision
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is made. To account for these added signals, the numerator of the radar equation is
multiplied by a factor nE(n), where E(n) is the efficiency in adding together n pulses.
This value can also be found in standard texts.

The power P, is the peak power of a radar pulse. The average power, P, is a better
measure of the ability of a radar to detect targets, so it is sometimes inserted into the
radar equation using P, = P, /f, 7 where f, is the pulse repetition frequency of the pulse
radar and 7is the pulse duration. The surface of the earth and the earth’s atmosphere can
drastically affect the propagation of electromagnetic waves and change the coverage and
capabilities of a radar. In the radar equation, these propagation effects are accounted for
by a factor F* in the numerator of the radar equation, as discussed in Chapter 26. With
the above substituted into the simple form of the radar equation we get

R = P GA,0nE,(n) F* (15)
max (477:)2kT0Elfp(S/N),LS

In the above equation, it was assumed in its derivation that Bz= 1, which is generally
applicable in radar. A factor L, (greater than unity), called the system losses, has been
inserted to account for the many ways that loss can occur in a radar. This loss factor
can be quite large. If the system loss is ignored, it might result in a very large error in
the estimated range predicted by the radar equation. (A loss of from 10 dB to may be
20 dB is not unusual when all radar system loss factors are taken into account.)

Equation 1.5 applies for a radar that observes a target long enough to receive n
pulses. More fundamentally, it applies for a radar where the time on target 7, is equal
to n/f,. An example is a tracking radar that continuously observes a single target for
a time ¢,. This equation, however, needs to be modified for a surveillance radar that
observes an angular volume Q with a revisit time f,. (Air traffic control radars might
have a revisit time of from 4 to 12 s.) Thus, a surveillance radar has the additional
constraint that it must cover an angular volume Q in a given time . The revisit
time 7, is equal to 7,(€/Q,), where 1, = n/f, and Q,, the solid beamwidth of the antenna
(steradians), is approximately related to the antenna gain G by G =47/ Q,. Therefore,
when nff, in Eq. 1.5 is replaced with its equal 477,/GS2, the radar equation for a
surveillance radar is obtained as

P ACE(n)F* t
4 _ av’e i s 1.6
Row = 47kT E (SIN) L. “ Q0 (1.6)

The radar designer has little control over the revisit time ¢, or the angular coverage
Q, which are determined mainly by the job the radar has to perform. The radar cross
section also is determined by the radar application. If a large range is required of
a surveillance radar, the radar must have the necessary value of the product P, A,.
For this reason, a common measure of the capability of a surveillance radar is its
power-aperture product. Note that the radar frequency does not appear explicitly
in the surveillance radar equation. The choice of frequency, however, will enter
implicitly in other ways.

Just as the radar equation for a surveillance radar is different from the conventional
radar equation of Eq. 1.5 or the simple radar equation of Eq. 1.2, each particular applica-
tion of a radar generally has to employ a radar equation tailored to that specific applica-
tion. When the radar echoes from land, sea, or weather clutter are greater than the receiver
noise, the radar equation has to be modified to account for clutter being the limitation to
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detection rather than receiver noise. It can happen that the detection capability of a radar
might be limited by clutter in some regions of its coverage and be limited by receiver
noise in other regions. This can result in two different sets of radar characteristics, one
optimized for noise and the other optimized for clutter; and compromises usually have to
be made in radar design. A different type of radar equation is also required when the radar
capability is limited by hostile noise jamming.

1.5 RADAR FREQUENCY LETTER-BAND
NOMENCLATURE

It is not always convenient to use the exact numerical frequency range over which a
particular type of radar operates. With many military radars, the exact operating fre-
quency range of a radar is usually not disclosed. Thus, the use of letters to designate
radar operating bands has been very helpful. The IEEE (Institute of Electrical and
Electronic Engineers) has officially standardized the radar letter-band nomenclature,
as summarized in Table 1.1.

Comments on the table.® The International Telecommunications Union (ITU)
assigns specific portions of the electromagnetic spectrum for radiolocation (radar)
use as shown in the third column, which applies to ITU Region 2 that includes North
and South America. Slight differences occur in the other two ITU Regions. Thus an
L-band radar can only operate within the frequency range from 1215 MHz to 1400 MHz,
and even within this range, there may be restrictions. Some of the indicated ITU bands
are restricted in their usage; for example, the band between 4.2 and 4.4 GHz is reserved

TABLE 1.1 IEEE Standard Letter Designations for Radar-Frequency Bands®

Specific Frequency Ranges for Radar Based
on ITU Frequency Assignments

Band Designation Nominal Frequency Range for Region 2
HF 3 MHz-30 MHz
VHF 30-300 MHz 138-144 MHz
216-225 MHz
UHF 300-1000 MHz 420-450 MHz
890-942 MHz
L 1.0-2.0 GHz 1215-1400 MHz
S 2.0-4.0 GHz 2.3-2.5 GHz
2.7-3.7 GHz
C 4.0-8.0 GHz 4.2-4.4 GHz
5.25-5.925 GHz
X 8.0-12.0 GHz 8.5-10.68 GHz
K, 12.0-18.0 GHz 13.4-14.0 GHz
15.7-17.7 GHz
K 18.0-27.0 GHz 24.05-24.25 GHz
24.65-24.75 GHz
K, 27.0-40.0 GHz 33.4-36.0 GHz
\% 40.0-75 GHz 59.0-64.0 GHz
N 75.0-110 GHz 76.0-81 GHz

92.0-100 GHz
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(with few exceptions) for airborne radar altimeters. There are no official ITU allocations
for radar in the HF band, but most HF radars share frequencies with other electromag-
netic services. The letter-band designation for millimeter wave radars is mm, and there
are several frequency bands allocated to radar in this region, but they have not been
listed here. Although the official ITU description of millimeter waves is from 30 to 300
GHz, in reality, the technology of radars at K, band* is much closer to the technology
of microwave frequencies than to the technology of W band. The millimeter wave radar
frequencies are often considered by those who work in this field to have a lower bound
of 40 GHz rather than the “legal” lower bound of 30 GHz in recognition of the significant
difference in technology and applications that is characteristic of millimeter wave radar.
Microwaves have not been defined in this standard, but this term generally applies to
radars that operate from UHF to K, band. The reason that these letter designations might
not be easy for the non-radar engineer to recognize is that they were originally selected
to describe the radar bands used in World War II. Secrecy was important at that time so
the letters selected to designate the various bands made it hard to guess the frequencies
to which they apply. Those who work around radar, however, seldom have a problem
with the usage of the radar letter bands.

Other letter bands have been used for describing the electromagnetic spectrum; but
they are not suitable for radar and should never be used for radar. One such designation
uses the letters A, B, C, etc., originally devised for conducting electronic countermeasure
exercises.” The IEEE Standard mentioned previously states that these “are not consistent
with radar practice and shall not be used to describe radar-frequency bands.” Thus, there
may be D-band jammers, but never D-band radars.

1.6 EFFECT OF OPERATING
FREQUENCY ON RADAR

Radars have been operated at frequencies as low as 2 MHz (just above the AM broad-
cast band) and as high as several hundred GHz (millimeter wave region). More usu-
ally, radar frequencies might be from about 5 MHz to over 95 GHz. This is a very large
extent of frequencies, so it should be expected that radar technology, capabilities, and
applications will vary considerably depending on the frequency range at which a
radar operates. Radars at a particular frequency band usually have different capabili-
ties and characteristics than radars in other frequency bands. Generally, long range
is easier to achieve at the lower frequencies because it is easier to obtain high-power
transmitters and physically large antennas at the lower frequencies. On the other
hand, at the higher radar frequencies, it is easier to achieve accurate measurements of
range and location because the higher frequencies provide wider bandwidth (which
determines range accuracy and range resolution) as well as narrower beam antennas
for a given physical size antenna (which determines angle accuracy and angle resolu-
tion). In the following, the applications usually found in the various radar bands are
briefly indicated. The differences between adjacent bands, however, are seldom sharp
in practice, and overlap in characteristics between adjacent bands is likely.

* The wavelengths of K, band range from 8.3 mm to 9 mm, which qualifies them under the “legal” definition of
millimeters, but just barely.
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HF (3 to 30 MHz). The major use of the HF band for radar (Chapter 20) is to
detect targets at long ranges (nominally out to 2000 nmi) by taking advantage of the
refraction of HF energy by the ionosphere that lies high above the surface of the earth.
Radio amateurs refer to this as short-wave propagation and use it to communicate over
long distances. The targets for such HF radars might be aircraft, ships, and ballistic
missiles, as well as the echo from the sea surface itself that provides information about
the direction and speed of the winds that drive the sea.

VHF (30 to 300 MHz). At the beginning of radar development in the 1930s,
radars were in this frequency band because these frequencies represented the frontier
of radio technology at that time. It is a good frequency for long range air surveillance
or detection of ballistic missiles. At these frequencies, the reflection coefficient on
scattering from the earth’s surface can be very large, especially over water, so the
constructive interference between the direct signal and the surface-reflected signal can
increase significantly the range of a VHF radar. Sometimes this effect can almost dou-
ble the radar’s range. However, when there is constructive interference that increases
the range, there can be destructive interference that decreases the range due to the deep
nulls in the antenna pattern in the elevation plane. Likewise, the destructive interfer-
ence can result in poor low-altitude coverage. Detection of moving targets in clutter
is often better at the lower frequencies when the radar takes advantage of the doppler
frequency shift because doppler ambiguities (that cause blind speeds) are far fewer
at low frequencies. VHF radars are not bothered by echoes from rain, but they can be
affected by multiple-time-around echoes from meteor ionization and aurora. The radar
cross section of aircraft at VHF is generally larger than the radar cross section at higher
frequencies. VHF radars frequently cost less compared to radars with the same range
performance that operate at higher frequencies.

Although there are many attractive advantages of VHF radars for long-range sur-
veillance, they also have some serious limitations. Deep nulls in elevation and poor
low-altitude coverage have been mentioned. The available spectral widths assigned to
radar at VHF are small so range resolution is often poor. The antenna beamwidths are
usually wider than at microwave frequencies, so there is poor resolution and accuracy
in angle. The VHF band is crowded with important civilian services such as TV and FM
broadcast, further reducing the availability of spectrum space for radar. External noise
levels that can enter the radar via the antenna are higher at VHF than at microwave
frequencies. Perhaps the chief limitation of operating radars at VHF is the difficulty of
obtaining suitable spectrum space at these crowded frequencies.

In spite of its limitations, the VHF air surveillance radar was widely used by the
Soviet Union because it was a large country, and the lower cost of VHF radars made
them attractive for providing air surveillance over the large expanse of that country.’
They have said they produced a large number of VHF air-surveillance radars—
some were of very large size and long range, and most were readily transportable.
It is interesting to note that VHF airborne intercept radars were widely used by the
Germans in World War II. For example, the Lichtenstein SN-2 airborne radar oper-
ated from about 60 to over 100 MHz in various models. Radars at such frequencies
were not affected by the countermeasure called chaff (also known as window).

UHF (300 to 1000 MHz). Many of the characteristics of radar operating in the
VHF region also apply to some extent at UHF. UHF is a good frequency for Airborne
Moving Target Indication (AMTI) radar in an Airborne Early Warning Radar (AEW),
as discussed in Chapter 3. It is also a good frequency for the operation of long-range
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radars for the detection and tracking of satellites and ballistic missiles. At the upper
portion of this band there can be found long-range shipboard air-surveillance radars
and radars (called wind profilers) that measure the speed and direction of the wind.

Ground Penetrating Radar (GPR), discussed in Chapter 21, is an example of what
is called an ultrawideband (UWB) radar. Its wide signal bandwidth sometimes cov-
ers both the VHF and UHF bands. Such a radar’s signal bandwidth might extend,
for instance, from 50 to 500 MHz. A wide bandwidth is needed in order to obtain
good range resolution. The lower frequencies are needed to allow the propagation of
radar energy into the ground. (Even so, the loss in propagating through typical soil
is so high that the ranges of a simple mobile GPR might be only a few meters.) Such
ranges are suitable for locating buried power lines and pipe lines, as well as buried
objects. If a radar is to see targets located on the surface but within foliage, similar
frequencies are needed as for the GPR.

L band (1.0 to 2.0 GHz). This is the preferred frequency band for the operation
of long-range (out to 200 nmi) air-surveillance radars. The Air Route Surveillance
Radar (ARSR) used for long range air-traffic control is a good example. As one goes
up in frequency, the effect of rain on performance begins to become significant, so the
radar designer might have to worry about reducing the effect of rain at L-band and
higher frequencies. This frequency band has also been attractive for the long-range
detection of satellites and defense against intercontinental ballistic missiles.

S band (2.0 to 4.0 GHz). The Airport Surveillance Radar (ASR) that monitors
air traffic within the region of an airport is at S band. Its range is typically 50 to 60
nmi. If a 3D radar is wanted (one that determines range, azimuth angle, and elevation
angle), it can be achieved at S band.

It was said previously that long-range surveillance is better performed at low fre-
quencies and the accurate measurement of target location is better performed at high
frequencies. If only a single radar operating within a single frequency band can be used,
then S band is a good compromise. It is also sometimes acceptable to use C band as the
choice for a radar that performs both functions. The AWACS airborne air-surveillance
radar also operates at S band. Usually, most radar applications are best operated in a
particular frequency band at which the radar’s performance is optimum. However, in
the example of airborne air-surveillance radars, AWACS is found at S band and the U.S.
Navy’s E2 AEW radar at UHF. In spite of such a difference in frequency, it has been said
that both radars have comparable performance.’ (This is an exception to the observation
about there being an optimum frequency band for each application.)

The Nexrad weather radar operates at S band. It is a good frequency for the obser-
vation of weather because a lower frequency would produce a much weaker radar
echo signal from rain (since the radar echo from rain varies as the fourth power of
the frequency), and a higher frequency would produce attenuation of the signal as it
propagates through the rain and would not allow an accurate measurement of rainfall
rate. There are weather radars at higher frequencies, but these are usually of shorter
range than Nexrad and might be used for a more specific weather radar application
than the accurate meteorological measurements provided by Nexrad.

Cband (4.0 to 8.0 GHz). This band lies between S and X bands and has properties
in between the two. Often, either S or X band might be preferred to the use of C band,
although there have been important applications in the past for C band.
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X band (8 to 12.0 GHz). This is a relatively popular radar band for military
applications. It is widely used in military airborne radars for performing the roles of
interceptor, fighter, and attack (of ground targets), as discussed in Chapter 5. It is also
popular for imaging radars based on SAR and ISAR. X band is a suitable frequency
for civil marine radars, airborne weather avoidance radar, airborne doppler navigation
radars, and the police speed meter. Missile guidance systems are sometimes at X band.
Radars at X band are generally of a convenient size and are, therefore, of interest for
applications where mobility and light weight are important and very long range is not
a major requirement. The relatively wide range of frequencies available at X band and
the ability to obtain narrow beamwidths with relatively small antennas in this band
are important considerations for high-resolution applications. Because of the high fre-
quency of X band, rain can sometimes be a serious factor in reducing the performance
of X-band systems.

K,, K, and K, Bands (12.0 to 40 GHz). As one goes to higher radar frequency,
the physical size of antennas decrease, and in general, it is more difficult to generate
large transmitter power. Thus, the range performance of radars at frequencies above
X band is generally less than that of X band. Military airborne radars are found at K
band as well as at X band. These frequency bands are attractive when a radar of smaller
size has to be used for an application not requiring long range. The Airport Surface
Detection Equipment (ASDE) generally found on top of the control tower at major
airports has been at K, band, primarily because of its better resolution than X band. In
the original K band, there is a water-vapor absorption line at 22.2 GHz, which causes
attenuation that can be a serious problem in some applications. This was discovered
after the development of K-band radars began during World War II, which is why both
K, and K, bands were later introduced. The radar echo from rain can limit the capabil-
ity of radars at these frequencies.

Millimeter Wave Radar. Although this frequency region is of large extent,
most of the interest in millimeter wave radar has been in the vicinity of 94 GHz
where there is a minimum (called a window) in the atmospheric attenuation.
(A window is a region of low attenuation relative to adjacent frequencies. The win-
dow at 94 GHz is about as wide as the entire microwave spectrum.) As mentioned
previously, for radar purposes, the millimeter wave region, in practice, generally
starts at 40 GHz or even at higher frequencies. The technology of millimeter wave
radars and the propagation effects of the environment are not only different from
microwave radars, but they are usually much more restricting. Unlike what is experi-
enced at microwaves, the millimeter radar signal can be highly attenuated even when
propagating in the clear atmosphere. Attenuation varies over the millimeter wave
region. The attenuation in the 94 GHz window is actually higher than the attenu-
ation of the atmospheric water-vapor absorption line at 22.2 GHz. The one-way
attenuation in the oxygen absorption line at 60 GHz is about 12 dB per km, which
essentially precludes its application. Attenuation in rain can also be a limitation in
the millimeter wave region.

Interest in millimeter radar has been mainly because of its challenges as a frontier
to be explored and put to productive use. Its good features are that it is a great place for
employing wide bandwidth signals (there is plenty of spectrum space); radars can have
high range-resolution and narrow beamwidths with small antennas; hostile electronic
countermeasures to military radars are difficult to employ; and it is easier to have
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a military radar with low probability of intercept at these frequencies than at lower
frequencies. In the past, millimeter wave transmitters were not capable of an average
power more than a few hundred watts—and were usually much less. Advances in
gyrotrons (Chapter 10) can produce average power many orders of magnitude greater
than more conventional millimeter-wave power sources. Thus, availability of high
power is not a limitation as it once was.

Laser Radar. Lasers can produce usable power at optical frequencies and in the
infrared region of the spectrum. They can utilize wide bandwidth (very short pulses)
and can have very narrow beamwidths. Antenna apertures, however, are much smaller
than at microwaves. Attenuation in the atmosphere and rain is very high, and per-
formance in bad weather is quite limited. Receiver noise is determined by quantum
effects rather than thermal noise. For several reasons, laser radar has had only limited
application.

1.7 RADAR NOMENCLATURE

Military electronic equipment, including radar, is identified by the Joint Electronics
Type Designation System (JETDS), as described in U.S. Military Standard MIL-STD-
196D. The letter portion of the designation consists of the letters AN, a slant bar,
and three additional letters appropriately selected to indicate where the equipment is
installed, the type of equipment, and its purpose. Following the three letters are a dash
and a numeral. The numeral is assigned in sequence for that particular combination of
letters. Table 1.2 shows the letters that have been used for radar designations.

A suffix letter (A, B, C,...) follows the original designation for each modification
of the equipment where interchangeability has been maintained. The letter V in paren-
theses added to the designation indicates variable systems (those whose functions
may be varied through the addition or deletion of sets, groups, units, or combinations
thereof). When the designation is followed by a dash, the letter 7, and a number, the
equipment is designed for training. In addition to the United States, these designa-
tions can also be used by Canada, Australia, New Zealand, and the United Kingdom.
Special blocks of numbers are reserved for these countries. Further information can
be found on the Internet under MIL-STD-196D.

The U.S. Federal Aviation Agency (FAA) uses the following to designate their air-
traffic control radars:

* ASR Airport Surveillance Radar

* ARSR Air Route Surveillance Radar

* ASDE  Airport Surface Detection Equipment
* TDWR Terminal Doppler Weather Radar

The numeral following the letter designation indicates the particular radar model
(in sequence).

Weather radars developed by the U. S. Weather Service (NOAA) employ the des-
ignation WSR. The number following the designation is the year the radar went into
service. Thus WSR-88D is the Nexrad doppler radar that first entered service in 1988.
The letter D indicates it is a doppler weather radar.
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TABLE 1.2 JETDS Letter Designations that Pertain to Radar

Type of Equipment

Installation (first letter) (second letter) Purpose (third letter)

A. Piloted aircraft L. Countermeasures B. Bombing

B. Underwater mobile, P. Radar D. Direction finder, reconnaissance
submarine and surveillance

D. Pilotless carrier S. Special or G. Fire control

combination

F. Fixed ground W. Armament N. Navigation
(peculiar to armament
not otherwise covered)

G. General ground use Q. Special or combination

K. Amphibious R. Receiving

M. Mobile (ground) S. Detecting/range and
bearing, search

P. Portable T. Transmitting

S. Water (ship) W. Automatic flight or remote
control

T. Transportable (ground) X. Identification and recognition

U. General utility Y. Surveillance and control

(both fire control and air control)
V. Vehicular (ground)
W. Water surface and
underwater combined
Z.. Piloted-pilotless airborne
vehicles combined

1.8 SOME PAST ADVANCES IN RADAR

A brief listing of some of the major advances in technology and capability of radar
in the twentieth century is given, in somewhat chronological but not exact order,
as follows:

The development of VHF radar for deployment on surface, ship, and aircraft for
military air defense prior to and during World War II.

The invention of the microwave magnetron and the application of waveguide tech-
nology early in WWII to obtain radars that could operate at microwave frequencies
so that smaller and more mobile radars could be employed.

The more than 100 different radar models developed at the MIT Radiation
Laboratory in its five years of existence during WWII that provided the foundation
for microwave radar.

Marcum’s theory of radar detection.

The invention and development of the klystron and TWT amplifier tubes that pro-
vided high power with good stability.
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» The use of the doppler frequency shift to detect moving targets in the presence of
much larger echoes from clutter.

* The development of radars suitable for air-traffic control.
* Pulse compression.

* Monopulse tracking radar with good tracking accuracy and better resistance to elec-
tronic countermeasures than prior tracking radars.

 Synthetic aperture radar, which provided images of the ground and what is on it.

e Airborne MTI (AMTI) for long-range airborne air surveillance in the presence
of clutter.

e Stable components and subsystems and ultralow sidelobe antennas that allowed
high-PRF pulse doppler radar (AWACS) with large rejection of unwanted clutter.

» HF over-the-horizon radar that extended the range of detection of aircraft and ships
by an order of magnitude.

* Digital processing, which has had a very major effect on improving radar capabili-
ties ever since the early 1970s.

* Automatic detection and tracking for surveillance radars.
* Serial production of electronically scanned phased array radars.

* Inverse synthetic aperture radar (ISAR) that provided an image of a target as needed
for noncooperative target recognition of ships.

» Doppler weather radar.
 Space radars suitable for the observation of planets such as Venus.
* Accurate computer calculation of the radar cross section of complex targets.

* Multifunction airborne military radar that are relatively small and lightweight that fit
in the nose of a fighter aircraft and can perform a large number of different air-to-air
and air-to-ground functions.

It is always a matter of opinion what the major advances in radar have been. Others
might have a different list. Not every major radar accomplishment has been included
in this listing. It could have been much longer and could have included multiple exam-
ples from each of the other chapters in this book, but this listing is sufficient to indicate
the type of advances that have been important for improved radar capabilities.

1.9 APPLICATIONS OF RADAR

Military Applications. Radar was invented in the 1930s because of the need
for defense against heavy military bomber aircraft. The military need for radar has
probably been its most important application and the source of most of its major
developments, including those for civilian purposes.

The chief use of military radar has been for air defense operating from land, sea,
or air. It has not been practical to perform successful air defense without radar. In air
defense, radar is used for long-range air surveillance, short-range detection of low-
altitude “pop-up” targets, weapon control, missile guidance, noncooperative target
recognition, and battle damage assessment. The proximity fuze in many weapons is
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also an example of a radar. An excellent measure of the success of radar for military
air defense is the large amounts of money that have been spent on methods to counter
its effectiveness. These include electronic countermeasures and other aspects of elec-
tronic warfare, antiradiation missiles to home on radar signals, and low cross-section
aircraft and ships. Radar is also used by the military for reconnaissance, targeting
over land or sea, as well as surveillance over the sea.

On the battlefield, radar is asked to perform the functions of air surveillance (includ-
ing surveillance of aircraft, helicopters, missiles, and unmanned airborne vehicles),
control of weapons to an air intercept, hostile weapons location (mortars, artillery, and
rockets), detection of intruding personnel, and control of air traffic.

The use of radar for ballistic missile defense has been of interest ever since the
threat of ballistic missiles arose in the late 1950s. The longer ranges, high supersonic
speeds, and the smaller target size of ballistic missiles make the problem challenging.
There is no natural clutter problem in space as there is for defense against aircraft,
but ballistic missiles can appear in the presence of a large number of extraneous con-
fusion targets and other countermeasures that an attacker can launch to accompany
the reentry vehicle carrying a warhead. The basic ballistic missile defense problem
becomes more of a target recognition problem rather than detection and tracking.
The need for warning of the approach of ballistic missiles has resulted in a number of
different types of radars for performing such a function. Similarly, radars have been
deployed that are capable of detecting and tracking satellites.

A related task for radar that is not military is the detection and interception of drug
traffic. There are several types of radars that can contribute to this need, including the
long-range HF over-the-horizon radar.

Remote Sensing of the Environment. The major application in this category
has been weather observation radar such as the Nexrad system whose output is often
seen on the television weather report. There also exist vertical-looking wind-profiler
radars that determine wind speed and direction as a function of altitude, by detecting
the very weak radar echo from the clear air. Located around airports are the Terminal
Doppler Weather Radar (TDWR) systems that warn of dangerous wind shear produced
by the weather effect known as the downburst, which can accompany severe storms.
There is usually a specially designed weather avoidance radar in the nose of small as
well as large aircraft to warn of dangerous or uncomfortable weather in flight.

Another successful remote-sensing radar was the downward-looking spaceborne
altimeter radar that measured worldwide the geoid (the mean sea level, which is not
the same all over the world), with exceptionally high accuracy. There have been
attempts in the past to use radar for determining soil moisture and for assessing the
status of agriculture crops, but these have not provided sufficient accuracy. Imaging
radars in satellites or aircraft have been used to help ships efficiently navigate north-
ern seas coated with ice because radar can tell which types of ice are easier for a ship
to penetrate.

Air-Traffic Control. The high degree of safety in modern air travel is due in part
to the successful applications of radar for the effective, efficient, and safe control of
air traffic. Major airports employ an Airport Surveillance Radar (ASR) for observing
the air traffic in the vicinity of the airport. Such radars also provide information about
nearby weather so aircraft can be routed around uncomfortable weather. Major airports
also have a radar called Airport Surface Detection Equipment (ASDE) for observing
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and safely controlling aircraft and airport vehicle traffic on the ground. For control of
air traffic en route from one terminal to another, long-range Air Route Surveillance
Radars (ARSR) are found worldwide. The Air Traffic Control Radar Beacon System
(ATCRBS) is not a radar but is a cooperative system used to identify aircraft in flight. It
uses radar-like technology and was originally based on the military IFF (Identification
Friend or Foe) system.

Other Applications. A highly significant application of radar that provided
information not available by any other method, was the exploration of the surface
of the planet Venus by an imaging radar that could see under the ever-present clouds
that mask the planet. One of the widest used and least expensive of radars has been
the civil marine radar found throughout the world for the safe navigation of boats and
ships. Some readers have undoubtedly been confronted by the highway police using
the CW doppler radar to measure the speed of a vehicle. Ground penetrating radar
has been used to find buried utility lines, as well as by the police for locating buried
objects and bodies. Archeologists have used it to determine where to begin to look
for buried artifacts. Radar has been helpful to both the ornithologist and entomologist
for better understanding the movements of birds and insects. It has also been dem-
onstrated that radar can detect the gas seepage that is often found over underground
oil and gas deposits.'”

1.10 CONCEPTUAL RADAR SYSTEM DESIGN

There are various aspects to radar system design. But before a new radar that has not
existed previously can be manufactured, a conceptual design has to be performed to
guide the actual development. A conceptual design is based on the requirements for
the radar that will satisfy the customer or user of the radar. The result of a conceptual
design effort is to provide a list of the radar characteristics as found in the radar equa-
tion and related equations and the general characteristics of the subsystems (transmit-
ter, antenna, receiver, signal processing, and so forth) that might be employed. The
radar equation is used as an important guide for determining the various tradeoffs and
options available to the radar system designer so as to determine a suitable concept to
meet the desired need. This section briefly summarizes how a radar systems engineer
might begin to approach the conceptual design of a new radar. There are no firmly
established procedures to carry out a conceptual design. Every radar company and
every radar design engineer develops his or her own style. What is described here is a
brief summary of one approach to conceptual radar design.

General Guideline. It should be mentioned that there are at least two ways by
which a new radar system might be produced for some particular radar application. One
method is based on exploiting the advantages of some new invention, new technique,
new device, or new knowledge. The invention of the microwave magnetron early in
World War II is an example. After the magnetron appeared, radar design was different
from what it had been before. The other, and probably more common method for con-
ceptual radar system design, is to start with what the new radar has to do, examine the
various approaches available to achieve the desired capability, carefully evaluate each
approach, and then select the one that best meets the needs within the operational and
fiscal constraints imposed. In brief, it might consist of the following steps:
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Description of the need or problem to be solved.
This is from the viewpoint of the customer or the user of the radar.

Interaction between the customer and the systems engineer.

This is for the purpose of exploring the tradeoffs, which the customer might not
be aware of, that might allow the customer to better obtain what is wanted with-
out excessive cost or risk. Unfortunately, interaction between the potential user
of the radar and the radar systems engineer is not always done in competitive
procurements.

Identification and exploration of possible solutions.
This includes understanding the advantages and limitations of the various pos-
sible solutions.

Selection of the optimum or near optimum solution.

In many engineering endeavors, optimum does not mean the best since the best
might not be affordable or achievable in the required time. Optimum, as used here,
means the best under a given set of assumptions. Engineering often involves achiev-
ing a near-optimum, not the optimum. Selecting the preferred solution should be
based on a well-defined criterion.

Detailed description of the selected approach.
This is in terms of the characteristics of the radar and the type of subsystems to
be employed.

Analysis and evaluation of the proposed design.
This is to verify the correctness of the selected approach.

As one proceeds through this process, one might reach a “dead end” and have to
start over—sometimes more than once. Having to start over is not unusual during a
new design effort.

One cannot devise a unique set of guidelines for performing the design of a radar.
If that were possible, radar design could be done entirely by computer. Because of the
usual lack of complete information, most engineering design requires, at some point,
the judgment and experience of the design engineer in order to succeed.

The Radar Equation in Conceptual Design. The radar equation is the basis
for conceptual radar system design. Some parameters of the radar equation are deter-
mined by what the radar is required to do. Others may be decided upon unilaterally by
the customer—but that should be done with caution. The customer usually should be
the one who states the nature of the radar target, the environment in which the radar
is to operate, restrictions on size and weight, the use to which the radar information
is to be put, and any other constraints that have to be imposed. From this information,
the radar systems engineer determines what is the radar cross section of the target,
the range and angle accuracies needed to meet the radar user’s needs, as well as the
antenna revisit time. Some parameters, such as antenna gain, might be affected by
more than one need or requirement. For instance, a particular antenna beamwidth
might be influenced by the tracking accuracy, resolution of nearby targets, the maxi-
mum size the antenna can be for a particular application, the need for a desired radar
range, and the choice of radar frequency. The radar frequency is usually affected by
many things, including the availability of allowed frequencies at which to operate.
The radar frequency might be the last parameter of the radar to be selected—after
many other compromises have been made.
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2.1 PREFACE

This chapter addresses surface-based radars; e.g., radars sited on land or installed
onboard ships. For airborne radar, rapid platform motion has a significant effect on
design and performance as discussed in Chapters 3, 4, and 5 of this Handbook.

The fundamental theory of moving target indication (MTI) radar, as presented in the
previous editions of the Radar Handbook, has not materially changed. The performance
of MTI radar, however, has been greatly improved, due primarily to four advances:
(1)increased stability of radar subsystems such as transmitters, oscillators, and receivers;
(2)increased dynamic range of receivers and analog-to-digital converters (A/D);
(3) faster and more powerful digital processing; and (4) better awareness of the limita-
tions, and therefore requisite solutions, of adapting MTI systems to the environment. These
four advances have made it practical to use sophisticated techniques that were considered,
and sometimes tried, many years ago but were impractical to implement. Examples of
early concepts that were well ahead of the available technology were the velocity indicat-
ing coherent integrator (VICI)! and the coherent memory filter (CMF).>>*

Although these improvements have enabled much improved MTI capabilities,
there are still no perfect solutions to all MTI radar problems, and the design of an MTI
system is still as much of an art as it is a science. Examples of current problems include
the fact that when receivers are built with increased dynamic range, system instability
limitations will cause increased clutter residue (relative to system noise) that can cause
false detections. Clutter maps, which are used to prevent false detections from clutter
residue, work quite well on fixed radar systems, but are difficult to implement on, for
example, shipboard radars, because as the ship moves, the aspect and range to each
clutter patch changes, creating increased residues after the clutter map. A decrease in
the resolution of the clutter map to counter the rapidly changing clutter residue will
preclude much of the interclutter visibility (see later in this chapter), which is one of
the least appreciated secrets of successful MTI operation.

MTI radar must work in the environment that contains strong fixed clutter, birds, bats
and insects, weather, automobiles, and ducting. The ducting, also referred to as anoma-
lous propagation, causes radar returns from clutter on the surface of the Earth to appear

2.1
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at greatly extended ranges, which exacerbates the problems with birds and automobiles,
and can also cause the detection of fixed clutter hundreds of kilometers away.

The clutter models contained in this chapter are approximations of the types of
clutter that must be addressed. The exact quantitative data, such as precise spectrum
and amplitude of each type of clutter, or the exact number of birds or point reflectors
(e.g., water towers or oil-well derricks) per unit area, is not important, because the MTI
radar designer must create a robust system that will function well no matter the actual
deviation from the clutter models of real clutter encountered.

MTTI radars may use rotating antennas or fixed apertures with electronic beam scan-
ning (phased arrays). The rotating antenna may use a continuous waveform processed
through either a finite-impulse-response (FIR) filter or an infinite-impulse-response
(IIR) filter, or may use a batch waveform consisting of coherent processing intervals
(CPIs) that are processed in FIR filters in groups of N pulses. (The term MTI filter,
used often in this chapter, is a generic nomenclature that includes both FIR and IIR
filters.) The finite time-on-target dictates the need for a batch processing approach.

There are many different combinations of successful MTI techniques, but any spe-
cific MTI radar system must be a total concept based on the parameters of the antenna,
transmitter, waveform, signal processing, and the operational environment.

A number of plan-position-indicator (PPI) photographs, taken years ago, are
included in this chapter to provide a better understanding of the environment that is
difficult to appreciate with many modern radars. These photographs show MTI opera-
tion, birds, insects, and ducting better than can be described in words.

Attention is especially directed to the final section in this chapter, “Considerations
Applicable to MTI Radar Systems,” which provides insight into both hardware and
environmental lessons learned during many decades of MTI system development.

2.2 INTRODUCTION TO MTI RADAR

The purpose of MTI radar is to reject returns from fixed or slow-moving unwanted
targets, such as buildings, hills, trees, sea, and rain, and retain for detection or display
signals from moving targets such as aircraft. Figure 2.1 shows a pair of photographs
of a PPI, which illustrates the effectiveness of such an MTI system. The distance from
the center to the edge of the PPI is 40 nmi. The range marks are at 10-nmi intervals.
The picture on the left is the normal video display, showing mainly the fixed-target
returns. The picture on the right shows the effectiveness of the MTI clutter rejection.
The camera shutter was left open for three scans of the antenna; thus, aircraft show up
as a succession of three returns. MTI radar utilizes the doppler shift imparted on the
reflected signal by a moving target to distinguish moving targets from fixed targets. In
a pulse radar system, this doppler shift appears as a change of phase of received sig-
nals between consecutive radar pulses. Consider a radar that transmits a pulse of radio
frequency (RF) energy that is reflected by both a building (fixed target) and an airplane
(moving target) approaching the radar. The reflected pulses return to the radar a certain
time later. The radar then transmits a second pulse. The reflection from the building
occurs in exactly the same amount of time, but the reflection from the moving aircraft
occurs in less time because the aircraft has moved closer to the radar in the interval
between transmitted pulses. The precise time that it takes the reflected signal to reach
the radar is not of fundamental importance. What is significant is whether the time
changes between pulses. The time change, which is of the order of a few nanoseconds
for an aircraft target, is determined by comparing the phase of the received signal with
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FIGURE 2.1 (a) Normal video and (b) MTI video: These PPI photographs show how effective an MTI
system can be. Aircraft appear as three consecutive blips in the right-hand picture because the camera shutter
was open for three revolutions of the antenna. The PPI range is 40 nmi.

the phase of a reference oscillator in the radar. If the target moves between pulses, the
phase of the received pulse changes.

Figure 2.2 shows a simplified block diagram of a coherent MTI system. The RF
oscillator feeds the pulsed amplifier, which transmits the pulses. The RF oscillator
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FIGURE 2.2 Simplified block diagram of a coherent MTI system
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is also used as a phase reference for determining the phase of reflected signals. The
phase information is stored in a pulse repetition interval (PRI)) memory for the period,
T, between transmitted pulses, and is subtracted from the phase information from the
current received pulse. There is an output from the subtractor only when a reflection
has occurred from a moving target.

Moving-Target Indicator (MTI) Block Diagram. A more complete block dia-
gram of an MTI radar is shown in Figure 2.3. This block diagram is representative of a
modern air traffic control radar operating at L or S band with a typical interpulse period
of 1-3 ms and a CW pulse length of a few s when the transmitter employs a vacuum
tube amplifier such as, for example, a klystron, or tens of ps for a pulse compression
waveform when a solid-state transmitter is used. The received signals are amplified in
a low-noise amplifier (LNA) and subsequently downconverted through one or more
intermediate frequencies (IF) by mixing with stable local oscillators. A bandpass IF
limiter at the receiver output protects the A/D converter from damage but also prevents
limiting from taking place in the A/D converter. In early MTI systems, the IF lim-
iter served the purpose of deliberately restricting the dynamic range to reduce clutter
residues at the MTI output. The received signals are then converted into in-phase and
quadrature components (I & Q) through the A/D converter, either using a pair of phase
detectors or through direct sampling as discussed in Section 2.13. The in-phase (I) and
quadrature (Q) outputs are a function of the amplitude and phase of the IF signal and
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sioN | @ 7% GRATOR
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FIGURE 2.3 MTI system block diagram
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POINT TARGETS

FIGURE 2.4 Bipolar video: return from single transmitter pulse

have in the past been referred to as bipolar videos, but a more correct terminology is
that of the complex envelope of the received signals. An example of such a bipolar
video (either I or Q), received from a single transmitted pulse and including both clut-
ter and point targets is sketched in Figure 2.4. If the point targets are moving, the super-
imposed bipolar video from several transmitted pulses would appear as in Figure 2.5.

The remainder of the block diagram in Figure 2.3 shows the remaining process-
ing required so that the moving targets can be displayed on a PPI or sent to an auto-
matic target extractor. The in-phase and quadrature outputs from the A/D converter are
stored in a PRI memory and also subtracted from the output from the previous trans-
mitted pulse. This implementation represents the most basic two-pulse MTI canceler
implemented as a finite impulse response (FIR) filter. As discussed in Section 2.8, MTI
cancelers used in practical radars use higher-order filters, and these are sometimes
implemented as infinite impulse response (IIR) filters.

The output of the subtractors is again a bipolar signal that contains moving tar-
gets, system noise, and a small amount of clutter residue if the clutter cancellation
is not perfect. The magnitudes of the in-phase and quadrature signals are then com-
puted (/1> + Q%) and converted to analog video in a digital-to-analog (D/A) con-
verter for display on a PPI. The digital signal may also be sent to automatic target
detection circuitry. The dynamic range (peak signal to rms noise) is limited to about
20 dB for a PPI display.

A key distinction, sometimes lost in the complexities of the systems that follow, is
that an MTI radar system eliminates fixed clutter because the phase of signals returned
from consecutive transmitted pulses do not (appreciably) change. The fixed clutter is
removed after as few as two transmitted pulses by the subtraction process described
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FIGURE 2.5 Bipolar video: from consecutive transmitted pulses
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above, even if each transmitted pulse has frequency modulation or other artifacts, as
long as the artifacts are identical pulse-to-pulse. The point being made here is that MTI
system operation does not depend on the frequency resolution of targets from clutter.
To provide frequency resolution would require much longer dwell times on target than
two pulses separated by a single PRI. Such extended dwell times is one of the funda-
mental characteristics of the moving target detector.

Moving-Target Detector (MTD) Block Diagram. Progress in digital signal
processing technology by the mid-1970s made it practical for the first time to improve
the performance of the classical MTI by (1) implementing a parallel bank of FIR filters
to increase the output signal-to-clutter ratio and (2) replacing the IF limiter used in
the past with a high-resolution clutter map for effective false alarm control. Although
these concepts had been explored many years earlier using the Velocity Indicating
Coherent Integrator (VICI)! or the Coherent Memory Filter (CMF)>> to implement a
doppler filter bank, and storage tubes or magnetic drum memory to implement clut-
ter maps, it was the work at the MIT Lincoln Laboratory to improve the performance
of airport surveillance radars that resulted in one of the first working examples of
what has become known as the Moving Target Detection (MTD) radar.>* The theory
and expected benefits of this approach were described in two reports in 1972,3 which
provided the mathematical foundation for the understanding and the practical imple-
mentation of the MTD concept.

The predicted subclutter visibility improvement for the ASR-7 airport surveillance
radar, when the three-pulse MTI processor was replaced by the second-generation
MTD II processor, is shown in Figure 2.6.
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FIGURE 2.6 Subclutter visibility comparison between three-pulse MTI and MTD II
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Part of this improvement was due to the use of doppler filter designs utilizing
eight pulses, instead of just three for the MTI, and part was the result of allowing a
larger dynamic range into the MTD processor and relying on a clutter map to suppress
residues in regions where the clutter level exceeds the maximum clutter suppression
of the radar.

The block diagram of the MTD II signal processor is shown in Figure 2.7. Parallel
processing channels are provided for moving targets through the two-pulse MTI can-
celer and the seven-pulse doppler filter bank, and for nonmoving (“zero-doppler”)
targets through the 0-Velocity Filter. A high resolution clutter map is built from the
“0-Velocity Filter” output, and the clutter map content is used for thresholding in the
two processing channels. In the moving target channel, the threshold obtained from
the clutter map content is scaled down by the expected clutter attenuation. In addition
to the clutter map thresholding, conventional constant false alarm rate thresholding
is utilized against moving clutter (rain) and interference. Detection outputs, named
Primitive Target Outputs, are obtained through this processing for each individual pro-
cessed CPI. Figure 2.8 shows the additional processing required to generate centroided
Target Reports and the processing of these Target Reports to obtain track outputs for
display to the air traffic control system.

The MTD radar transmits a group of N pulses at a constant pulse repetition fre-
quency (PRF) and at a fixed radar frequency. This set of pulses is usually referred
to as the coherent processing interval (CPI) or pulse batch. Sometimes one or two
additional fill pulses are added to the CPI in order to suppress range-ambiguous clutter
returns, as might occur during periods of anomalous propagation. The returns received
during one CPI are processed in the bank of N-pulse finite-impulse-response (FIR)
filters. Then the radar may change its PRF and/or RF frequency and transmit another
CPI of N pulses. Since most search radars are ambiguous in doppler, the use of different
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FIGURE 2.7 Block diagram of MTD II signal processor
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FIGURE 2.8 Processing of Primitive Target detections and Radar Target Reports in MTD II

PRFs on successive coherent dwells will cause the target response to fall at different
frequencies of the filter passband on the successive opportunities during the time on
target, thus eliminating blind speeds.

Each doppler filter is designed to respond to targets in nonoverlapping portions
of the doppler frequency band and to suppress sources of clutter at all other doppler
frequencies. This approach maximizes the coherent signal integration in each doppler
filter and provides clutter attenuation over a larger range of doppler frequencies than
achievable with a single MTI filter. Thus, one or more clutter filters may suppress
multiple clutter sources located at different doppler frequencies. An example of the
use of an MTD doppler filter bank against simultaneous land and weather clutter (Wx)
is illustrated in Figure 2.9. It can be seen that filters 3 and 4 will provide significant
suppression of both clutter sources.

The output of each doppler filter is envelope-detected and processed through a cell-
averaging constant false alarm rate (CA-CFAR) processor to suppress residues due to
range-extended clutter that may not have been fully suppressed by the filter.

As will be discussed later in this chapter, the conventional MTI detection system
often relies on a carefully controlled dynamic range in the IF section of the radar
receiver to ensure that clutter residues at the MTI output are suppressed to the level of
the receiver noise or below. This limited dynamic range, however, has the undesirable
effect of causing additional clutter spectral broadening, and the achievable clutter sup-
pression is consequently reduced.
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FIGURE 2.9 Suppression of multiple clutter sources by using a doppler filter bank

In the MTD, one or more high-resolution clutter maps are used to suppress the
clutter residues, after doppler filtering, to the receiver noise level (or, alternatively, to
raise the detection threshold above the level of the residues). This in turn eliminates
the need to restrict the IF dynamic range, which can then be set to the maximum value
supported by the A/D converters. Thus, a system concept is obtained that provides
a clutter suppression capability that is limited only by the radar system stability, the
dynamic range of the receiver-processor, and the spectrum width of the returns from
clutter. The concept of a high-resolution digital clutter map to suppress clutter residues
is related to earlier efforts to construct analog area MTI systems using, for example,
storage tubes.

Also included in the MTD implementation are “...area thresholds maintained
to control excessive false alarms, particularly from bird flocks. Each area of about
16 square nautical miles is divided into several velocity regions. The threshold in each
region is adjusted on each scan to achieve the desired limit on false alarms without
raising the threshold so high that small aircraft are prevented from being placed in
track status.”™

In subsequent sections, specific aspects of the design of an MTD system will be
discussed. Thus, Section 2.10 will discuss the design and performance of doppler
filter banks, and a detailed discussion of clutter maps will follow in Section 2.15.
Since the original work at Lincoln Laboratory to develop the MTD concept, a number
of MTD systems have been developed that vary in detail from the original concept.
Also, the use of clutter maps to inhibit excessive clutter residue, instead of control-
ling clutter residue with intentionally restricted dynamic range, has been adopted in
newer MTI systems.

113

2.3 CLUTTER FILTER RESPONSE
TO MOVING TARGETS

The response of an MTI system to a moving target varies as a function of the target’s
radial velocity. For the MTI system described above, the response, normalized for
unity noise power gain, is shown in Figure 2.10. Note that there is zero response
to stationary targets and also to targets at £89, 178, £267.,. . . knots. These speeds,
known as blind speeds, are where the targets move 0, Y2, 1, 1%2, . . . wavelengths
between consecutive transmitted pulses. This results in the received signal being
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FIGURE 2.10 MTI system response for 1300-MHz radar operating at 400 pps

shifted precisely 360° or multiples thereof between pulses, which results in no change
in the phase-detector output. The blind speeds can be calculated

VB=k-% k=20,1,2,.. 2.1)

where Vj is the blind speed, in meters per second; A is the transmitted wavelength, in
meters; and f, is the PRF, in hertz. A convenient set of units for this equation is

029-f,

GHz

Vy (knots) =k - k==0,1, 2,... (2.2)

where f, is the PRF (pulse repetition frequency) in hertz; and fgy, is the transmitted
frequency, in gigahertz. Note from the velocity response curve that the response to
targets at velocities midway between the blind speeds is greater than the response for
a normal receiver.

The abscissa of the velocity response curve can also be labeled in terms of doppler
frequency. The doppler frequency of the target can be calculated from

2.V
fd= lR (2.3)

where f, is the doppler frequency, in hertz; Vj is the target radial velocity, in meters
per second; and A is the transmitted wavelength, in meters. It can be seen from
Figure 2.10 that the doppler frequencies for which the system is blind occur at mul-
tiples of the pulse repetition frequency.

2.4 CLUTTER CHARACTERISTICS

The clutter suppression needed from an MTI or MTD radar depends on the character-
istics of the clutter environment, the specific radar target detection requirements, and
the major radar design characteristics such as range and angle resolution as well as
operating frequency. The ability of a radar to suppress clutter is determined by radar
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waveform and processing, available dynamic range, and the overall radar system sta-
bility. In this section, some of the key characteristics of radar clutter and its influence
on MTI radar design will be summarized.

Spectral Characteristics. The spectral characteristics of clutter, as discussed in
most references, implicitly assumes that the radar transmits a continuous, constant PRF
waveform. The spectrum of the output of a pulsed transmitter using a simple rectangular
pulse of length 7 is shown in Figure 2.11. The spectral width of the (sin U)/U envelope
is determined by the transmitted pulse width, the first nulls occurring at a frequency of
Jo £ 1/7. The individual spectral lines are separated by a frequency equal to the PRF.
These spectral lines fall at precisely the same frequencies as the nulls of the MTI filter
response shown in Figure 2.10. Thus, a canceler will, in theory, fully reject clutter with
this ideal line spectrum. In practice, however, the spectral lines of the clutter returns are
broadened by motion of the clutter (such as windblown trees or waves on the sea surface)
as well as by the motion of the antenna in a scanning radar or due to platform motion.
This spectral spread prevents perfect cancellation of clutter in an MTI system.

Often, in the past, the assumption has been made that the returns from clutter have a
gaussian power spectral density, which may be characterized by its standard deviation
o, and mean velocity m, both in units of m/s.® Using this gaussian model, each of the
spectral lines in Figure 2.11 will be convolved with the spectrum:

1 (f—m;)?
Se(/)= N2mo -exp[— Zoff ]
f

This spectrum is normalized to have unit power, and the velocity parameters have
been converted to Hz using the doppler equation:

2.4)

_2-m,
mf— l
(2.5)
_2-0,
o =—7
—*| [*—PRF
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FIGURE 2.11 Pulse transmitter spectrum
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where A is the radar wavelength. Instead of the standard deviation o ;, the power spec-
trum can be defined by its 3-dB width B, as follows:

~J4m2) 4-In(2)- f* (2.6)
Sc(f)—W‘exp _3—32

"3

where
B,=8:In(2)-0,=2.3548 0, 2.7

The early experimental results that led to the general adoption of the gaussian model®
were obtained with radar equipment of limited stability, and the spectral shape was
sometimes derived from video spectra computed using square-law detected returns.

By the mid-1970s, new experimental results were obtained,”® which showed that
the spectrum fall-off was slower than predicted by the gaussian model. This led to
new models based on polynomial representations of the spectrum using an equation

of the form:
|
n-sin o |

n-B "
: 1+[2|f|)
B3

Spory (f) = (2.8)

The spectrum shape is determined by the integer n, which must be 4 or larger in
order for the two first spectral moments to exist. A typical value used for this spectrum
is n =4 which results in

J8 1

S - -
poLy () 7B, . (2 |f|j4 2.9)

By

The relationship between the standard deviation of this spectrum and its 3-dB width
is given by

B,=2-0, (2.10)

A potential issue with this model is that the skirts of the spectrum correspond to
very large radial velocity components of the clutter internal motion.

During the 1990s, an extensive measurement program conducted at the MIT Lincoln
Laboratory obtained more accurate data on land clutter spectra using a very stable
radar equipment and data was collected under well-controlled conditions.” These new
results led to the following exponential model for land clutter spectra:

In(2) 2-1n(2)
Sexp(f) = B -exp(— B |/ (2.11)
3 3
Here the 3-dB spectrum width can be expressed in terms of the standard deviation by

B;=2In(2)-0, =0.98030, (2.12)
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Billingsley® used the parameters g, v,, and [, respectively, for the gaussian, the
polynomial, and the exponential spectrum models. In addition, the exponent n is needed
for the polynomial model. These parameters were chosen to simplify the functional

description of the spectrum shape. In terms of the standard deviation of the spectral
width in m/s, these parameters can be defined as follows:

1 .
g= 7o 5 - gausslan spectrum
v, =42-In(2)-0, - polynomial spectrum with n =4 (2.13)
2
B= \(/7— - exponential spectrum

Assuming a value of o, = 0.25 m/s, corresponding to windy condition, the three-
clutter spectrum models are compared in Figure 2.12. As noted in Billingsley® all three

models are in reasonable agreement for the upper 30-40 dB of their range but differ
appreciably at the lower values of clutter spectral density.

Estimated values of the spectral spread of land clutter from forested regions and

for different wind speeds are shown in Table 2.1. The values in the table are based
on Billingsley’s parameter £, but columns have been added with the corresponding
rms spectral spread in m/s. An example of a measured land clutter spectrum is shown
in Figure 2.13. The spectral shape parameter 4 can be estimated as the slope of the

(upper) skirt of the spectrum in dB per m/s divided by 10/In(10). These values of
S were added in this figure.
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FIGURE 2.12 Comparison of gaussian, exponential, and polynomial spectra for an rms
spectral spread of o, = 0.25 m/s
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TABLE 2.1
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© William Andrew Publishing Inc. 2002)

Measured Spectral Spread for Different Wind Conditions (after J.B.Billingsley®

Exponential ac Shape RMS Spectral
3 .

Wind Wind Speed Parameter f (m/s) Width o, (m/s)
Conditions (mph) Typical Worst Case Typical Worst Case
Light air 1-7 12 — 0.12
Breezy 7-15 8 — 0.18 —
Windy 15-30 5.7 52 0.25 0.27
Gale force (est.) 30-60 43 3.8 0.33 0.37

The values of rms spectral spread of land clutter as derived from the data in
Billingsley® agree quite well with previous studies. It can probably safely be stated
that the polynomial model of land clutter spectra is far too pessimistic at spectral
values below —40 dB and should be avoided for radar analysis requiring a large clutter
attenuation value.

The case for the exponential model, as presented by Billingsley, is quite convinc-
ing, and this model has been widely accepted as being the most accurate for radar
performance predictions.
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FIGURE 2.13 Measured spectra of clutter from forest. Several wind
speeds and an estimated value of £ have been added. (after J.B. Billingsley’
© William Andrew Publishing Inc. 2002)
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A comparison between the gaussian and the exponential models on a linear scale,
as shown in Figure 2.14, indicates that the difference in spectral width at even very
low levels (—80 dB) is no more than about a factor of 2. For many analyses, this would
most likely be insignificant compared to the added clutter spectral spreading caused by
scanning modulation. Thus, in many cases, the simple gaussian model can continue to
be used in MTI and MTD performance analysis. In case of doubt, the spectral spread
of the gaussian model could be doubled to assess the available margin.

Nathanson and Reilly'® have shown that the clutter spectral width of rain is pri-
marily due to a turbulence and wind shear (change in wind velocity with altitude).
Measurements show a typical average value of o, = 1.0 m/s for turbulence and
0,, = 1.68 m/(s/km) for wind shear. A convenient equation is o, = 0.04-R-6, m/s
for the effect of wind shear, provided the rain fills the vertical beam. Here R is the
range to the weather, in nautical miles, and 6, is the one-way half-power verti-
cal beamwidth, in degrees. Thus, for example, o, of rain viewed at 25 nmi with a
vertical beamwidth of 4° would be o, = 4.0 m/s. The total spectral spread is then
o, = \/Gi +02 =1.02 +4.0> = 4.1 m/s. Rain and chaff also have an average veloc-
ity, in addition to the spectral spread noted above, which must be taken into account
when designing an MTI system.

The clutter spectral width in meters per second is independent of the radar frequency.
The standard deviation of the clutter power spectrum oy, in hertz, is

_20 o (2.14)
A

where A is the transmitted wavelength, in meters; and o, is the clutter standard

deviation, in meters per second.

Oy

0 '~.... | | I

e | 0,=0.25 m/s

Exponential

Relative Spectral Level - S(f) (dB)
8
i

Doppler Velocity - v (m/s)

FIGURE 2.14 Comparison of gaussian and exponential spectra on linear velocity scale
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Antenna scanning also causes a spread of the clutter power spectrum due to the
amplitude modulation of the echo signals by the two-way antenna pattern.'' The result-
ing clutter standard deviation is

a/=—*'122-£=0.265-f—' Hz (2.15)

K n n

where f, is the PRF and n is the number of hits between the one-way 3-dB points of the

antenna pattern. This equation was derived from a gaussian beam shape but is essen-

tially independent of the actual beam shape or aperture illumination function used.
The clutter spectral spread due to scanning, normalized to the PREF, is

o.T = 0.265

; = (2.16)

where T = 1/PRF is the interpulse period.

The combined spectral effects of internal clutter motion and antenna scanning modu-
lation must be obtained as the convolution of the individual spectra. When both spectra
are gaussian in shape, the resulting spectrum remains gaussian with a standard deviation
that is the square-root of the sum of the squares of the individual standard deviations.

By integrating the two-sided tails of the gaussian and exponential spectra, outside
a multiple, k, of the standard deviation of the spectra, a rough, but conservative,
estimate can be found of how wide the MTI notch must be to achieve a required
improvement factor /. Such a curve is shown in Figure 2.15 based on the clutter
spectra shown in Figure 2.14. Although this approach would only be strictly correct
for an ideal MTI filter with a step-function passband, it can serve as a preliminary
guideline for the MTI filter design.

Clutter Power Outside + k Standard Deviations

100 \ \ |/ T : \
90 — : |

Gaussian
80 — ‘ / | .y

60 —

50 —

40 Y A Exponential

30

Improvement Factor - | (dB)

20

10

l ! ! |
0 2 4 6 8 10 12 14
Standard Deviations - k

FIGURE 2.15 Clutter power in two-sided tails of spectrum vs. multiple of standard deviation
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Amplitude Characteristics. To predict the performance of an MTI system, the
power of the clutter returns with which a target must compete should be known. The
amplitude of the clutter returns depends on the size of the resolution cell of the radar,
the frequency of the radar, and the reflectivity of the clutter. The expected radar cross
section of clutter can be expressed as the product of a reflectivity factor and the volume
or area of the resolution cell.

For surface clutter, as viewed by a surface-based radar,

G=4,0"=R6, S 0" 2.17)
where 0 is the average radar cross section, in square meters; A, is the area of clutter
illuminated, in square meters; R is the range to clutter, in meters; 8, is the one-way
half-power azimuthal beamwidth, in radians; c is the speed of propagation, 300 million
m/s; 7 is the half-power radar pulse length (after the matched filter), in seconds; and ¢®
is the average clutter reflectivity factor, in square meters per square meter.

For volumetric clutter, such as chaff or rain, the average cross section is

O—-:VC.n:R.gaz.gel.H.%.n (2.18)
where V., is the volume of clutter illuminated (m®) and 77is the clutter reflectivity factor
(m*m?¥. The volume V., is computed from the height extent of clutter H (meters), the
azimuth extent of the clutter R-6,,, and the radar range resolution cell 7. If the clutter
completely fills the vertical beam, then H = R-6,,, where &, is the elevation beam-
width. R is the range to the clutter (meters) and c is the speed of propagation.

It should be noted that for land clutter ° can vary considerably from one resolu-
tion cell to the next. A typical distribution of ¢, taken from Barton,'? is shown in
Figure 2.16. Typical values for ¢° and 77 from the same reference are given in Table 2.2.

Additional results for clutter reflectivity are found in Billingsley.’

TABLE 2.2 Typical Values of Clutter Reflectivity*

Clutter Parameters for

Typical Conditions
Reflectivity, 4, m Band L S C X
Clutter 7, (m)~! Conditions A,m 0.23 0.1 0.056 0.032
Land (excluding p_ 000032 o*dB 29 25 -2 -20
point clutter) =
(worst 10 percent)
Point clutter o=10"m> ... om? 10* 104 10* 10*
Sea state 4
Se‘l’((Bea“IfO“ scale 0 dB . 64;(1%’(8 * (6ftwaves, o"dB 515 475 445 425
s angle E) (sin E)dB — rough); E = 1°
Chaff (for fixed
weight perunit  7=3x10%4 ....... nm!' 7x10° 3x10° 1.7x10° 107
volume)
Rain n=6x 10710 1
(matched r=4 mm/h nm! 2x101°5x10° 5x10° 5x107

(for rate r mm/h) .
polarization)

*From Barton'?
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FIGURE 2.16 Distribution of reflectivity for ground clutter typical of heavy clutter at S band
(after D. K. Barton'? © IEEE 1967)

Because of the imprecision in predicting ¢° and 7, these equations do not include
an antenna beam-shape factor. For the measurement of the reflectivity of rain, refer-
ences on radar meteorology present more precise equations.'?

In addition to distributed clutter targets, there are many targets that appear as
points, such as radio towers, water tanks, and buildings. These point targets typically
have a radar cross section of 103 to 10* m? with typical densities as shown later in
Figure 2.18. This graph is from Billingsley® and the additional points indicated by an
asterisk are from Ward.!*

Figure 2.17a shows a PPI display of all clutter observed with a surveillance radar with
a 1.3° by 2-us resolution cell in the mountainous region of Lakehead, Ontario, Canada.
(The PPI range is set for 30 nmi.) Clutter that exceeds the minimum-discernible signal
(MDS) level of the radar by 60 dB is shown in Figure 2.17b.

FIGURE 2.17 PPl display, 30-nmi range of () all clutter at a mountainous site and (b) clutter that exceeds
the system noise level by 60 dB
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FIGURE 2.18 Typical densities of point clutter scatterers (after J.B. Billingsley’
© William Andrew Publishing Inc. 2002)

Note that the clutter in Figure 2.17b is very spotty in character, including the
strong fixed-point targets and returns from extended targets. It is significant that the
extended targets are no longer very extended. The face of a mountain at 10 mi from
5to 7 o’clock is only a line. If the MTI system were incapable of displaying an air-
craft while it was over the mountain face, it would display the aircraft on the next scan
of the antenna because the aircraft would have moved either farther or nearer. The
PPI does not have a resolution that approaches the resolution of the signal processing
circuits of this radar. Thus, the apparent extended clutter has many weak areas not
visible in these photographs, where targets could be detected by virtue of an MTI
radar’s interclutter visibility (defined in Section 2.5).

2.5 DEFINITIONS

The IEEE Standard Radar Definitions!® provide useful definitions for many of the
quantities needed to quantify MTI and MTD performance, but in some cases, the
vagueness of the original definition and the lack of distinction between performance
against distributed clutter versus point clutter returns have led to ambiguous interpre-
tations of several terms. In this section, the major definitions will be reviewed and
annotated to attempt to clarify some of these potential ambiguities. For each term, the
IEEE definition, when available, will be quoted along with a subsequent discussion.

Improvement Factor The IEEE definition of Improvement Factor reads:

moving-target-indication (MTI) improvement factor: The signal-to-clutter power ratio at
the output of the clutter filter divided by the signal-to-clutter power ratio at the input to the
clutter filter, averaged uniformly over all target radial velocities of interest. Synonym: clutter
improvement factor.
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This definition assumes that clutter is distributed homogeneously across many
range cells. In this case, the above definition is equally valid before and after pulse
compression. Against point clutter this definition only applies after pulse compression
and may result in a different value of the improvement factor. The real difficulty with
this definition is, however, the lack of a precise definition of the doppler velocity inter-
val, which is to be used for the required “uniform” averaging. Originally, this averag-
ing was assumed to involve multiple PRF intervals based on classical low PRF radars
using a single MTI filter. It was for this reason that the MTI Improvement Factor defi-
nition (I) provided in the 2nd edition of this Radar Handbook used the noise gain of
the doppler (MT]I) filter as the normalizing factor. The increased use of pulse doppler
filter banks in modern radar has, however, led to a use of the IEEE definition where
the averaging of the signal-to-clutter ratio improvement is performed only across a
narrow region around the peak of the doppler filter response. In this case, the coherent
integration gain of the doppler filter is automatically added to the conventional MTI
improvement factor value and much better radar performance is indicated.

Since a definition of clutter suppression is often needed, which quantifies the inher-
ent radar stability limitations, apart from any additional coherent gain, it is sometimes
preferable to use the IEEE definition of clutter attenuation. In this chapter, improvement
Sactor and clutter attenuation will be used synonymously. When the coherent gain of the
doppler filter is included, the term signal-to-clutter ratio improvement will be used.

Clutter Attenuation The IEEE definition reads

clutter attenuation (CA): In moving-target indication (MTI) or doppler radar, the ratio of
the clutter-to-noise ratio at the input to the processor, to the clutter-to-noise ratio at the out-
put. Note: In MTI, a single value of CA will be obtained, while in doppler radar the value
will generally vary over the different target doppler filters. In MTIL, CA will be equal to MTI
improvement factor if the targets are assumed uniformly distributed in velocity. See also: MTI
improvement factor.

Here, it will be assumed that “processor” refers to the MTI filter or a single doppler
filter in a pulse doppler filter bank. Based on this definition, the clutter attenuation is
given by

P R
CA = 5. JOUL (2.19)

F couT R NIN

where Py and Pgqyp are the clutter power at the input and output of the MTI filter,
respectively, and Py and Pyqyr are the corresponding noise powers. As noted in the
IEEE definition, the value of CA will most likely differ from filter to filter in a doppler
filter bank due to specific clutter and filter response characteristics.

In the discussion above, the assumption was implicitly made that clutter returns are
stationary and distributed in range. The above definitions will be equally valid before
and after pulse compression. For a single piece of point clutter, as often used in actual
radar stability measurements, the definition of clutter attenuation would have to be
changed as follows to provide identical results:

clutter attenuation (CA), point clutter: In moving-target indication (MTI) or Doppler radar,
the ratio of the total energy in the received point clutter return at the input to the processor,
to the total energy in the point clutter residue at the output of the processor, multiplied by the
noise gain of processor.
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The clutter attenuation against point clutter based on this definition will be the same
before or after pulse compression and will also be identical to the value of CA obtained
against distributed clutter with identical spectral characteristics.

For the practical measurement of CA against a single piece of point clutter (i.e.,
corner reflector), the total energy must be integrated, per the above definition, at the
input and output of each doppler filter. The calculation of the energy is best performed
prior to pulse compression since the precise duration of the uncompressed pulse, and
therefore the integration window, is accurately known. If done after pulse compres-
sion, uncertainties in the integration of energy may arise due to the transient response
of the pulse compression filter.

Signal-to-Clutter Ratio Improvement (Iy.;) For a system employing mul-
tiple doppler filters, such as the MTD, each doppler filter will also have a coher-
ent gain, G( f), which at the filter peak has a value G .. The coherent gain of
a doppler filter is equal to the increase in signal-to-thermal-noise ratio between
the input and the output of the filter due to the coherent summation of individual
target returns. Again these coherent gain values would usually differ from filter to
filter due to potentially different doppler filter characteristics. These coherent gain
values will include the filter mismatch loss but not the straddling losses between
adjacent filters. The product of the clutter attenuation, CA,, and the coherent gain,
G (pax.i» fOr the i’th doppler filter becomes the definition of the signal-to-clutter ratio
(SCR) improvement:

(2.20)

Iscri = CA; - Gy i
This quantity was not included in the IEEE Dictionary," but the following defini-
tion is commonly used:

signal-to-clutter ratio improvement: (I-g): The ratio of the signal-to-clutter ratio obtained
at the output of the doppler filter bank to the signal-to-clutter ratio at the input to the filter bank
computed as a function of target doppler frequency.

This definition does not include any doppler averaging across the individual
filters, and the definition does not provide a single figure of merit for a radar dop-
pler processor because each filter may have different values of clutter attenuation
and coherent gain.

Since each doppler filter has a coherent gain that is a function of target doppler, an
average value of signal-to-clutter improvement can be defined by averaging all filters
over its respective range of target dopplers:

h 5
[ CAy-Geo(f)-df + [ CA -G (f)-df
h

— 1 fo
T 2.21)
SCR fN _ﬁ) fy
Foereeee + [ CAy Gy (D) df
-1

The specific frequencies could logically be chosen as the crossover between indi-
vidual doppler filters. This calculation will now include the effect of a target doppler
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straddling loss and would represent a single figure-of-merit for a doppler processor.
To simplify this calculation the average signal-to-clutter improvement may be defined
as the finite sum

_ 1 N-1
Isep = N Z CA; Gy, (2.22)
i=0
to which the doppler straddling loss would have to be added.

Subclutter Visibility (SCV) The IEEE definition of subclutter visibility is

Subclutter visibility: The ratio by which the target echo power may be weaker than coincident
clutter echo power and still be detected with specified detection and false-alarm probabilities.
Note: Target and clutter powers are measured on a single pulse return and all target velocities
are assumed equally likely.

The subclutter visibility (SCV) of a radar system is a measure of its ability to detect
moving-target signals superimposed on clutter signals. A radar with 20 dB SCV can
detect an aircraft flying over clutter whose signal return is 100 times stronger. Note that
it is implicitly assumed in the above definition that signal and clutter are both observed
after pulse compression. The SCV of two radars cannot necessarily be used to compare
their performance while operating in the same environment, because the target-to-clutter
ratio seen by each radar is proportional to the size of the radar resolution cell and may
be a function of frequency. Thus, a radar with a 10-us pulse length and a 10° beamwidth
would need 20 dB more subclutter visibility than a radar with a 1-us pulse and a 1°
beamwidth for equal performance in a distributed clutter environment.

The subclutter visibility of a radar, when expressed in decibels, is less than the
improvement factor by the clutter visibility factor V,, (see definition below).

Interclutter Visibility (ICV) The IEEE definition is

interclutter visibility: The ability of a radar to detect moving targets that occur in resolution
cells among patches of strong clutter; usually applied to moving target indication (MTI) or
pulsed-Doppler radars. Note: The higher the radar range and/or angle resolution, the better the
interclutter visibility.

The interclutter visibility (ICV) of a radar is a measure of its capability to detect
targets between points of strong clutter by virtue of the ability of the radar to resolve
the areas of strong and weak clutter. A radar with high resolution makes available
regions between points of strong clutter where the target-to-clutter ratio will be suf-
ficient for target detection even though the SCV of the radar (based on average clutter)
may be relatively low. To achieve ICV, a mechanism must be furnished to provide
CFAR operation against the residue from strong clutter. This CFAR is provided in
older MTI system by IF limiting and, in the MTD implementation, through the use of
high-resolution clutter maps. A quantitative definition of interclutter visibility has not
yet been formulated.

Filter Mismatch Loss The IEEE definition is

filter mismatch loss: The loss in output signal-to-noise ratio of a filter relative to the signal-
to-noise ratio from a matched filter.
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The maximum signal-to-noise ratio available from an N-pulse filter is N times
the signal-to-noise ratio of a single pulse, assuming all pulses have equal ampli-
tude. When weighting is applied to reject clutter and control the filter sidelobes, the
peak output signal-to-noise ratio is reduced. The filter mismatch loss is the amount
by which the peak-output signal-to-noise ratio is reduced by the use of weighting.
A three-pulse MTI filter using binomial weights has a filter mismatch loss of 0.51 dB.
The mismatch loss for the binomial-weighted four-pulse canceler is 0.97 dB.

Clutter Visibility Factor (V,.) The IEEE definition is

clutter detectability factor: The predetection signal-to-clutter ratio that provides stated
probability of detection for a given false alarm probability in an automatic detection circuit.
Note: In MTI systems, it is the ratio after cancellation or doppler filtering.

The clutter visibility factor is the ratio by which the target signal must exceed the
clutter residue so that target detection can occur without having the clutter residue
result in false-target detections. The system must provide a threshold that the targets
will cross and the clutter residue will not cross.

2.6 IMPROVEMENT FACTOR CALCULATIONS

Using Barton’s approach,!” the maximum improvement factor / against zero-mean
clutter with a gaussian-shaped spectrum for different implementations of the finite-
impulse-response binomial-weight MTI canceler (see Section 2.8) is

2
Y/ 2.23
Iy~ Z[Zﬂcrf] (229
f 4
- r (2.24)
L 2(27wf)
6
AL 22
I~ 3(271‘0'fJ 2:25)

where [, is the MTI improvement factor for the single-delay coherent canceler; I, is the
MTI improvement factor for the dual-delay coherent canceler; I; is the MTI improve-
ment factor for the triple-delay coherent canceler; g; is the rms frequency spread of
the gaussian clutter power spectrum, in hertz; and f, is the radar repetition frequency,
in hertz. When the values of g, for scanning modulation in Eq. 2.15 are substituted in
the above equations for /, the limitation on / due to scanning is

2

=~ 2.26
=139 (2-26)
n* (2.27)
L=3¢1 ’
6
I, = n (2.28)
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FIGURE 2.19 Theoretical MTI improvement factor due to scan modulation: gaussian antenna pattern: n =
number of pulses within the one-way half-power beamwidth

These relationships are shown graphically in Figure 2.19. This derivation assumes a
linear system. That is, it is assumed that the voltage envelope of the echo signals, as the
antenna scans past a point target, is identical to the two-way antenna voltage pattern.
This assumption of a linear system may be unrealistic for some practical MTI systems
with relatively few hits per beamwidth, however, as discussed in Section 2.11.

The scanning limitation does not apply to a system that can step-scan, such as
a phased array. Note, however, that sufficient pulses must be transmitted to initial-
ize the filter before useful outputs may be obtained. For example, with a three-pulse
binomial-weight canceler, the first two transmitted pulses initialize the canceler, and a
useful output is not available until after the third pulse has been transmitted. Feedback
or infinite impulse response (IIR) filters would not be used with a step-scan system
because of the long transient settling time of the filters.

The limitation on / due to internal-clutter fluctuations can be determined by sub-
stituting the appropriate value of o} into Egs. 2.23 to 2.25. By letting o; = 20,/4,
where o, is the rms velocity spread of the clutter, the limitation on / can be plotted
for different types of clutter as a function of the wavelength A and the pulse repetition
frequency f,. This is done for one-, two-, and three-delay binomial-weight cancelers
in Figure 2.20, Figure 2.21, and Figure 2.22. The values of V,, given are the first blind
speed of the radar (or where the first blind speed V, would be for a staggered PRF
system if staggering were not used). The improvement factor shown in these figures
for rain and chaff is based on the assumption that the average velocity of the rain
and chaff has been compensated for so that the returns are centered in the canceler
rejection notch. Unless such compensation is provided, the MTT offers little or no
improvement for rain and chaff.

Two further limitations on [/ are the effect of pulse-to-pulse repetition-period stag-
gering combined with clutter spectral spread from scanning and internal-clutter motion.
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FIGURE 2.20 MTI improvement factor as a function of the rms velocity spread of clutter for
a two-pulse binomial-weight canceler

These limitations, plotted in Figure 2.23 and Figure 2.24, apply to all cancelers, whether
single or multiple. (The derivation of these limitations and a means of avoiding them
by the use of time-varying weights are given in “Stagger Design Procedures” in
Section 2.8.)

2.7 OPTIMUM DESIGN OF CLUTTER FILTERS

The statistical theory of detection of signals in gaussian noise provides the required
framework for the optimum design of radar clutter filters. Such theoretical results
are important to the designer of a practical MTI or MTD system, in that they estab-
lish upper bounds on the achievable performance in a precisely specified clutter
environment. It should be noted, however, that owing to the extreme variability of
the characteristics of real clutter returns (power level, doppler shift, spectrum shape,
spectral width, etc.) any attempt to actually approximate the performance of such
optimum filters for the detection of targets in clutter requires the use of adaptive
methods. The adaptive methods must estimate the unknown clutter statistics and



2.26 RADAR HANDBOOK

CHAFF
emfa\uno SEA RAIN
70 A L N4 L1V 11 i\ Lt
o

32 9z A

#3 <2

T I »

= 5 \2

oo [~ 34 -

w2 w £ o
60 o% 3 %

z
29 \ 2 gg Z \‘?.0 &
é © Q\‘ O+ o )\fsl,:
7 I 23 10
o "’OA - O cM/s
50 & 1:; &
£ CA
N 7’0) \d
> &
t"o

40 €

.

& N N
Afps 3x10%
104
cMm/s
30
+3 x103
A=
103
cM/s
20
N N N
300
X £ =
100
10 cM/S \ \ \
0

0.01 ol 10 10
oy (METERS PER SECOND)

I |NTERNAL CL OUAL CANCELLER (dB).

FIGURE 2.21 MTI improvement factor as a function of the rms velocity spread of clutter for
a three-pulse binomial-weight canceler

subsequently implement the corresponding optimum filter. An example of such an
adaptive MTI system is discussed in Section 2.14.

For a single radar pulse with a duration of a few microseconds, the doppler shift
due to aircraft target motion is a small fraction of the signal bandwidth, and conven-
tional MTI and pulse doppler processing are not applicable. It is well known that the
classical single-pulse “matched” filter provides optimum radar detection performance
when used in a white-noise background. Against clutter returns that have the same
spectrum as the transmitted radar pulse, the matched filter is no longer optimum, but
the potential improvement in the output signal-to-clutter ratio by designing a modified
optimized filter is usually insignificant.

When the duration of the transmitted radar signal, whether CW or a repetitive train
of N identical pulses, is comparable with or greater than the reciprocal of anticipated
target doppler shifts, the difference between a conventional white-noise matched fil-
ter (or coherent integrator) and a filter optimized to reject the accompanying clutter
becomes significant. The characteristics of the clutter are characterized by the covari-
ance matrix @ of the N clutter returns. If the power spectrum of the clutter is denoted
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FIGURE 2.22 MTI improvement factor as a function of the rms velocity spread of clutter for
a four-pulse binomial-weight canceler

Sc(f) and the corresponding autocorrelation function is R (#; — 1;), then the elements
of @ are given by

@, =R.(t,—1;) (2.29)

where ¢, is the transmission time of the ith pulse. For example, for a gaussian-shaped
clutter spectrum we have

1
Sc(f>=Pc'm'exp[ e
Oy f

where P is the total clutter power, g;is the standard deviation of the clutter spectral
width, and f} is the average doppler shift of the clutter. The corresponding autocor-
relation function is

(f—fd)z} 230

R.(1)=P,. exp (—477,'6;‘['2) exp (—j2mf,7) (2.31)

where 7 is the separation in time of two consecutive clutter returns.
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staggering and scanning (all canceler figurations): /(dB) = 20 log [2.5#/ (¥ — 1)]; ¥ = maximum period/
minimum period

For two pulses separated in time by the interpulse period 7, the complex correlation
coefficient between two clutter returns is

pr=exp (4703T%)-exp (—j2f,T) (2.32)

The second factor in this expression represents the phase shift caused by the doppler
shift of the clutter returns.

For a known target doppler shift, the received target return can be represented by
an N-dimensional vector:

s=A-f (2.33)

where A is the signal amplitude and the elements of the vector f are f; = exp [j27ft,].
On the basis of this description of signal and clutter, it has been shown!® that the opti-
mum doppler filter will have weights given by

— H-l.
Worr = P s (2.34)
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and the corresponding signal-to-clutter improvement is

T T*w*
WS ST W,
T

opt

Igcg = w (2.35)

@ CWZpl
where the asterisk denotes complex conjugation and superscript 7 is the transposition
operator. An example where the optimum performance is determined for the case of
clutter at zero doppler having a gaussian-shaped spectrum with a normalized width
of g =0.1 is shown in Figure 2.25. In this case, a coherent processing interval of
CPI = nine pulses was assumed, and the limitation due to thermal noise was ignored
by setting the clutter level at 100 dB above noise.

It should be kept in mind that Eq. 2.34 for the optimum weights will yield a dif-
ferent result for each different target doppler shift, so that a large number of parallel
filters would be needed to approximate the optimum performance even when the clutter
characteristics are known exactly. As an example, the response of the optimum filter
designed for one particular target doppler frequency labeled as point A in Figure 2.25
is shown in a broken line. At approximately 5% from the design doppler, the perfor-
mance starts to fall significantly below the optimum.
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Also shown in Figure 2.25 is a horizontal line labeled “average SCR improve-
ment.” This indicates the level corresponding to the average of the optimum SCR
curve across one doppler interval and may be considered as a figure of merit for a
multiple-filter doppler processor, somewhat analogous to the MTI improvement fac-
tor defined for a single doppler filter. In Figure 2.26, the optimum average I has
been computed for several different values of the CPI as a function of the normalized
spectrum width. These results may be used as a point of reference for practical doppler
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FIGURE 2.26 Reference curve of optimum average SCR improvement for
a gaussian-shaped clutter spectrum
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processor designs as discussed in Section 2.9. Note that for giT = 1 the average SCR
improvement is due only to the coherent integration of all the pulses in the CPI.

An MTI filter can also be designed based on the criterion of maximizing the signal-
to-clutter improvement at a specific target doppler. However, such a design will usually
provide suboptimum performance at all other target dopplers. The single exception is the
two-pulse MTI canceler,'® which provides optimum performance for all target dopplers.

A more attractive approach for designing an optimum MTT filter is to maximize
its improvement factor (or clutter attenuation). To design an optimum MTI filter using
improvement factor as the criterion, the covariance matrix of the clutter returns, as given
by Eq. 2.29, is again the starting point. As shown by Capon,® the weights of the opti-
mum MTI filter are found as the eigenvector corresponding to the smallest eigenvalue
of the clutter covariance matrix and the MTI improvement factor is equal to the inverse
of the smallest eigenvalue. The optimum improvement factor for the three models for
the spectrum of land clutter introduced in Section 2.4 have been computed based on this
above approach.

For the gaussian clutter spectrum, the optimum improvement factor is shown in
Figure 2.27 as a function of the rms relative spectrum width, assuming zero mean for
the spectrum. Calculations are shown for MTI cancelers of order N = 2 through 32.

For the polynomial clutter spectrum, the optimum improvement factor is shown in
Figure 2.28, again as a function of the RMS relative spectrum width assuming zero
mean for the spectrum.

Finally, for the exponential clutter spectrum model, the optimum improvement fac-
tor is shown in Figure 2.29, again as a function of the RMS relative spectrum width,
assuming zero mean for the spectrum.

FIGURE 2.27 Optimum improvement factor for gaussian spectrum model
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FIGURE 2.30 Comparison of MTI improvement factor of binomial-weight
MTI and optimum MTT against a gaussian-shaped clutter spectrum

In Figure 2.30, the improvement factor of an MTI using the optimum weights
is compared with the binomial coefficient MTI for different values of the relative
clutter spectral spread and shown as a function of the number of pulses in the CPI.
These results again assume a gaussian-shaped clutter spectrum. For typical numbers
of pulses in the MTI (three to five), the binomial coefficients are remarkably robust
and provide a performance which is within a few decibels of the optimum. Again, it
should be noted that any attempt to implement an MTI canceler, which performs close
to the optimum, would require the use of adaptive techniques that estimate the clutter
characteristics in real time. If the estimate is in error, the actual performance may fall
below that of the binomial-weight MTI canceler.

2.8 MTICLUTTER FILTER DESIGN

The MTI block diagrams introduced by Figures 2.2 and 2.3 and whose response was
discussed in detail in Section 2.3, considered a single-delay™ canceler. It is possible
to utilize more than one delay and to introduce feedback and/or feedforward paths
around the delays to change the MTI system response to targets of different velocities.
Filters with only feedforward paths are called finite impulse response (FIR) filters,
and filters that incorporate feedback are called infinite impulse response (IIR) filters,
or recursive filters. Multiple-delay cancelers have wider clutter rejection notches than
single-delay cancelers. The wider rejection notch encompasses more of the clutter
spectrum and thus increases the MTI improvement factor attainable with a given
clutter spectral distribution.

* Delay is used here to represent an interpulse memory for an MTI filter. An FIR filter with one delay is a two-pulse
filter. For feedback (IIR) filters, it is inappropriate to call them two-pulse (or three-pulse, etc.) filters because they
require a number of pulses to reach steady-state.
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FIGURE 2.31 Direct Form 2 or canonical form of any MTI filter design

A general block diagram model applicable to any MTI filter is shown in Figure 2.31.
This model has been denoted the “Direct Form 2,” or the canonical form, in the terminol-
ogy survey presented in Rabiner et al.?!

It can be shown that an MTI filter as shown in Figure 2.31 can be divided into a
cascade of second order sections as shown in Figure 2.32.

When a number of single-delay feedforward cancelers are cascaded in series,
the overall filter voltage response is k2" sin” (zf,T), where k is the target amplitude,
n is the number of delays, f, is the doppler frequency, and T is the interpulse period.?
The cascaded single-delay cancelers can be rearranged as a transversal filter, and the
weights for each pulse are the binomial coefficients with alternating sign: 1, —1 for
two pulses; 1, =2, 1 for three pulses; 1, =3, 3, —1 for four pulses, and so on. Changes
of the binomial feedforward coefficients and/or the addition of feedback modify the

(b)

FIGURE 2.32 MTI shown as cascaded form of second order section: (a) is for even order and (b) is for
odd order with first order section at end.



G

MTI RADAR

_’l>

x(n)

FIGURE 2.33

Nth order FIR MTI canceler block diagram

2.35

filter characteristics. Within this chapter, reference to binomial-weight cancelers refers
to cancelers with the 2" sin” (zf,T) transfer function. The block diagram of this type of
MTI canceler is shown in Figure 2.33.

Figure 2.34 to Figure 2.36 represent typical velocity response curves obtainable from
one-, two-, and three-delay cancelers. Shown also are the canceler configurations assumed,
with corresponding Z-plane pole-zero diagrams. The Z plane is the comb-filter equivalent
of the S plane?® with the left-hand side of the S plane transformed to the inside of the unit
circle centered at Z = 0. Zero frequency is at Z = 1 + jO. The stability requirement is that
the poles of the Z transfer function lie within the unit circle. Zeros may be anywhere.
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FIGURE 2.35 Two-delay canceler

These velocity response curves are calculated for a scanning radar system with
14.4 hits per one-way 3-dB beamwidth. An antenna beam shape of (sin U)/U, termi-
nated at the first nulls, was assumed. The shape of these curves, except very near the
blind speeds, is essentially independent of the number of hits per beamwidth or the
assumed beam shape.

The ordinate labeled “response” represents the single-pulse signal-to-noise output
of the MTT receiver relative to the signal-to-noise response of a normal linear receiver
for the same target. Thus, all the response curves are normalized with respect to the
noise power gain for the given canceler configuration. The intersection at the ordinate
represents the negative decibel value of /, the MTI improvement factor for a point
clutter target processed in a linear system.
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FIGURE 2.36 Three-delay canceler

Because these curves show the signal-to-noise response for each output pulse from
the MTTI canceler, the inherent loss incurred in a scanning radar with MTI processing
due to the reduction of the effective number of independent pulses integrated?* is not
apparent. This loss is 1.4 dB for a 3-pulse canceler and 2.1 dB for a 5-pulse canceler,
assuming a large number of pulses. If quadrature MTI channels (see Section 2.13) are
not employed, there is an additional loss of 12 to 3 dB.

The abscissa of these curves, V/Vp, represents the ratio of target velocity V to the
blind speed V, = Af,/2, where A is the radar wavelength and f, is the average PRF of
the radar. The abscissa can also be interpreted as the ratio of the target doppler fre-
quency to the average PRF of the radar.

The canceler configurations shown are not the most general feedforward, feedback
networks possible. Pairs of delays are required to locate zeros and poles elsewhere
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than on the real axis of the Z-plane. In the configurations shown, the zeros are con-
strained to the unit circle. To move the zeros off of the unit circle, which may be done
to control the flatness of the filter passband response, requires a configuration similar
to the elliptic filter configuration shown in Figure 2.46 later in this chapter. The triple-
canceler configuration shown is such that two of the zeros can be moved around the
unit circle in the Z plane. Moving the zeros can provide a 4 or 5 dB increase in the MTI
improvement factor for specific clutter spectral spreads, as compared with keeping all
three zeros at the origin.?

Note the width of the rejection notches for the different binomial-weight canceler
configurations. If the —6 dB response relative to average response is used as the mea-
suring point, the rejection is 24% of all target dopplers for the single canceler, 36%
for the dual canceler, and 45% for the triple canceler. Consider the dual canceler:
Eliminating 36% of the dopplers means limiting the system to a long-term average of
64% single-scan probability of detection. Feedback can be used to narrow the rejection
notch without much degradation of I. If feedback is used to increase the improvement
factor, the single-scan probability of detection becomes worse.

Figure 2.37 shows the improvement factor limitation due to scanning for cancelers
with feedback. These curves were calculated assuming a (sin U)/U antenna pattern
terminated at the first nulls.

The no-feedback curves shown in Figure 2.37 are almost indistinguishable from
the theoretical curves derived for a gaussian pattern shown in Figure 2.19. (One of the
curves showing the effect of feedback on the triple canceler is not straight because two
of the three zeros are not at the origin but have been moved along the unit circle the
optimum amount for 14 hits per beamwidth. Thus, at 40 hits per beamwidth, these two
zeros are too far removed from the origin to be very effective.)
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FIGURE 2.37 Improvement factor limitation due to scanning for cancelers with feedback
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In theory, it is possible to synthesize almost any velocity response curve with digi-
tal filters.”® As mentioned earlier, for each pair of poles and pair of zeros on the Z
plane, two delay sections are required. The zeros are controlled by the feedforward
paths and the poles by the feedback paths.

Velocity response shaping can be accomplished by the use of feedforward only
without the use of feedback. The principal advantage of not using feedback is the
excellent transient response of the canceler, an important consideration in a phased
array or when pulse interference noise is present. If a phased array radar should use a
feedback canceler, many pulses would have to be gated out after the beam has been
repositioned before the canceler transient response has settled to a tolerable level.
An initialization technique has been proposed?’ to alleviate this problem, but it pro-
vides only partial reduction in the transient settling time. If feedforward only is used,
only three or four pulses have to be gated out after moving the beam. The disadvan-
tage of using feedforward for velocity response shaping is that an additional delay,
and therefore an additional transmit pulse, must be provided for each zero used to
shape the response. Figure 2.38 shows the velocity response and Z-plane diagram of a
feedforward-only, shaped-response, four-pulse canceler. Also shown are the velocity
responses of a five-pulse feedforward canceler and a three-pulse feedback canceler.
For the cancelers shown, the improvement factor capability of the three-pulse canceler
is about 4 dB better than the shaped-response four-pulse feedforward canceler, inde-
pendent of clutter spectral spread.

The five-pulse canceler response shown is a linear-phase?® MTI filter described by
Zverev.? The four zeros are located on the Z-plane real axis at +1.0, +1.0, —0.3575,
and —2.7972. Much of the literature on filter synthesis describes linear-phase filters,
but for MTI applications linear phase is of no importance. Almost identical filter
responses can be obtained with nonlinear-phase filters that require fewer pulses, as
shown in Figure 2.38. Because only a fixed number of pulses is available during the
time on target, none should be wasted. Thus, one should choose the nonlinear-phase
filter that uses fewer pulses.

Stagger Design Procedures. The interval between radar pulses may be changed
to modify the target velocities to which the MTI system is blind. The interval may
be changed on a pulse-to-pulse, dwell-to-dwell (each dwell being a fraction of the
beamwidth), or scan-to-scan basis. Each approach has advantages. The advantages
of the scan-to-scan method are that it is easier to build a stable transmitter, and mul-
tiple-time-around clutter is canceled in a power amplifier MTI system. The transmit-
ter stabilization necessary for good operation of an unstaggered MTI is a significant
challenge. To stabilize the transmitter sufficiently for pulse-to-pulse or dwell-to-dwell
stagger operation is considerably more difficult. Typically, pulse-to-pulse staggering
is used with MTI processing, whereas dwell-to-dwell staggering is used with MTD
(filter bank) processing.

For many MTT applications pulse-to-pulse or dwell-to-dwell staggering is pref-
erable to scan-to-scan staggering.” For example, if a binomial-weighted three-pulse
canceler that has 36%-wide rejection notches is employed and if scan-to-scan pulse
staggering is used, 36% of the desired targets would be missing on each scan owing
to doppler consideration alone. This might be intolerable for some applications.

T The choice between pulse-to-pulse staggering and dwell-to-dwell (MTD) operation is a system concept decision—
both approaches have their advantages. For example, pulse-to-pulse staggering will not provide canceling of clutter in
the ambiguous range intervals. With dwell-to-dwell staggering, an extra transmitter pulse (also known as a fill pulse)
will enable canceling of second range interval clutter.
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feedback canceler. See text for five-pulse canceler parameters.

With pulse-to-pulse staggering, good response can be obtained on all dopplers of
interest on each scan. In addition, better velocity response can be obtained at some
dopplers than either pulse interval will give on a scan-to-scan basis. This is so
because pulse-to-pulse staggering produces doppler components in the passband
of the MTI filter. Pulse-to-pulse staggering may degrade the improvement factor
attainable, as shown in Figure 2.23 and Figure 2.24, but this degradation may not be
significant, or it can be eliminated by the use of time-varying weights as described
below. One further advantage of pulse-to-pulse staggering is that it may permit
eliminating the use of feedback in the cancelers (used to narrow the blind-speed
notches), which eliminates the transient settling problem of the feedback filters.
The optimum choice of the stagger ratio depends on the velocity range over
which there must be no blind speeds and on the permissible depth of the first null
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in the velocity response curve. For many applications, a four-period stagger ratio is
best, and a good set of stagger ratios can be obtained by adding the first blind speed
(in V/Vp) to the numbers -3, 2, —1, 3 (or 3, =2, 1, =3). Thus, in Figure 2.41%, where
the first blind speed occurs at about V/V, = 14, the stagger ratio is 11:16:13:17%
(alternating the long and short periods keeps the transmitter duty cycle as nearly
constant as possible, as well as ensuring good response at the first null where
V =V,). Figures 2.39 and 2.42 show two other 4-period velocity response curves. If
using four interpulse periods makes the first null to be too deep, then five interpulse
periods may be used, with the stagger ratio obtained by adding the first blind speed
to the number —6, +5, —4, +4, +1. Figure 2.40 shows a velocity response curve for
five pulse intervals. The depth of the first null can be predicted from Figure 2.45,
which is discussed later.

For a radar system with relatively few hits per beamwidth, it is not advantageous to
use more than four or five different intervals because then the response to an individual
target will depend on which part of the pulse sequence occurs as the peak of the beam
passes the target. Random variation of the pulse intervals is not desirable (unless used
as an electronic counter-countermeasure feature) because it permits the nulls to be
deeper than the optimum choice of four- or five-pulse intervals.

When the ratio of pulse intervals is expressed as a set of relatively prime integers
(i.e., a set of integers with no common divisor other than 1), the first true blind speed
occurs at

V. R+R,+R;+---+R,
— = 2.36
7 N (2.36)

Al velocity response curves plotted herein present the average power response of the output pulses of the canceler
for the duration of the time on target for a scanning radar. If staggering were used with batch processing, such as in a
phased array, these curves would not apply for a single output. For example, if the stagger ratio was 11:16:13:17 and a
three-pulse FIR filter is used, it would be necessary to transmit six pulses, with interpulse spacings of 11:16:13:17:11
and sum the power output from the filter after the last four pulses were transmitted to get the equivalent response
shown in these curves.

§ Note that the first differences between all combinations of the integers 11, 16, 13, and 17 are 1,2,3,4,5,6. This “perfect
difference set” for the stagger sequence is the key to the relative flatness of the response curves.
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where (R, R,, R;, . . ., Ry) are the set of integers and V is the blind speed correspond-
ing to the average interpulse period. The velocity response curve is symmetrical about
one-half of the value from Eq. 2.36.

Feedback and Pulse-to-Pulse Staggering. When pulse-to-pulse staggering
is employed, the effect of feedback is reduced. Staggering causes a modulation of
the signal doppler at or near the maximum response frequency of the canceler. The
amount of this modulation is proportional to the absolute target doppler so that, for an
aircraft flying at Vj,, the canceler response is essentially independent of the feedback
employed. Figure 2.43 shows a plot of the effects of feedback on a dual-canceler sys-
tem with 14.4 hits per beamwidth and a ratio of stagger intervals of 6:7:8. The feed-
back values employed are several of those used for the unstaggered velocity response
plot in Figure 2.35. If scan-to-scan pulse-interval staggering had been used instead of
pulse-to-pulse, the no-feedback rms response for three scans at a target velocity of V
would be —12.5 dB. The composite response for pulse-to-pulse staggering, however, is
only —6 dB at V, thus illustrating the advantage of pulse-to-pulse staggering.

Improvement Factor Limitations Caused by Staggering. When pulse-to-pulse
staggering is used, it limits the attainable improvement factor owing to the unequal
time spacing of the received clutter samples. The curves in Figure 2.23 and Figure 2.24,
which have been referred to several times, give the approximate limitation on I caused
by pulse-to-pulse staggering and either antenna scanning or internal clutter motion.
They have been derived as explained below.

A two-delay canceler will perfectly cancel a linear waveform, V(f) = ¢ + at, if
it is sampled at equal time intervals independent of the constant ¢ or the slope a.
(Additional delay cancelers perfectly cancel additional waveform derivatives; e.g., a
three-delay canceler will perfectly cancel V(¢) = ¢ + at + bt>.) A stagger system with
two pulse intervals samples the linear waveform at unequal intervals, and therefore
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FIGURE 2.43 Effect of feedback on the velocity response curve: dual canceler, 6:7:8 pulse-
interval ratio
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there will be a voltage residue from the cancelers that is proportional to the slope
a and inversely proportional to ¥ — 1, where yis the ratio of the intervals. The appar-
ent doppler frequency of the residue will be at one-half the average repetition rate
of the system and thus will be at the frequency of maximum response of a binomial-
weight canceler.

The rate of change of phase or amplitude of clutter signals in a scanning radar is
inversely proportional to the hits per beamwidth, n. Thus, with the use of a computer
simulation to determine the proportionality constant, the limitation on / due to stag-
gering is approximately

1=20log (}Z/E "JdB (2.37)

which is plotted in Figure 2.23.

These curves, which apply to all multiple-delay cancelers, give answers that are
fairly close to the actual limitation that will be experienced for most practical stagger
ratios. An example of the accuracy is as follows: A system with 14.4 hits per beam-
width, a four-pulse binomial weight canceler, and a 6:9:7:8 pulse-interval ratio has an
improvement factor limitation of 36.5 dB due to staggering. The curve gives a limita-
tion of 37.2 dB for this case. But if the sequence of pulse intervals were to be changed
from 6:9:7:8 to 6:8:9:7, the actual limitation would be 41.1 dB, which is 3.9 dB less
than that indicated by the curve. This occurs because the primary modulation with a
6:9:7:8 pulse-interval ratio looks like a target at maximum-response speed, whereas
the primary modulation with a 6:8:9:7 pulse-interval ratio looks like a target at one-
half the speed of maximum response. Because it is desirable to average the transmitter
duty cycle over as short a period as possible, the 6:9:7:8 pulse-interval ratio would
probably be chosen for a practical system.

Once Eq. 2.37 for the limitation on I due to scanning and staggering is obtained,
it is possible to determine the limitation on / due to internal-clutter motion and stag-
gering. If

- V';(tz) x%=0.1325% (2.38)

(from Eqs. 2.14 and 2.15) is substituted into Eq. 2.37,

B 25 _0.1325Af) 0.334f, 539

where A is the wavelength, f, is the average pulse repetition frequency, and o, is the
rms velocity spread of scattering elements. This is plotted in Figure 2.24 for rain and
for wooded hills with a 40 knot wind. This limitation on the MTI improvement factor
is independent of the type of canceler employed.

Time-Varying Weights. The improvement factor limitation caused by pulse-to-
pulse staggering can be avoided by the use of time-varying weights in the canceler
forward paths instead of binomial weights. The use of time-varying weights has no
appreciable effect on the MTI velocity response curve. Whether the added complex-
ity of utilizing time-varying weights is desirable depends on whether the stagger
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limitation is predominant. For two-delay cancelers, the stagger limitation is often
comparable with the basic canceler capability without staggering. For three-delay
cancelers, the stagger limitation usually predominates.

Consider the transmitter pulse train and the canceler configurations shown in
Figure 2.44. During the interval 7, when the returns from transmitted pulse P, are
being received, the two-delay canceler weights should be

A=1
T

C=-N=2 (2.40)
TN—l

B=-1-C

and the three-delay canceler weights should be

A=1
C= 1 + TN—3 +TN—1
Ty, (2.41)
B=-C
D=-1

These weights have been derived by assuming that the cancelers should perfectly
cancel a linear waveform V(f) = ¢ + at, sampled at the stagger rate, independent of the
values of the constant ¢ or the slope a. (As mentioned at the beginning of this section, a
multiple-delay canceler with binomial weights in an unstaggered system will perfectly
cancel V(1) =c +at.)

The choice of A =1 in both cases is arbitrary. In the three-delay canceler, setting
D =—1 eliminates the opportunity for a second-order correction to cancel the quadratic
term b1?, which could be obtained if D were also time-varying. Computer calculations
have shown that it is unnecessary to vary D in most practical systems.

Pn-3 Pn-2 PN-1 Py
P Py P3 P4 [Ps
T To | T3l Ta T™N-3 |TN-2]| Tn—1 | TN
ta) TIME —»
DELAY DELAY

(b)

FIGURE 2.44 Use of time-varying weights: (a) pulse train, (b) two-delay canceler,
and (c) three-delay canceler
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FIGURE 2.45 Approximate depth of nulls in the velocity response curve for pulse-to-pulse
staggered MTI

Depth of First Null in Velocity Response. When selecting system parameters,
it is useful to know the depth of the first few nulls to be expected in the velocity
response curve. As discussed earlier, the null depths are essentially unaffected by
feedback. They are also essentially independent of the type of canceler employed,
whether single, dual, or triple, or of the number of hits per beamwidth. Figure 2.45
shows approximately what null depths can be expected versus the ratio of maximum
to minimum interpulse period.

2.9 MTIFILTER DESIGN FOR WEATHER RADARS

MTT filters are used at the lower elevation angles in weather radars to prevent weather
estimates from being contaminated with ground clutter returns. It is, however, also
very important to preserve an accurate measurement of weather intensity and precipi-
tation rate. To meet this dual objective, MTI filters with narrow fixed clutter rejection
notches and flat passbands are needed. Use of a very narrow clutter notch even permits
measuring weather precipitation rates with a mean radial velocity of zero, albeit with
some bias.” Such measurement is possible because weather usually has a wide spec-
tral spread—typically 1 to 4 m/s—whereas fixed clutter has a much narrower spectral
spread—typically less than 0.5 m/s.

* Bias as used herein refers to the error in measuring radar reflectivity due to the clutter notch and lack of flatness
of the MTT filters. When weather has a wide spectral spread and the clutter notch of the filters is narrow, there is
minimal measurement error induced by the MTI filters. Conversely, when the weather spectral width is narrow and
the radial velocity of the weather is near zero, significant error in the weather reflectivity measurement will exist.
There are other causes of error between radar estimates of precipitation rates and rain gauge measurements that are
not addressed herein, such as the spatial and temporal distribution of rain.
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Examples of weather radar applications for which MTI filters are used:

1. Weather Doppler Radars (NEXRAD/WSR-88) Radars with rotating antennas that
measure precipitation rate, doppler velocity, and turbulence. Measures total rainfall
and provides tornado warnings.

2. Terminal Doppler Weather Radars (TDWR) Radars with rotating antennas
designed to detect severe wind shear in aircraft approach and departure paths close
to airports.

3. Airport Surveillance Radars Radars with rotating antennas designed for air
traffic control functions in the terminal area but with a secondary function of
detecting and monitoring severe weather and wind shear in aircraft approach and
departure paths.

4. Phased Array Radars Radars with fixed electronically scanned antennas designed
for many functions such as missile detection and air traffic control, and used con-
currently for measuring precipitation rates.

As an example, the design of elliptic MTI filters as used in the TDWR will be
described. TDWR is a C-band radar used at airports for detection of downbursts,
microbursts, and prediction of wind direction. Elliptic filters are infinite impulse
response (IIR) filters that have the sharpest possible transition from rejection notch to
passband for a specified level of the clutter rejection notch (width and depth), ripple in
the passband, and number of delay sections (see Oppenheim and Schafer?®). The ellip-
tic filters can be followed with pulse-pair processing'? for estimation of weather mean
velocity and spectral width (turbulence). There are two drawbacks of elliptic filters:
First, the long transient settling time. For a scanning weather radar, it takes about four
beamwidths of scanning after the transmitter starts pulsing before clutter attenuation
reaches 50 to 60 dB. Second, if the input clutter signal reaches the limit level in the
IF receiver, there will be a significant transient increase of clutter residue. One of the
elliptic filters employed in the original TDWR radar is used as an example.

TDWR operates at C band (5.60-5.65 GHz). The antenna rotates at 4.33 rpm and
has a 0.55° one-way beamwidth. The PRF is 1066 Hz. The elliptic filter designed for
these parameters has an improvement factor of 57.2 dB. HBW (hits per one-way 3-dB
beamwidth) are 22.6. The specifications for the elliptic filter for the above parameters
are normalized stopband edge ¢;T = 0.03492; passband edge ;I = 0.07350; stop-
band attenuation 58 dB below peak filter response; and passband ripple = 2.0 dB.
To meet these requirements, the filter requires 4-delay sections, which can be imple-
mented as two cascaded 2-delay sections, as shown in Figure 2.46.

Hy(2) Hao(2)

FIGURE 2.46 Four-delay elliptic filter used in TDWR
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The filter coefficients are

a,, = —0.901933 a,, = —1.701983
ay, = 0.420985 ay = 0.914913
b,, = 1.000000 b,, = 1.000000
by, = —1.992132 b, = —1.958290

The calculated improvement factor for this filter against land clutter with 22.6 HBW is
58 dB, and the bias for weather returns with spectral spreads of 1 and 4 m/sec is—10 dB
and -2 dB, respectively, when the radial velocity of the weather returns is v = 0 m/s.

Figure 2.47 shows the elliptic filter CW response and its response for weather with
1 m/s and 4 m/s rms spectral spread. The unambiguous doppler interval corresponding
to f,T = 11is 28.4 m/s for the parameters used to calculate this response.

Figure 2.48 shows the time-domain responses for this filter as the antenna scans
past a point of clutter, such as a water tower. This figure shows the input to the elliptic
filter and the residue output. A gaussian antenna pattern is assumed in this figure. The
calculated improvement factor for the sequence shown (total clutter power into the
filter divided by total residue power out of the filter, normalized by the noise gain of
the filter) is 58 dB.

A sin(x)/x antenna pattern is assumed for the following three figures, but the lessons
to be gained from these figures is essentially independent of the assumed beam shape.
Figure 2.49 shows the filter response if the transmitter starts radiating just as a null of
the antenna pattern passes the point of clutter. The individual samples of residue are
60 or more dB below the peak clutter return. The improvement factor for this sequence
is 57 dB.
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FIGURE 2.47 Elliptic filter CW response and response to weather with o = 1 and 4 m/s rms
spectral spread
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FIGURE 2.48 Time-domain clutter input and output residue as antenna scans past
a point target

Figure 2.50 shows the residue if the transmitter starts radiating as the peak of the
beam passes the point clutter. Forty-nine pulses after the transmitter starts radiating,
the residue has decayed only 27 dB. It would take at least another 50 pulses for the
residue to decay to —60 dB. For this reason, when the transmitter starts pulsing, a set-
tling time of at least 90 pulses must be allowed before useful data is collected.
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FIGURE 2.49 Clutter input and residue from elliptic filter. Radar starts radiating at pulse
number 1.
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FIGURE 2.50 Clutter input and residue from elliptic filter. Radar starts radiating at pulse
number 51.

Figure 2.51 shows the effect of the returned signal if the point clutter exceeds the
IF limit level by 6 dB. When the signal reaches the limit level, there is a step increase
of residue of about 30 dB. TDWR uses clutter maps to normalize the residue from the
strong points of clutter that exceed the limit level.

The weather mode of Airport Surveillance Radars is demonstrated by five-pulse
finite impulse response (FIR) filters used in the ASR-11, an S-band radar used for
air traffic control at airports. The design of the filters is primarily for Moving Target
Detector (MTD) detection of aircraft, but special attention is given to providing flat
passband response for accurate weather reflectivity estimation. The filter bank (for
HBW = 17) is pictured in Figure 2.52 and the coefficients are shown in Table 2.3.

——Point clutter after i.f. limiter
— -Residue

0 20 40 60 80 100
Pulse Number

FIGURE 2.51 Effect of limiting on elliptic filter response
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TABLE 2.3 ASR: Coefficients of ASR-11 5-Pulse Low-PRF Fir Filters

FILTER Coefficient 1 Coefficient 2 Coefficient 3 Coefficient 4 Coefficient 5

20 dB 0.79812 -0.50687 -0.29297 —0.08340 0.11528
30 dB 0.67844 -0.62907 -0.28700 0.00815 0.24810
40 dB 0.50178 -0.80291 0.06899 0.30685 —0.06807
50 dB 0.39235 —-0.78485 0.21613 0.37851 -0.20021
60 dB 0.28502 -0.75401 0.58529 —0.03661 —0.07956
70 dB 0.17766 —-0.58440 0.70278 -0.35920 0.06322

Selection of filters is based on clutter amplitude information stored in a clutter map.
The filters are selected on a range-cell by CPI basis.

These FIR clutter filters have the narrowest rejection notches that can be obtained
with five pulses and the indicated level of fixed clutter rejection. However, the
notches are significantly wider than those of the elliptic filters; thus, they will
have greater bias for measurement of weather intensity when the weather radial
velocity is zero.

For phased array radars, FIR filters similar to those described for the ASR-11 are
applicable. The filters can be designed, if the time budget of the phased array radar
allows, to utilize more than the five pulses per coherent processing interval (CPI) used
by the ASR-11 radar. Using more pulses makes possible narrower rejection notches
and thus less bias for estimates of precipitation with zero radial velocity.
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FIGURE 2.52 Response of ASR-11 FIR filters low-PRF (f, = 855 pps) filters operating against fixed clutter

with HBW = 17. The unambiguous doppler interval ( fT = 1) is 45.8 m/s for the parameters used to calculate
this response.
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2.10 CLUTTER FILTER BANK DESIGN

As discussed in Section 2.2, the MTD uses a waveform consisting of coherent pro-
cessing intervals (CPIs) of N pulses, all at the same PRF and RF frequency. The PRF
and possibly the RF are changed from one CPI to the next. With this constraint, only
finite-impulse-response (FIR) filter designs are realistic candidates for the filter bank
design. (Feedback filters require a number of pulses to settle after either the PRF or
the RF is changed and thus would not be practical.)

The number of pulses available during the time when a surveillance radar beam
illuminates a potential target position is determined by system parameters and require-
ments such as beamwidth, PRF, volume to be scanned, and the required data update
rate. Given the constraint on the number of pulses on target, one must decide how
many CPIs should occur during the time on target and how many pulses per CPI. The
compromise is usually difficult. One wishes to use more pulses per CPI to enable the
use of better filters, but one also wishes to have as many CPIs as possible. Multiple
CPIs (at different PRFs and perhaps at different RF frequencies) improve detection
and can provide information for true radial velocity determination.*

The design of the individual filters in the doppler filter bank is a compromise between
the frequency sidelobe requirement and the degradation in the coherent integration gain
of the filter. The number of doppler filters required for a given length of the CPI must be
balanced between hardware complexity and the straddling loss at the crossover between
filters. Finally, the requirement of providing a high degree of clutter suppression at zero
doppler (land clutter) sometimes introduces special design constraints.

When the number of pulses in a CPI is large (=16), the systematic design pro-
cedure and efficient implementation of the fast Fourier transform (FFT) algorithm
is particularly attractive. Through the use of appropriate weighting functions of the
time-domain returns in a single CPI, the resulting frequency sidelobes can be readily
controlled. Further, the number of filters (equal to the order of the transform) needed
to cover the total doppler space (equal to the radar PRF) can be chosen independently
of the CPI, as discussed below.

As the CPI becomes smaller (<10), it becomes important to consider special
designs of the individual filters to match the specific clutter suppression requirements
at different doppler frequencies in order to achieve better overall performance. While
some systematic procedures are available for designing FIR filters subject to specific
passband and stopband constraints, the straightforward approach for small CPIs is
to use an empirical approach in which the zeros of each filter are adjusted until the
desired response is obtained. An example of such filter designs is presented next.

Empirical Filter Design. An example of an empirical filter design for a six-pulse
CPI follows. (The six pulses per CPI may be driven by system considerations, such as
time-on-target.) Because the filter will use six pulses, only five zeros are available for
the filter design; the number of zeros available is the number of pulses minus one. The
filter design process consists of placing the zeros to obtain a filter bank response that
conforms to the specified constraints. The example that follows was produced with an
interactive computer program with which the zeros could be moved until the desired
response was obtained. The assumed filter requirements are as follows:

» Provide a response of —66 dB in the clutter rejection notch (relative to the peak target
response) of the moving-target filters.



MTI RADAR 2.53

* Provide a response of —46 dB for chaff rejection at velocities between +20% of the
ambiguous doppler frequency range.

* In this design, only five filters will be implemented.

» Three of the five filters will reject fixed clutter and respond to moving targets. Two
filters will respond to targets at zero doppler and its ambiguities. (With good fixed
clutter rejection filters, it takes two or more coherent filters to cover the gap in
response at zero velocity.)

With the above considerations, a filter bank can be constructed.

Figure 2.53a shows the filter designed to respond to targets in the middle of the
doppler passband. The sidelobes near zero velocity are 66 dB down from the peak,
thus providing good clutter rejection for clutter within 5% of zero doppler. The —46 dB
sidelobe provides chaff rejection to £16%. Because of the constraint of having only five
zeros available, this filter could not provide —46 dB rejection to +20%.

Figure 2.53b shows the filter that responds to targets as near as possible to zero
doppler, while having a zero-doppler response of —66 dB. Two zeros are placed near
0, providing —66 dB response to clutter at 0. The filter sidelobes between 0.8 and 1.0
doppler provide the specified chaff rejection of 46 dB. A mirror image of this filter is
used for the third moving doppler filter. (The mirror-image filter has coefficients that
are complex conjugates of the original filter coefficients.)

Figure 2.53¢ shows the first filter designed for response at zero doppler.
Considerations here are that the doppler straddling loss of the filter bank be minimized
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FIGURE 2.53 Six-pulse filters for targets at (a) fT=0.5, (b) Ft=0.3, fT=0.8, and (c) combined response
of complete bank of five six-pulse filters
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(this dictates the location of the peak), that the response to chaff at 0.8 doppler be
down 46 dB, and that the mismatch loss be minimized. Minimizing the mismatch loss
is accomplished by permitting the filter sidelobes between 0.3 and 0.8 to rise as high
as needed (lower sidelobes in this range increase the mismatch loss). The second zero-
doppler filter is the mirror image of this one.

Figure 2.53d shows the composite response of the filter bank. Note that the filter
peaks are fairly evenly distributed. The dip between the first zero-doppler filter and
the first moving doppler filter is larger than the others, primarily because, under the
constraints, it is impossible to move the first doppler filter nearer to zero velocity.

Chebysheyv Filter Bank. For a larger number of pulses in the CPI, a more system-
atic approach to filter design is desirable. If a doppler filter design criterion is chosen
that requires the filter sidelobes outside the main response to be below a specified level
(i.e., providing a constant level of clutter suppression), while simultaneously minimiz-
ing the width of the filter response, a filter design based on the Dolph-Chebyshev dis-
tribution provides the optimum solution. Properties and design procedures based on
the Dolph-Chebyshev distribution can be found in the antenna literature. An example
of a filter design for a CPI of 9 pulses and a sidelobe requirement of 68 dB is shown in
Figure 2.54. The peak filter response can be located arbitrarily in frequency by adding
a linear-phase term to the filter coefficients.

The total number of filters implemented to cover all doppler frequencies is a design
option trading straddling loss at the filter crossover frequencies against implementa-
tion complexity. An example of a complete doppler filter bank implemented with nine
uniformly spaced filters is shown in Figure 2.55. The performance of this doppler filter
bank against the clutter model considered in Figure 2.25 is shown in Figure 2.56. This
graph shows the signal-to-clutter ratio improvement against clutter at zero doppler as
a function of target doppler frequency. Only the response of the filter providing the
greatest improvement is plotted at each target doppler.

For comparison the optimum curve from Figure 2.25 is shown by a broken line and
thus provides a direct assessment of how well the Chebyshev filter design performs
against a given clutter model. Also shown is the average SCR improvement for both
the optimum and the Chebyshev filter bank.
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FIGURE 2.55 Doppler filter bank of 68 dB Chebyshev filters, CPI =9 pulses

Finally, Figure 2.57 shows the average SCR improvement of the 68 dB Chebyshev
doppler filter bank as well as the optimum curve (from Figure 2.26) as a function
of the relative spectrum spread of the clutter. Owing to the finite number of filters
implemented in the filter bank, the average SCR improvement will change by a small
amount if a doppler shift is introduced into the clutter returns. This effect is illustrated
by the cross-hatched region, which shows upper and lower limits on the average SCR
improvement for all possible clutter doppler shifts. For a smaller number of filters in
the doppler filter bank, this variation would be greater.

Fast Fourier Transform Filter Bank. For a large number of parallel doppler
filters, hardware implementation can be simplified significantly through the use of
the FFT algorithm. The use of this algorithm constrains all filters in the filter bank to
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FIGURE 2.57 Average SCR improvement for the 68 dB Chebyshev filter bank shown
in Figure 2.55. CPI = 9 pulses. Optimum is from Figure 2.26.

have identical responses, and the filters will be uniformly spaced along the doppler
axis. The number of filters implemented for a given size of the CPI can, however,
be varied. For example, a greater number of filters can be realized by extending the
received data with extra zero values (also known as zero padding) after the received
returns have been appropriately weighted in accordance with the desired filter
response (e.g., Chebyshev).

Filter Bank Designs Using Constrained Optimization Techniques. For a
greater numbers of pulses in the CPI, and when the economy of the FFT implementa-
tion of a doppler filter bank can be replaced by a FIR implementation, more desirable
FIR filter responses can be realized through the use of appropriate numerical digital
filter design techniques. The goal is similar to that pursued with the empirical filter
designs discussed earlier but filters with a large number of taps can be designed to
exacting specifications.

As an example, consider the design of a doppler filter bank for an S band (3.0 GHz)
radar using a CPI of N = 25 pulses using a PRF of 6 kHz. Assume that the radar require-
ments call for a suppression of stationary land clutter by 80 dB and a suppression of
moving clutter (rain) by 50 dB. For the filter design, a clutter attenuation 10 dB below
these requirements will be needed to keep the sensitivity loss due to the clutter residue
below 1 dB and also because each doppler filter will have a coherent gain of around
10-log,,(25) =14 dB, this must be added to the filter design specification as well. The
total S-band doppler space for the above radar parameters is 300 m/s, and assuming that
the land clutter suppression region has to be + 4 m/s and that the moving clutter suppres-
sion region has to be & 30 m/s, the constraint for all doppler filter designs normalized to
their peak is as shown in Figure 2.58.

Using a signal processing toolbox developed by Dr. Dan P. Scholnik of the Naval
Research Laboratory, a doppler filter bank meeting the above constraints was designed.
The first filter, which has its peak located as close as possible to the left edge of the
constraint box is shown in Figure 2.59, with the abscissa normalized to the total avail-
able doppler space.
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FIGURE 2.58 Doppler filter design constraints

2,57

The mismatch loss of this filteris L. =1.29 dB, which is well below that of a 105 dB

'm

Dolph-Chebyshev filter bank (L,, = 3.0 dB). For the remaining filters, a relative spac-
ing of D = 1/25 = 0.04 was used, but this could be reduced in order to minimize
doppler straddling losses. The third filter in the filter bank is shown in Figure 2.60.
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FIGURE 2.59 Leftmost FIR filter in doppler filter bank design
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FIGURE 2.60 Third FIR filter in doppler filter bank design

The mismatch loss has now been reduced to 0.71 dB. Finally, the complete doppler
filter bank is shown in Figure 2.61. This filter bank could be augmented with addi-
tional filters around zero doppler, but these would not meet the design constraints
discussed above. The main benefit of a customized doppler filter bank design, as

-20 fx,\

Maximum Response — A (dB)

-100

0 01 02 03 04 05 06 07 08 09 1
Relative Doppler — f4T

FIGURE 2.61 Complete doppler filter bank design



MTI RADAR 2.59

described here, is its reduced mismatch loss. For the 16 filters in the above design,
the average mismatch loss is L,, = 0.66 dB, a savings of 2.3 dB as compared to the
alternative of a 105 dB weighted Dolph-Chebyshev filter bank.

2.11 PERFORMANCE DEGRADATION
CAUSED BY RECEIVER LIMITING

Elsewhere in this chapter (Sections 2.2 and 2.12, particularly) IF bandpass limiters
have been discussed as (1) a means of preventing received clutter signals from exceed-
ing the range of the A/D converters, (2) normalizing MTI clutter residue caused by
system instabilities, and (3) normalizing residue due to the spectral spread of “fixed
clutter” caused by either scanning or wind-blown motion. There are occasional clutter
residue spikes when clutter exceeds the limit level, and in the past, the energy from
these spikes of residue has been suppressed by further reduction of the limit level.
When limiters have been used to normalize the energy of clutter residue spikes, the
average improvement factor of the MTI systems drastically deteriorates. The equa-
tions for / (improvement factor) of a scanning radar in Section 2.6 are based on linear
theory. Field measurements, however, have shown that many scanning multiple-delay
MTI radar systems fall considerably short of the predicted performance. This occurs
because the IF bandpass limiters have been used to suppress the energy of the residue
spikes that are caused by the limiting action. Later in this section, it is shown that the
use of a binary detection scheme, instead of a drastic reduction of the limit level, can
be used to maintain a clutter rejection performance close to linear theory prediction in
the resolution cells where clutter limiting occur.

An example of how limiting the dynamic range adjusts the residue is shown in the
MTTI PPI photographs shown in Figure 2.62. The range rings are at 5-mi intervals.

FIGURE 2.62 Effect of limiters: (¢) 18 dB improvement factor, 20 dB input dynamic range, and
(b) 18 dB improvement factor, 14 dB input dynamic range
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A number of birds are shown on the display. The residue from clutter in the left photo-
graph is solid out to 3 nmi and then decreases until it is almost entirely gone at 10 nmi.
The MTI improvement factor in both pictures is 18 dB, but the input dynamic range
(peak signal-to-rms noise) to the canceler was changed from 20 to 14 dB between the
two pictures. An aircraft flying over the clutter in the first 5 mi in the left-hand picture
could not be detected, no matter how large its radar cross section. In the right-hand pic-
ture, the aircraft could be detected if the target-to-clutter cross-section ratio were suf-
ficient. Although this example is from many years ago,*! the principle is still the same,
even though current MTI improvement factors are better by tens of dBs. Restriction
of the IF dynamic range is still a very efficient way of normalizing clutter residue due
to system instabilities or clutter spectral spread to system noise. This is true whether
or not the radar uses pulse compression.

Prior to the development of modern clutter maps for controlling false alarms
caused by clutter residue, or the more recent suggestion that binary integration can
mitigate impulse-like residue,?? the use of IF limiting was essential for false-alarm
control in an MTI radar. Such limiting, however, seriously affects the mean improve-
ment factor obtainable with a scanning-limited, multiple-delay canceler because of
the increased spectral spread of the clutter that exceeds the limit level. Part of the
additional clutter spectral components comes from the sharp discontinuity in the
envelope of returns as the clutter reaches the limit level.* A time-domain example
of this phenomenon is shown in Figure 2.63 for a radar with N = 16.4 hits per beam-
width. On the left is a point target that does not exceed the limit level; on the right
is a point target that exceeds the limit level by 20 dB. Note that, for this example,
I degrades by 12.8 dB for the dual canceler and by 26.5 dB for the triple canceler.
The exact result of this calculation depends on the assumed shape of the antenna
pattern; for this example, a sin(u) pattern terminated at the first nulls was assumed.
There is a comparable improvement factor degradation due to spectral spreading of
limited distributed clutter.>*3 Figures 2.64, 2.65, and 2.66 show the expected mean
improvement factor for two- three-, and four-pulse cancelers as a function of o7L,
the ratio of the rms clutter amplitude to the limit level. Hits per one-way half-power
beamwidth are indicated by N.

An example of clutter residue from simulated hard-limited distributed clutter is
taken from Hall and Shrader.?? Figure 2.67 shows a polar plot of part of a linear clut-
ter sequence for a scanning radar with N = 20 hits per beamwidth. This linear clutter
sequence is 65 consecutive complex voltage returns from one range cell of distributed
clutter. Figure 2.68 shows the phase and amplitude of this sequence.

If this clutter sequence were 40 dB stronger and passed through a 10 V IF limiter,
only the phase information would remain. Each pulse would have a 10 V amplitude.
When the resulting limited clutter sequence is passed through a three-pulse canceler
(coefficients 1, -2, 1), the output residue appears as in Figure 2.69a. The correspond-
ing pulse-to-pulse improvement factor is shown Figure 2.695.

The expected three-pulse canceler improvement factor (from equation 2.27) for
a linear system with N = 20 is I;=n*3.84 = 46.2 dB. In Figure 2.69b, it is seen that
this level of I; is achieved for most of the pulses, with only two pulses having very
low values of I;. The statistics for the distribution of I, for the three-pulse canceler for
hard-limited distributed clutter are shown in Figure 2.70.%

Note that for N = 20, less that 5% of the hard-limited samples have an improvement
factor less than 24 dB, whereas almost 60% of the samples exceed the /; expected for
a linear system.
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FIGURE 2.63 Improvement factor restriction caused by a limiter

The time-domain illustration shown previously in Figure 2.69 leads to the conclu-
sion of Hall and Shrader that using an M out of N binary detector at the output of an
MTT filter will preclude false alarms from the clutter residues caused by limiting.

Figure 2.71 shows, in addition to clutter residue, the returns from a target that was
superimposed on the distributed clutter prior to the clutter-plus-target sequence pass-
ing through the IF limiting process. One can see that many of the individual pulse
returns from the target exceed the detection threshold, whereas only four of the clutter
residue pulses exceed the threshold.

To summarize: (1) The MTI improvement factor in a majority of limiting clutter
cells exceeds the average improvement factor obtained with linear processing; (2) cells
with poor MTI improvement factor can be rejected with binary detection processing;
and, therefore, (3) excellent MTI performance can be obtained even in regions of clutter
that exceed the IF dynamic range.
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2.63

Note that this discussion of binary detection is addressed to the spectral distribution
of real clutter, that, when viewed in the time domain before limiting, has a smoothly
varying change of the amplitude and phase of the clutter vector. This is distinct from
clutter variations due to system instabilities that are noise-like, wherein the system
dynamic range should be limited to prevent the instability residue from exceeding the

system noise level.

90°

270°

FIGURE 2.67 Polar representation of a linear clutter sequence
for 20 hits per beamwidth (after T. M. Hall and W. W. Shrader®
© IEEE 2007)
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2.12 RADAR SYSTEM STABILITY
REQUIREMENTS

System Instabilities. Not only do the antenna motion and clutter spectrum affect
the improvement factor that is attainable, but system instabilities also place a limit on
MTT performance. These instabilities come from the stalo and coho, from the trans-
mitter pulse-to-pulse frequency change if a pulsed oscillator and from pulse-to-pulse
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phase change if a power amplifier, from the inability to lock the coho perfectly to the
phase of the reference pulse, from time jitter and amplitude jitter on the pulses, and
from quantization noise of the A/D converter.’*3’

Phase instabilities will be considered first. If the phases of consecutive received
pulses relative to the phase of the coho differ by, say, 0.01 rad, a limitation of 40 dB
is imposed on 1. The 0.01-rad clutter vector change would be equivalent to a target
vector, 40 dB weaker than the clutter, being superimposed on the clutter, as shown
in Figure 2.72.

In the power amplifier MTI system shown in Figure 2.73, pulse-to-pulse phase
changes in the transmitted pulse can be introduced by the pulsed amplifier. The
most common cause of a power amplifier introducing phase changes is ripple on the
high-voltage power supply. Other causes of phase instability include ac voltage on a
transmitter tube filament and uneven power supply loading, such as that caused by
pulse-to-pulse stagger.

In the pulsed oscillator system, shown in Figure 2.74, pulse-to-pulse frequency
changes result in phase run-out during the transmitted pulse. Phase run-out is the
change of the transmitted pulse phase during the pulse duration with respect to the
phase of the reference oscillator. If the coho locked perfectly to the end of the trans-
mitted pulse, a total phase run-out of 0.02 rad during the transmitted pulse would then
place an average limitation of 40 dB on the improvement factor attainable. Pulse-to-
pulse frequency change in microwave oscillators is primarily caused by high-voltage
power supply ripple. In the pulsed oscillator system, a pulse-to-pulse phase difference
of 0.01 rad in locking the coho results in / limitation of 40 dB. (As noted elsewhere,
frequency change during a pulse from a pulsed oscillator does not limit / if it repeats
precisely pulse to pulse.)

The limitations on the improvement factor that are due to equipment instabilities in
the form of frequency changes of the stalo and coho between consecutive transmitted
pulses are a function of the range of the clutter. These changes are characterized in
two ways. All oscillators have a noise spectrum. In addition, cavity oscillators, used
because they are readily tunable, are microphonic, and thus their frequency may vary
at an audio rate. The limitation on the improvement factor due to frequency changes
is the difference in the number of radians that the oscillator runs through between
the time of transmission and the time of reception of consecutive pulses. Thus, the
improvement factor will be limited to 40 dB if 2 zAfT = 0.01 rad, where Af is the
oscillator frequency change between transmitted pulses and 7 is the transit time of
the pulse to and from the target.

TARGET VECTOR
0.0l

CLUTTER VECTOR

A¢= 0.0l radian

FIGURE 2.72 Phase instability
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FIGURE 2.73 Power amplifier simplified block diagram

To evaluate the effects of oscillator phase noise on MTI performance, there are four
steps. First, determine the single-sideband power spectral density of the phase noise as
a function of frequency from the carrier.®*° Second, increase this spectral density by
6 dB. This accounts for a 3-dB increase because both sidebands of noise affect clut-
ter residue, and a 3-dB increase because the oscillator contributes noise during both
transmitting and receiving. Third, adjust the oscillator phase noise spectral density
determined above due to the following three effects: (a) the self-cancellation of phase
noise based on correlation resulting from the two-way range delay of the clutter of
interest, (b) noise rejection due to the frequency response of the clutter filters, and
(c) noise rejection due to the frequency response of the receiver passband. Finally, as
the fourth step, integrate the adjusted spectral density of the phase noise across the
entire passband. The result is the limitation on I due to the oscillator noise.

Rather than performing this integration of the residual noise numerically, a much
simpler analysis can be carried out if both the oscillator phase noise characteristic and
all of the adjustments to phase noise are approximated by straight lines on a decibel-
versus-log frequency plot. This procedure becomes particularly simple when a MTI
FIR filter using binomial coefficients is assumed. The locations along the frequency
axis where the straight lines intersect are called break frequencies. This simplified
procedure, which is similar to that presented in Vigneri et al.,*’ is described in the
following paragraphs.

The first of the three adjustments—oscillator noise self-cancellation due to the
range of the clutter of interest—reduces noise at the low frequencies by 20 dB per
decade below the break frequency of f =1/ (\/5 Ty -m). Here T, =2 R/c is the time

FIGURE 2.74 Pulsed oscillator simplified block diagram
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FIGURE 2.75 Straight-line approximation to two-delay binomial MTI

delay of the clutter return, R is the clutter range, and c is the speed of light. For the
second adjustment due to the frequency response of the clutter filters, which as stated
previously are assumed to be FIR cancelers with binomial weights, it is noted that
the response at very low frequencies fall off at 20 dB per decade for one delay, 40 dB
per decade for two delays, 60 dB per decade for three delays, etc. As an example,
the approximation used for a two-delay MTI filter is shown in Figure 2.75. The MTI
response has a peak value of 4/ J6 ~4.26 dB, resulting in an average noise gain of
unity, and the straight line approximation follows the low frequency asymptote up to
the 0 dB level, which occurs at fT = 0.249, and stays constant at the 0 dB level at all
higher frequencies. The justification for the O dB approximation at the higher frequen-
cies is that the oscillator spectral density is more nearly constant and the average over
one period of the MTI response is unity. For other binomial coefficient MTI cancelers,
the break frequencies for the start of the response falloff are f7'= 0.225 for one delay,
0.249 for two delays, 0.262 for three delays, and 0.271 for four delays.

For example, consider an oscillator with single-sideband phase-noise spectral
density as shown in Figure 2.76. All oscillator noise contributions are assumed to be
combined into this one curve. The single-sideband noise is increased by 3 dB because
both sidebands affect system stability, and the power integration is only carried out
for positive frequencies and by an additional 3 dB because the oscillator introduces
noise in both the upconversion to the transmitted signal and in the receiver downcon-
version process.

Figure 2.77 shows the spectral modifications due to the system responses: (a) The
first modification accounts for correlation due to the range to the clutter of interest
[assumed clutter range is = 50 nmi (92.6 km); thus, the break frequency is 365 Hz].
(b) Second, a three-pulse binomial-weighted canceler is assumed with the radar operat-
ing at a PRF of 360 Hz. Thus, the break frequency is 0.249 x 360 = 90 Hz. (c) Third,
the receiver passband is assumed to extend from —500 kHz to +500 kHz with respect
to the IF center frequency (1 MHZ total passband) at the —3 dB points and determined
by a two-pole filter. Thus, the receiver passband response falls off at 40 dB per decade
from the break frequency at 500 kHz as shown.
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The adjusted phase-noise spectral density is shown in Figure 2.78. The total noise
power with respect to the carrier is determined by integration of the noise power under
the curve. The equation for the power spectral density of any one segment as a func-
tion of frequency is

(=S, (%j f<f<h, (2.42)

Here f, and f, are the start and end frequencies of the segment, respectively;
S, (Hz) is the phase noise spectral density relative to the carrier at the beginning of
the segment and « is the slope of the segment in log,-units per decade. Note that the
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FIGURE 2.77 Adjustments, based on system parameters (see text), to the phase noise of a microwave
oscillator
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dBc/Hz values in Figure 2.78 correspond to 10-log(S). Further denoting the phase

noise spectral density relative to the carrier at the end of the segment as S, (Hz™), the
slope is defined by

_ log,y(S,/S))

oa= —10g10(f2/fl) (2.43)

The slope in dB/decade is equal to 10 - ¢c. The noise power contribution correspond-
ing to this segment is found as

s, 1

F'Ha'[ﬁw_ﬁw] all a#-1

P= (2.44)
S
e In(f) =l o=

Table 2.4 gives the integration for the example. When the integrated powers for all
segments have been calculated, they are summed and then converted back to dBc. The
final answer, —66.37 dBc, is the limit on / that results from oscillator noise. The limit
on Iy (dB) is I (dB) plus target integration gain (dB).

TABLE 2.4 Integration of the Phase-Noise Spectral Density of Figure 2.76 with Adjustments of
Figure 2.77 as Shown in Figure 2.78

Slope, Slope Integrated Integrated
Segment f;,Hz f,,Hz dB/dek o  S,dBc/Hz §,dBc/Hz power power, dBc
1 1 90 30.0 3 -149.4 -90.8 0.188e-7 -77.25
2 90 365 -100 -1 -90.8 -96.9 0.105e-6 -69.80
3 365 1,000 -300 -3 -96.9 -110.0 0.323e-7 -74.91
4 1.0e3 1.0e4 -200 -2 -110.0 -130.0 0.900e-8 -80.46
5 1.0e4 5.0e5 0.0 0 -130.0 -130.0 0.490e-7 -73.10
6 5.0e5 1.0e7 400 4 -130.0 -182.0 0.167e-7 -717.78
Total integrated noise power 0.231e-6 —66.37
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Time jitter of the transmitted pulses results in degradation of MTI systems. Time
jitter results in failure of the leading and trailing edges of the pulses to cancel, the
amplitude of each uncancelled part being A#/7, where At is the time jitter and 7 is the
transmitted pulse length. The total residue power is 2(At/7)?, and therefore the limita-
tion on the improvement factor due to time jitter is / = 20-log[7/ (\/EAI)] (dB). This
limit on the improvement factor is based on a CW transmitter pulse and on the assump-
tion that the receiver bandwidth is matched to the duration of the transmitted pulse. In
a pulse compression system, the receiver bandwidth is wider by the time-bandwidth
(B7) product; thus the clutter residue power at each end of the pulse increases in
proportion to the B7 product. The limit on / for a chirp pulse compression system is
then 7 =20 -log[t/(~/2-At-~/B- 7)]. For pulse compression systems employing phase-
coded waveforms, the factor 2 in the preceding equation should be multiplied by the
number of subpulses in the waveform. Thus, for example, the limit on / for a 13-pulse
Barker code is

1=20log [7/(N2x13 A1/13)]dB (2.45)

Pulse-width jitter results in one-half the residue of time jitter, and

I=20log dB (2.406)

T
APW+/Bt
where APW is pulse-width jitter.

Amplitude jitter in the transmitted pulse also causes a limitation of

1=20log %dB (2.47)

where A is the pulse amplitude and AA is the pulse-to-pulse change in amplitude. This
limitation applies even though the system uses limiting before the canceler because
there is always much clutter present that does not reach the limit level. With most
transmitters, however, the amplitude jitter is insignificant after the frequency-stability
or phase-stability requirements have been met.

Jitter in the sampling time in the A/D converter also limits MTI performance.
If pulse compression is done prior to the A/D or if there is no pulse compression,
this limit is

T
I=20log ——dB (2.48)
& JNBT

where J is the timing jitter, 7 is transmitted pulse length, and B7 is the time-
bandwidth product. If pulse compression is done subsequent to the A/D converter,
then the limitation is

I=20log %dB (2.49)

The limitations on the attainable MTI improvement factor are summarized in
Table 2.5. This discussion has assumed that the peak-to-peak values of these insta-
bilities occur on a pulse-to-pulse basis, which is often the case in pulse-to-pulse
staggered MTI operation. If it is known that the instabilities are random, the peak
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TABLE 2.5 Instability Limitations

Pulse-to-Pulse Instability Limit on Improvement Factor
Oscillator phase noise See discussion in text.
Transmitter frequency I=201log [1/(mAfT)]
Stalo or coho frequency I=201log [1/27AfT)]
Transmitter phase shift I1=20log (1/A¢)
Coho locking I=201log (1/A¢)
Pulse timing 1=201log [t/(N2AH/BT)]
Pulse width 1=20log [t/(APW~/BT)]
Pulse amplitude I=20log (A/AA)
A/D jitter 1=20log [t(J\BT)]
A/D jitter with pulse compression following A/D I=201log [7/(JBT)]
where Af  interpulse frequency change

T transmitted pulse length

T transmission time to and from target

A¢  interpulse phase change

At time jitter

J A/D sampling time jitter

Bt time-bandwidth product of pulse compression
system (B 7= unity for CW pulses)

APW  pulse-width jitter

A pulse amplitude, V

AA  interpulse amplitude change

values shown in these equations can be replaced by the rms pulse-to-pulse values,
which gives results essentially identical to Steinberg’s results.*!

If the instabilities occur at some known frequency, e.g., high-voltage power sup-
ply ripple, the relative effect of the instability can be determined by locating the
response on the velocity response curve for the MTI system for a target at an equiva-
lent doppler frequency. If, for instance, the response is 6 dB down from the maximum
response, the limitation on / is about 6 dB less severe than indicated in the equations
in Table 2.5. If all sources of instability are independent, as would usually be the
case, their individual power residues can be added to determine the total limitation
on MTI performance.

Intrapulse frequency or phase variations do not interfere with good MTI operation
provided they repeat precisely from pulse to pulse. The only concern is a loss of sen-
sitivity if phase run-out during the transmitted pulse or mistuning of the coho or stalo
permits the received pulses to be significantly detuned from the intended IF frequency.
If a 1-rad phase run-out during the pulse is permitted, the system detuning may be as
large as 1/(2z7) Hz with no degradation of MTI performance.

To give an example of interpulse stability requirements, consider a 3000-MHz
radar transmitting a CW pulse of duration 7= 2 ps and the requirement that no
single system instability will limit the MTI improvement factor attainable at a range
of 100 nmi to less than 50 dB, a voltage ratio of 316:1. The rms pulse-to-pulse
transmitter frequency change (if a pulsed oscillator) must be less than

1
Af = 316xT

which is a stability of about 2 parts in 107.

=504 Hz (2.50)
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The rms pulse-to-pulse transmitter phase-shift change (if a power amplifier) must
be less than

1

(])=m=0.00316rad=0.180 (2.51)

A

The stalo or coho frequency change in the interpulse period must be less than

1

= = . 2. 2
316 (27) (100x1236x10%) ~ 04 H2 (2.52)

Af

which is a stability of 1 part in 10'° for the stalo (at about 3 GHz) and 1 part in 10® for
the coho (assuming a 30-MHz IF frequency).
The coho locking (if a pulsed oscillator system) must be within

_ 010 (2.53)
A¢ = 31¢ =0.00316 rad = 0.18

The pulse timing jitter must be less than

T 2x107
At = = =45%x107s 2.54
3163241 31642 (259
The pulse-width jitter must be less than
T 2x10°¢
APW = ———== =6x107s
31641 316 (259
The pulse amplitude change must be less than
M1
—_—=—_ = = 2~56
1 =316 0.00316 = 0.3 percent (2.56)
The A/D sampling time jitter must be less than
-6
T 20T 6109 (2.57)

J:—:—
3161 316

Of the above requirements, oscillator phase noise may dominate. However, in
systems with large bandwidths (short compressed pulses), the timing jitter require-
ments become significant and may require special clock regeneration circuitry at key
system locations.

Effect of Quantization Noise on Improvement Factor. Quantization noise,
introduced in the A/D converter, limits the attainable MTI improvement factor.
Consider a conventional video MTI system, as shown in Figure 2.79. Because the
peak signal level is controlled by the linear-limiting amplifier, the peak excursion of
the phase-detector output is known, and the A/D converter is designed to cover this
excursion. If the A/D converter uses N bits and the phase-detector output is from —1 to
+1, the quantization interval is 2/(2" — 1). The rms value of the signal-level deviation
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introduced by the A/D converter is 2/[(2V — 1)\/5 ]. The limit on the MTI improve-
ment factor that this imposes on a signal reaching the full excursion of the phase detec-
tor is found by substituting in the following equation from Table 2.5:

1=20log & =20 log { } =20 log [2Y —=1)4/3.0] (2.58)

1
[(2Y —1)3/3.0T"

Because two quadrature channels contribute independent A/D noise, the average
limit on the improvement factor of a full-range signal is

1=20log {m —1), /%} =20 log [(2Y —1)V/1.5] (2.59)

If the signal does not reach the full excursion of the A/D converter, which is normally
the case, then the quantization limit on / is proportionately more severe. For example,
if the system is designed so that the mean level of the strongest clutter of interest is
3 dB below the A/D converter peak, the limit on / would be 20 -log,,[(2" —1)-+/0.75].
(This is tabulated in Table 2.6.)

This discussion of A/D quantization noise has assumed perfect A/D converters.
Many A/D converters, particularly under high-slew-rate conditions, are less than per-
fect. This, in turn, leads to system limitations more severe than predicted here (see
Section 2.13).

TABLE 2.6 Typical Limitation on / Due to A/D Quantization

Number of Bits, N Limit on MTI Improvement Factor 7, dB
10 59.0
11 65.0
12 71.0
13 77.0
14 83.0
15 89.1

16 95.1
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Pulse Compression Considerations.” When an MTI system is used with pulse
compression, the system target detection capability in clutter may be as good as a
system transmitting the equivalent short pulse, or the performance may be no better
than a system transmitting the same length CW pulse. The kind of clutter environment,
the system instabilities, and the signal processing utilized determine where the system
performance will fall between the above two extremes. Unless provision is incorpo-
rated for coping with system instabilities and clutter spectral spread, the MTI pulse
compression system may fail to work at all in a clutter environment.

Ideally, a pulse compression receiver coupled with an MTI would appear as in
Figure 2.80a.F If the pulse compression system was perfect, the compressed pulse
would look as if the radar had transmitted and received a short pulse, and MTI pro-
cessing could proceed as if the pulse compression had not existed. In practice, the
compressed pulse will have time sidelobes from three basic causes. The first is wave-
form and system design, which includes components that may be nonlinear with
frequency, etc. These sidelobes will be stable. That is, they should repeat precisely on
a pulse-to-pulse basis and thus will cancel in the MTI canceler. It is assumed that the
radar system is fully coherent as required by rule 3 in Section 2.17. The second cause
of pulse compression sidelobes is system instabilities, such as noise on local oscil-
lators, transmitter time jitter, transmitter tube noise, and A/D converter jitter. These
sidelobes are noise-like and are proportional to the clutter amplitude. They will not
cancel in the MTI canceler. The third source of sidelobes is high-frequency ripple in
the transmitter power supply.

If the transmitter power supply incorporates high-frequency ac-dc and/or dec-dc
converters, and if the converter frequency components are not sufficiently filtered,
there will be discrete time sidelobes, offset from the clutter in range, as predicted by
paired-echo theory.*? The paired-echo sidelobes will also have a doppler frequency
equal to the converter frequency. This frequency ( f,,,,) will alias into the PRF (f,)
doppler interval at the frequency ( fyqp, [foop = modulo (£, f,)]). These sidelobes will
not cancel unless the high-frequency converters are synchronized to a multiple of the
PREF, in which case f;,, = 0.

Assume that the noise-like component of the sidelobes is down 50 dB from the
peak transmitted signals. This noise-like component will not cancel in the MTI sys-
tem, and therefore, for each clutter area that exceeds the system threshold by 50 dB
or more, the residue will exceed the detection threshold. If the clutter exceeds the
threshold by 70 dB, the residue from the MTI system will exceed the detection
threshold by 20 dB, eliminating the effectiveness of the MTI. Figure 2.80b shows a
sketch of this effect.

To ensure that the noise-like pulse-compression sidelobes will not exceed the system
noise after the MTI canceler, the system stability budget must ensure that the instability
sidelobe level is lower than the dynamic range of the receiving system. The receiving
system dynamic range is ultimately determined (in a well-designed system) by the IF

T All signal processing following the A/D detector is done digitally. It is more meaningful, however, to describe and
depict the processing in an analog manner.

¥ The IF bandpass limiter [Radar Handbook, 2nd Ed., pp. 3.30-3.32] shown in this and subsequent diagrams has an
amplitude output characteristic that is linear for input signal voltages from noise level to within 6 dB of the limiter
output maximum voltage and then transitions smoothly to the maximum output voltage.?> The phase of the input
signal is precisely preserved. These limiter characteristics exist whether the filter is implemented in analog circuitry
or a digital algorithm.
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FIGURE 2.80 Pulse compression with MTI: (@) ideal but difficult-to-achieve combination
and (b) effect of oscillator on transmitter instabilities

bandpass limiter that precedes the A/D converter. If system instabilities cannot be con-
trolled to be less than the system dynamic range, then the system dynamic range should
be decreased. (An alternative to decreasing the dynamic range is to depend on a cell-
averaging constant false alarm rate (CA-CFAR) processor after the signal processing
to provide a threshold that rides over the residue noise, but the efficacy of this method
depends on the residue noise being completely noise-like, which is unlikely.)

After addressing the unstable pulse-compression sidelobes, it is still necessary to
control detections from residue caused by the spectral spread of the clutter or by low
frequency transmitter power supply ripple. This can be accomplished by limiting the
maximum signal amplitude at the input to the canceler. The process described above
is depicted in Figure 2.81.

One approach that has been successful in achieving the maximum MTI system
performance attainable within the limits imposed by system and clutter instabilities

FROM ADJUSTABLE PULSE ADJUSTABLE MTI OUTPUT
PREAMP | LIMITER COMPRESSION —  LIMITER [——» CANCELER |——
NOA NETWORK NO.2 SYSTEM THRESHOLD

FIGURE 2.81 Practical MTI pulse-compression combination



MTI RADAR 2.77

is shown in Figure 2.81. (Transmitter noise will be used in the following discussion
to represent all possible system instabilities that create noise-like pulse-compression
time sidelobes.)

Limiter 1 is set to limit the system dynamic range to the range between peak clutter
and clutter instability noise. Limiter 2 is set so that the dynamic range at its output is
equal to the expected MTI improvement factor as limited by clutter spectral spread
or low-frequency transmitter power supply ripple. These limiter settings cause the
residue due to transmitter noise and the residue due to other instabilities, such as quan-
tization noise and internal-clutter motion, each to be equal to front-end thermal noise
at the canceler output. This allows maximum sensitivity without an excessive false-
alarm rate. Limiter 1 is a very efficient constant-false-alarm-rate device against system
instabilities because it suppresses the instability noise in direct proportion to the clutter
signal strength but does not suppress at any time when the clutter signal is not strong.
Although the limiters cause partial or complete suppression of some desired targets in
the clutter areas, no targets are suppressed that could otherwise have been detected in
the presence of clutter residue at the system output if the limiters had not been used.

As a specific example, consider a system with a pulse-compression ratio of about
30 dB and system instability noise approximately 28 dB below the carrier power.
Assume that the MTI canceler improvement factor is 30 dB, limited by clutter spec-
tral spread. With the above system parameters, a receiver system that will provide
the maximum obtainable performance is shown in Figure 2.82. At the output of the
pulse-compression network, the system instability noise will be equal to or less than
thermal noise for either distributed clutter or point clutter, and the peak clutter signals
will vary from about 28 dB above thermal noise for evenly distributed clutter to 58 dB
above thermal noise for strong point clutter.

Because the MTI canceler is expected to attenuate clutter by 30 dB, the second lim-
iter is provided to prevent the residue from strong clutter from exceeding the threshold.
Without the second limiter, a strong-point reflector that was 58 dB above noise at the
canceler input would have a residue 28 dB above noise at the canceler output. This
would be indistinguishable from an aircraft target.

It the transmitter noise were 15 dB less than assumed above, the first limiter would
be set 43 dB above thermal noise and much less target suppression would occur. Thus
target detectability would improve in and near the strong clutter areas even though the
MTI improvement factor was still limited to 30 dB by internal-clutter motion.

In summary, the noise-like pulse compression sidelobes and the duration of the
uncompressed pulse dictate how effective a pulse-compression MTI system can be.
Systems have been built in which transmitter noise and long uncompressed pulses
combined to make the systems incapable of detecting aircraft targets in or near land
clutter. Some existing pulse-compression systems have not deliberately provided the

LIMITER SET PULSE LIMITER SET MTH
—| 28 d8 ABOVE COMPRESSION 30d8 ABOVE CANCELER THRESHOLD |+
NOISE 30 d8 NOISE 1=304d8
DYNAMIC RANGE (PEAK RATIO OF CLUTTER RESIDUE
SIGNAL TO NOISE)58dB TO NOISE = 0 dB
DYNAMIC RANGE (PEAK DYNAMIC RANGE (PEAK
SIGNAL TO NOISE) 28 dB SIGNAL TO NOISE) 30 dB

FIGURE 2.82 MTI with pulse compression
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two separate limiters described above, but the systems work because dynamic range is
sufficiently restricted by circuit components. Other systems, such as those that delib-
erately hard-limit before pulse compression for CFAR reasons, do not have clutter
residue problems but suffer from significant target suppression in the clutter areas.

An alternative to the use of limiters is the use of clutter maps in conjunction
with the CA-CFAR. Clutter maps work well for stationary radars operating at fixed
frequencies, but are less effective for other radars. The CA-CFAR is useful, even
for a system with IF limiters, because there will be small variations (on the order of
a few dB) in the combination of clutter residue and system noise. To reemphasize,
however, without the limiters, there may be tens of dB’s difference between clutter
residue and system noise.

2.13 DYNAMIC RANGE AND A/D CONVERSION
CONSIDERATIONS

The accurate conversion of the radar IF signal into a digital representation of the
complex envelope is an important step in the implementation of a modern digital sig-
nal processor. This analog-to-digital (A/D) conversion must preserve the linearity of
amplitude and phase over the required dynamic range, have a small effect on overall
radar system noise temperature, and be free from undesired spurious responses.

Advances in A/D converter technology is now making it possible to directly con-
vert an analog IF signal into a corresponding digital complex representation, rather
than going through the intermediate step of first downconverting the IF signal into
baseband in-phase (I) and quadrature (Q) components and subsequently using a sepa-
rate A/D converter in each of these two channels.

A flow chart of a direct IF A/D converter is illustrated in Figure 2.83 along with
spectral representations of the signal throughout the conversion process. The IF input
centered at the frequency fiy is first passed through a bandpass filter to ensure that
negligible aliasing will occur during the subsequent A/D conversion process. On the
right in Figure 2.83, the top graph shows the positive and negative parts of the signal
spectrum at the IF filter output. The positive part of this spectrum corresponds to the
complex envelope, which needs to be translated into the digital I and Q representation.
This filter output becomes the input to the A/D converter operating at a sampling rate
of f,p- The spectrum of the A/D converter output is again shown, and it is obtained
simply by replicating the original IF spectrum from minus infinity to plus infinity with
aperiod of f, . In this example, an A/D conversion rate of f,, = % - fir 1s assumed. The
optimum choice of the A/D converter sampling rate ensures that the negative part of
the spectrum has the smallest possible overlap with the positive part of the spectrum.

The smallest possible overlap occurs when the A/D sampling rate is related to the
radar IF frequency as follows*:

4 fie
= JIF_ 2.60

Ja 2-M-1 (2-60)
where M is an integer greater than 1. Thus, optimum sampling rates are 4 fi, 1.3333 f¢
0.8 fip» 0.57 fif.. .. etc. The corresponding maximum unaliased (or Nyquist) bandwidth
is Byg = fap/2. This value is, therefore, the maximum allowable cutoff bandwidth of
the IF bandpass filter at the input to the A/D converter. It is not strictly necessary to use
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FIGURE 2.83 Implementation of A/D conversion using direct sampling of the IF signal

an A/D converter sampling rate as given by Eq. 2.60, but other values will result in an
available Nyquist bandwidth less than f,,/2. This is shown in Figure 2.84 where
the normalized Nyquist bandwidth is shown as a function of the relative A/D converter
sampling rate. From this figure, it is seen that the direct conversion approach will fail
whenever a value of M, which is located halfway between the optimum values, is used.

At the A/D converter output, the signal samples are still real valued. To be able
to extract the complex envelope corresponding to the positive part of the spectrum,
2-A,(f — fi), it is necessary to shift the spectrum at the A/D converter output
down in frequency by, the amount fi. This corresponds to a multiplication by the
time series u(i)=e’"2 . Equivalently, the complex envelope spectrum below zero
frequency can be shifted up to zero frequency by multiplication with the time series
u(i) = ¢’"2.This results in the spectrum shown where the desired spectrum corre-
sponding to the complex envelope is centered at zero frequency, but the signal still
contains the unwanted negative spectral components (light shading). As a result of
this frequency translation, the signal has now become complex. A digital FIR band-
pass filter with a nearly rectangular response is then applied to reject the negative-
frequency components as shown in the final graph on the right. The desired sampled
complex envelope representation has now been realized, but at the original sampling
rate of f,,. If desired, the oversampling can finally be removed through decimation
by a factor of 2 as shown in the last step in the figure.
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FIGURE 2.84 Available Nyquist bandwidth vs. A/D converter sampling rate

A/D converters are typically characterized by their signal-to-noise ratio (SNR)
performance referred to a bandwidth equal to the A/D sampling rate. Often this SNR
is not as high as one would expect based on the number of bits used by the A/D
converter. Sometimes the actual performance of an A/D converter is characterized by
an effective number of bits, smaller than the actual number of bits and correspond-
ing to the achievable SNR. The SNR of an A/D converter sets an upper limit on the
achievable improvement factor.

2.14 ADAPTIVE MTI

When the doppler frequency of the returns from clutter is unknown at the radar input,
special techniques are required to guarantee satisfactory clutter suppression. As dis-
cussed in Section 2.10, the doppler filter bank will usually be effective against moving
clutter. This requires that the individual filters be designed with a low sidelobe level
in the regions where clutter may appear and that each filter be followed by appropri-
ate CFAR processing circuits to reject unwanted clutter residue. When clutter sup-
pression is to be implemented with a single MTI filter, it is necessary to use adaptive
techniques to ensure that the clutter falls in the MTI rejection notch. An example of
such an adaptive MTI is TACCAR,*' originally developed for airborne radars. In many
applications, the adaptive MTI will further have to take into account the situation
where multiple clutter sources with different radial velocities are present at the same
range and bearing.

Usually the doppler shift of clutter returns is caused by the wind field, and early
attempts of compensating in the MTI have varied the coho frequency sinusoidally as a
function of azimuth based on the average wind speed and direction. This approach is
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unsatisfactory because the wind field rarely is homogeneous over a large geographical
area and because the wind velocity usually is a function of altitude due to wind shear
(important for rain clutter and chaff). Against a single clutter source, an implementa-
tion is required that permits the MTI clutter notch to be shifted as a function of range.
An example of such an adaptive MTI implementation is shown in Figure 2.85. The
phase-error circuit compares the clutter return from one sweep to the next. Through
a closed loop, which includes a smoothing time constant, the error signal controls
a phase shifter at the coho output such that the doppler shift from pulse to pulse is
removed. It should be noted that since the first sweep entering the MTI is taken as a
reference, any phase shift run-out as a function of range will increase proportionally
to the number of sweeps. Ultimately this run-out will exceed the speed of response
of the closed loop, and the MTI must be reset. This type of closed-loop adaptive MTI
must, therefore, be operated for a finite set (batch) of pulses to ensure that this will not
happen. Such batch-mode operation is also required if a combination of MTI operation
and frequency agility is desired.

If a bimodal clutter situation is caused by the simultaneous presence of returns from
land clutter and weather or chaff, an adaptive MTI can be implemented following a
fixed-clutter-notch MTI section, as illustrated in Figure 2.86. The number of zeros
used in the fixed- (zero doppler) clutter-notch section of the MTI is determined by the
required improvement factor and the spectral spread of the land clutter. Typically, the
fixed-notch MTI would use two or three zeros. For the adaptive portion of the MTI,
a fully digital implementation is shown in which the pulse-to-pulse phase shift of the
clutter output from the first canceler is measured and averaged over a given number of
range cells. This estimated phase shift is added to the phase shift, which is applied to the
data on the previous sweep, and this new phase shift is applied to the current data.

The range averaging must be performed separately on the I and Q components of
the measured phase in each range cell due to the 27ambiguity of the phase representa-
tion itself. The accumulation of the applied phase shift from sweep to sweep, however,
must be performed directly on the phase and is computed modulo 2. The number of
zeros of the adaptive MTI section is again determined by the required improvement
factor and the expected spectral spread of the clutter. The phase shift is applied to the
input data in the form of a complex multiply, which again requires the transformation
of the phase angle into rectangular coordinates. This transformation can easily be
performed by a table lookup operation in a read-only memory.
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FIGURE 2.85 Block diagram of closed-loop adaptive digital MTI
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FIGURE 2.86 Open-loop adaptive MTI for cancellation of simultaneous fixed and moving clutter

When doppler shifts are introduced by digital means as described above, the accu-
racy of the I and Q representation of the original input data becomes an important
consideration. Any dc offset, amplitude imbalance, quadrature phase error, or nonlin-
earity will result in the generation of undesired sidebands that will appear as residue
at the canceler output. A discussion of A/D conversion considerations was presented
in Section 2.13.

In the adaptive MTI implementation described above, the number of zeros allo-
cated to each of the two cancelers was fixed, based on an a priori assessment of the
clutter suppression requirement. The only variation possible would be to completely
bypass one (or both) of the MTI cancelers if no land clutter or weather or chaff returns
are received on a given radial. A more capable system can be implemented if the num-
ber of zeros can be allocated dynamically to either clutter source as a function of range.
This leads to a fully adaptive MTI implementation using a more complex adaptation
algorithm, as discussed below. Such an adaptive MTI may provide a performance
close to the optimum discussed in Section 2.7.

In order to illustrate the difference in performance between such candidate MTI
implementations, a specific example is considered next. For this example, land clutter
returns are present at zero doppler with a normalized spectral spread of g,7'=0.01, and
chaff returns are present at a normalized doppler offset of f,7=0.25 with a normalized
spectral spread of o;T' = 0.05. The power ratio of the land clutter to that of the chaff is
denoted Q (dB). Thermal noise is not considered in this example. In both cases, the
total number of filter zeros is assumed to be equal to 3. For the adaptive MTI with a
fixed allocation of zeros, two zeros are located at zero doppler and the remaining zero
is centered on the chaff returns. In the optimum MTI, the zero locations are chosen
so that that overall improvement factor is maximized. The results of this comparison
are presented in Figure 2.87, which shows the improvement factor for the optimum
and the adaptive MTI as a function of the power ratio Q (dB). When Q is small so that
chaff returns dominate, a significant performance improvement can be realized by
using all MTI filter zeros to cancel the chaff returns. The performance difference for
large values of Q is a result of an assumption made that the location of the third zero
remains fixed at the chaff doppler frequency. In reality, the adaptive MTI would move
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its third zero to the land clutter as the land clutter residue starts to dominate the output
of the first canceler. The zero locations of the optimum MTTI are shown in Figure 2.88
and can be seen to move between the land clutter at zero doppler toward the doppler
of the chaff returns as the relative level of the land clutter becomes small.

2.15 RADAR CLUTTER MAPS

In many MTI radar applications, the clutter-to-noise ratio in the receiver will exceed the
improvement factor limit of the system even when techniques such as sensitivity time
control (STC), improved radar resolution, and reduced antenna gain close to the horizon
are used to reduce the level of clutter returns. The resulting clutter residues after the MTI
canceler must, therefore, be further suppressed to prevent saturation of the PPI display
and/or an excessive false-alarm rate in an automatic target detection (ATD) system.

Against spatially homogeneous sources of clutter such as rain, sea clutter, or corri-
dor chaff, a cell-averaging constant-false-alarm-rate (CA-CFAR) processor following
the MTI filter will usually provide good suppression of the clutter residues. Special
features are sometimes added to the CA-CFAR, such as greatest-of-selection or two-
parameter (scale and shape) normalization logic, in order to improve its effectiveness
at clutter boundaries if the probability distribution of the clutter amplitude is non-
gaussian. However, when the clutter returns are significantly nonhomogeneous, as is
the case for typical land clutter returns, the performance of the cell-averaging CFAR
will not be satisfactory and other means must be implemented to suppress the output
residues to the noise level.

The traditional solution to this problem has been to deliberately reduce the receiver
dynamic range prior to the MTI filter to the same value as the maximum system
improvement factor. Theoretically, then, the output residue should be at or below the
normal receiver noise level, and no false alarms would be generated. In practice, the
introduction of IF limiting against the ground clutter returns will result in an additional
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improvement factor restriction, as discussed in Section 2.11. Consequently, for the
limited IF dynamic range to have the desired effect on the output residues, the limit
level must be set 5 to 15 dB below the improvement factor limit of the linear system.
The net result is that some of the clutter suppression capability of the MTI radar must
be sacrificed in exchange for control of the output false-alarm rate.

Since returns from land clutter scatterers usually are spatially fixed and, therefore,
appear at the same range and bearing from scan to scan, it has long been recognized
that a suitable memory circuit could be used to store the clutter residues and remove
them from the output residue on subsequent scans by either subtraction or gain nor-
malization. This was the basic principle of the so-called area MTI, and many attempts
have been made to implement an effective version of this circuit over an extended span
of time. The main hindrance to its success has been the lack of appropriate memory
technology, since the storage tube (long the only viable candidate) lacks in resolution,
registration accuracy, simultaneous read-and-write capability, and stability. The devel-
opment of high-capacity semiconductor memories is the technological breakthrough
that has made the design of a working area MTI a reality. The area MTI is better known
today as a clutter map, but both terms are used.

The clutter map may be considered as a type of CFAR where the reference samples,
which are needed to estimate the level of the clutter (or clutter residue), are collected
in the cell under test on a number of previous scans. Since aircraft targets usually
move several resolution cells from one scan to the next, it is unlikely that the reference
samples will be contaminated by a target return. Alternatively, by making the averag-
ing time (in terms of past scans) long, the effect of an occasional target return can be
minimized. Although the primary purpose of the clutter map is to prevent false alarms
due to discrete clutter or clutter residues that are at a fixed location, it may also be
necessary to consider slowly moving point clutter in the clutter map design, either to
suppress bird returns or because the radar is on a moving platform (e.g., a ship).

The memory of a clutter map is usually organized in a uniform grid of range and
azimuth cells, as illustrated in Figure 2.89. Each map cell will typically have 8§ to
16 bits of memory so that it will handle the full dynamic range of signals at its input,
which makes it possible to detect a strong target flying over a point of clutter (some-
times referred to as superclutter visibility). The dimensions of each cell are a compro-
mise between the required memory and several performance characteristics. These are
the minimum target velocity that will not be suppressed by the map (so-called cutoff
velocity), its transient response, and the loss in sensitivity caused by the clutter map
(similar to a CFAR loss). The minimum cell size will be constrained by the size of the
radar resolution cell.

RESOLUTION CELLS

MAP CELL - CONSISTS
OF 5 RESOLUTION CELLS

SPREAD MAP CELL - 27 CELLS
CONSIDERED DURING MAP
UPDATE

FIGURE 2.89 Clutter map cell definition
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Each map cell is updated by the radar returns (or residues) falling within its borders
(or in its vicinity) on several previous scans. To save memory, the cells are usually
updated by using a simple recursive (single-pole) filter of the form

y@i)=(1-0)-y(i—1)+o-x(i) (2.61)

where y(i — 1) is the clutter map amplitude from the previous scan, y(i) is the updated
clutter map amplitude, x(i) is the radar output on the present scan, and the constant
« determines the memory of the recursive filter. The test for detecting a target based
on the output x(i) is

xX(i) 2 ky - y(i—1) (2.62)

where the threshold constant k; is selected to give the required false-alarm rate.
Alternatively, the radar output can be normalized on the basis of the clutter map
content to obtain an output z(i) = ‘.(fi 7y» Which can be processed further if required.
Analogously to the implementation of the cell-averaging CFAR processor, the ampli-
tude x(i) can be obtained using a linear, square-law, or logarithmic detector.

The loss in detectability due to the clutter map is analogous to the CFAR loss ana-
lyzed in the literature for many different conditions. An analysis of the clutter map loss
for single-hit detection using a square-law detector has been presented by Nitzberg.**
These and other results can be summarized into a single universal curve of clutter map
loss, Ly, as a function of the clutter map ratio x/L g, as shown in Figure 2.90, where
x defines the required false-alarm probability according to P, = 107 and L. is the
effective number of past observations averaged in the clutter map defined as

L, = 2-a (2.63)
© o

For example, for Pf= 107 and & = 0.125, the clutter map loss is L.y, = 1.8 dB since
x=>5and L= 15 for this case. Also shown in Figure 2.90 is the curve for the conven-
tional CA-CFAR,*® where all reference samples are equally weighted. If more than one
noise and/or clutter amplitude is used to update the clutter map content on each scan,
the value of L should be increased proportionally. It should also be noted that most
radars base their target detection on multiple hits using some form of video integra-
tion, and that a clutter map loss based on the single-hit results of Figure 2.90 could be
much too large.

An analysis of the performance of typical implementations of clutter maps has been
discussed in Khoury and Hoyle.* From this reference, a typical transient-response
curve is shown in Figure 2.91 for a single point clutter source 20 dB above thermal
noise that fluctuates from scan-to-scan according to a Rayleigh probability density
function, a filtering constant of & = 0.125 and assuming four returns noncoherently
integrated in each clutter map cell. The abscissa is in radar scans, and the ordinate is
probability of detection of the point clutter source. Since the clutter point has the same
amplitude statistics as thermal noise, the output false-alarm rate approaches P,= 1076
asymptotically.

Against a slowly moving source of clutter (e.g., birds), the probability of detection
may increase as the clutter source crosses the boundary between two clutter map cells.
To prevent this, a spreading technique can be used, through which each clutter map
cell will be updated—not only with radar returns falling within its boundaries, but also
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FIGURE 2.90 Universal curve for determining detectability loss caused by the
clutter map

by using radar returns in adjacent cells in range and azimuth. Through the use of such
spreading, an additional degree of control over the clutter map velocity response can
be achieved.

An example of the velocity response of a clutter map including such spreading is
shown in Figure 2.92. The range extent of the clutter map cell is 5 us, the radar reso-
lution cell is 1 pus, n =4 pulses are noncoherently integrated, the filtering constant is
o =0.125, the update interval is 5 s, and the SNR = 20 dB. On each scan, the clutter
map cell is updated with the radar amplitudes in the five range cells falling within
the clutter map cell and with the amplitude from one additional radar resolution cell
before and after the clutter map cell.
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FIGURE 291 Transient response of clutter map due to
Swerling Case 2 point clutter model
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FIGURE 2.92 Velocity response of clutter map

It is seen from Figure 2.92 that the velocity response characteristic of the clutter
map from stopband to passband is somewhat gradual in this particular implementation.
This is partly due to the large size of the clutter map cell relative to the radar resolu-
tion. A finer-grain map with additional spreading would have a much better velocity
response characteristic.

A potential problem with the type of amplitude clutter map described in this sec-
tion is the fact that a large target flying in front of a smaller target may cause enough
buildup in the map to suppress the small target. One way to overcome this problem in
a system that includes automatic tracking would be to use the track prediction gate to
inhibit updating of the clutter map with new (target) amplitudes.

2.16 SENSITIVITY-VELOCITY CONTROL (SVC)

In the mid-1980s, several radar researchers had realized that signal processing algo-
rithms to estimate the unambiguous radial velocity of a target using multiple PRF
dwells during the time of target were becoming practical. These radial velocity esti-
mates could be used for improved false-alarm control against slow-moving targets
such as birds.***” When such radial velocity measurements are paired with corre-
sponding cross section estimates a powerful discriminant for distinguishing between
slow-moving birds and low cross-section missiles becomes possible using the so-
called sensitivity velocity control (SVC) algorithm.*8

The SVC Concept. Sensitivity velocity control (SVC) is used when a radar must
detect aircraft and missile targets in the presence of returns from unwanted targets
such as large birds or bird flocks. The criteria to accept or reject targets is based on a
combination of the radial velocity and apparent RCS (radar cross section) of the target
returns. The desired targets may have an RCS smaller than a single bird, or possibly
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a bird flock (in a single radar resolution cell). Thus, discrimination requires a parame-
ter in addition to the target RCS. The available parameter is target radial velocity. Birds
typically fly at 40 knots or less, whereas targets of concern usually have airspeeds of
100 knots or more. If the radar can make unambiguous radar doppler measurements
of, e.g., £160 knots with a single CPI (coherent processing interval), the radar can
determine the true radial velocity of each radar echo from returns of three or more
consecutive CPIs at different PRFs.

The acceptance criteria of the SVC algorithm*® relates to the type of target (aircraft,
missile, bird, etc.) being accepted or rejected. In general, the criteria accepts large tar-
gets having low to high radial velocities. The smaller the apparent radar cross section
of the target, the higher the true radial velocity must be for acceptance. The true radial
velocity versus apparent radar cross section profile is intended to accept aircraft and
missiles but reject birds. Therefore, threatening targets that have high radial veloci-
ties, but very small RCS, can be instantly identified, whereas returns from birds, with
their slow radial velocities, can be censored. A typical SCV accept/reject algorithm is
depicted in Figure 2.93.

To obtain the doppler space of £160 knots, ambiguous range PRFs must be used.
This requires approximate PRFs of 1400 Hz at L band, 3,300 Hz at S band, and
11,000 Hz at X band (unambiguous ranges, respectively, 58 nmi, 27 nmi, and 5 nmi).
The tradeoff for selecting PRFs is that in a dense target environment, when try-
ing to resolve true radial velocity using different PRFs, “ghosts” may be created.

§ “Ghosts” occur when targets (or noise peaks) at different unambiguous ranges fold into the same, but incorrect,
true range cell. The velocity resolution algorithm then gives an incorrect result, and the ghosts may be declared as
threatening targets.
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In addition to the “ghost” problem, multiple range ambiguities lead to targets having
to compete with clutter at all ranges. In particular, targets at long distances have to
compete with strong clutter returns in the first, or several, range intervals.

Because of the ghosting problem, in order to minimize range ambiguities while
retaining adequate doppler space, RF frequencies of 1400 MHz or lower are best
suited for the SVC unwanted target discrimination technique.

Range- and Range Rate Ambiguity Resolution. To apply the SVC algorithm,
true range and radial velocity (range-rate) must be determined from the range-ambig-
uous and doppler-ambiguous waveform. This requires multiple detections from the
same target. Assume a doppler filter bank of n-pulse FIR filters and assume a process-
ing dwell that consists of three CPIs. The CPIs must use different PRFs and may also
employ different RF frequencies. (The different RF frequencies change target RCS
statistics from Swerling 1 to Swerling 2, and thus less radar energy is required for high
probability of detection.) The CPIs must have (1) sufficient transmitted pulses so that
n returns (enough to fill an n-pulse filter) will be received from the most distant target
of interest and the most distant clutter and (2) one additional pulse to enable velocity
determination (more on this later).

True Range Determination. The most straightforward way to detect a target and
simultaneously determine its true range is to determine, on each CPI, all “primitive”
detections at the output of the doppler filter bank. For this, it is assumed that each
doppler filter output is processed through an appropriate clutter map threshold and
cell-averaging CFAR to control the false-alarm rate. For each peak detection, adjacent
amplitudes will be used to obtain an accurate ambiguous range estimate denoted 7,
where the subscript refers to the CPI number. Also, from the specific doppler filter
corresponding to the peak detection described above, the phase (6,;) of the return is
saved. In addition, a corresponding phase (6,;) obtained from an identical second dop-
pler filter bank trailing (or leading) the detection filter bank by one pulse repetition
interval (PRI) is saved. This explains why a CPI of n + 1 pulses is needed to implement
the SVC concept. For each primitive detection in a CPI, calculate the set of all possible
target ranges out to the maximum instrumented range R :

>

R =T, +m- Ry, m=0,L2,...m_.

(2.64)
where m_  =int(R_, / Ry )1 i= 1,2,3

where Rpy;; is the ambiguous range interval corresponding to the ith CPI. After the
primitive detections from all CPIs in the processing dwell have been processed, the
values of R, from all CPIs are sorted into a single list. A final range detection and
its true range is then found as a cluster of three primitive detections having possible
ranges within an error window of two to three times the standard deviation of the
ambiguous range estimate.

True Radial Velocity Determination. For each true target detection, an unam-
biguous radial velocity estimate must next be determined using a similar proce-
dure to that described above for range. For this, an accurate estimate, fd,ia of the
ambiguous target radial velocity must be obtained at the range corresponding to
the ambiguous primitive target detection on each CPI. This frequency estimation
problem has been studied by many authors with the best approach being defined
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by the maximum likelihood estimate.*” For a single-pulse signal-to-noise ratio S,
and n pulses in a CPI, the Cramer-Rao lower bound for the accuracy of the doppler
frequency estimate is

o, 6 0.3898
L= Vo = 2 (2.65)
PRE 2.7 \Js -n-(>=1) \JS,-n-(n*~1)

Since the maximum likelihood estimation procedure tends to require a tedious
computational burden, a simplified approach for estimating the doppler frequency is
highly desirable. One such approach using phase measurements of the doppler filter
output at times separated by one interpulse period” was presented in McMahon and
Barrett.® The normalized doppler frequency estimate is

S _ 6,,—6,; (2.66)
PRF 2.7

and the corresponding radial velocity is

o o Jurt (2.67)
i 2

In most cases of interest, the accuracy of this estimate of doppler frequency is as
good as the maximum likelihood procedure. Expressed in terms of the numerator of
Eq. 2.65, which will be denoted by k, a simulation of the phase-difference estima-
tor using different weighting functions for the doppler filter bank are summarized
in Figure 2.94. It is noted that the performance of the phase-difference estimation
procedure is best when moderate Taylor weighting functions are used. For uniform
weighting, the procedure would be substantially inferior to the maximum likelihood
approach. The increase in the constant k for the more severe weighting cases is the
result of the SNR loss resulting from the use of weighting.

Using an approach similar to that used to resolve the range ambiguity, all possible
radial velocities are then enumerated to the maximum negative and positive radial
velocity of interest on each of the CPIs:

(my —1,...,0,1,2,...,m

i max >

Vi=v,+m-Vy,; m=-m nax

(2.68)
where m_ . =int(V,, /Vp,)+1 i=1273

In this equation, V,, = PRF, - A/2 is the blind velocity for the ith CPI. The pos-
sible target radial velocities for all CPIs are then sorted into a single list, and the most
likely true radial velocity is found where at least two possible velocities fall within an
interval less than two or three times the standard deviation of the doppler frequency
estimate. The tightness of the cluster of nearly identical velocities in conjunction with
the number of CPIs contributing to the cluster can be utilized as a measure of reliability
of the unambiguous radial velocity estimate.

* This approach was first brought to the attention of the authors by Dr. Ben Cantrell of the U.S. Naval Research
Laboratory.
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FIGURE 2.94 Performance of phase-difference doppler frequency estimator for different
weighting functions of the doppler filter bank

Comments. The above procedure for determining true range and true radial veloc-
ity has been described for a dwell of three CPIs and the assumption that each target
will have a return for each of the three CPIs. In practice, this assumption is not always
valid, and the actual implementation may choose, for example, to have the dwell con-
sist of four or five CPIs, with the range and velocity determinations being based on
the best grouping of three returns. The actual implementation must be based on the
parameters of the system and permissible time allocated for each dwell.

The PRFs of the CPIs should be selected to minimize the chance of false radial
velocity determinations. One method of selecting PRFs is similar to selecting pulse
interval ratios for staggered PRF operation, as described in Section 2.8. For exam-
ple, if operating at an average RF frequency of 1300 MHz, at an average PRF of
1400 Hz (ambiguous velocity of 312 knots), and covering a velocity range of interest
of £2500 knots, there are approximately 16 doppler ambiguities to cover. Using the
factors of -3, 2, —1, 3, as used in PRF stagger selection, the interpulse periods of the
four different PRFs would be in the ratio of 13, 18, 15, 19. The average of these ratios
is 16.25. The PRFs are calculated as 16.25-1400/13, 16.25-1400/18, 16.25-1400/15,
and 16.25-1400/19. The PRFs would be about 1750, 1264, 1517, and 1197 Hz.

2.17 CONSIDERATIONS APPLICABLE
TO MTI RADAR SYSTEMS

MTI radar system design encompasses much more than signal processor design.
The entire radar system—transmitter, antenna, and operational parameters—must be
keyed to function as part of an MTI radar. For example, excellent MTI concepts will
not perform satisfactorily unless the radar local oscillator is extremely stable and the
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transmitter has very little pulse-to-pulse frequency or phase jitter. In addition, the
system must successfully operate in an environment that comprises many unwanted
targets, such as birds, insects, and automobiles.

Hardware Considerations. In this section, rules and facts relating to MTI radar
design, as developed during many years of work in the field, will be summarized:
The rules are as follows:

Operate at constant duty cycle.

Synchronize ac-dc and dc-dc power conditioners’ to harmonics of the PRF.
Design the system to be fully coherent.

Provide IF Limiters prior to A/D converters.

A

Be wary of vibration and acoustic noise.
The facts are as follows:

1. The basic MTI concept does not require a long time on target to resolve targets from
fixed clutter. Instead, MTI systems reject fixed clutter through a subtraction process
while retaining moving targets.

2. Transmitter intrapulse anomalies have no affect on MTI performance if they repeat
precisely pulse-to-pulse.

Rule 1. Operate at constant duty cycle. The transmitter (whether the transmitter
is a single large tube or a distributed function as in an active phased array with many
transmit-receive elements) should be operated at constant duty cycle. This permits
the transmitter power supply transient effects to be identical pulse to pulse and also,
particularly applicable to solid-state transmit devices, permits the device heating and
cooling to be identical from pulse to pulse. Sometimes constant duty cycle operation is
not possible, but there are various techniques that can be used to approach this desired
condition. Consider an MTD waveform where a CPI consisting of n pulses is transmit-
ted with a constant PRI. The next CPI uses a different PRI. Constant duty cycle can be
maintained by changing the transmitted pulse length in proportion to the change in the
PRI. If pulse compression is used, the range resolution of the compressed pulse can be
maintained by changing the pulse compression waveform. If it is necessary to utilize
precisely the same waveform and RF pulse length from CPI to CPI, with, for example,
a klystron transmitter, the beam pulse of the klystron can be varied to maintain con-
stant beam duty cycle while the RF pulse length is maintained constant. This wastes
part of the beam pulse energy for the longer PRIs, but the average power loading on
the power supply remains constant. The same technique can be utilized with solid-
state devices by changing the drain voltage pulse duration, while holding the RF pulse
constant. A second-order correction that has been utilized when changing between
CPIs with different PRIs is to have a transition PRI that is the average of the two PRIs.
With phased array radars, if the beam transition time between CPIs takes longer than a
PRI, it is important to keep the transmitter pulsing at a constant duty cycle during the
transition time. If constant duty cycle cannot be maintained, or when starting to radiate

T Power conditioners accept either ac or dc input and provide a regulated dc output.

i “Fully coherent” is described under rule 3.
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after dead time, the transmitter, power supply, and heating effects must be allowed to
settle before good MTI performance can be expected. The duration of the settling time
depends on the system parameters and the requirements.

Rule 2. Synchronize ac-dc and dc-dc power conditioners to harmonics of the
PRFE. When ac-dc and/or dc-dc power conditioners are used for voltages applied to
transmitting devices, the frequency (and its harmonics) of the converter must be atten-
uated sufficiently so that they do not modulate the phase of the transmitted pulses. If
the power conditioner frequencies cannot be sufficiently attenuated, their frequency
should be synchronized to a multiple of the PRF of the CPI so that modulations repeat
precisely pulse-to-pulse and thus will cancel like stationary clutter.

Rule 3. Design the system to be fully coherent. All frequencies and timing signals
should be generated from a single master oscillator. Doing this makes the entire sys-
tem coherent, and mixer products will be identical pulse-to-pulse and will, therefore,
cancel in the MTI filters. When this coherence of all frequencies is not maintained,
clutter residue will occur and must be quantified to determine if it is at an acceptable
level. One of the prominent places in which residue caused by unsynchronized local
oscillators has shown up is in pulse-compression sidelobes. If the pulse-compression
sidelobes from fixed clutter returns vary from pulse to pulse, they do not cancel. This
coherency issue has been further discussed by Taylor.!

Rule 4. Provide IF Limiters prior to A/D converters. MTI radars require that IF
bandpass limiters exist prior to an A/D (analog/digital converter). The limiter prevents
any clutter return from exceeding the dynamic range of the A/D. This requirement
exists for either quadrature I, Q (in-phase, quadrature) sampling or direct sampling
with the I and Q data constructed after the A/D. The limiter must be designed to
minimize the conversion of amplitude to phase no matter how much the signal level
exceeds the limit level. If clutter saturates the A/D, the I, Q data is significantly cor-
rupted. When limiters prevent A/D saturation, the signals are limited in a controlled
manner that still enables good clutter rejection about 90% of the time.

Rule 5. Be wary of vibration and acoustic noise. Many RF devices are susceptible
to both vibration and acoustic noise. An air conditioner fan blowing on waveguide
has caused degradation of improvement factor due to phase modulation of signals.
Vibrations can cause phase modulation of an oscillator. Acoustic noise can originate
from cooling fans, and vibrations can come from shipboard or airborne radar plat-
forms. Components such as klystrons and solid-state modules can have unexpected
susceptibility to vibration. RF connectors must be secure. Shock mounts can be used
to isolate components from the cabinet structure. It is recommended that all RF com-
ponents, in their operational configuration, be tested for phase stability in the vibration
environment in which they will be used.

Fact 1. The basic MTI concept does not require sufficient time-on-target to resolve
targets from fixed clutter using a linear time-invariant filter. Instead, MTI systems reject
fixed clutter through a subtraction process while retaining moving targets. An MTI
system using a two-pulse canceler requires the transmitter to transmit only two suc-
cessive, identical pulses for the system to be able to reject stable fixed clutter. The
radar returns from the second pulse are subtracted from the returns from the first pulse.
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The result from this subtraction process is that the fixed clutter is removed, and moving
targets are retained. The output from the first pulse is not used, making this type of MTI
filter time-variant. Of course, the clutter filters may be more complex than a two-pulse
canceler,’ but the principle still remains that fixed clutter is rejected by the zeros in
the canceler transfer characteristic. This enables phased array radars to have good clut-
ter rejection with short dwells.”

Fact 2. Transmitter intrapulse anomalies have no affect on MTI performance if
they repeat precisely pulse to pulse. Transmitted pulses should be identical. It does
not matter if there is intrapulse amplitude or frequency modulation of the transmitted
pulse, as long as it repeats precisely from pulse to pulse. If the voltage of the trans-
mitter power supply varies pulse to pulse, the transmitted pulses will not be identi-
cal, and the resulting variations must be quantified to determine if the limitations on
improvement factor fall within the stability budget for the system. However, if the only
difference between pulses is absolute phase (not intrapulse variations pulse to pulse),
some mitigation is possible. One method of compensating for small variations in the
phase of transmitter pulses follows. Lincoln Laboratory changed the original TDWR
waveform to an MTD type waveform. (The original TDWR waveform was constant
PRF during each antenna rotation, and processing was done with elliptic filters.) They
then modified the system “...to achieve 65-dB clutter suppression using a nearby
water tower for a target.”>> The TDWR uses a klystron transmitter tube. Typical phase
pushing for a klystron due to modulator voltage change is 10° for 1% delta-E/E. The
stability budget allocated a 75-dB limit on improvement factor to the transmitter, and
this required that the rms pulse-to-pulse power supply voltage variation be less than
1 part in 100,000. The transmitter power supply could not meet this requirement when
the radar changed PRF from CPI to CPI, as required by an MTD waveform. Therefore,
the actual phase of each transmitted pulse was measured, and this measured value was
used to correct the phase of the received signals for that PRI. This technique causes
small perturbations in phase from weather signals received from ambiguous ranges,
but does not interfere with velocity estimates. (It does degrade the improvement factor
of clutter signals received from ambiguous ranges, but for the TDWR operation, that
degradation was deemed acceptable.)

Environmental Considerations. This discussion contains essential informa-
tion for those designing a modern surveillance radar to detect man-made airborne
targets. The laws of physics combined with the environment make it impossible to
design an MTI surveillance radar that does not have compromises. The problems
are related to the unwanted returns from birds, insects, automobiles, long-range
fixed clutter, and short- and long-range weather.>® The current state-of-the-art of
radar can ameliorate these problems, but not without some undesirable side effects.
(Many unwanted point target returns have characteristics similar to the returns from
wanted targets, and the unwanted returns may outnumber returns from desired tar-
gets by the thousands.)

§ The clutter filters must be designed based on system parameters to reject the radial speed of the “fixed” clutter.
See Sections 2.4 and 2.6.

"It has been observed that some phased array radars have poor clutter rejection, which is often caused by failure
to follow rule 1.
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The problems are exacerbated when anomalous or ducted propagation occurs
(anomalous propagation, as used herein, is when the radar energy follows the curvature
of the Earth, thus causing detection of both fixed and moving clutter at long ranges).
Figure 2.95 from Shrader® shows PPI photographs taken with an ARSR-2 radar
mounted on a 50-ft tower in flat country near Atlantic City, New Jersey. With normal
propagation, the expected line-of-sight is about 10 nmi, but the clutter actually goes
out to 100 nmi. The bridges across the intracoastal waterway can be seen. On occasion,
the unwanted long-range clutter and weather returns come from ambiguous ranges.

FIGURE 2.95 Anomalous propagation (ducting): (a) 100-nmi maximum
range and (b) 50-nmi maximum range
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The radar system must have features to cope with these situations. For example, if pulse-
to-pulse staggering is used, the ambiguous-range clutter will not cancel and either the
PRI must be increased or the PRI must be made constant over the azimuth angles from
which the ambiguous range clutter is received. And be forewarned of a pitfall into which
many radar designers have fallen. For example, when presented with the requirement
to track 20 targets, the designer may not realize that radar returns from the 20 targets of
interest may be embedded in similar returns from thousands of unwanted targets.

A typical long-range air-traffic-control radar has sufficient sensitivity to detect a
single large bird, such as a crow, seagull, or vulture (approximate RCS of 0.01 square
meter) at a range of 50 miles. If there are many such birds in the resolution cell of the
radar, then the composite RCS increases. Ten large birds in a resolution cell will have
an RCS of 0.1 square meter. When multipath reflections occur, such as over the ocean
when the radar beam is centered at the horizon, there can be up to a 12 dB enhancement
of the RCS of the birds, giving an apparent RCS greater than one square meter to the
flock of 10 birds. If there is 1 bird (or bird flock) per square mile, there will be about
3000 bird returns within 30 miles of the radar.

Techniques used to counter unwanted targets are as follows:

1. Sensitivity time control (STC) used for eliminating low RCS targets in low PRF
radars—that is, radars that have no range ambiguities under normal operation

2. Enhanced high-angle gain antennas

3. Two-beam antennas—beam lifted above the horizon for short-range reception, and
then lowered to horizon for long range

4. MTD techniques using clutter maps. Also counting detections in small range-
azimuth sectors and increasing detection thresholds in each sector if too many
detections occur.

5. PRFs high enough so that all targets with radial velocities below 40 knots can be
censored

6. Sensitivity velocity control (SVC), which censors radially slow, small targets,
while accepting radially fast targets and large targets

Combinations of techniques 1 through 4 are used in most air-traffic-control radars
where the smallest targets of interest have an RCS of one-square meter or greater.
Techniques 5 and 6 are used when the desired targets may have radar cross sections
similar to, or smaller than, a bird.

Technique 1. STC is the traditional method of suppressing birds and insects in a
radar with an unambiguous range PRF (a PRF low enough so that the range to targets
and clutter is unambiguous). STC decreases the sensitivity of the radar at short range
and then increases sensitivity, usually using a fourth-power law, as range increases.
This has the effect of not permitting detection of targets with apparent radar cross sec-
tions of, say, less than 0.1 square meter. Figure 2.96 shows how effective STC can be
against birds. These PPI photos were taken with an L band ARSR (air-route surveil-
lance radar) in Oklahoma. Note that the majority of returns from birds were elimi-
nated, but not 100%. Figure 2.97 shows the effect of STC against bats and insects.’

T Daytime bird returns and nighttime bat and insect returns can often be seen in real time—the extent depends on the
weather and time of year—on the NEXRAD (WSR-88D) weather radar images on the NOAA Internet sites.
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FIGURE 2.96 STC can greatly reduce the number of birds displayed. Range 25 nmi. (a) Birds seen with
MTI and (b) birds seen with MTI and STC.

FIGURE 2. 97 Insects with and without STC and range 25 miles: (a) bats and insects seen with MTI and
(b) bats and insects seen with MTI and STC
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The typical doppler radar images presented by TV weather forecasters often have the
birds and bats and insects removed by human intervention.

Technique 2. STC works quite well for unwanted biological returns near the peak
of the radar beam, but when used with a cosecant-squared antenna beam it solves one
problem but creates another: it also decreases sensitivity to desired targets at high
elevation angles where the antenna gain is low. The solution to this problem is to boost
the antenna gain at high elevation angles to be considerably higher than the require-
ment for the cosecant-squared pattern. Not only does this compensate for the use of
STC, but also enhances the target-to-clutter signal ratio for targets at high elevation
angles, thus improving MTI performance. The penalty for this solution is a loss in the
peak antenna gain that can be achieved. An illustration of this approach is provided
in Figure 2.98, which shows both the ARSR-2 antenna pattern and the corresponding
free-space coverage.

1\ \\

-24

ANTENNA GAIN RELATIVE TO PEAK OF BEAM (b}

o [ 20° 0 “«r 50
ELEVATION ANGLE
(e}
209 W _ a0 0 2 - w L4
200 2008
§ ]
s 2001
H
H (L]
3 120
H
- 20}
80
H
5
“ (0}
o 2]

HORIZONTAL RANGE (ne)

)

FIGURE 2.98 Antennaelevation pattern for the ARSR-2 antenna:
(a) compared with the cosecant-squared pattern and (b) free-space
coverage diagram
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The loss in peak gain for this example, due to the boost of coverage at high angles,
was about 2 dB. The combination of STC with enhanced high-angle coverage does
quite well for insects and birds, but does not eliminate automobile and truck returns.
Vehicles have RCSs that equal or exceed the RCS of many desired aircraft targets.

Technique 3. The two-beam technique reduces the returns from very low eleva-
tion angles where vehicle traffic (and many birds, bats, and insects) is encountered.
The radar transmits energy using the basic pattern, but uses a higher angle beam
for reception at shorter ranges, and the basic antenna pattern for receiving at longer
ranges. Figure 2.99 shows, underneath the transmitting feed horn, a second receive-
only antenna feed horn for the high beam. The effective two-way antenna patterns are
shown in Figure 2.100.

As previously mentioned, the above techniques (STC, two-beam antennas, and
some variation of MTD) are currently used on many air-traffic-control radars. The
two-beam antennas also utilize some high-angle gain enhancement to counter the
high-angle effects of STC.

Technique 4. The MTD approach is described in Section 2.2.

Technique 5. A brute-force technique used to eliminate targets with radial
velocities of less than approximately 40 knots resulting in a total rejection interval
of 80 knots. To keep this rejection of velocities to no more than 25% of the doppler
space available, the ambiguous velocity must be about 320 knots. This requires
PRFs of 1,400 Hz at L band, 3,300 Hz at S band, and 11,000 at X band (unambiguous
ranges, respectively, 58 nmi, 27 nmi, and 5 nmi). The main challenge with this tech-
nique is that fixed clutter returns from many range ambiguities, as well as all targets
of interest, fold into the first range interval. Thus, excellent clutter rejection must be
provided to prevent folded clutter from suppressing targets of interest, which may
be at any true range.

Technique 6. SVC, as described in Section 2.16, is used when it is necessary to

distinguish very low RCS targets from low velocity clutter, such as birds, insects, and
sea. Somewhat lower PRFs can be used than those used for technique 5 because the

FIGURE 2.99 Two-beam antenna
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FIGURE 2.100 Example of coverage obtained with a two-beam antenna

logic permits retaining many of the targets with smaller radial velocities if their RCS
is large enough. SVC still rejects bird clutter, but retains, for example, the fast incom-
ing, threatening low-RCS missile, while also retaining the larger cross-section aircraft
with lower radial velocities.
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Airborne MTI
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3.1 SYSTEMS USING
AIRBORNE MTI TECHNIQUES

Airborne search radars were initially developed for the detection of ships by long-range
patrol aircraft. During the latter part of World War II, airborne early-warning (AEW)
radars were developed by the U.S. Navy to detect low-flying aircraft approaching a
task force below the radar coverage of the ship’s antenna. The advantage of the air-
borne platform in extending the maximum detection range for air and surface targets is
apparent when one considers that the radar horizon is 12 nmi for a 100-ft antenna mast
compared with approximately 195 nmi for a 25,000-ft aircraft altitude.

The aircraft carrier—based E-2D aircraft (Figure 3.1) uses AEW radar as the primary
sensor in its airborne tactical data system. These radars with their extensive field of
view are required to detect small airborne targets against a background of sea and
land clutter. Because their primary mission is to detect low-flying aircraft, they cannot
elevate their antenna beam to eliminate the clutter. These considerations have led to
the development of airborne MTI (AMTI)!3 radar systems similar to those used in
surface radars,*° discussed in the preceding chapter.

The mission requirements for an AEW radar drive the need for 360° azimuthal cov-
erage and long-range detection capability. The 360° azimuthal coverage requirement
is because the AEW radar system is generally required to provide the first detection of
airborne targets, without any a priori knowledge of the location of these targets. AEW
systems have generally been developed at lower frequencies—this can be understood
by reviewing the surveillance radar range equation:

P{l Aé? Gt té

R = Gy kT, F L SIN), © @B.1)

* Sections 3.4 through 3.8 and 3.10 were taken primarily from the second edition of the Radar Handbook, Chapter 16,
authored by Fred Staudaher, with revisions made by James Day. The remaining sections of the chapter were
authored by James Day.
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FIGURE 3.1 E-2D airborne early-warning (AEW) aircraft showing rotodome
housing the antenna

where 7, is the scan time and € is the surveillance volume coverage requirement (prod-
uct of the azimuth and elevation angles).

As long as the beamwidths of the radar (in azimuth and elevation) are smaller than
the region to be surveilled, this equation is not directly dependent upon frequency.
However, key parameters in this equation are dependent upon frequency. Particularly,
propagation losses for low altitude targets and target RCS (for some target types) are
generally advantageous for lower frequencies. The result is that AEW systems have
been developed at UHF, L band, and S band frequencies.

Airborne MTI radar systems have also been utilized to acquire and track targets in
interceptor fire control systems. In this application, the systems have to discriminate
against clutter only in the vicinity of a prescribed target. This allows the system to be
optimized at the range and angular sector where the target is located. MTT is also used
to detect moving ground vehicles by reconnaissance and tactical fighter aircraft.

The environment of high platform altitude, mobility, and speed, coupled with
restrictions on size, weight, and power consumption, present a unique set of problems
to the designer of airborne MTI systems. This chapter will be devoted to consider-
ations unique to the airborne environment.

3.2 COVERAGE CONSIDERATIONS

Search radars generally require 360° azimuthal coverage. This coverage is difficult
to obtain on an aircraft since mounting an antenna in the clear presents major drag,
stability, and structural problems. When extensive vertical coverage is required, the
aircraft’s planform and vertical stabilizer distort and shadow the antenna pattern.
Analysis of tactical requirements may show that only a limited coverage sector is
required. However, this sector usually has to be capable of being positioned over the
full 360° relative to the aircraft’s heading because of the requirements for coverage
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FIGURE 3.2 Boeing 737-700 Wedgetail aircraft showing antennas mounted
above the fuselage

while reversing course, large crab angles when high winds are encountered, the need
to position ground track in relation to wind, nontypical operating situations, and opera-
tions requirements for coverage while proceeding to and from the station.

However, in the 1990s and 2000s, a number of systems have been developed that pro-
vide phased array performance in an airborne platform. The Multi-Role Electronically
Scanned Array (MESA) radar developed by Northrop Grumman on a Boeing 737-700
for the Australian Wedgetail program is an example (see Figure 3.2). An alternate solu-
tion that combines mechanical scanning in conjunction with electronic scanning is in
development with the AN/APY-9 radar for the E-2D aircraft (follow-up to the U.S.
Navy’s E-2C aircraft).

3.3 AIRBORNE MTI PERFORMANCE DRIVERS

The performance of airborne MTI systems are primarily determined by motion effects
induced on the clutter echoes (platform motion, antenna scanning motion, and clutter inter-
nal motion), the processing techniques used to enhance target detection and maximize clut-
ter cancellation, and the hardware stability limitations of the radar. This chapter will discuss
the motion effects as well as the performance of various processing techniques.

3.4 PLATFORM MOTION AND ALTITUDE
EFFECTS ON MTI PERFORMANCE

MTI discriminates between airborne moving targets and stationary land or sea clutter.
However, in the airborne case, the clutter moves with respect to the moving airborne
platform. It is possible to compensate for the mean clutter radial velocity by using
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FIGURE 3.3 Defining geometry: ¢, = antenna pointing angle; ¢ = line-of-sight angle; = angle
from antenna centerline; V, = aircraft ground speed; V, = radial velocity of point target; V; = radial
velocity along antenna centerline (boresight); ¥, = antenna azimuth angle; y = azimuth angle; R =
ground range to point target; and H = aircraft height

techniques such as time-averaged-clutter coherent airborne radar (TACCAR). This
technique attempts to center the largest return from main-beam clutter at zero doppler
frequency such that a simple MTI filter, also centered at zero doppler frequency, will
cancel the main-beam clutter.

As shown in Figure 3.3, the apparent radial velocity of the clutter is V, = -V, cos ¢,
where V, is the ground speed of the platform and o.is the angle subtended between the line-
of-sight to a point on the Earth’s surface and the aircraft’s velocity vector. Figure 3.4 shows
the loci of constant radial velocity along the surface. In order to normalize the figure, a flat
earth is assumed, and the normalized radial velocity V, = V,/V, is presented as a function of
azimuth angle  and normalized ground range R/H, where H is the aircraft’s altitude.

Instead of a single clutter doppler frequency corresponding to a constant radial
velocity (V, in Figure 3.3) determined by the antenna pointing angle ¢,, the radial
sees a continuum of velocities. This results in a frequency spectrum at a particular
range whose shape is determined by the antenna pattern that intersects the surface, the
reflectivity of the clutter, and the velocity distribution within the beam. Furthermore,
since V, varies as a function of range at a particular azimuth y; the center frequency
and spectrum shape vary as a function of range and azimuth angle y,.

When the antenna is pointing ahead, the predominant effect is the variation of the cen-
ter frequency corresponding to the change in ¢, with range. When the antenna is pointing
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FIGURE 3.4 Loci of constant normalized radial velocity V,/V,, as a func-
tion of aircraft range-to-height ratio R/H and azimuth angle y

abeam, the predominant effect is the velocity spread across the antenna beamwidth. These
are classified as the slant-range effect and the platform-motion effect, respectively.

Effect of Slant Range on Doppler Offset. The antenna boresight velocity V, is
the ground-velocity component along the antenna centerline (boresight) and is given
as (=V, cos ). If the clutter surface were coplanar with the aircraft, this component
would be equal to (=V, cos ¥;) and would be independent of range. The ratio of the
actual boresight velocity to the coplanar boresight velocity is defined as the normal-
ized boresight-velocity ratio:

_cosa
VBR = osU. " = cos ¢, 3.2)

where ¢, is the depression angle of the antenna centerline from the horizontal. Figure 3.5
shows the variation of the normalized boresight-velocity ratio as a function of slant range
for a curved earth and different aircraft altitudes. The variation is fairly rapid for slant
ranges less than 15 nmi.

It is desirable to center the clutter spectrum in the notch (i.e., minimum-response
region) of the AMTI filter in order to obtain maximum clutter rejection. This can be
accomplished by offsetting the IF or RF frequency of the radar signal by an amount
equal to the average doppler frequency of the clutter spectrum. Because the clutter
center frequency varies with range and azimuth when the radar is moving, it is neces-
sary for the filter notch to track the doppler-offset frequency, using an open- or closed-
loop control system such as TACCAR, described below.

An example of a received clutter spectrum given an antenna response is shown
in Figure 3.6a. The TACCAR frequency offset then shifts main-beam clutter to zero
doppler, as shown in Figure 3.6b.
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FIGURE 3.5 Normalized boresight-velocity ratio VBR as a function of the difference between slant range
R, and aircraft altitude H for different aircraft altitudes

TACCAR. The MIT Lincoln Laboratory originally developed TACCAR to solve
the AMTI radar problem. The requirements and thus the implementation of TACCAR
change depending upon the type of clutter cancellation processing employed. After
many other approaches, it was recognized that if one used the clutter return rather than
the transmit pulse to phase-lock the radar to the clutter filter, one could center the clut-
ter in the filter stopband. The clutter phase varies from range cell to range cell owing
to the distribution of the location of the scatterers in azimuth. Hence, it is necessary
to average the return for as long an interval as possible. TACCAR is used to describe
the centering of the returned clutter spectrum to the zero filter frequency. Since the
technique compensates for drift in the various system elements and biases in the mean
doppler frequency due to ocean currents, chaff, or weather clutter, it is used in ship-
board and land-based radars as well as airborne radar.

A functional block diagram of an airborne radar employing TACCAR is shown in
Figure 3.7. The clutter error signal is obtained by measuring the pulse-to-pulse phase
shift @,T,, of the clutter return. This provides a very sensitive error signal. The aver-
aged error signal controls a voltage-controlled coherent master oscillator (COMO),
which determines the transmitted frequency of the radar. The COMO is slaved to

~ ~ 40
I 40 I
& 5 20
2 20 z
[a) Q 0
(%) 0 (%]
o o
g 20 g-20
5 5
O _4 © _40
750 -500 -250 O 250 500 =750  -500  -250 0 250 500

Doppler (Hz) Doppler (Hz)
(a) (b)

FIGURE 3.6 Clutter Power Spectral Density (PSD) response through antenna pattern: a) without
TACCAR frequency offset and b) with TACCAR frequency offset



AIRBORNE MTI 3.7

SYSTEM
FREQUENCY AFC
S oR DISCRIMINATOR FILTER
UPCONVERTER FREQUENCY ERROR
o VOLTAGE: | ErROR
TRANSMITTER fa=(> MODULATOR CONTROLLED SUM J—Vg cos a
- & T, +1, f,+f.| OSCILLATOR FROM NAVIGATION SYSTEM

fo=f 41, 4, p
s

TACCAR ERROR

STABLE
LOCAL
OSCILLATOR

WAVEFORM MTI INPUT
f, GENERATOR ¢ ——seeeeererereeee——3»- UNDELAYED

DELAYED

LOW-
PASS
FILTER

RECEIVER SYNCHRONOUS
L PREAMP DEMODULATOR
ittty DOWNCONVERTER
S+,

i3 PHASE Lol

DETECTOR GATE

2n(f, + 11T,

CLUTTER
ENVELOPE
DETECTION
LOGIC

FIGURE 3.7 Block diagram of a radar illustrating the signal flow path of the TACCAR control loop

the system reference oscillator frequency via the automatic frequency control (AFC)
loop shown in Figure 3.7. This provides a stable reference in the absence of clutter.
An input from the aircraft inertial navigation system and the antenna servo provide a
predicted doppler offset. These inputs allow the TACCAR system to provide a narrow-
bandwidth correction signal.

Because of the noisy nature of the clutter signal, the need to have the control system
bridge regions of weak clutter return, and the requirement not to respond to the dop-
pler shift of a true target, the control system usually tracks the azimuth variation of
a specific radar range interval. The maximum range of this interval is chosen so that
clutter will be the dominant signal within the interval. The minimum range is chosen
to exclude signals whose average frequency differs substantially from the frequency
in the region of interest.

Alternate approaches to providing this frequency offset can be implemented with
digital exciters or on receive. For some applications, it may be necessary to use multiple
control loops, each one covering a specific range interval, or to vary the offset fre-
quency in range. This is possible if the frequency offset is implemented on receive (but
not on transmit). At any particular range, the filter notch is effectively at one frequency
and the center frequency of the clutter spectrum at another. The difference between
these frequencies results in a doppler-offset error, as shown in Figure 3.8. The clutter
spectrum will extend into more of the filter passband, and the clutter improvement
factor will be degraded. The required accuracy for the TACCAR control loop can be
relaxed if the MTI filter is an adaptive filter, such as with space-time adaptive process-
ing (discussed later in this chapter). This is because the adaptive filter will adjust to the
received signals and optimize clutter cancellation.

Without adaptive adjustment, Figure 3.9 shows the improvement factor for single-
and double-delay cancelers as a function of the ratio of the notch-offset error to the
pulse repetition frequency (PRF) for different clutter spectral widths. Fortunately, the
platform-motion spectrum is narrow in the forward sector of coverage where offset
error is maximum. An offset error of one-hundredth of the PRF would yield a 26 dB
improvement factor for a double canceler with an input clutter spectrum whose width
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FIGURE 3.8 Effect of doppler-offset error; f, = PRF

was 3% of the PRF. If the radar frequency were 10 GHz, PRF 1 kHz, and ground speed
580 kt, the notch would have to be held within 0.29 kt or 0.005 V,

Because of these requirements and the width of the platform-motion spectrum, stag-
ger PRF systems must be chosen primarily on the basis of maintaining the stopband
rather than flattening the passband. Similarly, higher-order delay-line filters (with or
without feedback) are synthesized on the basis of stopband rejection. The limiting case
is the narrowband filter bank where each individual filter consists of a small passband,
the balance being stopband.

Improvement factor is an important metric, but in addition to this average metric
defined across all doppler frequencies, it is often important to characterize the perfor-
mance as a function of doppler frequency, particularly with coherent doppler filtering
imbedded in the processing chain. With performance characterized versus doppler
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FIGURE 3.9 Improvement factor / versus normalized doppler offset o, as a function of clutter
spectrum width o,
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frequency, the radar design can then be evaluated through the complete detection chain
and optimized in conjunction with any multiple PRF stagger waveforms utilized to
bridge MTI blind regions.

Platform-Motion Effect. To an airborne radar, a clutter scatterer appears to have a
radial velocity that differs from the antenna-boresight radial velocity at the same range by

V=V, -V,
=V, cosa, —V, cosax

= V,[cos o, —cos(a, +0)] (3.3)

=V, sin6 + 2V, sin® %

for small values of @ and depression angle ¢, where V, is the horizontal component
of velocity perpendicular to the antenna boresight and V| is the component along the
antenna boresight. € is the azimuthal angle from the antenna boresight, or the intersec-
tion of the vertical plane containing the boresight with the ground. The corresponding
doppler frequency, when ¢« is a few beamwidths from ground track, is

fi= %sinB = ZXX 0 (3.4)

This phenomenon results in a platform-motion clutter power spectrum that is weighted
by the antenna’s two-way power pattern in azimuth. The true spectrum may be approx-
imated by a gaussian spectrum,

Hf) = e*%[%pm)z _ e*z[v‘%fpm]z - G'O) (3.5)

G*(0), the two-way power pattern of the antenna, is 0.25 when 8 = 8,12, where 6, is
the half-power beamwidth, which can be approximated by A/a, a being the effective
horizontal aperture width. Thus,

e_%(‘%gp'“)- =025
or
O = 0.6% (3.6)

where V_ and a are in consistent units. This value is lower than ones derived by other
authors.*> However, it agrees with more exact analysis of antenna radiation patterns
and experimental data analyzed by F. Staudaher.

A more exact value of the parameter o, may be obtained by matching a two-way
power pattern of interest with the gaussian approximation at a specific point on the pat-
tern, determining the standard deviation of & by using statistical techniques or fitting
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FIGURE 3.10 Effect of platform motion on the MTI improvement factor
as a function of the fraction of the horizontal antenna aperture displaced per
interpulse period, V.7 /a

the pattern and using numerical methods. The calculation of the improvement factor
can be performed by averaging the resultant residue power, obtained by summing the
signal phasors at specific values of &, from null to null of the antenna pattern.

Figure 3.10 shows the effect of platform motion on the MTI improvement factor as
a function of the aperture displaced in the plane of the aperture per interpulse period 7,.
A 5.4% displacement reduces the double-delay improvement factor to 30 dB. This cor-
responds to a speed of 325 kt if the system has a PRF of 1000 Hz and a 10-ft antenna
aperture. For a single-delay system, the displacement has to be held to 1.1% for a
30 dB performance limit.

3.5 PLATFORM-MOTION
COMPENSATION ABEAM

The deleterious effects of platform motion can be reduced by physically or electroni-
cally displacing the antenna phase center along the plane of the aperture. This is referred
to as the displaced phase center antenna (DPCA) technique.” ! In addition, some forms
of space-time adaptive processing are expressly developed to improve clutter cancella-
tion with an adaptive filter, electronically displacing the antenna phase center.

Electronically Displaced Phase Center Antenna. Figure 3.11a shows the
pulse-to-pulse phase advance of an elemental scatterer as seen by the radar receiver.
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Eq(t4Tp) Er=2%()

E.~kV, Z(0) A(6)

Eq(t)

(a) UNCOMPENSATED (b) COMPENSATED

FIGURE 3.11 Phasor diagram showing the return from a point scatterer due to platform
motion

The amplitude E, of the received signal is proportional to the two-way antenna field
intensity. The phase advance is

47V T sin@
n=2nfT,= + 3.7
where f, = doppler shift of scatterer (Eq. 3.4)
T, = interpulse period

Figure 3.1156 shows a method of correcting for the phase advance 77. An idealized
correction signal E, is applied, leading the received signal by 90° and lagging the next
received signal by 90°. For exact compensation, the following relation would hold:

27V, T,sin6

E.=E tann=X*(6)tan 7

(3.8)

This assumes a two-lobe antenna pattern similar to that in a monopulse tracking
radar. Two receivers are used, one supplying a sum signal, (&), and the other a
difference signal, A(8). The difference signal is used to compensate for the effects
of platform motion.

If the system is designed to transmit the sum pattern X( #) and receive both X(6) and
a difference pattern A(), then at the design speed the received signal Z(8)A(6) can be
applied as the correction signal. The actual correction signal used to approximate E, is
k Z(6)A(8), where k is the ratio of the amplification in the sum and difference channels
of the receiver.

A uniformly illuminated monopulse array'? has the difference signal A in quadra-
ture with the sum and has the amplitude relationship

A(B)=3(6) tan(% sin 9] 3.9

where W is the distance between the phase centers of the two halves of the antenna.
Hence, a choice of W=2V,T,, and k=1 would ideally result in perfect cancellation.
In practice, a sum pattern is chosen based on the desired beamwidth, gain, and
sidelobes for the detection system requirements. Then the difference pattern A(8) is
synthesized independently, based on the relationship required at design radar platform
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speed and allowable sidelobes. The two patterns may be realized by combining the
elements in separate corporate-feed structures.

Figure 3.12 shows the idealized improvement factor as a function of normalized
aperture movement for a double-delay canceler. The improvement factor shown is
the improvement factor for a point scatterer averaged over the null-to-null antenna
beamwidth. In one case, the gain ratio k is optimized at each value of pulse-to-pulse
displacement. In the other compensated case, the optimum gain ratio & is approximated
by the linear function of interpulse platform motion £V .

Ablock diagram of the double-delay system is shown in Figure 3.13. A single-delay
system would not have the second delay line and subtractor. The normally required
circuitry for maintaining coherence, gain and phase balance, and timing is not shown.
The speed control V, is bipolar and must be capable of reversing the sign of the A(6)
signal in each channel when the antenna pointing angle changes from the port to the
starboard side of the aircraft.
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FIGURE 3.12 MTI improvement factor for DPCA compensation as a
function of the fraction of the horizontal phase center separation W that
the horizontal antenna aperture is displaced per interpulse period, V.7,/W.
W = 0.172a, where a is the horizontal aperture length.
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FIGURE 3.13 Simplified double-delay DPCA mechanization

The hybrid amplifier shown has two input terminals that receive X(8) and jA(8)
and amplify the A(@) channel by kV relative to the X(6) channel. The output ter-
minals produce the sum and difference of the two amplified input signals. Because
DPCA compensates for the complex signal, both amplitude and phase information
must be retained. Therefore, these operations usually occur at RF or IF. Digital
compensation can be used if synchronous detection and analog to digital (A/D)
conversion are performed and the components are treated as complex phasors.
Furthermore, the operations must be linear until the sum signal and difference sig-
nals have been processed by the hybrid amplifier. After this single-pulse combina-
tion, the actual double cancellation can be performed by any conventional MTI
processing techniques.

Power in the Antenna Sidelobes. Airborne systems are limited in their ability
to reject clutter due to the power returned by the antenna sidelobes. The full 360°
azimuthal pattern sees velocities from -V, to +V,. The compensation circuits offset
the velocity by an amount corresponding to the antenna boresight velocity V, but the
total range of doppler frequencies corresponding to 2V, is obtained because of echoes
received via the sidelobes. For airborne systems with low PRFs, these doppler fre-
quencies can cover several multiples of the PRF so that the sidelobe power is folded
into the filter. This limitation is a function of the antenna pointing angle, the MTI filter
response, and the sidelobe pattern. If the sidelobes are relatively well distributed in
azimuth, a measure of performance can be obtained by averaging the power returned
by the sidelobes.

The limiting improvement factor due to sidelobes is

K j_’;(;‘*(e)de

3.10
LIG“(G)dQ (-10)

sl limit —

where the lower integral is taken outside the main-beam region. Main-beam effects
would be included in the platform-motion improvement factor. The constant K is the
noise normalization factor for the MTI filter (K = 2 for single delay and 6 for double
delay.) G*(0) is the two-way power of the antenna in the plane of the ground surface.

The DPCA performance described in the preceding subsection can be analyzed on
the basis of radiation patterns or the equivalent aperture distribution function.® If the
radiation pattern is used, the composite performance may be obtained either by apply-
ing the pattern functions over the entire 360° pattern or by combining the improvement
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factors for the DPCA main-beam and the sidelobe regions in the same manner as paral-
lel impedances are combined:

1 1 1
7 (3.11)

total I sl 1 DPCA

If the aperture distribution is used, the sidelobe effects are inherent in the analysis.
Care must be taken, however—if the array or reflector function is used without con-
sidering the weighting of the elemental pattern or the feed distribution, the inherent
sidelobe pattern can obscure the main-beam compensation results.

Again, the performance versus doppler frequency is important for evaluating
overall radar detection performance. Antenna sidelobe limited performance can be
approximated by performing the lower integral of Eq. 3.10 over those angles that map
into a given doppler filter’s passband. The noise normalization term, k, must also be
modified to reflect the cascaded noise gain of the MTI and doppler filter bank as

N-1 N=-2
> W, W,,, cosrkIN)+2 Y, W, W,,, cos(4k/N); k=0,N -1
i=1 i=1

N
Ng(k):6§Wi2—8

(3.12)

for three-pulse MTI and cascaded N-pulse doppler filter bank, where W, are the dop-
pler filter weights, or

N N-1
N,(k)=2Y W2 =23 W. W, cos(mk/N);, k=0,N-1 (3.13)

i=1 i=

for two-pulse MTI and cascaded N-pulse doppler filter bank.

3.6 SCANNING-MOTION COMPENSATION

Figure 3.14a shows a typical antenna main-beam radiation pattern and the response of
a point scatterer for two successive pulses when the antenna is scanning. It is seen that
the signals returned would differ by AG*(8). This results in imperfect cancellation due
to scanning. The average effect on the improvement factor can be obtained by integrat-
ing this differential effect AG?( ) over the main beams:

2[* 16 a6

-6, . .

wan = 77, - for single-delay cancellation (3.14a)
[ 160+1,6)-G©)Fd6

9()
6j_eo| G(O) > do

_[_0; |G(O+T,0)-2G(6)+ GO -T,H) [P do

for double-delay cancellation

(3.14b)

where g, = null of main beam
G(0) = two-way voltage pattern
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FIGURE 3.14  Antenna scanning effects: (a) as seen by the antenna radiation pattern, due to the apparent
change in azimuth of the scatterer, 6, — 6, =6 Tp; (b) as seen by the aperture illumination function, due
to the apparent motion, v, = x0, of the scatterer relative to the antenna at position x; and (c) step-scan
compensation of two received phasors

In order to treat scanning motion in the frequency domain, the apparent clutter
velocity seen by the scanning antenna is examined to determine the doppler frequency.
Each element of an array or incremental section of a continuous aperture can be con-
sidered as receiving a doppler-shifted signal due to the relative motion of the clutter.
The power received by the element is proportional to the two-way aperture power
distribution function F,(x) at the element.

In addition to the velocity seen by all elements because of the motion of the plat-
form, each element sees an apparent clutter velocity due to its rotational motion, as
illustrated in Figure 3.14b. The apparent velocity varies linearly along the aperture.
Hence, the two-way aperture distribution is mapped into the frequency domain. The
resulting power spectrum due to the antenna scanning is

H(f)= FZ(%) 0<f< % 3.15)

where 6 = antenna rotation rate
a = horizontal antenna aperture

This spectrum can be approximated by a gaussian distribution with standard deviation

fo e B o cab
ps —0.2659 =0.265 ) (3.16)

a

o, =0.265

where A and «a are in the same units, 6, is the one-way half-power beamwidth, and n
is the number of hits per beamwidth. The approximation €, = A/a is representative of
an antenna distribution yielding acceptable sidelobe levels.

It can be seen that the antenna pattern pulse-to-pulse differential gain is

2 2 .
dG*(0) AG = dG (B)GT

2 —
AGTO) =g A0="45 0T,

(3.17)
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This suggests™!3 that a correction signal in the reverse sense to AG*(6) be applied,
as shown in Figure 3.14c. Half the correction is added to one pulse and half subtracted
from the other, so that

AG2(0) _ 0T, d¥2(0)

Correction signal =

2 2 de
(3.18)
= éTp 2(9)—d %9)

where X2(8) was substituted for G*(#). The radar transmits a sum pattern %(&) and
receives on the difference pattern A(8), so that the received signal is proportional to
the product of the two. If the signal received on the difference pattern is used as the
correction, we have

E.=A(0)X(0) (3.19)

By comparing Eqs. 3.18 and 3.19, we see that for E, to approximate the correction
signal, the difference patterns should be

d2(6)
do

A(0) =0T, (3.20)

The derivative of the sum pattern is similar to a difference pattern in that it is positive
at the main-beam null, —6), decreases to zero on the antenna centerline, and then goes
negative until 6,

Referring to Figure 3.13, one observes that the mechanization for scan compensa-
tion is fundamentally similar to the DPCA mechanization except that the difference
signal is applied in phase with the sum signal and amplified by an amount determined
by the antenna rotation per interpulse period.

The signals required, if the transmission signal (&) that appears in each channel
is neglected, are £(0) + lGTpA(Q), where [ is the ratio of the amplification in the two
channels chosen to maximize the clutter rejection. The required difference-pattern
slope is determined by the derivative of the scan pattern, which differs from the DPCA
criterion. This technique is known as step-scan compensation because the system elec-
tronically points the antenna slightly ahead of and behind of boresight each pulse so
that a leading and lagging pair are taken from successive returns to obtain the effect of
the antenna remaining stationary.

Figure 3.15 shows the improvement obtained by Dickey and Santa’ for single-
delay cancellation.

Compensation-Pattern Selection. Selection of the compensation pattern
depends on the level of system performance required, the type of MTI filtering used, the
platform velocity, scan rate, and the characteristics required by normal radar parameters
such as resolution, distortion, gain, sidelobes, etc. For instance, an exponential pattern
and its corresponding difference pattern are excellent for single-delay-cancellation
DPCA but are unsatisfactory when double-delay cancellation is used. This is because
the single-delay canceler requires the best match between the actual pattern and the
required pattern near boresight, whereas double cancellation requires the best match
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FIGURE 3.15 MTI improvement factor for a
step-scan compensation of a single-delay canceler
as a function of the number of hits per beamwidth.
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on the beam shoulder. Step-scan compensation usually requires the difference-pattern
peaks to be near the nulls of the sum pattern to match.

Grissetti et al.'3 have shown that for step-scan compensation the improvement factor
for single-delay cancellation increases as a function of the number of hits at 20 dB/
decade; for the first-derivative”-type step-scan compensation, at the rate of 40 dB/
decade; and with first- and second-derivative compensation, at the rate of 60 dB/decade.
Hence, for a ground-based system that is limited by scan rate, one should improve the
compensation pattern rather than use a higher-order MTI canceler. However, airborne
systems are primarily limited by platform motion and require both better cancelers and
compensation for operation in a land-clutter environment. In the sea-clutter environ-
ment, the system is usually dominated by the spectral width of the velocity spectrum or
platform motion rather than scanning. The applicability of DPCA or step-scan compen-
sation in the latter case is dependent on the particular system parameters.

* The compensation required by AG*(8)/2 can be determined from a Taylor’s series expansion of G*(8). In the pre-
ceding discussion, we used the first derivative. Using higher-order terms gives an improved correction signal.
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3.7 SIMULTANEOUS PLATFORM MOTION
AND SCAN COMPENSATION

In AMTI systems having many hits per scan, scanning is a secondary limitation for
an uncompensated double canceler. However, the performance of a DPCA system is
significantly reduced when it is scanned. This is due to the scanning modulation on the
difference pattern used for platform-motion compensation.

Since the DPCA applies the difference pattern in quadrature to the sum pattern to
compensate for phase error and step scan applies the difference pattern in phase to com-
pensate for amplitude error, it is possible to combine the two techniques by properly
scaling and applying the difference pattern both in phase and in quadrature. The scaling
factors are chosen to maximize the improvement factor under conditions of scanning
and platform motion.

The relationships for a double-delay (three-pulse) AMTI are shown in the phasor
diagram in Figure 3.16. The phase advance between the first pair of pulses (first and
second pulse for the three-pulse MTI) received by the sum pattern X is

4rT o,T T;
2n, = 7 P [Vx (sin 0, — sin rz”j+\(V (cos wrzp — cos 92):‘ 3.21)
and the phase advance between the second pair of pulses (second and third pulse for
the three-pulse MTI) is

4rnT o,T
21, =— L {VX (sin 0, + sin rZPJJrVy (cos w,_sz — cos Gzﬂ (3.22)

FIGURE 3.16 Phasor diagram for simultancous scanning and motion
compensation
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where 6, is the direction of the clutter cell with respect to the antenna pointing angle
when the second pulse is received and @), is the antenna scan rate. The subscripts on
the received signals X, and A, indicate the pulse reception sequence.

The difference pattern A is used to generate an in-phase correction for scan-
ning motion and a quadrature correction for platform motion. This process yields
the set of resultant signals R;;, where the subscript i denotes the pulse pair and the
subscript j denotes the component of the pair. Because 77, does not equal 7,, dif-
ferent weighting constants are required for each pulse pair. The values of k, for the
quadrature correction of the first pulse pair, k, for the quadrature correction for
the second pulse pair, /, for the in-phase correction for the first pulse pair, and [,
for the second pulse pair are optimized by minimizing the integrated residue power
over the significant portion of the antenna pattern, usually chosen between the first
nulls of the main beam.

Figure 3.17 shows the sum and difference main-beam patterns for an aperture
20 wavelengths long. Figure 3.18 shows the residue for the case when the fraction
of the horizontal aperture width a traveled per interpulse period 7, V, = V.T /a, is
equal to 0.04 and when the number of wavelengths that the aperture tip rotates per
interpulse period, W, = aa)er/Z)p, is equal to 0.04. The corresponding improvement
factor is 52 dB.

The improvement factor is shown in Figure 3.19 for a range of normalized platform
motion V, as a function of normalized scanning displacements W,. The nonscanning
case is shown as W, = 0. The improvement factors were computed for the 20-wave-
length aperture patterns shown in Figure 3.17.

Andrews'* has developed an optimization procedure for platform-motion compen-
sation that rotates the phasors directly rather than by using a quadrature correction. The
procedure determines the antenna feed coefficients for two compensation patterns, one
of which, C,(6), is added to the sum pattern X(#) and fed to the undelayed canceler
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FIGURE 3.17 Sum and difference patterns used to determine DPCA performance
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path, and the other, C,(#), which is added to the sum pattern and fed to the delayed path
as shown in Figure 3.20. The procedure was developed for a single-delay canceler and
a nonscanning antenna. Andrews used the procedure to minimize the residue power
over the full antenna pattern, which includes the main-beam and sidelobe regions.
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3.8 PLATFORM-MOTION COMPENSATION,
FORWARD DIRECTION

The previous sections discussed the compensation for the component of platform
motion parallel to the antenna aperture. TACCAR removes the average component
of platform motion perpendicular to the aperture. The former Wheeler Laboratories
developed the Coincident Phase Center Technique (CPCT)" to remove the spectral
spread due to the velocity component perpendicular to the aperture and due to the
component parallel to the aperture. Removal of the component parallel to the aperture
uses the DPCA pattern synthesis technique described in Anderson,® which creates two
similarly shaped illumination functions whose phase centers are physically displaced.
Removal of the component perpendicular to the aperture is accomplished by a novel
extension of this concept.

The first term of Eq. 3.3 for spectral width due to platform motion approaches zero as
the antenna points ahead. However the second term of Eq. 3.3 dominates as the antenna

approaches within a few beamwidths of the aircraft’s ground track. In this region
4v, 6 Vo’

fd:T sin 25:7 (323)

which yields a single-sided spectrum that is significantly narrower than the spectrum
abeam. For moderate platform speeds and lower-frequency (UHF) radars, this effect
is negligible, and compensation is not required.



3.22 RADAR HANDBOOK

When it is necessary to compensate for this effect, the phase center of the antenna
must be displaced ahead of the aperture and behind the aperture for alternate receive
pulses so that the phase centers are coincident for a moving platform. This technique
can be extended to more than two pulses by using the necessary phase-center dis-
placements for each pulse. In order to maintain the effective PRF, the displacement
must compensate for the two-way transmission path. To accomplish this displacement,
near-field antenna principles are utilized. A desired aperture distribution function is
specified. The near-field amplitude and phase are calculated at a given distance from
the origin. If this field is used as the actual illumination function, a virtual aperture is
created with the desired distribution function at the same distance behind the physical
antenna. Figure 3.21a'> shows the phase and amplitude distribution required to form
a uniform virtual distribution displaced behind the physical aperture. It can be shown
that if the phase of the illumination function is reversed ¢" = —@, the desired virtual
distribution function is displaced ahead of the aperture, as shown in Figure 3.21b.

In practice, performance is limited by the ability to produce the required illumina-
tion function. As the displacement increases, a larger physical aperture size is required
to produce the desired virtual aperture size owing to beam spreading. This can be seen
in Figure 3.21. The effectiveness of the correction varies with elevation angle since the
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FAR-FIELD 3
WAVEFRONT

(a)

APERTURE
AMPLITUDE DISTRIBUTION
W
\
{
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FIGURE 3.21 CPCT concept showing displacement of the phase cen-
ter: (a) behind the physical aperture and (b) ahead of the physical aper-
ture (Courtesy of Hazeltine Inc.")



AIRBORNE MTI 3.23

CANCELLATION RATIO (dB)

FIGURE 3.22 CPCT cancellation ratio, in decibels, as a function of relative interpulse
motion and beam-pointing direction (Courtesy of Hazeltine Inc."”)

actual displacement along the line-of-slight varies with elevation angle. This effect is
more pronounced at higher aircraft speeds and higher radar frequencies. A change in
the magnitude of the correction factor or even the compensation pattern with range,
height, and velocity could be utilized to retain performance.

Figure 3.22 illustrates the theoretical MTI performance of a CPCT system as a
function of beam-pointing direction and interpulse motion normalized to the interpulse
motion used to design the compensation pattern. (Cancellation ratio is defined as the
ratio of input clutter power to output clutter residue power.) The peak on the 90° axis
is typical of the optimized DPCA performance illustrated in Figure 3.12.

3.9 SPACE-TIME ADAPTIVE
MOTION COMPENSATION

Introduction. Several methods have been described to compensate for antenna
motion. All these techniques are applied in the radar design phase for a specific set of
operational parameters. Controls (usually automatic) are provided to adjust weights
for operational conditions around the design value.

The development of digital radar technology and economical high-speed processors
allows the use of dynamic space-time adaptive array processing (STAP),'® whereby
a set of antenna patterns that displace the phase center of the array both along and
orthogonal to the array are continually synthesized to maximize the signal-to-clutter
ratio. Spatial adaptive array processing combines an array of signals received at the
same instant of time that are sampled at the different spatial locations corresponding
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to the antenna elements. Temporal adaptive array processing combines an array of
signals received at the same spatial location (e.g., the output of a reflector antenna)
that are sampled at different instances of time, such as several interpulse periods for
an adaptive MTI. Space-time adaptive array processing combines a two-dimensional
array of signals sampled at different instances of time and at different spatial locations.
STAP is a fairly broad topic that has applicability beyond this chapter on airborne
MTTI radar. The primary motivation for STAP is to improve clutter cancellation perfor-
mance and to better integrate a radar’s spatial processing (antenna sidelobe control and
sidelobe jamming cancellation) with its temporal clutter cancellation processing.

The applicability of STAP to improving clutter cancellation must be assessed spe-
cifically in the context of the key performance limiters to airborne MTI radar clut-
ter cancellation as described at the start of this chapter. STAP can improve a radar’s
motion compensation performance and is more robust than nonadaptive techniques
in addressing generally non-dispersive errors in the radar front-end. STAP will not
directly address clutter internal motion effects, antenna scanning motion effects, or
other hardware stability impacts to clutter cancellation performance. Radar designers
need to assess the key limitations in a specific application before jumping to the con-
clusion that STAP will improve performance.

STAP’s ability to integrate clutter cancellation (temporal) and spatial interference
cancellation can be quite important to many radar systems whether they typically have to
deal with intentional jamming interference or unintentional (or casual) electromagnetic
interference (EMI). STAP gets away from cascaded solutions such as analog sidelobe
cancellers followed by digital DPCA and/or MTI filters—that do not generally create an
optimum interference cancellation solution.

Optimal Adaptive Weights (McGuffin!”). The optimal linear estimate is deter-
mined by requiring the adapted estimation error be orthogonal to the observed vec-
tor, r. Steady-state conditions are assumed in this derivation, thus the condition for
orthogonality is

E{re}=0 (3.24)

where E{} is the expectation, £is the estimation error, and * is the complex conjugate.

The adaptively weighted estimate is obtained by weighting the received signal vector

by the estimate of the adaptive weights:
s=w'r

(3.25)

With d defined as the desired signal (a main-beam target), the estimation error is
obtained from the following equation. Then, substituting Eq. 3.25 into 3.26 and solv-
ing for the adaptive weight estimate yields the desired condition for optimal adaptive
weighting:

e=§—d=w'r—d (3.26)
E{r(d*—r'w)}=0=E{rd"}-R, w
or

w=R"E{rd*) (3.27)
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where R. = E{r r'}. The desired signal, d, can be expressed in terms of s, the signal
vector of a target located in the main beam, and b, the unadapted beam weight vector:
d=1D"s. This is then substituted into Eq. 3.27:

Ww=R,'Rob (3.28)

Equation 3.28 is equivalent to the minimum mean square error weight equation
given by Widrow,'® which has been shown'>? to be the optimum set that maximizes
the signal-to-interference ratio. However, complex variables are employed here rather
than real variables. The interference covariance matrix is further described in terms of
the individual noise, jamming, clutter, and signal contributions:

R.=NI+K,+R; (3.29)

where Nis receiver noise power, K, is the covariance matrix for clutter (temporally cor-
related) plus jamming (spatially correlated), and R, is the signal covariance matrix.

Taxonomy of STAP Architectures (Ward?!). The application of the adaptive
weight equation from Eq. 3.28 in a radar system provides numerous options and com-
plications. The options range from a fully adaptive solution across all available antenna
elements and all pulses in a coherent processing interval (CPI), to reduced degrees of
freedom solutions in order to be practical. The fully adaptive solution also encounters
problems in the real-world where the interference environment is not well behaved
(e.g., homogenous clutter). In addition, Brennan’s rule? indicates that to achieve an
adaptive solution within 3dB of the optimum answer requires 2N (N is the number of
degrees of freedom) independent interference samples contributing to the adaptive
weight estimate. With antenna array sizes in tens to hundreds of elements and CPI
lengths of tens to hundreds of pulses, the number of degrees of freedom can quickly
get quite large, resulting in not only fairly complex adaptive weight processing but
also the more difficult problem of obtaining adequate sample support from clutter and
jamming interference for a given adaptive weight solution.

As such, it is important to explore various STAP architecture options imbedded in a
radar design solution. To begin, a fully adaptive array architecture is shown in Figure 3.23.
This is for a linear array antenna with a distributed transmitter and digital receivers con-
nected to each antenna element. The adaptive weight solution is developed based on at
least 2 x N x M vector samples (r) of length M (antenna elements) by N (pulses). The
adaptive weight solution is developed and applied to the received signals from the same
antenna elements and pulses of data. The adaptive weighted response is typically pro-
cessed through doppler filtering (coherent integration) prior to detection processing.

Ward?! describes the possible STAP architectures in the context of a generalized
transformation matrix followed by the associated STAP processing. The four categories
of STAP architectures are organized in Figure 3.24. The trades for an appropriate STAP
design solution must be made in the context of the type and size of the antenna aperture
under consideration, the waveforms under consideration—particularly the number of
pulses per CPI—and most importantly, the interference to be cancelled (clutter and jam-
ming). In general, for the transformation and degrees of freedom reduction to be useful,
the resultant degrees of freedom must be greater than the interference rank.

Pre-Doppler, Elemental Antenna STAP. Conceptually, the simplest reduction
in degrees of freedom is obtained by reducing the number of temporal degrees of
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freedom in STAP while still processing the full aperture spatially. This is similar to
a conventional MTI (or DPCA) architecture cascaded with doppler filtering. We call
this architecture a pre-doppler, elemental-level STAP architecture. For a three-pulse
version of this architecture, there are 3M degrees of freedom. In this architecture,
platform motion compensation takes the general form of adjusting the antenna’s phase
center over the three temporally separated beams.

A basic block diagram of a radar incorporating pre-doppler, elemental-level space-
time adaptive array processing is shown in Figure 3.25. An individual duplexer is
placed between each transmitter’s channelized output and its corresponding antenna
element. Provision could be included for electronic beam steering using high-power
phase shifters or transmit modules with low-power beam steering.

On receive, each duplexer output is sent to its own digital receiver. The digital
receiver outputs are passed through PRI delays to yield temporally displaced data
samples. A full complement of elements and time-delayed signals are sampled and
used to generate the adaptive weights. Various algorithms are possible to generate the
estimate of the adaptive weights from Eq. 3.28. The fairly simple Least Mean Squared
algorithm generally yields fairly slow convergence rates. Other algorithms!'®?® can
speed up the adaptation rate, but a more complex mechanization is required. Examples
include a Recursive Least Squared algorithm, Q-R decomposition with Gram-Schmidt
orthogonalization, or a Householder Transformation. The adaptive weights are then
applied to the received signals and beamformed to generate three sum channel detec-
tion beams: undelayed, one-PRI delayed, and two-PRI delayed beams. These beams
are, in turn, added together to form the final STAP weighted detection beam.

A simplistic view of how these three beams perform motion compensation is illus-
trated in Figure 3.26 for the case where the aperture is parallel with the radar’s platform
velocity vector. The first pulse return’s phase center is advanced by aperture weight-
ing, the second pulse return’s phase center is essentially unchanged from the quiescent
weights, and the third pulse return’s phase center is retarded by aperture weighting.
Given ideal antenna patterns, and an aperture large enough to adjust the phase centers
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FIGURE 3.25 STAP block diagram: element space pre-doppler element space architecture
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for the given platform motion, these three apertures appear as if they are stationary
with respect to each other. Clutter cancellation across these three pulses is no longer
limited by platform motion effects—the primary goal of platform motion compensation
techniques.

Of course, this simplest condition is only illustrative, as generally the antenna ele-
ments do not behave exactly the same, and the platform motion compensation must deal
with motion not only in the plane of the aperture but also orthogonal to the aperture.

Pre-Doppler, Beam-Space STAP. The first type of transformation to be consid-
ered is spatially oriented, resulting in beam-space STAP architectures. This transfor-
mation is typically required for many large apertures. The transformations can range
from simple column beamforming to overlapped subarrays to beam-space transfor-
mations such as a Butler matrix. The general goal is to reduce the spatial degrees of
freedom, while still providing access to array responses that allow for adequate clutter
cancellation and beams that can be used to cancel directional interference as well. The
resulting beam responses must span the clutter and jamming interference spatially in
order for this type of transformation to be effective. For example, if a radar’s clut-
ter cancellation performance is driven by main-beam clutter residue due to platform
motion effects, the beam responses must span the radar’s main-beam and provide
degrees of freedom to allow for motion compensation in the array main-beam. In addi-
tion, to cancel direction interference (jamming or casual EMI), the beam responses
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must also span the spatial directions of that interference. An example of a simple
transformation of this type would be sidelobe canceler architecture where the beam
transformation would generate a sum channel main beam and select elements from the
aperture as sidelobe cancellers.

Post-Doppler, Element Antenna STAP. The second type of transformation
leads to what are called post-doppler STAP architectures. As the name implies, the
antenna element signals are first doppler filtered and then processed through STAP.
The motivation for this type of architecture is that the resultant STAP solutions can
independently address a subset of the clutter interference problem isolated to clutter
that remains in a single doppler filter. This technique may be more effective for radar
systems where the clutter environment and waveform selection lead to unambiguous
clutter returns within the radar’s PRF. Two example conditions, the first with ambigu-
ous doppler clutter and the second with unambiguous doppler clutter, are shown in
Figure 3.27. The figure shows those antenna angles where the clutter doppler response
remains after filtering through a single doppler filter. Figure 3.27a shows the response
for an ambiguous PRF of 300 Hz, and Figure 3.27b shows the response for an unam-
biguous PRF of 2000 Hz for a UHF radar. This figure highlights that even with dop-
pler processing, a given doppler filter may still include clutter returns from a number
of discontiguous angular intervals. The advantages of this transformation from PRI
to doppler space on overall STAP performance versus a pre-doppler architecture are
more dramatic in the unambiguous doppler clutter case.

PRI-staggered doppler filter outputs are required to maintain a set of temporal degrees
of freedom in this architecture. The block diagram is modified to that shown in Figure 3.28,
with multiple doppler filter banks on each antenna element and PRI delay.

Post-Doppler, Beam Space STAP. The final category results from implement-
ing both doppler and spatial transformations prior to STAP processing.

The appropriate architecture solution depends upon the radar design constraints.
The number of antenna elements and beamforming requirements are key drivers in the

(a) UHF, low PRF (300 Hz) (b) UHF, higher PRF (2000 Hz)
FIGURE 3.27 Antenna pointing angles where clutter doppler map to a single doppler filter’s passband
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FIGURE 3.28 Element space post-doppler STAP architecture

decision whether to transform from elements to beams or subarrays. The waveforms
and clutter cancellation requirements are key drivers in the decision whether to per-
form STAP on signals before or after doppler filtering. In addition, the overall trans-
formation decisions to reduce degrees of freedom are driven by the interference rank
for the radar problem. One caution in the design process is that if the transformation
is fixed in the radar design, it is important to have excess degrees of freedom beyond
the total interference rank.

Implementation Considerations. As discussed above, transformations and tech-
niques to reduce the number of degrees of freedom in the STAP solution are important
not only due to processing requirements but also because of the need for sample sup-
port on the order of two times the number of degrees of freedom for adequate STAP
performance.

The basic hardware requirements for good clutter cancellation remain unchanged
from conventional clutter cancellation architectures—low phase noise, low pulse
jitter, etc. The requirements on the hardware may become more stringent because
the STAP architecture allows the radar designer to achieve higher theoretical clutter
cancellation performance levels. In addition to the above temporally based hardware
requirements, there are also second-order spatially based hardware requirements. As
illustrated in Figure 3.26, platform motion compensation results in different aperture
weighting for successive pulses in a STAP solution. Although generally speaking,
well-matched spatial channels (antenna and receiver) are driven by jamming cancella-
tion and antenna sidelobe levels, a second-order requirement results from the need for
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platform motion compensation. If antenna and receiver channels are not well matched,
the resultant sum channel beams formed from different aperture illumination functions
(Figure 3.26) will not be matched well enough to provide main-beam and sidelobe
clutter cancellation.

Performance Comparisons. Given the number of STAP architectures and cor-
responding radar system design solutions, general STAP performance comparisons are
difficult to come by. In general, STAP provides a robust solution to deal with clutter
and jamming interference and helps alleviate hardware mismatch effects within rea-
son (amplitude and phase adjustments are applied to antenna element and time dis-
placed returns). Generally to address time-delay adaptive weighting, more complexity
is required with a third dimension for adaptive weights—“fast-time” or returns from
adjacent sampled range cells. This extension can be extremely computationally inten-
sive and further burden the sample support problem alluded to previously.

When evaluating a radar design and trading off various waveforms and STAP pro-
cessing techniques, it is important to include in the analysis key drivers such as signal
bandwidth, clutter internal motion, platform motion, antenna scanning motion, the
amount of sample support available from nonhomogenous and nonstationary clutter
environments, and other effects such as large target samples effecting the adaptive
weight solution.

3.10 EFFECT OF MULTIPLE SPECTRA

An airborne search-radar system may be operated at an altitude so that the radar hori-
zon is approximately at the maximum range of interest. This results in sea or ground
clutter being present at all ranges of interest. Other clutter sources such as rain and
chaff may coexist with the surface clutter. In most instances, these sources are mov-
ing at a speed determined by the mean wind aloft and have a mean doppler frequency
significantly different from that of the surface clutter. If the MTI filter is tracking the
surface clutter, the spectra of the sources with a different mean doppler frequency lie
in the passband of the MTI filter. A 20-kt differential in a UHF system corresponds
to 30 Hz, which would generally be outside of the traditional AMTI notch filter in a
300 Hz PRF system. A single-delay secondary canceler can be cascaded with either
a single-delay or a double-delay primary canceler. The primary canceler tracks the
mean surface velocity and rejects surface clutter. The single-delay canceler tracks the
secondary source and rejects it. Since the pass and rejection bands of the two cancel-
ers overlap, the MTI improvement factor for each clutter source is a function of their
spectral separation.

Figure 3.29 shows the improvement factor for a double canceler, which consists of
two single cancelers, each tracking one of the spectra. It can be seen that as the separa-
tion varies from O to 1/2 of the PREF, the performance degrades from that equivalent to
a double canceler to the performance of a single canceler at half of the PRF.

The triple canceler has a double-delay canceler tracking the primary spectra and a
single-delay canceler tracking the secondary spectra. The performance of the primary
system varies from that of a triple canceler to a level less than that of a double canceler.
The secondary-system performance varies from that of a triple canceler to a perfor-
mance level lower than that of a single canceler.
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3.11 EXAMPLE AMTI RADAR SYSTEM

The AN/APY-9 radar, developed by Lockheed Martin for the U.S. Navy, is an example
of an AMTI radar system utilized for an airborne early warning radar mission. Key
features of this system include a solid-state distributed transmitter, a mechanically and
electronically scanned rotating antenna, digital receivers, space-time adaptive pro-
cessing, digital pulse compression, and coherent integration and auxiliary processing
aimed at supporting the STAP sample selection process.

The AN/APY-9 radar addresses the AEW radar surveillance coverage requirements
discussed at the beginning of this chapter, utilizing a mechanically and electronically
steerable antenna located in a rotodome. There are three scanning modes of operation:
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(1) mechanically scanned with an operator-selectable scan rate, (2) azimuth electroni-
cally scanned with the mechanical boresite provided as an input to the radar, and (3)
mechanically scanned with additional electronic scanning within an operator-select-
able azimuth region.

The transmit waveform includes TACCAR modulation to center mainbeam clutter
at zero doppler frequency. However, because the radar implements adaptive clutter
cancellation (STAP), the requirements on TACCAR are significantly less complex
than for legacy radar systems. There is no need to include closed loop adjustments to
the TACCAR modulation frequency. The optimization of the AMTI clutter cancella-
tion filter is achieved in the STAP processing as opposed to adjusting the location of
main-beam clutter to fit a fixed AMTI filter.

In order to implement STAP and electronic scanning in this radar, all 18 elements
of the phased array antenna are processed on transmit and receive. The solid-state
transmitter provides low-power phase shift control for electronic steering followed by
power amplification in each of 18 channels. These are connected to the 18 elements
of the phased array through an 18-channel rotary coupler. The transmit/receive isola-
tion on all 18 channels is provided through circulators. The 18 channels are processed
separately through 18 receivers, finally feeding the STAP subsystem with 18-digital
baseband signals.

The radar performs platform motion compensation electronically as part of the
STAP architecture. The radar implements an element-space pre-doppler STAP archi-
tecture. Adaptive weights are generated and applied to the 18 receive channels, form-
ing three beams (Sum, Delta,,, and Omni) by weighting and summing the 18 receive
channels over three pulses to provide simultaneous clutter and jamming cancellation.
The adaptive weight algorithm is matched to the radar’s operating parameters and is
augmented with adaptive knowledge—aided sampling schemes to maximize perfor-
mance in a complex, heterogeneous clutter and jamming interference environment.
Doppler filtering is performed after digital beamforming.

Other functions discussed in this chapter are not required for this radar application
because they do not limit performance. Examples include scanning motion compensa-
tion and multiple spectra AMTI clutter cancellation.
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Chapter 4
Pulse Doppler Radar"

John P. Stralka
William G. Fedarko

Northrop Grumman Corporation

4.1 CHARACTERISTICS AND APPLICATIONS

The primary benefit of pulse doppler radar is its ability to detect small-amplitude mov-
ing target returns against an overwhelmingly large-amplitude clutter background.

Nomenclature. Radars that rely on the doppler effect to enhance target detec-
tion are called doppler radars.' The doppler effect manifests itself when there is
a relative range rate, or radial velocity, between the radar and the target. When the
radar’s transmit signal is reflected from such a target, the carrier frequency of the
return signal will be shifted. Assuming a monostatic radar (i.e., collocated transmit-
ter and receiver), the roundtrip distance is twice the distance between the transmitter
and the target. The doppler frequency shift f, is a function of the carrier wavelength
A and the relative radial velocity (range rate) between the radar and the target V, e
and is written as f, = =2V, ,..../4. where 4 = c/f is the wavelength, ¢ is the speed of
light, and f'is the carrier frequency. When the target is moving away from the radar,
the relative radial velocity, or range rate, is defined to be positive and results in a
negative doppler shift.

Doppler radars can be either continuous wave (CW)" or pulsed radars. CW radars
simply observe the doppler shift between the carrier frequency of the return signal
relative to the transmit signal. Pulsed systems measure doppler by using a coherent
train of pulses where there is a fixed or deterministic phase relationship of the carrier
frequency between each successive radio frequency (RF) pulse. Coherence concen-
trates the energy in the frequency spectrum of the pulse train around distinct spectral
lines, separated by the pulse repetition frequency (PRF). This separation into spectral
lines allows for discrimination of doppler shifts.

Doppler radars using pulsed transmissions are more complex than CW radars, but
they offer significant advantages. Most important is the time gating of the receiver.

* David H. Mooney and William A. Skillman wrote this chapter for the first edition (1970). William H. Long
joined the authors for the second edition (1990). John P. Stralka and William G. Fedarko updated the material
for this edition.

T To assist the reader, abbreviations used throughout this chapter are defined in a list at the end of the chapter.
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Time gating allows the blanking of direct transmitter leakage into the receiver. This
permits the use of a single antenna for transmit and receive, which otherwise would
not be feasible for CW radar due to excessive transmit/receive isolation requirements.
Pulsed radars can also use range gating, a specific form of time gating, which divides
the interpulse period into cells or range gates. The duration of each cell is typically
less than or equal to the inverse of the transmit pulse bandwidth. Range gating helps
eliminate excess receiver noise from competing with target returns and allows range
measurement with pulse delay ranging (i.e., measuring the time between transmission
of a pulse and reception of the target echo).

Pulsed transmission doppler radars have historically been categorized as moving
target indication (MTI) or pulse doppler. MTI typically eliminates clutter by passing
the received returns from multiple coherent pulses through a filter with a stopband
placed in spectral regions of heavy clutter concentrations. Moving targets with dop-
pler frequencies outside the stopband are passed onto detection processing. Pulse
doppler radars, on the other hand, resolve and enhance targets within a particular
doppler band while rejecting clutter and other returns outside the doppler band of
interest. This is typically accomplished with a contiguous bank of doppler filters
formed between two of the coherent pulse train’s spectral lines, one of which is the
central line. Range gating precedes the doppler filter bank. The bandwidth of each
doppler filter is inversely proportional to the duration of the coherent pulse train that
is processed to form the doppler filter bank. This process forms a matched filter to
the entire pulse train.>?

MTT and pulse doppler radars share the following characteristics:

» Coherent transmission and reception; that is, each transmitted pulse and the receiver
local oscillator are synchronized to a free-running, highly stable oscillator.

» Coherent processing to reject main-beam clutter, enhance target detection, and aid
in target discrimination or classification.

MTI radars can also be implemented using a doppler filter bank, blurring the historic
delineation between MTI and pulse doppler radars. As a result, this book will define
MTTI radars as those radars whose PRF is sufficiently low enough to provide an unam-
biguous range measurement, via pulse delay ranging, over the radar’s instrumented
range. The unambiguous range R, is given by c/(2f), where c is the speed of light
and f is the PRF. Radars with PRFs that result in range ambiguities within the range
coverage of interest will be referred to as pulse doppler radars and will be the focus
of this chapter.

Applications. Pulse doppler is applied principally to radar systems requiring
the detection of moving targets in a severe clutter environment. Table 4.1 lists typi-
cal applications and requirements.*'? This chapter will deal principally with airborne
applications, although the basic principles can also be applied to the surface-based
case. Only monostatic radars will be considered.

PRFs. Pulsed radars that employ doppler are divided into three broad PRF cat-
egories: low, medium, and high. A low-PRF radar is one in which the ranges of interest
are unambiguous while the radial velocities (doppler frequencies) are usually highly
ambiguous. As discussed previously, this type of radar is called moving target indica-
tion (MTI). MTI radars are generally not categorized as pulse doppler radars, although
the principles of operation are similar.'?
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TABLE 4.1 Pulse-Doppler Applications and Requirements

Radar Application Requirements

Airborne or spaceborne surveillance Long detection range; accurate range data

Airborne interceptor or fire control ~ Medium detection range; accurate range, velocity, and

angle data
Ground-based surveillance Medium detection range; accurate range data

Battlefield surveillance
(slow-moving target detection)

Medium detection range; accurate range, velocity data

Missile seeker Short detection range; accurate velocity and angle rate data;

may not need true range information
Surface-based weapon control Short range; accurate range, velocity data
Meteorological Good velocity resolution

Missile warning Short detection range; very low false-alarm rate

The converse of a low-PRF radar is a high-PRF radar that can measure doppler
unambiguously over the span of radial velocities of interest, but is usually highly
ambiguous in range. A medium-PRF radar has both range and doppler ambigui-
ties.'*17 A blend of medium and high PRF, known as high-medium PRF (which will
be discussed later), is characterized as having only a single-ambiguity for the radial
velocities of interest. For this chapter, a pulse doppler radar is characterized as having
a PRF anywhere within the medium to high PRF regime that results in ambiguous
range measurements during a coherent processing interval.

A comparison of MTI and pulse doppler radars is shown in Table 4.2. Previously
undefined terms will be defined throughout the chapter. The table assumes an airborne
radar application designed to detect other aircraft. Such an application is commonly

referred to as air-to-air.

TABLE 4.2 Comparison of MTI and Pulse Doppler Radars for Air-to-Air

Advantages

Disadvantages

Low PRF

MTI

range unambiguous
doppler ambiguous

Medium PRF
Pulse Doppler
range ambiguous
doppler ambiguous

High PRF
Pulse Doppler

range ambiguous
doppler unambiguous

Can sort clutter from targets on basis
of range. Front-end sensitivity time
control (STC) suppresses sidelobe
detections at short ranges and reduces
dynamic range requirements.

Performance at all target aspects.
Good ground-moving target rejection.
Measures radial velocity. Less range
eclipsing than in high-PRF.

Allows thermal noise-limited
detection of targets with high radial
velocities. Single doppler blind
zone at zero velocity. Good ground-
moving target rejection. Measures
radial velocity.

Multiple blind speeds. Usually
does not measure radial target
velocity. Poor ground-moving
target rejection.

Sidelobe clutter can limit
performance. Ambiguity
resolution required. Low antenna
sidelobes necessary. Rejection
of sidelobe returns of discrete
ground targets needed.

Limited low radial velocity target
detection. Range eclipsing. Large
number of range ambiguities
preclude pulse delay ranging.
High stability requirements due
to range folding.
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TABLE 4.3 Typical Values for an X-band (10 GHz) Airborne Fire-Control Radar

Pulse Doppler Waveform PRF Transmit Duty Cycle
Medium PRF 10-40 kHz 5-10%
High-medium PRF 60-100 kHz 10-20%
High PRF 120-300 kHz 15-50%

Table 4.3 provides the span of PRFs and corresponding transmit duty cycles (ratio
of transmit pulse width to interpulse period) for the various pulse doppler waveforms
used in a X-band airborne fire-control radar. Keep in mind that the operating frequency
of the radar, along with its required range and radial velocity coverage, determines
whether a PRF is considered medium, high-medium, or high. Also, modern multi-
function radars are typically capable of utilizing waveforms from the various PRF
categories in order to carry out their diverse missions.

Pulse Doppler Spectrum. The transmitted spectrum of a pulse doppler radar con-
sists of discrete lines at the carrier frequency f;, and at sideband frequencies f; + ify,, where
fx 1s the PRF and i is an integer. The envelope of the spectrum is determined by the pulse
shape. For the rectangular pulses usually employed, a sin(x)/x spectrum is obtained.

Using a constant-velocity airborne radar, the received spectrum from a stationary
target has lines that are doppler-shifted proportionally to the radial velocity between the
radar platform and the target. The two-way doppler shift is given by f,= (2V/A)cos(¥),
where A is the radar wavelength, Vj is the radar platform speed, and ¥ is the angle
between the velocity vector and the line of sight to the target. (Note that the relative
radial velocity (range rate) to the stationary target is Vi, = —Vz c0s( ), which makes
the later equation for doppler shift consistent with the one presented at the beginning
of the chapter.) Illustrated in Figure 4.1 is the received pulsed spectrum with returns
from distributed clutter, such as the ground or weather, and from discrete targets, such
as aircraft, automobiles, tanks, etc.

Figure 4.2 shows the unfolded spectrum (i.e., no spectral foldover from adjacent
PREF lines) in the case of horizontal motion of the radar platform, with a speed V.
The clutter-free region is defined as that portion of the spectrum in which no ground
clutter can exist. (A clutter-free region usually does not exist with medium PRFs
due to doppler folding.) The sidelobe clutter region, 4V,/A in width, contains ground
clutter power from the sidelobes of the antenna, although this clutter power may be
below the noise level in part of the region. The main-beam clutter region, located at
fo + @Vi/Dcos(y,), contains the strong return from the main beam of the antenna

FIGURE 4.1 Clutter and target frequency spectrum from a horizontally moving platform
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FIGURE 4.2 Unfolded spectrum (with no clutter positioning)

striking the ground at a scan angle of ,, measured from the velocity vector. Rain and
chaff clutter may also be large when the main beam illuminates a rain or chaff cloud.
Motion due to winds may displace and/or spread the return in frequency.

Altitude-line clutter is due to the radar return from ground clutter at near normal
incidence directly below the radar platform, and is at zero doppler if there is no vertical
component of platform velocity. A discrete target return in the main beam is shown at
fr=fo+ QVi/Dcos(yy) + (2Vy/ Dcos(y;), where the target speed is V5, with an angle
v, between the target velocity vector and the radar target line of sight. The components
of the spectrum shown in Figure 4.2 will also vary with range, as discussed later. (Note
that the direction of Vcos( ;) is assumed to be the opposite of V,cos(y) resulting in
arelative range rate of V... = —Vrcos(y;) — Vecos(¥,), which is consistent with the
definition for doppler shift stated at the beginning of the chapter.)

Figure 4.3 illustrates the various clutter doppler frequency regions as a function
of the antenna main-beam azimuth and relative radar and target velocities, again
for an unfolded spectrum. The ordinate is the radial or line-of-sight component of
target velocity in units of radar platform velocity, so the main-beam clutter region
is at zero velocity and the sidelobe clutter region frequency boundaries vary sinu-
soidally with antenna azimuth. Thus, the figure shows the doppler regions in which
the target becomes clear of sidelobe clutter. For example, if the antenna main-beam
azimuth angle is at zero, any head-on target (V, cos(y;) > 0) is clear of sidelobe
clutter, whereas if the radar is in trail behind the target (¥, = 180° and ¥, = 0°), the
target’s radial velocity has to be greater than twice that of the radar to become clear
of sidelobe clutter.

The sidelobe clear and clutter regions can also be expressed in terms of the aspect
angle with respect to the target, as shown in Figure 4.4.'® Here, collision geometry
is assumed in which the radar and target aircraft fly straight-line paths toward an
intercept point; the look angle of the radar ¥ and the aspect angle of the target y; are
constant for a given set of radar and target speeds V, and V, respectively. The center of
the diagram is the target, and the angle to the radar on the circumference is the aspect
angle. The aspect angle and look angles satisfy the equation V, sin( ) = V; sin( ),
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NOTE: Width of altitude-line and main-beam clutter regions varies with conditions, azimuth is measured
from radar platform velocity vector to the antenna boresight or to the line of sight to the target;
horizontal-motion case.

FIGURE 4.3 Clutter and clutter-free regions as a function of target velocity and azimuth

which is defined as a collision course. The target aspect angle is zero for a head-on
condition and 180° for a tail chase. The aspect angle corresponding to the boundary
between the sidelobe clutter region and the sidelobe clear region is a function of the
relative radar-target velocity ratio and is shown in Figure 4.4 for four cases. Case 1 is
where the radar and target speeds are equal and the target can be seen clear of sidelobe
clutter in a head-on aspect out to 60° on either side of the target’s velocity vector.
Similarly, Cases 2 through 4 show conditions where the target’s speed is 0.8, 0.6, and
0.4 times the radar’s speed, in which case the target can be seen clear of sidelobe clut-
ter over a region of up to £78.5° relative to the target’s velocity vector. Again, these
conditions are for an assumed collision course. As is evident, the aspect angle of the
target clear of sidelobe clutter is always forward of the beam aspect.

Ambiguities and PRF Selection. Pulse doppler radars are ambiguous in range
and possibly doppler. As mentioned earlier, the unambiguous range R, is given by
¢/(2fy), where c is the speed of light and fj is the PRF.

If the airborne target radial velocity to be observed is between Vr .. enins fOI
opening targets (positive range rate) and —Vp .. o, fOr closing targets (negative
range rate), then the minimum value of PRF, f ..., which is unambiguous in velocity
(in both magnitude and sense, i.e., positive and negative), is

fR,min = 2(VT,max,closing + VT,max,opening + Vg )/}‘ (4 ] )

where V, is the upper limit for ground moving target rejection. V refers to the speed,
or the magnitude of the range rate.
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CASE |V1/Vg

O]
Vg - RADAR AIRCRAFT VELOCITY VECTOR ®
V1 - TARGET VELOCITY VECTOR ®

COLLISION COURSE

180°

TARGET

FIGURE 4.4 Sidelobe clutter-clear regions versus target aspect angle. Note the target is at the center of the
plot with the radar platform on the circumference.

However, some pulse doppler radars employ a PRF that is unambiguous in veloc-
ity magnitude only, i.e., fg nin = 2 [MaX(V7 10 closings V7maxopening) + Vel/ 4, and rely on
detections in multiple PRFs during the time on target to resolve the sign ambiguity in
doppler. These radars can be described as high-medium-PRF and can be considered
to be in the high-PRF category if the older definition of high PRF (no velocity ambi-
guity) is extended to allow one velocity ambiguity, that of doppler sense. The lower
PRF eases the measurement of true range while retaining the high-PRF advantage of
a single blind-speed region near zero doppler. High-medium PRF is becoming more
prevalent in modern airborne radars for air-to-air search.

The choice between high and medium PRF involves a number of considerations,
such as transmitter duty cycle limit, pulse compression availability, signal-processing
capability, measurement accuracy requirements, etc., but often depends on the
need for all-aspect target detectability. All-aspect coverage requires good perfor-
mance in tail chase, where the target doppler is in the sidelobe clutter region near
the altitude-line. In a high-PRF radar, the range foldover may leave little clear
region in the range dimension, thus degrading target detectability. By using a lower
or medium PREF, the clear region in range is increased at the expense of velocity
foldover for high-doppler targets that are in the clutter-free region in high PRF. As
an example, Figure 4.5 shows the clutter-plus-noise-to-noise ratio in range-doppler
coordinates for two different X-band waveforms at similar altitudes and aircraft
velocities. The range dimension represents the unambiguous range interval R, and
the frequency dimension represents the PRF interval, with the main-beam clutter,
altitude-line, and sidelobe clutter regions clearly discernible. In both waveforms,
the main-beam clutter return is positioned to DC through clutter positioning via an
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FIGURE 4.5 Clutter-plus-noise-to-noise ratio in range-doppler space

offset applied to the transmit frequency. The medium-PRF spectrum (PRF =24 kHz)
contains a range-doppler region in which the sidelobe clutter is below thermal noise
and in which good tail-aspect target detectability can be achieved. The 69 kHz high-
medium PRF waveform has a much more severe clutter folding, and tail aspect
targets would compete with sidelobe clutter at nearly all ranges, but the clutter-free
region is much larger.

Because the clutter is folded in both range and doppler with medium-PRF, a num-
ber of PRFs may be required to obtain a satisfactory probability of sufficient detections
to resolve the range and doppler ambiguities. The multiple PRFs move the relative
location of the clear regions so that all-aspect target coverage is achieved. Since the
sidelobe clutter generally covers the doppler region of interest, the ratio of the region
with sidelobe clutter below noise relative to the total range-doppler space is a function
of the radar altitude, speed, and antenna sidelobe level.

If a high-PRF waveform is used, the clear-range region disappears because the
sidelobe clutter folds in range into the unambiguous range interval (assuming the tar-
get doppler is such that it still competes with the sidelobe clutter). However, in those
doppler regions free of sidelobe clutter, as shown in Figure 4.3 and Figure 4.4, target
detectability is limited only by thermal noise, independent of radar altitude, speed,
and sidelobe level. This requires system stability sidebands to be well below noise for
the worst-case main-beam clutter. Thus, although medium PRF provides all-aspect
target coverage, the target is potentially competing with sidelobe clutter at all aspects,
whereas with high PREF, a target can become clear of sidelobe clutter at aspect angles
forward of the beam aspect.

For targets with sufficient radial velocity, high PRF is typically more efficient than
medium PRF. The transmit pulse width is usually limited by the transmitter’s ability to
preserve the pulse amplitude and phase characteristics over the duration of the transmit
pulse. For a fixed transmit pulse width and peak power, a waveform with a higher PRF
will have a higher transmit duty cycle resulting in a higher average transmit power. For
a given coherent processing time, more energy is placed on the target, which improves
detectability. For this reason, high PRF is used for long-range search of high-speed
closing targets.
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Range Gating. Range gating divides the time between transmit pulses into mul-
tiple cells or range gates. Range gating eliminates excess receiver noise and clutter
from competing with the signal and permits target tracking and range measurement.
The range gate is typically matched to the bandwidth of the transmit pulse. In a surveil-
lance radar, a number of receiver gates are used to detect targets that may appear at
any range within the interpulse period. Figure 4.6 illustrates the general case where the
gate spacing 7, the gate width 7, and the transmitted pulse 7 are all unequal. Selecting
7,= 7, maximizes target return signal-to-noise ratio and, as a result, range performance.
Selecting 7, > 7, creates overlapped range gates and reduces the range gate straddle
loss (Section 4.6) but can increase the possibility of range ghosts unless contiguous
detections from straddled target returns are “clumped” prior to the ambiguity resolu-
tion (Section 4.4). With range gating, the range measurement accuracy is on the order
of the range gate size (150 m/us), but this can be improved to a fraction of the gate
width by amplitude centroiding.

Timeline Definitions. Pulse doppler radar works on several different time
scales. Various organizations have their own nomenclature for time-based parameters.
Therefore, the timeline definitions used throughout this chapter are defined here.

Figure 4.7 illustrates the different time scales. Starting at the lowest level, a series
of coherent pulses are transmitted at a pulse repetition frequency (PRF). The time
between the pulses is the interpulse period (IPP), which is simply the inverse of the
PREF. The receive portion of the IPP is broken up into range gates. The transmit duty
cycle is the transmit pulse width divided by the IPP. The train of pulses is called the
coherent processing interval (CPI). The coherent processing forms a bank of doppler

TRANSMIT
TIME

BLANKED

ACTIVE RECEIVE 7 RECEIVER
TIME % RECOVERY TIME RECEIVE TIME

GATE 5

GATE 4

GATE 3

GATE 2

GATE 1

TRANSMIT

FIGURE 4.6 Example of range gates with 50% overlap equally spaced in the interpulse period.
7, represents the extra blanking time after the transmit pulse to allow for receiver/protector recovery.
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FIGURE 4.7 Pulse doppler dwell timeline

filters for each range gate resulting in a range-doppler map for a CPI, similar to that
shown in Figure 4.5.

Several CPIs with the same PRF, but possibly different transmit carrier frequen-
cies, can be noncoherently combined via postdetection integration (PDI). If frequency
modulation (FM) ranging is used, all the CPIs that are noncoherently integrated must
have the same FM slope. The grouping of CPIs is a look. Detections are determined
for the range-doppler cells in a look.

Multiple looks with different PRFs or frequency modulations are used to resolve
range and/or doppler ambiguities. This group of looks is a dwell. A dwell is associated
with a particular antenna line-of-sight or beam position. Target reports are generated
for each dwell.

A bar refers to a line of beam positions at a constant elevation. In search, a multi-
bar raster scans the beam over an assigned area or volume to create a frame. A frame
may have multiple bars. Typically, the antenna will visit every beam position once
during a search frame.

Basic Configuration. Figure 4.8 shows a representative configuration of a pulse
doppler radar utilizing digital signal processing under the control of a mission processor.
Included are the antenna, receiver/exciter, signal processor, and data processor. The
radar’s control processor receives inputs from the on-board systems, such as the iner-
tial navigation system (INS), and operator controls via the mission processor, and
performs as a master controller for the radar hardware.

Coherent processing requires that all frequency down-conversions, including the
final conversion to baseband, retain the coherent phase relationship between transmit-
ted and received pulses. All the local oscillators are phase referenced to the same master
oscillator, which is also used to produce the transmitted waveform. The in-phase (I)
and quadrature (Q) components at baseband represent the real and imaginary parts,
respectively, of a complex number whose complex argument in phasor notation is the
phase difference between the transmitted and received pulses. The complex modulus,
or magnitude, is proportional to the received echo strength.
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Master Oscillator.  The master oscillator provides a free-running, stable reference
sinusoid on which the system synchronization is based.

Synchronizer. The synchronizer distributes precisely timed strobes and clocks for
the various components of the radar system to ensure the time alignment of transmit
waveforms and the reception of their corresponding returns. These low-jitter timing
signals are used to enable and disable the transmit power amplifier to create the trans-
mit pulse train, blank the receiver during transmission, and form the range gates.

Reference Generator.  The reference generator outputs fixed frequency clocks and
local oscillators (LOs).

Synthesizer. The synthesizer generates the transmit carrier frequency and the
first local oscillator (LO,) frequency. Frequency agility is provided to the transmit
and LO, signals.

Clutter Offset Generator. The clutter offset generator shifts the transmit carrier
slightly, so that on receive the main-beam clutter is positioned at zero doppler fre-
quency, or DC (direct current) after basebanding. The same effect could be obtained
by shifting the receiver LO, frequency. With the clutter at DC, the spurious signals
caused by certain receiver nonlinearities, such as mixer intermodulation products and
video harmonics, also fall near DC and can be filtered out along with the main-beam
clutter.!” The frequency shift applied is a function of the antenna main-beam line-
of-sight relative to the platform’s velocity vector. This process is known as clutter
positioning.

Output Generator. The output generates the pulsed radio frequency (RF) transmit
signal, which is the transmit drive signal that is amplified by the power amplifier prior
to being fed to the transmit antenna.

Antenna. The antenna can be mechanically or electronically scanned. Modern
pulse doppler radars have migrated to the use of active electronically scanned arrays
(AESAs).?° AESAs contain transmit/receive (T/R) modules, each comprising a trans-
mit power amplifier and a receive low-noise amplifier (LNA) along with an attenuator
and phase shifter, at each antenna element.

If the same antenna is used for transmit and receive, a duplexer must be included.
This duplexer is usually a passive device, such as a circulator, which effectively
switches the antenna between the transmitter and receiver. Considerable power may
be coupled to the receiver since typically no more than 20 to 25 dB of isolation may
be expected from ferrite circulators.

Antennas may form various beams. The transmit beam can be formed with uniform
aperture illumination to maximize the amount of energy on target, whereas the receive
sum (X) beam is typically formed with a low-sidelobe taper to minimize the returns
from ground clutter. The X beam is used for target detection and, acting as a spatial filter,
is the first line of defense against clutter and interference in the sidelobe region. To
facilitate target tracking, angle measurements with accuracies finer than the antenna
beamwidth are usually required. A technique to obtain such angle measurements of
a target on a single pulse is called monopulse. Monopulse can be characterized as
amplitude or phase, with phase being preferable due to its advantage in angle accuracy
for a given signal-to-noise ratio. Phase monopulse uses a delta or difference beam,
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which is essentially formed by dividing the aperture into two halves and subtracting
the corresponding phase centers. Monopulse beams, delta-azimuth (A,,) and delta-
elevation (A, ), are formed to provide phase monopulse azimuth and elevation angle
measurements.?! Self-calibration routines controlled by the control processor ensure
that the phase and amplitude match of the receiver channels enables accurate mono-
pulse measurements. A guard beam with a near-omnidirectional pattern is formed for
sidelobe detection blanking as discussed in Section 4.2.

Receiver/Protector (R/P). The receiver/protector is a low-loss, fast-response,
high-power switch that prevents the transmitter output from the antenna’s duplexer
from damaging the sensitive receiver front end. Fast recovery is required to minimize
desensitization in the range gates following the transmitted pulse. R/Ps can be imple-
mented with a gas discharge tube, in which a gas is ionized by high-power RF. A diode
limiter can be used instead of or in conjunction with the gas discharge tube. The R/P
can be reflective or absorptive, but must have low insertion loss to minimize impact
on receive chain noise figure.

Clutter Automatic Gain Control (CAGC). The CAGC attenuator is used both for
suppressing transmitter leakage from the R/P into the receiver (so the receiver is not
driven into saturation, which could lengthen recovery time after the transmitter is
turned off) and for controlling the input signal levels into the receiver. The received
levels are kept below saturation levels, typically with a clutter AGC in search and a
target AGC in single-target track, to prevent spurious signals, which degrade perfor-
mance, from being generated.

Noise Automatic Gain Control (NAGC). The NAGC attenuator is used to set the
thermal noise level in the receiver to support the required dynamic range, as discussed
in Section 4.3. The attenuation is commanded based on measurements of the noise
during periodic calibration.

Digital Preprocessing. The advent of high-speed, high-dynamic range analog-
to-digital converters (A/Ds) allows IF-sampling and digital basebanding. The digital
IF-sampled output of the receiver is downconverted to baseband (DC) via a digital
product detector (DPD).?? Superior I/Q image rejection is an advantage of a DPD.

The I and Q signals are passed through the digital portion of the pulse matched
filter. The combination of the IF matched filter and the digital matched filter form the
receiver’s single-pulse matched filter.

Digital Signal Processing. Following digital preprocessing is a doppler fil-
ter bank for main-beam clutter rejection and coherent integration. RF interference
(RFI) that is pulsed and asynchronous to the radar timing can often be detected
prior to the coherent integration. Range-IPP cells where RFI is detected are then
“repaired” to prevent corruption of the output spectrum. The filter bank is usually
realized by using the fast Fourier transform (FFT); however, the discrete Fourier
transform (DFT) can be used when the number of filters is small. Appropriate
weighting is employed to reduce the filter sidelobes. The amount of weighting can
be chosen adaptively by sensing the peak signal levels (usually main-beam clutter)
and selecting the doppler weighting dynamically.

If pulse compression modulation is used on the transmit pulse to increase energy on
target, pulse compression can be performed digitally either before or after the doppler
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filter bank. The advantage of pulse compression after the filter bank is that the effects of
doppler on pulse compression can be largely removed by tailoring the pulse compres-
sion to the doppler offset of each doppler filter. However, this increases the total amount
of signal processing required.

The envelope at the output of the FFT is formed with a linear (y/1? + Q? ) or square-
law (1% + Q?) detector. Historically, linear detectors were used to manage dynamic
range in fixed-point processors. Square-law detectors are preferred for some modern
floating-point processors. Postdetection integration (PDI) may be used where each
range-gate—doppler-filter output is linearly summed over several CPIs. For each range-
doppler cell in the X channel, the PDI output is compared with a detection threshold
determined by a constant-false-alarm-rate (CFAR) process.?*~2° Cells with amplitudes
greater than the CFAR threshold are labeled as detections.

Similar processing is done in the A, and Ag; channels with exceptions, as shown in
Figure 4.8. For those range-doppler cells with declared detections, the imaginary part
of the A,,/Z and A, /X ratios are used for phase comparison monopulse to estimate the
azimuth and elevation angles, respectively, relative to the center of the £ main beam.
The angle estimates are computed for each coherent look and then averaged over the
number of CPIs noncoherently integrated via PDI.

The guard channel is processed similar to the X channel. The guard channel’s pur-
pose is to blank sidelobe detections, as described in Section 4.2.

Postprocessing.  Following the CFAR is detection editing, which contains the side-
lobe discrete rejection logic. Following detection editing, range and velocity ambi-
guity resolvers work over several looks within a dwell. The final detection outputs,
along with their corresponding unambiguous range, velocity, and angle measurements,
and their estimated accuracies, are passed to the mission processor for tracking and
operator display.

4.2 PULSE DOPPLER CLUTTER

General. Clutter returns from various scatterers have a strong influence on the design
of a pulse doppler radar as well as an effect on the probability of detection of point targets.
Clutter scatterers include terrain (both land and sea), weather (rain, snow, etc.), and chaff.
Since the antennas generally used in pulse doppler radars have a single, relatively high-
gain main beam, main-beam clutter may be the largest signal handled by the radar when
in a down-look condition. The narrow beam limits the frequency extent of this clutter
to a relatively small portion of the doppler spectrum. The remainder of the antenna pat-
tern consists of sidelobes, which result in sidelobe clutter. This clutter is generally much
smaller than the main-beam clutter but covers much more of the frequency domain. The
sidelobe clutter from the ground directly below the radar, the altitude-line, is frequently
large owing to a high reflection coefficient at steep grazing angles, the large geometric
area, and the short range. Range performance is degraded for targets in the sidelobe clutter
region wherever the clutter is near or above the receiver noise level. Multiple PRFs may
be used to move the target with respect to the sidelobe clutter in the range-doppler map,
thus avoiding completely blind ranges or blind frequencies due to high clutter levels. This
relative motion occurs due to the range and doppler foldover from range and/or doppler
ambiguities. If one PRF folds sidelobe clutter and a target to the same apparent range and
doppler, a sufficient change of PRF will separate them.
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Ground Clutter in a Stationary Radar. When the radar is fixed with respect
to the ground, both stationary main-beam and sidelobe clutter returns occur at zero-
doppler offset from the transmit carrier frequency. The sidelobe clutter is usually
small compared with main-beam clutter as long as some part of the main beam
strikes the ground. The clutter can be calculated as in a pulsed radar, then folded in
range as a function of the PRF.

Ground Clutter in a Moving Radar. When the radar is moving with a velocity
V. the clutter is spread over the frequency domain as illustrated in Figure 4.2 for the
special case of horizontal motion. The foldover in range and doppler is illustrated
in Figure 4.9 for a medium-PRF radar where the clutter is ambiguous in both range
and doppler. The radar platform is moving to the right at 1000 kt with a dive angle
of 10°. The narrow annuli (iso-range contours) define the ground area that contributes
to clutter in the selected range gate. The five narrow hyperbolic bands (iso-doppler
contours) define the area that contributes to clutter in the selected doppler filter.
The shaded intersections represent the area, or clutter patches, that contributes to
the range-gate—doppler-filter cell. Each clutter patch contributes clutter power as a
function of the antenna gain in the direction of the clutter patch and the reflectivity
of the clutter patch.

The main beam illuminates the elliptical area to the left of the ground track. Since
this area lies entirely within the filter area, the main-beam clutter falls within this filter,
and all other filters receive sidelobe clutter. Four range annuli are intersected by the
main-beam ellipse, so the main-beam clutter in this range gate is the vector sum of
the signals received from all four clutter patches. Owing to this high degree of range
foldover, all range gates will have approximately equal clutter.

FIGURE 4.9 Plan view of range-gate and doppler-filter areas. Radar altitude = 10,000 ft; velocity =
1000 kt to right; dive angle = 10°; radar wavelength = 3 cm; PRF = 15 kHz; range gate width = 6.67 [s;
range gate = 4; doppler filter at 2 kHz; bandwidth = 1 kHz; beamwidth = 5° (circular); main-beam azimuth =
20°; depression angle = 5°.
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If the main beam were scanned 360° in azimuth with the same radar platform
kinematics, the main-beam clutter would scan in doppler frequency so that it would
appear in the selected filter ten times (twice for each hyperbolic band). In between,
the filter would receive sidelobe clutter from all darkened intersections. With the use
of the proper clutter offset (which would vary as a function of main-beam azimuth)
on the transmit frequency, as described in Section 4.1, the doppler of the main-beam
clutter return will be zero or DC.

Clutter Return: General Equations. The clutter-to-noise ratio from a single
clutter patch with incremental area dA at a range R is

P,G,G,A*c%dA
C/N = & TR
/ (47m)*R*L KT.B, (4.2)
where P, = average transmit power
G, = transmit gain in patch direction
G, = receive gain in patch direction

A = operating wavelength

0 = clutter backscatter coefficient

L. = losses applicable to clutter

k = Boltzmann’s constant = 1.38054 x 1072 W/(Hz/K)
T, = system noise temperature, K

B, = doppler filter bandwidth

L refers to losses that apply to distributed surface clutter, as opposed to discrete,
resolvable targets. These losses will be discussed in Section 4.6.

The clutter-to-noise ratio from each radar resolution cell is the integral of Eq. 4.2
over the doppler and range extent of each of the ambiguous cell positions on the
ground.?’=! Under certain simplified conditions, the integration can be closed-form,*
but in general, numeric integration is required.

Main-beam Clutter. The net main-beam clutter-to-noise power in a single range
gate in the receiver can be approximated from Eq. 4.2 by substituting the range gate’s
intersected area (#SQ(Z)R 6,,) within the main beam on the ground for dA and sum-
ming over all ambiguities of that range gate that are within the main beam.*?

C _ Pavflzf’az(cr/Z)E G,;Gi0’ (4.3)

N (4m)’L kT,B, “ R*cos(xx)

The summation limits are the lower and upper edges in the elevation dimension of the
smaller of the transmit and receive beams

where 6,, = azimuth half-power beamwidth, radians
7 = compressed pulse width
o = grazing angle at clutter patch

The remaining terms are as defined following Eq. 4.2.
If the main beam is pointed below the horizon, the main-beam clutter spectral width
Af due to platform motion measured 6 dB down from the peak is approximately*

2 i3
Af = ZZR {03 cos(@y)sin(0,) + 22 COS(¢%) cos®) C”l;h(i“s)(;zi(%)} 4.4)
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radar ground speed
RF wavelength
6, = 3 dB one-way antenna azimuth beamwidth, radians

@, = main-beam depression angle relative to local horizontal, radians

6, = main-beam azimuth angle relative to the horizontal velocity, radians
7 = compressed pulse width

h = radar altitude

When the magnitude of the main-beam azimuth angle is greater than half of the azi-
muth beamwidth (| 6, > 6, /2), the main-beam clutter power spectral density can be
modeled with a gaussian shape with a standard deviation o, = 0.3Af.

Main-beam Clutter Filtering. In a pulse doppler radar utilizing digital signal
processing, main-beam clutter is rejected by either a combination of a delay-line clut-
ter canceler (MTI filter) followed by a doppler filter bank or by a filter bank with low
filter sidelobes, which are achieved via weighting.? In either case, the filters around
the main-beam clutter are blanked to minimize false alarms on main-beam clutter. This
blanked region in doppler is known as the main-beam clutter notch.

The choice between these options is a trade-off of quantization noise and com-
plexity versus the filter-weighting loss. If a canceler is used, filter weighting can be
relaxed over that with a filter bank alone, since the canceler reduces the dynamic-
range requirements into the doppler filter bank (if the main-beam clutter is the largest
signal). Without a canceler, heavier weighting is needed to reduce sidelobes to a level
so that the filter response to main-beam clutter is below the thermal-noise level. This
weighting increases the filter noise bandwidth and hence increases the loss in signal-
to-noise ratio.

Choosing the proper weighting is a compromise between rejecting main-beam
clutter and maximizing target signal-to-noise ratio. To dynamically make this com-
promise, the filter weighting can be adaptive to the main-beam clutter level by mea-
suring the peak return level (usually main-beam clutter) over the IPPs, and selecting
or computing the best weighting to apply across the CPI. Another technique that
is applicable to high-medium and high PRF is to generate a hybrid filter weight-
ing by convolving two weighting functions. The result is a filter with significantly
less weighting loss and low far-out sidelobes, but at a cost of relatively high near-
in sidelobes.

To evaluate the effect of main-beam clutter on target detection performance,
the clutter-to-noise ratio must be known for each filter where targets are to be
detected. A general measure that can be easily applied to specific clutter levels is
the improvement factor /. When using a doppler filter bank, as opposed to an MTI
filter, the improvement factor is defined for each doppler filter as the ratio of the
signal-to-clutter power at the output of the doppler filter to the signal-to-clutter
power at the input.*® The signal is assumed to be at the center of the doppler filter.
Incorporating the effect of filter weighting, the improvement factor for a doppler

filter is given by?’
N-1 P
{2 An}

I(K) — n=0 (45)

N-1N-1

3 Y A, exp {—2 [m(n - m)O'CTT}cos[ZﬂK(n —m)/N]

n=0 m=0
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where A; = IPP weight, 0 <i<N-1
N = number of IPPs in CPI
o, = standard deviation of clutter spectrum
K = filter number (K = 0 is the DC filter)
T = interpulse period

Clutter-transient Suppression. When (1) the PRF is changed for multiple-
PRF ranging, (2) the slope is changed in linear FM ranging, or (3) the RF carrier is
changed, the transient change in the clutter return may cause degradation unless it is
properly handled.?® Since the clutter is usually ambiguous in range in a pulse doppler
radar, the clutter power increases at each interpulse period (IPP) as clutter return is
received from the farther ambiguities, until the horizon is reached. This phenomenon
is called space charging. Note that although an increasing number of clutter returns
are received during the charging period, the vector sum may actually decrease owing
to the random phase relations of the returns from different patches.

If a clutter canceler (MTI filter) is used, the output cannot begin to settle to its
steady-state value until space charging is complete. Some settling time must be
allowed before signals are passed to the filter bank. Therefore, the coherent integra-
tion time available during each CPI is reduced from the total CPI time by the sum of
the space charge time and the transient settling time. The canceler settling time can
be eliminated by precharging the canceler with the steady-state input value.* This is
done by changing the canceler gains so that all delay lines achieve their steady-state
values on the first IPP of data.

If no canceler is used, signals can be passed to the filter bank after the space charge
is complete, so that the coherent integration time is the total CPI time minus the space
charge time.

Altitude-line Clutter Blanking. The reflection from the earth directly beneath
an airborne pulse radar is called altitude-line clutter. Because of specular reflec-
tion over smooth terrain, the large geometric area, and relatively short range, this
signal can be large. It lies within the sidelobe clutter region of the pulse doppler
spectrum.

Because it can be much larger than diffuse sidelobe clutter and usually has a
relatively narrow spectral width, altitude-line clutter is often removed either by a
special CFAR that prevents detection of the altitude-line, or by a tracker-blanker
that removes these reports from the final output. In the case of the tracker-blanker,
a closed-loop tracker is used to position range and velocity gates around the altitude
return and blank the affected range-doppler region. Note that at very low altitudes,
the angles that subtend the first range gate on the ground can be quite big, and the
spectral width widens.

Sidelobe Clutter. The entire clutter spectrum can be calculated for each range
gate by Eq. 4.2 if the antenna pattern is known in the lower hemisphere. In preliminary
system design, the exact gain function may not be known, so one useful approximation
is that the sidelobe radiation is isotropic with a constant gain of Gg; .

Sidelobe Discretes. An inherent characteristic of airborne pulse doppler radars
is that echoes from large, resolvable objects on the ground (discretes), such as build-
ings, may be received through the antenna sidelobes and appear as though they were
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smaller moving targets in the main beam. This is a particularly severe problem in
a medium-PRF radar, where all-aspect target performance is usually desired, since
these returns compete with targets of interest. In a high-PRF radar, there is little if any
range region clear of sidelobe clutter, such that the sidelobe clutter portion of the dop-
pler spectrum is often not processed (since target detectability is severely degraded in
this region). Further, in a high-PRF radar, especially at higher altitudes, the relative
amplitudes of the distributed sidelobe clutter and the discrete returns are such that the
discretes are not visible in the sidelobe clutter.

The apparent radar cross section (RCS), Opp> of a sidelobe discrete with an RCS
of ais 0,,, = 0 Gy ?, where G, is the sidelobe gain relative to the main beam. The
larger-size discretes appear with a lower density than the smaller ones, and a model
commonly assumed at the higher radar frequencies is shown in Table 4.4. Thus, as a
practical matter, 10° m? discretes are rarely present, 10° m? are sometimes present, and
10* m? are often present.

Two mechanizations for detecting and eliminating false reports from sidelobe dis-
cretes are the guard channel and postdetection sensitivity time control (STC). These
are discussed in the paragraphs that follow.

Guard Channel. The guard channel mechanization compares the outputs of
two parallel receiving channels, one connected to the main antenna and the sec-
ond to a guard antenna (the £ and Guard channel in Figure 4.8, respectively), to
determine whether a received signal is in the main beam or the sidelobes.*** The
guard channel uses a broad-beam antenna that (ideally) has a pattern above the
main-antenna sidelobes. The returns from both channels are compared for each
range-doppler cell that had a detection in the main channel. For these range-doppler
cells, when the guard channel return is greater than that of the main channel, the
detection is rejected (blanked). If the main channel return is higher, the detection
is passed on.

A block diagram of a guard channel mechanization is shown in Figure 4.10. After
the CFAR (which ideally would be identical in both channels), there are three thresh-
olds: the main channel, guard channel, and main-to-guard-ratio thresholds. The detec-
tion logic of these thresholds is also shown in Figure 4.10.

The blanking that occurs because of the main/guard comparison affects the
detectability in the main channel, the extent of which is a function of the thresh-
old settings. The threshold settings are a tradeoff between false alarms due to
sidelobe returns and detectability loss in the main channel. An example is shown
in Figure 4.11 for a nonfluctuating target, where the ordinate is the probability
of detection in the final output of the sidelobe blanker and the abscissa is the
signal-to-noise ratio (SNR) in the main channel. The quantity B? is the ratio of
the guard channel SNR to the main channel SNR and is illustrated in Figure 4.12.

TABLE 4.4 Discrete Clutter Model

Radar Cross Section (m?) Density (per square mile)
10° 0.01
10 0.1

10* 1
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FIGURE 4.11 Probability of detection versus signal-to-noise ratio with a guard channel

FIGURE 4.12 Main and guard antenna patterns
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B? is small for a target in the main beam and large, 0 dB or so, for a target at the
sidelobe peaks. In the example shown, there is a 0.5 dB detectability loss due to
the guard blanking for targets in the main beam.

Ideally, the guard antenna gain pattern exceeds that of the main antenna at all angles
in space (except for the main beam) to minimize detections through the sidelobes. If
not, however, as illustrated in Figure 4.11 and Figure 4.12, returns through the sidelobe
peaks of the main pattern above the guard pattern have a significant probability of
detection in the main channel and would represent false detections.

Postdetection STC. In the ambiguity resolution, as the output returns are
range-correlated, they are subjected to postdetection STC, or RCS thresholding,
applied inside the range correlation process. Target returns that range correlate
inside the STC range, but fall below the STC threshold, are likely sidelobe discretes
and are blanked or removed from the correlation process (and kept from ghosting
with other targets).

The basic logic is shown in Figure 4.13.% Basically, the CFAR output data is
correlated (resolved) in range three times. Each correlator calculates unambiguous
range using M out of the N sets of detection data (e.g., three detections required
out of eight PRFs). No doppler correlation is used since the doppler is ambiguous.
The results of the first two correlations are used to blank all outputs that are likely
to be sidelobe discretes from the final range correlator. Here, three range correla-
tors are used in which the first, the A correlator, resolves the range ambiguities
within some nominal range, say, 10 nm, beyond which sidelobe discretes are not
likely to be detected. A second correlator, the B correlator, resolves the range
ambiguities out to the same range, but before a target can enter the B correlator,
its amplitude is thresholded by a range-varying threshold (the STC threshold).
A range gate by range gate comparison is made of the correlations in the A and B
correlators, and if a range gate correlates in A and not in B, that gate is blanked
out of the third correlator, the C correlator. The C correlator resolves the range
ambiguities within the maximum range of interest. An alternative mechanization
is to replace the range-varying STC with an equivalent RCS threshold inside the
range correlation process. The RCS is computed for each possible unfolded range
(starting from the shortest range) and compared to the RCS threshold. Detections
that range correlate, but are below the RCS threshold, are prevented from cor-
relating with other detects (and all of their unfolded ranges are also prevented
from correlating).

The principle behind the postdetection STC approach is illustrated in Figure 4.14,
where the return of a target in the main beam and a large discrete target in the side-
lobes is plotted versus unambiguous range (that is, after the range ambiguities have
been resolved). Also shown are the normal CFAR threshold and the STC threshold
versus range. A discrete return in the sidelobes is below the STC threshold, and a
return in the main beam is above the threshold, such that the sidelobe discrete can be
recognized and blanked without blanking the target in the main beam. The STC onset
range represents the range at which a large discrete target in the sidelobes exceeds the
CFAR threshold.
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Amplitude (dB)

Unambiguous Range (log scale)
FIGURE 4.14 Postdetection STC levels

4.3 DYNAMIC-RANGE AND STABILITY
REQUIREMENTS

Doppler processing separates moving targets from clutter and allows them to be
detected while only competing against thermal noise, assuming that the targets have
sufficient radial velocity (> 2V,/4) and the PRF is high enough for an unambiguous
clutter spectrum. Coherence, the consistency of phase of a signal’s carrier frequency
from one pulse to the next, is crucial for doppler processing. Without careful system
design, amplitude and phase instabilities during the coherent integration time will
broaden the main-beam clutter spectrum and raise the noise floor that clutter-free tar-
gets must compete with for detection. Nonlinearities in the system can also cause
discrete spurious spectral signals that can be mistaken as targets. The instantaneous
dynamic range of the system governs the system linearity and hence sensitivity in a
strong clutter environment. The driving factor upon stability requirements is when the
main-beam clutter level is at the saturation point of the receiver.

Dynamic Range. Dynamic range, as discussed here, can be referred to as instan-
taneous dynamic range and is the linear region above thermal noise over which the
receiver and signal processor operate before any saturation (clipping) or gain limiting
occurs. If saturations occur, spurious signals that degrade performance may be gener-
ated. For example, if main-beam clutter saturates, spurious frequencies can appear
in the doppler passband normally clear of main-beam clutter, and this may generate
false-target reports. An automatic gain control (AGC) function is often employed to
prevent saturations on either main-beam clutter in search or the target in Single-Target
Track mode. However, the use of AGC degrades the system’s sensitivity, so large
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instantaneous dynamic range is preferable. If saturations occur in a range gate during
an integration period, an option in a multiple-range gated system is simply to blank
detection reports from that gate. When a MTI filter is not used, the doppler filter bank
for each range gate can be examined to determine if there are any detections due
to spurious signals from large clutter, with subsequent editing of these detections if
the measured clutter-to-noise ratio exceeds the dynamic range. Similar logic can be
applied to saturated range gates to determine if the largest signal in the filter bank is
in the passband or represents saturated clutter returns. Saturated returns with the peak
signal in the doppler passband can represent valid targets at short ranges and need not
be subjected to the sidelobe blanking logic.

The most stressing dynamic-range requirement is due to main-beam clutter when
searching for a small, low-flying targets. Here, full sensitivity must be maintained in
the presence of the clutter to maximize the probability of detecting the target.

The dynamic-range requirement of a pulse doppler radar, as determined by main-
beam clutter, is a function not only of the basic radar parameters such as power, antenna
gain, etc., but of radar altitude above the terrain and the radar cross section (RCS) of
low-flying targets. As an example, Figure 4.15 shows the maximum clutter-to-noise
ratio (C/N,,,,) that appears in the ambiguous-range interval, i.e., after range folding, for
a medium-PRF radar as a function of radar altitude and the range of the intersection of
the peak of the main-beam with the ground. Note that the clutter-to-noise ratio is a rms
power ratio measured at the A/D converter. A peak power ratio would be 3 dB higher.

FIGURE 4.15 Dynamic-range example
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The amplitude of clutter returns fluctuate over time and are modeled as a stochastic
process. The clutter-to-noise ratio represents the mean value of this process over time.
Figure 4.15 assumes a pencil-beam antenna pattern and a constant-gamma model for
clutter reflectivity.*® The antenna beam is pointed at the ground corresponding to the
range of the target. At longer ranges (small look-down angles), clutter decreases with
increasing radar altitude since range folding is less severe owing to less of the main
beam intersecting the ground. At shorter ranges, clutter increases with radar altitude
since the clutter patch size on the ground increases. While Figure 4.15 is for a medium-
PREF radar, similar curves result for a high-PRF radar.

Also shown in Figure 4.15 is the single-scan probability of detection P, versus
range for a given RCS target in a receiver with unlimited dynamic range. If it is
desired to have the low-flying target reach at least, say, an 80% P, before any gain
limiting (i.e., the use of AGC) occurs, the dynamic-range requirement is driven by the
main-beam clutter levels C/N,,,, of 53 dB at 1000 ft, 44 dB at 5000 ft, and 41 dB at
15,000 ft for this example. The higher the desired probability of detection or the lower
the radar altitude, the more dynamic range is required. Further, if the specified target
RCS is reduced, the dynamic-range requirement for the same desired P, increases as
the P -versus-range curve in Figure 4.15 shifts to the left.

In a pulse doppler radar using digital signal processing, the A/D converters are
usually selected to have a dynamic range that meets or exceeds the usable dynamic
range set by the maximum clutter-to-noise ratio (C/N,,,,) and the system stability. The
peak dynamic range, defined as the maximum peak sinusoidal signal level relative to
the rms thermal-noise level that can be processed linearly, is related to the number of
amplitude bits in the A/D converter by

Napamp _
[SI"T“} = 2010g,0[ﬁj (4.6)
dB quanta
where [S,,/Nl;s = maximum input peak sinusoidal level relative to rms noise, dB
Napamp = number of amplitude bits (not including sign bit) in the A/D
converter
[noise] gy, = rms thermal-noise voltage level at the A/D converter, quanta

The rms thermal-noise voltage level at the A/D converter is given in terms of quanta.
A single quanta refers to a unit quantization level of the A/D converter.

From the relationship described above and assuming the A/D converter limits the
dynamic range, the A/D converter size can now be determined. Additional margin to
allow for main-beam clutter fluctuations above the mean value also needs to be con-
sidered. Since main-beam clutter time fluctuation statistics are highly dependent on
the type of clutter being observed, such as sea clutter or clutter from an urban area, and
are generally unknown, a value of 10 to 12 dB above the rms value is often assumed
for the maximum peak level (this also includes the 3 dB difference between the rms
and peak values of a sinusoidal signal). Thus, the required number of amplitude bits in
the A/D converter as determined by the main-beam clutter is

[(C/N) e lgs + [fuct_marginly, +20 log,,[[noisel, |

4.7
3 4.7

N spamp 2 CEIL



PULSE DOPPLER RADAR 4.27

where CEIL(x) is the smallest integer > x. The instantaneous dynamic range supported
by an A/D converter improves about 6 dB per bit.*’

For the example cited in Figure 4.15, where the maximum C/N is 53 dB at a 1000-ft
radar altitude and with a fluctuation margin of 10 dB and thermal noise at 1.414 quanta
(3 dB), the A/D converter requires at least 11 amplitude bits plus a sign bit for a total
of 12 bits to achieve the peak A/D dynamic range of 63 dB. The upper portion of
Figure 4.16 illustrates this case. The lower portion of Figure 4.16 will be used in the
stability discussion to follow.

Stability. To achieve the theoretical clutter rejection and target detection and
tracking performance of a pulse doppler system, the reference frequencies, timing sig-
nals, and signal processing circuitry must be extremely stable.*-2 In most cases, the
major concern is with short-term rather than long-term stability. Long-term stability
mainly affects velocity or range accuracy or spurious signals (due to PRF harmonics)
but is relatively easy to make adequate. Short-term stability refers to variations within
the round-trip radar echo time or during the signal coherent integration time. The most
severe stability requirements relate to the generation of spurious modulation sidebands
on the main-beam clutter, which raise the system noise floor or can appear as targets at
the detectors. Thus, the maximum ratio of main-beam clutter to system noise measured
at the receiver output (C/N), including the fluctuation margin as discussed above, is the
predominant parameter that determines stability requirements.

Target returns compete with clutter returns and noise for detection. Suppose desired
targets have sufficient radial speed so that they lie in the clutter-free region of doppler
frequency when a pulse doppler waveform is used. These targets now have to compete
only with system noise. This noise can be both additive and multiplicative. Additive
noise tends to mask multiplicative noise in low-performance radars.

Additive noise sources can be external to the radar, such as atmospheric noise
(sky temperature), ground noise (black body radiation), and jammers, or they can be
internal, such as thermal noise. Thermal noise is also known as Johnson noise and

66 dBg 7~ 3 dBc Maximum Peak Sinsusoidal Level (A/D Sat)
63 dBq + 0 dBc Maximum RMS Sinsusoidal Level (A/D Sat) |10 dB Clutter
Fluctuation
63 dB Headroom
Peak 56 dBq +
AID 1
Dynamic
Range 53 dB Mean C/NMAX
3dBg +-60dBc —F--------———--—fg———-— RMS Thermal Noise at A/D
0dBq T _56dBe - Gated Phase __I_Al_c_jl?_l\/_la_rgln“ Integrated Discrete
Noise Power Level at CFAR
Total
Integration
Gain

_ Discrete Level
Requirement

FIGURE 4.16 Dynamic range and stability levels
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gaussian noise, the latter term arising from the gaussian statistics of its voltage prob-
ability density function. Thermal noise is always present in the radar receiver and is
the ultimate limit on radar sensitivity. The absolute level of additive noise sources is
determined by the source and its relation to the radar. Proper system design can reduce
thermal noise to a level where multiplicative noise can become significant in limiting
the radar sensitivity.

Multiplicative noise is characterized by either a time-varying amplitude (ampli-
tude modulation, AM) or a time-varying phase (phase modulation, PM, or frequency
modulation, FM). The absolute level depends on the strength of the signal (carrier)
on which the noise source is riding. Multiplicative noise sources are frequency insta-
bilities, power supply ripple and noise, 1/f noise, timing jitter, and unwanted mixer
products (discretes or spurs). Multiplicative noise modulates radar returns by varying
their amplitude or phase and is present on all radar returns being most apparent on
large returns such as main-beam clutter. The result in the spectral domain is spurious
modulation sidebands. Random multiplicative noise broadens the spectrum of the car-
rier frequency. Discrete multiplicative noise sources generate discrete spectral lines
that can cause false alarms.

System stability is characterized by the overall two-way (transmit and receive)
composite system frequency response, which is the return of a nonfluctuating target
as a function of doppler frequency. System frequency response should be defined by
the doppler passband.>® The focus of this section will be the stability requirements for
doppler frequencies separated enough from the carrier to be outside the ground mov-
ing target notch. The concern in this region is white phase noise, which determines the
phase noise floor. Low frequency (i.e., closer to the carrier) stability is more applicable
to air-to-ground pulse doppler modes such as GMTI and SAR.

The location of an instability source within the system will determine whether it is
imparted upon a return signal via the transmit path, receive path, or both. Instabilities
either on transmit or receive are called independent. Those imposed on both transmit
and receive are common.

Amplitude instabilities caused by AM tend to be considered independent since
the LOs drive the mixers in the receiver into compression. Also, transmitters work
most efficiently when driven into compression (i.e., where the power amplifier is satu-
rated and provides a constant output power level regardless of small deviations on the
input). Instabilities due to PM (of which FM is a special case) tend to dominate those
due to AM. As such, the focus will be on phase disturbances: random phase noise and
discrete sinusoidal signals (spurious signals).

Random Phase Noise. Random phase noise riding on a large signal can mask
weak target returns. The object is to specify system phase noise so that it is well below
the thermal noise when a large signal at the A/D saturation level is present in the
receiver. (A signal at A/D saturation is the largest signal that can be linearly processed
by the radar receiver.) Then the radar sensitivity is limited by thermal noise (always
present) plus a small increase in the total noise level caused by the phase noise.

The phase noise of oscillators and other components is typically specified as the
multiplicative noise that rides on a continuous waveform, or CW phase noise. In pulse
doppler radar, transmit gating interrupts the continuous waveform to produce a pulsed
waveform. Gated phase noise is the result of gating CW phase noise. The spectrum of
a pulsed (gated) signal is different from CW. The resulting noise, the gated noise, can
be much different from the CW noise, especially for low duty cycle waveforms and
noise close to the carrier. It is preferable to make noise measurements on equipment
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under the same gating conditions that will be used in the radar system. Some devices,
such as high power transmitters, cannot operate continuously and only gated noise
measurements are possible. The gated phase noise spectrum is the summation of the
CW phase noise spectrum replicas centered at frequencies +nfy,, where f; is the PRF
and n is an integer. The total gated phase noise in the PRF bandwidth f,, equals the total
CW phase noise in the transmit pulse bandwidth. In terms of stability requirements, the
system requirements are derived using gated phase noise, which in turn is converted to
a CW value for specifying components such as oscillators. The CW phase noise floor
is smaller by a factor of the ratio of the PRF to the transmit bandwidth when the CW
phase noise is assumed to be white.

Sensitivity loss due to phase noise is quantified by the increase in the system noise
floor in the “clutter-free” doppler filters due to the phase noise sidebands on a large
signal such as main-beam clutter. Sensitivity loss is the amount by which the total
noise (thermal plus phase) exceeds the thermal noise level, as shown in Eq. 4.8. A
gated phase noise to thermal noise ratio of —4 dB results in an approximately 1.5 dB
sensitivity loss. This assumes a worst-case scenario with the main-beam clutter return
at the A/D saturation level. CAGC, discussed in Section 4.1, is typically used to regu-
late the mean clutter to a level below A/D saturation (typically by the amount of the
expected clutter fluctuation level). With CAGC, sensitivity loss will be less than or
equal to the calculated worst-case value.

Gated Phase Noise Power Density
Thermal Noise Power Density

[Sensitivity Loss],; = 10log,, (1 + j (4.8)

Table 4.5 contains a calculation of the phase noise floor requirements for an
180 kHz PRF waveform. Clutter levels that require a 12-bit (sign plus 11 amplitude
bits) A/D converter are assumed, as shown in Figure 4.16. The transmit pulse duration
is 1.75 ps, resulting in a transmit pulse bandwidth of approximately 0.5 MHz since
no pulse compression is used. The rms thermal-noise power is the thermal-noise floor
within the receive portion of IPP. This power level is given in decibels with respect
to the carrier amplitude (dBc). The thermal-noise density is obtained by dividing this
power by the PRF bandwidth. The maximum gated phase noise floor is set to be 4 dB
below the thermal noise floor for at most a 1.5 dB sensitivity loss. The CW phase noise
floor is then obtained by multiplying by the PRF to transmit bandwidth ratio.

TABLE 4.5 CW Phase Noise Density Floor Calculation

Parameter Value [dB]  Units Comment

Thermal Noise Power at A/D —60.0 dBc 12-bit A/D (sign+11 bits) thermal
noise set at 1.414 quanta

1/PRF Bandwidth -52.6 dB/Hz 180 kHz PRF waveform

Thermal Noise Density Floor at A/D -112.6 dBc/Hz

Phase Noise to Thermal Noise Ratio —4.0 dB Margin for at most 1.5 dB
sensitivity loss

Gated Phase Noise Density Floor -116.6 dBc/Hz

PRF-to-Transmit Bandwidth Ratio -5.0 dB 0.5 MHz transmit pulse bandwidth

1.75 s pulse width w/ no PC

CW Phase Noise Density Floor -121.6 dBc/Hz
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TABLE 4.6 Notional Subsystem Phase Noise Allocation

Allocation . .
Adjustment for

Subsystem Percentage dB Common Source [dB]  Requirement [dBc/Hz]
Transmitter 20.0% -7.0 0.0 -128.6
Exciter AM 12.5% -9.0 0.0 —-130.6

PM 37.5% —4.3 -3.0 -128.9
Reciver 20.0% -7.0 0.0 -128.6
Synchronizer 10.0% -10.0 -3.0 —-134.6
System 100.0 % -121.6

The system-level CW phase noise floor requirement (—121.6 dBc/Hz) is allocated
to the contributing hardware units. The percentages are based on experience and nego-
tiations with the subsystem designers. A possible allocation is provided in Table 4.6.

Discretes. Some sources of discrete sidebands are ripple on power supplies and
the pickup of digital clocks. It is desirable to keep the integrated discrete sidebands
below noise at the CFAR input to prevent detecting these discretes and producing false
alarms. All coherent and postdetection integration must be accounted for when we
specify discrete phase noise requirements.

Common discretes are affected by the time-delay between the portion imparted
on the transmit and that on receive. The time-delay changes the correlation between
the phase of the spurious modulating frequency from the transmit path with the phase
from the receive path.>* This can relieve the common discrete level requirement for
low-PRF (or MTI) waveforms that are range unambiguous. However, for highly range
ambiguous medium-PRF and high-PRF waveforms, the assumption is made that the
noise common to transmit and receive adds noncoherently in the downconversion
process. As a result, the common discrete power increases by 3 dB.

Table 4.7 provides the calculation for the system requirements for independent
and common discrete levels. As in Table 4.5, a maximum clutter level requiring a
12-bit A/D is assumed and the rms thermal-noise level at the A/D converter is set
to 1.414 quanta. To form the doppler filters, 2048 pulses are coherently integrated.

TABLE 4.7 Discrete Level Requirement Calculation

Parameter Value [dB] Units Comment
Thermal Noise Power at A/D —60.0 dBc 12-bit A/D (sign+11 bits) thermal noise
set at 1.414 quanta
Number of Pulses 33.1 dB 2048 IPPs integrated per CPI

Coherently Integrated

Total . —_ -
Tntegration Dopper Filter Weighting ~ —2.66 dB 90 dB Dolph-Chebyshev weighting loss
Gain Number of CPIs 3.82 dB  PDI of 3 CPIs per Look 10 loglo(diiO'g)
Noncoherently
Integrated
Thermal Noise Power at CFAR -94.3 dBc Effective noise level after integration
Discrete to Thermal Noise Margin -4.0 dB  Provides low P, due to discretes
Independent Discrete Requirement  —98.3 dBc

Common Discrete Requirement -101.3 dBc 3 dB less than Independent Discrete
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To reduce doppler filter sidelobes, a 90 dB Dolph-Chebyshev weighting is applied,
which reduces the coherent integration SNR gain by about 2.66 dB. For detection,
three CPIs are integrated noncoherently via PDI for an approximate integration gain
indB of 101og,o(Npp;*®), or 3.82 dB. This results in a thermal-noise level of —94.3 dBc
at the detector. A discrete to thermal-noise margin of —4 dB is used to provide a low
Py, due to discretes. The common discrete requirement is made 3 dB more stringent
relative to the independent requirement as discussed above.

4.4 RANGE AND DOPPLER AMBIGUITY RESOLUTON

Medium and high-medium PRF waveforms usually use multiple discrete PRF ranging
to resolve range ambiguities, while linear FM ranging is commonly employed when
high-PRF waveforms are used.

Multiple Discrete PRF Ranging. The techniques for calculating true range
from several ambiguous measurements generally involve sequential measurement of
the ambiguous range in each PRF, followed by an unfolding and correlation process.
The unfolding creates a vector of possible ranges for each valid detection by adding a
set of integers [0 ... K] times the unambiguous range interval:

+-510...K] (4.9)

R =R .
unfold ambiguous
s 2 fr

where the unambiguous range interval = ¢/(2f;), with ¢ = speed of light and f; = PRF.
The set of integers [0...K] are referred to as the range ambiguity numbers, with K deter-
mined by the maximum range of interest (K = CEIL[2R . fz/c]). Range correlation
occurs when the unfolded detections are scanned and a correlation window is applied
across looks, as shown in Figure 4.17. In this example, the correlated target range
has an ambiguity number of 4 (5th time around echo) on PRF 1, and an ambiguity

|:| = Transmit and receive blank time D1, D2, D3 = Ambiguous range measurements for looks 1, 2, 3

Unambiguous Range

Interval Unfolded ranges
™ 0 . 0. #BL 0.
[ b0 IR IR b e
D1 | ’
I :
O i N | L O
D2 ’
[ | L Ll L L | Ll s
D3 )

Range correlation: M of N = 3 (of 3)
FIGURE 4.17 Range correlation example with 3 PRFs
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number of 3 on PRFs 2 and 3. The IPP lengths (often expressed in range gates per IPP)
are usually kept relatively prime (no common factors except the number 1) to permit
unambiguous ranging at the maximum possible range.

The logic for correlation requires at least M detections across the N PRFs in a
dwell to declare a target report (with M typically = 3 for medium- and high-medium
PRF waveforms). Range ghosts occur if the correlated range does not represent the
true target range and typically occur when there is more than one detection per look.
Range ghosts can also occur if a target detection on a single look correlated with other
dissimilar target(s), or if multiple range correlations occurred on a set of detections
corresponding to a single unique target (i.e., multiple unfolded ranges fell within the
correlation window).

One method for efficiently scanning and correlating the unfolded detections
involves coarse binning, as shown in Figure 4.18. Here, ambiguous detections are
first amplitude centroided and then unfolded, as discussed previously, but with the
results stored in an array whose elements are the coarse bins. These bins have a size
less than or equal to the shortest IPP, and correlation involves scanning identical bins
across all of the PRFs in the dwell and applying a correlation window. In the example
shown in Figure 4.18, the bins are set to nine range gates (shortest IPP length), and the
fifth coarse bin contains detections across the three PRFs that fall within the correla-
tion window of 0.3 range gates. Blank, or empty, bins occur when the unfolded range
falls outside a particular coarse bin interval. Key advantages to this approach are the
ability to change the range correlation window dynamically and perform motion com-
pensation easily for the range change across the dwell due to radar platform motion
and/or the target’s motion (if the unambiguous doppler has been resolved prior to this
process). Additionally, the range gate sizes do not need to stay the same across the
set of PRFs used in the dwell; in this case, the ambiguous range gate measurements
on each look are first converted to common distance units (e.g., meters) prior to the
unfolding and scanning/correlation processes.

PRF 1 = 9 RG/IPP PRF 2 = 10 RG/IPP PRF 3 = 11 RG/IPP
D1 D2 D3
Coarse bin size is set by
31 8.9 6.2 }the shortest IPP = 9 RG
9 9 9
121 17.2
18 18 18
Blank bins occur when unfolded
211 18.9 . ’
range falls outside of bin edges
27 27 27
30.1 28.9 28.2
36 36 36 Correlati ind
_____ B R R LR il -t s LR E T ) - . Correlation window
Rt KN A X a2 I 3972 +0.3 Range Gates
45 45 45
48.1 48.9 50.2
54 54 54
Unfolded ranges Unfolded ranges Unfolded ranges

(Ambiguous RG = 3.1) (Ambiguous RG = 8.9) (Ambiguous RG = 6.2)

FIGURE 4.18 Range correlation using coarse binning on unfolded, centroided ambiguous detections. In
this example, range gate size is the same for all three PRFs.
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Additional criteria can be used to reject range ghosts, such as selecting the corre-
lated range with the highest M-of-N value, selecting the detections based on the mini-
mum variance across the M detections, or using maximum likelihood techniques.>
The computed radar cross section (RCS) of correlations can also be used in the
correlation process to reject sidelobe discrete detections as described in Section 4.2
(postdetection STC).

The ghosting problem can be mitigated further by a combination of doppler and/or
monopulse binning. Resolving the doppler ambiguities first (prior to range correla-
tion) will reduce the set of detections to those within the doppler correlation window.
For cases where this is not feasible (generally the lower medium PRFs), utilizing both
range and doppler correlation will reduce ghosts. Using monopulse measurements to
segregate and bin targets that are distinguishable in angle can also reduce ghosting
when there are a significant number of detections in a dwell.

A typical medium- or high-medium-PRF pulse doppler waveform cycles through
N unique PRFs in a processing dwell (N typically being 5 to 8). The medium PRFs
generally cover nearly an octave in frequency for good doppler visibility and ground
moving target rejection. However, high-medium PRFs have inherently good doppler
visibility (since they are ambiguous in sign only), so the span of the PRFs in a set of
N PRFs is usually much less than an octave. Additional constraints on PRF selection
for both waveforms include good visibility in sidelobe clutter (where some PRFs may
be obscured by clutter in portions of the ambiguous range interval) and minimization
of ghosts in the ambiguity resolution processing.

Doppler Ambiguity Resolution. Resolution of the unambiguous doppler-velocity
is needed for medium-PRF waveforms, and it is generally done with a similar unfolding
and correlation technique, as described previously for range ambiguities. As shown in
Figure 4.19, velocity unfolding of detections involves adding a set of signed integers

Correlated
Doppler-velocity
AmbVell
A A T

G f <

) - PRF1 Vel 0 PRF1 Vel 2 PRF1 Vel’

AmbVe
s s

- : (S

). PRF2 Vel 0 Y PRF2 Vel )
PrfVel = PRF Velocity = fg A/2 AmbVel = Ambiguous velociy = PrfVel * Fgnioia/NFFT

FIGURE 4.19 Doppler-velocity correlation performed on two detections across two looks. Ambiguous
detections are unfolded out to a maximum positive and negative velocity.
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times the PRF velocity (first blind speed) to each measured ambiguous radial velocity
as follows:

_M(F;:emmid +[—-J 0 Kj 4.10
unfold 2 NFFT [ ] ( )
where fpA/2 is the first blind speed (PRF velocity), F. i 1S the amplitude-cen-
troided doppler filter number, Ny is the number of filters in the doppler filter bank,
and [-J ... 0 ... K] represents the set of doppler ambiguity numbers covering the
maximum negative and positive doppler-velocities for the targets of interest. For
cases where there are only a few ambiguities in doppler, doppler correlation may be
performed prior to or in conjunction with range correlation to minimize ghosting.

High-PRF Ranging. Range-ambiguity resolution in high PRF is performed by
modulating the transmitted signal and observing the phase shift of the modulation
on the return echo. Modulation methods include varying the PRF, either continu-
ously or in discrete steps; varying the RF carrier, with either linear or sinusoidal
FM; or some form of pulse modulation such as pulse-width modulation (PWM)),
pulse-position modulation (PPM), or pulse-amplitude modulation (PAM). Of these
modulation techniques, PWM and PPM may have large errors because of clipping
of the received modulation by eclipsing or straddling (discussed in Section 4.6), and
PAM is difficult to mechanize in both the transmitter and the receiver. Consequently,
they will not be further considered here.

Linear-Carrier FM. Linear frequency modulation (FM) of the carrier can be used
to measure range. The modulation and demodulation to obtain range are the same as
used in frequency-modulated continuous-wave (FM-CW) radar,*® but the transmission
remains pulsed.

Suppose the dwell time is divided into two looks. In the first look, no FM is applied,
and the doppler shift of the target is measured. In the second look, the transmitter
frequency is varied linearly at a rate f in one direction (i.e., increasing or decreasing
in frequency). During the roundtrip time to the target, the local oscillator has changed
frequency so the target return has a frequency shift, in addition to the doppler shift, that
is proportional to range. The difference in the frequency Af of the target return between
the two looks is found, and the target range calculated from

o
2f

The problem with only two FM segments during a dwell is that, with more than a
single target in the antenna beamwidth, range ghosts result. For example, with two tar-
gets present at different dopplers, the two frequencies observed during the FM period
cannot be unambiguously paired with the two frequencies observed during the no-FM
period. To mitigate this problem, a three-segment scheme is used with the following
segments: no-FM, FM-up, and FM-down. The range is found by selecting returns from
each of the three segments that satisfy the relations

L<fh <k (4.12)
fi+f =21, @.13)

4.11)
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TABLE 4.8 Three-slope FM Ranging Example

There are two targets, A and B; FM slope = 24.28 MHz/s.

Target A B
Range (nmi) 10 20
Doppler frequency (kHz) 21 29
FM shift (kHz) 3 6
Observed Frequencies
fo» no FM (kHz) 21 29
fi» FM up (kHz) 18 23
f>» FM down (kHz) 24 35

Possible sets that satisfy the relations shown in Eq. 4.12 and Eq. 4.13 are

fi Jo fa 2fy Si+/ Target? Range (nmi)
18 21 24 42 42 Yes 10

18 21 35 42 53 No

18 29 35 58 53 No

23 29 35 58 58 Yes 20

where f;, f;, and f, are the frequencies observed during the no-FM, FM-up, and
FM-down segments, respectively. The range then is found from Eq. 4.11, where

AN=f—f, or (L,-f)I2 or f,—1 (4.14)

An example is shown in Table 4.8.

If more than two targets are encountered during a dwell time, ghosts again result, as
only N — 1 simultaneously detected targets can be resolved ghost-free where N is the
number of FM slopes. However, this problem is not severe in practice, since multiple
targets in a single beamwidth are usually a transient phenomenon.

The accuracy of the range measurement improves as the FM slope increases since
the observed frequency differences can be more accurately measured. The FM slope is,
however, limited by clutter-spreading considerations, since during the FM periods, the
clutter is smeared in frequency and can appear in frequency regions normally clear of
clutter.’” A no-FM, FM-up, double FM-up scheme is recommended to prevent desired
targets from competing with main-beam clutter. Range accuracies on the order of 1 or
2 miles can be reasonably achieved.

4.5 MODE AND WAVEFORM DESIGN

Modern multifunction pulse doppler radars utilize various modes to accomplish tasks
such as search and track. Each mode uses certain waveforms optimized for the detec-
tion and measurement of various target characteristics.

For example, the radar operator might select a search mode and specify a search
volume that the radar will raster scan, as shown in Figure 4.7. Valid detections in
search are then converted to tracks in the radar computer. These tracks need to be
updated by a track mode on a regular basis depending on the track accuracy required.
High track accuracy is needed for threatening targets or those that need a fire control



4.36 RADAR HANDBOOK

solution in order to engage, as opposed to nonthreatening targets where a general situ-
ational awareness is sufficient and high accuracy is not required.

Search. The two primary search modes are Autonomous Search and Cued Search.
In Autonomous Search the operator selects a range, azimuth, and elevation coverage,
and the radar searches each beam position that covers this volume once per frame. The
time it takes to complete a frame is known as the revisit or frame time. The frame time
should be minimized to enhance the cumulative probability of detection of targets.

Modern radar systems can take advantage of on- and off-board cues to increase
the probability of acquiring a target using Cued Search. A Cued Search mode adjusts
the search volume and waveform selection according to the accuracy of the cue’s
parameters.

Radars with electronically scanned array (ESA) antennas can interleave other func-
tions (track updates, Cued Search, calibrations, etc.) with Autonomous Search. The
radar computer’s resource manager must ensure that the maximum frame time is not
exceeded with the inclusion of these other functions during a search frame.

For airborne pulse doppler radars, Autonomous Search can have two submodes:
Forward-aspect and All-aspect Search. Forward-aspect Search is designed to detect
head-on engagement targets with high closing speeds that are not competing against
main-beam or sidelobe clutter. Forward-aspect Search uses high-duty high-PRF wave-
forms to maximize the energy on target and provide long detection range. Forward-
aspect Search waveforms include Velocity Search (VS), High-PRF Range-While-Search
(HRWS), and Alert/Confirm. All-aspect Search can be either a single high-medium PRF
waveform that has acceptable performance for targets that are competing with sidelobe
clutter, or the combination of Forward-aspect Search high-PRF waveforms interleaved
with medium-PRF waveforms designed to detect targets competing with sidelobe clut-
ter, such as Medium-PRF Range While Search (MRWS).

Velocity Search. VS is a high-PRF search waveform that measures doppler fre-
quency unambiguously (with the possible exception of sense), but does not measure
range. This is the classic high-PRF waveform. The transmit duty cycle is maximized
to increase detection range. The receiver may be range gated to match the bandwidth
of the transmit waveform, but range measurement is not attempted.

A VS dwell will consist of a single look at a given PRF. The coherent integration
time is maximized within the limits of the maximum expected target radial acceleration.
VS is optimized for Swerling I and III target amplitude fluctuation statistics and the
cumulative probability of detection of incoming targets over several search frames.

High-PRF Range-While-Search. Like VS, HRWS is a high-PRF waveform.
However, linear-carrier FM ranging is used to obtain a range measurement, as described
in Section 4.4. This range measurement comes at the expense of frame time with the
addition of various FM slopes for each dwell. The accuracy of this range measurement
is dependent upon the linear FM ranging slopes.

Alert/Confirm. The beam agility of ESA-based radars allows the use of sequen-
tial detection techniques.”® A simplification of such techniques is known as Alert/
Confirm.>>® The goal of Alert/Confirm is to provide high sensitivity while managing
false alarms and minimizing the search frame time. By transmitting a longer Confirm
dwell for ranging only at beam positions where a shorter-dwell Alert has detected
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targets, Alert/Confirm provides the range measurement of classic HRWS waveforms
without the frame time expense of transmitting linear FM ranging dwells every beam
position. The Confirm dwell can also be used to control false alarms, permitting the
Alert dwell to be more sensitive than classic VS.

The Alert phase is used to search each beam position of the frame for the presence
of a target. A VS waveform is used with a low detection threshold and a corresponding
false alarm time on the order of a few seconds. The lower detection threshold increases
sensitivity. When an Alert dwell declares a detection, a Confirm dwell is scheduled
for that Alert dwell’s beam position. If monopulse measurements are available on the
Alert detection, the Confirm beam can be centered on the detection to decrease beam-
shape loss. The Confirm dwell is typically a HRWS waveform and only examines
doppler filters within a window centered about the filter of the Alert detection cue. The
Confirm dwell must produce a detection corresponding to the Alert detection in order
for a valid detection declaration. The Confirm dwell is used to manage false alerts
and provide a range measurement for target detections. The Alert and Confirm detec-
tion thresholds are designed to achieve overall false alarm time equal to conventional
search (one every few minutes). Along with using the same PRF in Alert and Confirm,
the time between these dwells, or /atency, should be minimized to prevent a valid Alert
detection from being eclipsed during the Confirmation dwell.

Low-latency also allows the use of Correlated Alert/Confirm. Here, a Swerling
I target RCS fluctuation model is assumed. This implies that when the same RF car-
rier frequency is used for Alert and Confirm, the target RCS will be relatively constant
between the two dwells,’! providing additional range enhancement in terms of the
cumulative probability of detection.

Medium-PRF Range While Search. A medium-PRF waveform is used to detect
targets competing with sidelobe clutter that would be undetectable in HRWS. MRWS
allows the detection of nose aspect targets at wide scan angles that are crossing the
radar line-of-sight, such that their low closing velocity places them in sidelobe clut-
ter and tail aspect targets in lead pursuit engagements (an attack geometry where the
nose of the attacking aircraft is pointed ahead of the target’s present position). MRWS
provides complete situational awareness (perception of the surrounding tactical envi-
ronment), but does not have the maximum detection range provided by the higher duty
cycle of HRWS for thermal noise-limited targets.

The MRWS waveform uses M-of-N detection processing; a typical waveform
might be 3-of-7. Each MRWS dwell is made up of N looks each with a different PRF.
Detection is required on at least M looks to resolve target range and range rate unam-
biguously. The detection thresholds are set to provide approximately one false alarm
per minute.

The effectiveness of MRWS is dependent on the ability to detect targets at the required
ranges while simultaneously rejecting discrete clutter detections. Low two-way antenna
sidelobes along with the combination of techniques discussed in Section 4.2, such as
guard channel blanking and postdetection STC, are used to mitigate sidelobe clutter
discrete false alarms.

MRWS also uses pulse compression to decrease the amount of sidelobe clutter that
targets must compete with. The lower PRF reduces eclipsing and the amount of clut-
ter range-folding. Transmit carrier frequency diversity dwell-to-dwell forces Swerling
Tand III target fluctuation statistics and improves cumulative probability of detec-
tion performance. Frequency diversity look-to-look within a dwell produces Swerling
IT and IV statistics and is better suited for high single-scan probability of detection.
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MRWS can also be implemented with a high-medium PRF, which is characterized
by the waveform’s doppler coverage being unambiguous in doppler magnitude, but
not doppler sense, for the maximum target doppler of interest. The resulting single
blind speed due to main-beam clutter permits as wide of a clutter rejection notch
as required to reject main-beam clutter or ground moving targets and still not result
in doppler blind speeds for targets of interest. M-of-N ranging provides better range
measurement accuracy than linear FM ranging used in HRWS. The PRFs used in a
dwell must be chosen to resolve the high number of range ambiguities within the
instrumented range.

Track. Target tracking is done by making range, range rate, and azimuth and eleva-
tion angle measurements on targets. Range measurements are obtained using range gat-
ing and centroiding on the target return with range ambiguities being resolved within the
tracker. Range rate (i.e., doppler) measurements are formed with a centroid on the target’s
doppler return in the filter bank. Angle measurements can be obtained using monopulse,
sequential lobing, or conical scan, with monopulse being the prominent choice in mod-
ern radars. The tracker creates windows, or groups of contiguous range-doppler cells,
around each of these measurements in order to associate detections with existing tracks.
The tracker, usually implemented with a nine-state (position, velocity, and acceleration)
Kalman filter, estimates target motion in an inertial coordinate system.

Multiple-Target Tracking (MTT) can be accomplished in several ways. One
method (Track-While-Scan, or TWS) is to use the normal search mode with FM or
multiple-PRF ranging and store the range, angle, and doppler of the reported detec-
tions in the radar computer. These detections are then used to form and update track
files. The antenna scans in a normal search pattern, and a scan-to-scan correlation is
made on the detections that update the track files. Although tracking accuracies are
less than can be achieved in a dedicated single-target track, multiple targets can be
tracked simultaneously over a large volume of space.

A second method of Multiple-Target Tracking, Pause-While-Scan, particularly
applicable to ESA-based radars, is to scan in a normal search pattern, pause on
each search detection, and enter a Single-Target Track mode for a brief period. The
advantage is that the resulting range, angle, and doppler measurements are more
accurate than those made with a scanning antenna, but the time to search a volume
in space is increased.

Transition-to-Track, or Track Acquisition, is used to confirm search target detec-
tions and provide improved range accuracy when needed. If the target is successfully
acquired, a track file in the radar computer is initiated. The Track Acquisition wave-
form’s parameters depend upon the type of search waveform that produced the target
detection. The Track Acquisition waveform’s thresholds are set to reject false alarms
and reduce the false track initiation rate to less than one per hour.

For Track Acquisition, a search detection from VS would require a HRWS wave-
form to obtain a range measurement. HRWS and Alert/Confirm waveforms are followed
by range gated high-PRF dwells using M-on-N ranging to achieve the necessary range
accuracy for single PRF track updates. The unambiguous HRWS range measurement of
the search detection is used to help resolve the range ambiguity. For MRWS detections,
another MRWS dwell is used for Track Acquisition. Once the track file is initiated, several
rapid track updates are used to firmly establish the track.

When doing Single-Target Track updates, a single PRF waveform can be used.
The range and/or doppler ambiguities are resolved in search and, if necessary, in the
Transition-to-Track phase. By using the unambiguous range and velocity predictions
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of the target provided by the tracker, a single PRF can be chosen such that range and
doppler eclipsing is avoided with high probability. The length of the dwell is adapted
to provide sufficient energy on target so that its return signal-to-noise ratio will pro-
vide the necessary measurement accuracies required by the tracker. This adaptive
track update waveform allows the search revisit time to be maintained while tracking
multiple targets.

4.6 RANGE PERFORMANCE

The radar range equation is used to determine the performance of pulse doppler radar.
The radar range equation must include losses, both system and environmental, that
will degrade the strength of return signals at the detector. Probability of detection (P,)
depends on target signal-to-noise ratio and probability of false alarm (Pp,), which
itself is a function of waveform. The false alarm probability determines the detection
threshold and is referenced to an individual range-doppler cell. This per-cell probabil-
ity is derived from the specified false report time for the system.

Radar Range Equation. In the doppler region where the signal does not fall in
clutter, performance is limited only by system noise. The signal-to-noise power ratio
in the range-doppler cell at the detector prior to postdetection integration for a target
atrange R is given by

_(RY 4.15
SNR—(T) (4.15)

P.G,G 2%, )"
° | (4n)*kT.B,L,

(4.16)

where R, = range at which SNR is equal to 1
o, = target radar cross section
L, = losses applicable to the target

The remaining terms are as defined following Eq. 4.2. The net loss L, used to com-
pute SNR for a target is generally higher than the net loss L used to compute CNR
in Eq. 4.2. L, includes losses, such as eclipsing and range gate straddle, doppler filter
straddle, CFAR, and guard blanking, that are applicable to resolvable targets but not
to distributed clutter.

The target SNR represents the envelope (/1> + Q? for a linear detector or I + Q?
for a square-law detector) of the target return compared to that of just noise. The enve-
lope is measured after the entire coherent matched filter process (i.e., transmit pulse
matched filter, pulse compression, and coherent doppler filtering). Therefore, SNR is
associated with a single CPI.

Losses. Some of the losses inherent in, but not necessarily unique to, pulse dop-
pler radars that employ digital signal processing are discussed below. Some of the
losses may be incorporated into the other variables in the radar range equation. Care
must be taken to account for all of the system losses while avoiding redundancies.
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Most front-end losses are applicable to both targets and clutter. Losses applicable
only to targets will be indicated.

RF Transmit Loss. This loss accounts for RF ohmic losses between the transmit-
ter or RF power amplifier and the antenna radiator, which can include losses from
connectors, circulators, and radiating elements.

Radome Loss. Most radars require a radome to protect the antenna from environ-
mental elements and to conform to the platform’s shape. Radomes will have a loss that
may depend on the scan angle of the antenna. This loss must be accounted for on transmit
and receive (i.e., a two-way loss).

Propagation Loss. Propagation through the atmosphere results in a loss, espe-
cially at higher radar carrier frequencies. This loss is a function of range, altitude, and
weather. It is also a two-way loss. Propagation loss is more of a environmental loss
than a system loss, but can be grouped with the other losses that make up net loss in
the radar range equation.

Scan Loss. Broadside electronically scanned array antennas are subject to reduc-
tion in gain when the main beam is scanned off broadside. The projected area of the
ESA aperture decreases as beam scans from broadside. Projected area drops as cosine
of scan (cone) angle. Mutual coupling between radiating elements further reduces the
effective area. Scan loss must be accounted for on transmit and receive.

Beamshape Loss. This target-specific loss accounts for the loss in gain when the
target is not located at the peak of the beam. Beamshape loss is defined as the increase
in the power or the SNR required to achieve the same probability of detection on a tar-
get spread uniformly over the specified beam coverage as would occur with a target at
beam center. Beamshape loss is used primarily in search detection range performance
calculations.

RF Receive Loss. This loss is similar to RF Transmit Loss except it accounts for
ohmic losses from the antenna face to the first low-noise amplifier. This loss may be
included in the receive system noise figure or system temperature value.

IF Matched Filter Loss. The matched filter for a pulse doppler waveform includes
the analog IF matched filter in the receiver and any subsequent digital integration of
A/D samples to match the duration of the transmit pulse. IF matched filter loss quanti-
fies how well the analog IF matched filter compares to the ideal matched filter for that
point in the reception chain.

Quantization Noise Loss. This loss is due to the noise added by the A/D conver-
sion process and to truncation due to finite word lengths in the signal-processor that
follow.%? This loss can also be incorporated into the receiver noise figure value.

Pulse Compression Mismatch Loss. This is caused by the intentional mismatch-
ing of the pulse compression filter to reduce time (range) sidelobes.

Eclipsing and Range Gate Straddle Loss. The large amount of range ambiguity
inherent in pulse doppler waveforms results in the possible eclipsing of target returns
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when the receiver is blanked during pulse transmission. In a multiple range gate sys-
tem, the returns may also straddle gates reducing the pulse matched filter output of
a single gate. Because of eclipsing and range gate straddle, the value of R, given by
Eq. 4.16, may fall anywhere between zero and a maximum value, depending on the
exact location of the target return within the interpulse period.

Figure 4.20 illustrates the effect of eclipsing and range gate straddle on the output
of the pulse matched filter over the IPP. Each range gate is assumed to be matched to
the transmit pulse bandwidth, which for unmodulated pulses (i.e., no pulse compression
modulation) is the inverse of the pulse duration. Therefore, referring to Figure 4.6, the
gate width 7, equals the transmitted pulse 7. In Figure 4.20, the IPP is 57,. The plots on
the left represent a range gate spacing of 7, equal to 7. Range gate straddle loss can be
reduced by the use of overlapping gates at the expense of extra hardware and process-
ing. The rightmost plots represent the use of 50% range gate overlap (7, = 7,/2). The
maximum pulse matched filter output as a function of return delay is shown in terms of
relative voltage and power. The “voltage” plot shows the cumulative effect of convolv-
ing the return pulse with the matched filter of each range gate. For a single range gate,
this is simply the convolution of two rectangular pulses, which results in a triangular
response. To compute loss, the matched filter output in terms of power (i.e., voltage
squared) must be used.

When the PRF is high, so that many range ambiguities occur, the target range delay
may be considered to be random from frame to frame, with a uniform distribution over
the IPP. A measure of performance reduction due to eclipsing and range gate straddle
is found by

1. Using the uneclipsed detection curve (P, vs. S/N) for the waveform and select-
ing a particular SNR of interest S/N, along with its corresponding probability of
detection P .

2. Reduce S/N, by a factor related to the relative output “power” of the matched
filter as a function of ambiguous range within the IPP. (See the third row of plots
in Figure 4.20.)

3. With the reduced SNR, determine the new P, as a function of ambiguous range
within the IPP from the uneclipsed detection curve.

4. Average these new P, values across the IPP.

The result will be a new detection curve including the average effect of eclipsing and
range gate straddle. For a fixed P, the difference in SNR between the uneclipsed and
the eclipsed detection curves is the average eclipsing and range gate straddle loss. This
difference represents the average increase in signal-to-noise ratio required to obtain
the same probability of detection with eclipsing and straddle, as in the case where
the transmit pulse is received by a matched gate with no straddle. Since the detection
curve changes shape, the loss depends on the probability of detection selected, which
is depicted in Figure 4.21. For accurate results, eclipsing and range gate straddle loss
must be computed together.

A less accurate approximation compares the average signal-to-noise ratio over the
interpulse period with the signal-to-noise ratio of the matched case. In the case of N
continuous range gates spanning the duration of the IPP, each of which are matched to
the transmit pulse width, the approximate average eclipsing and straddle loss is®

12N

4.17
TN -6 1

approximate eclipsing and range gate straddle loss =
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20% duty, 5 RG/IPP, Pgp = 1€-006, Npg; = 1, Marcum Target
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FIGURE 4.21 Comparison of detection performance with and without eclipsing and range gate
straddle loss. The approximate performance using Eq. 4.17 is also provided. The performance with
eclipsing and range gate straddle loss with the use of 50% overlapped range gates is shown.

Eq. 4.17 assumes an unmodulated, rectangular transmit pulse shape with the receive
gate matched to the transmit pulse width. There is no range gate overlap. The first gate
of the N range gates are blanked for the transmit pulse. As shown in Figure 4.21, this
approximation is only valid for a P, near 50%.

There are several other details that have not been included in Figure 4.21. As shown
in Figure 4.6, a portion of the first valid receive range gate (and possibly a portion
of the last range gate in the IPP) is typically blanked to avoid receiving transients of
the transmit-to-receive (and receive-to-transmit) switching. Also, if pulse compres-
sion modulation is used on the transmit pulse, the range gate duration will be reduced
to match the transmit pulse bandwidth. All of these effects should be included when
computing the eclipsing and range gate straddle loss.

Doppler Filter Weighting Loss. This loss results from the increased noise band-
width of the doppler filters that occurs because of filter sidelobe weighting. The loss
can also be accounted for by an increase of the doppler filter noise bandwidth instead
of as a separate loss.

Doppler Filter Straddle Loss. This loss is due to a target not always being in the
center of a doppler filter. It is computed by assuming a uniformly distributed target dop-
pler over one filter spacing and is a function of the doppler filter sidelobe weighting. This
loss can be reduced (at the expense of increased processing) by zero-padding the collected
data and performing a higher-point FFT to form highly overlapped doppler filters.
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CFAR Loss. This loss is caused by an imperfect estimate of the detection thresh-
old compared with the ideal threshold. The fluctuation in the estimate necessitates
that the mean threshold be set higher than the ideal, hence a loss. It is only applicable
to targets.

Guard Blanking Loss.  This target-specific loss is the detectability loss in the main
channel caused by spurious blanking from the guard channel. (See Figure 4.11.)

Probability of False Alarm. Radar detection performance is determined by
the detection threshold, which in turn is set to provide a specified probability of
false alarm.®*% As described in Section 4.4, pulse doppler radars often employ
a multilook detection criterion to resolve range ambiguities. This can be accom-
plished with linear-FM ranging as in the HRWS waveform or M-of-N ranging used
by MRWS. These ambiguity resolution techniques dictate how the probability of
false alarm per range-doppler cell is computed. These calculations assume a noise-
limited environment.

For HRWS, different linear-FM slopes are applied to looks 2 through m of a m-look
dwell, where m is typically 3. The PRF is high enough for at most only a doppler sign
ambiguity. Detections in looks 2 through m, must correlate in doppler with detections
in the first look, which has no slope. A doppler correlation window is set equal to
the maximum doppler offset due to linear-FM ranging from a target at the maximum
instrumented range. For doppler-only correlation, the Pg, per range-doppler cell to
provide a specified false report time is

I/m
1 T,1n(2)

N, | (m _
(n)Nler:anTFR

(4.18)

Py =

where N, = number of independent range samples processed per IPP

N; = number of independent doppler filters visible in the doppler passband
(number of unblanked filters/FFT weighting factor)

T, = total dwell time of the multiple PRFs including postdetection integration
(if any), space change, and any dead time

n = number of looks in a dwell time

m = number of detections required for a target report (for a typical HRWS
dwell, n =3 and m = 3)

m) = binomial coefficient = n!/[m!(n-m)!]

Twg = false-report time (per Marcum’s definition where the probability is
0.5 that at least one false report will occur in the false-report time; this
can be related to the average time 7 4, between false reports by
Tir = Tryg In(2))

Ney = kpygmax(2Re/¢) = number of independent doppler filters in the doppler
correlation window

kiymax = Steepest linear-FM slope magnitude
= maximum instrumented range
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Alert/Confirm increases sensitivity by allowing more false alarms in Alert and rely-
ing on Confirm to reject those false alerts. The Alert/Confirm combination is designed
to provide the same false report time Ty, as a conventional waveform. A specified
fractional increase F in frame time accounts for the execution of Confirm dwells to
reject false Alert detections. F is on the order of 5-10%. When using a VS Alert and a
3-look HRWS Confirm, the probability of false alarm per range-doppler cell, P, , and
P, . for Alert and Confirm, respectively, is

P T,,In(2)
FAa ™ Nr,aNf,uTFR,a
(4.19)

Py . =5— X
FACTN re \ Vs cueNinTir F

fcue

1/3
1 ( 27, In(2) F+1J

total Alert dwell time

number of independent range samples processed per IPP in Alert

N;,= number of independent doppler filters visible in the Alert doppler
passband

Tig, = T, /F = Alert false report time
T,.= total Confirm dwell time
F = fractional increase in frame time allocated to Confirm (5-10%)

N, .= number of independent range samples processed per IPP in Confirm
N...= number of independent doppler filters in the Confirm window centered
' about the doppler of the Alert detection cue
Npy = number of independent doppler filters in Confirm linear-FM ranging
doppler correlation window

Twr= overall Alert/Confirm false report time

The M-of-N ranging used in MRWS requires correlation in range and can be viewed
as a binary detector. MRWS is typically a medium-PRF waveform with range and dop-
pler ambiguities. Doppler is used for clutter mitigation in each look, and the doppler
ambiguity may not need to be resolved since the tracker can determine range rate from
successive dwells. A typical MRWS M-of-N correlation would be three detections out
of eight looks (i.e., m =3 and n = 8). For range-only correlation, the Py, in each range-
doppler cell is given by

I/m

A TIn@) (4.20)

Py = N\ (m
! (anruTFR

where N,, = number of independent range samples in the output unambiguous-range
interval (display range/range gate size)
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For better false alarm rejection, doppler correlation can be used for MRWS. In the
case where both range and doppler correlation are used, the required Py, is

Ifm

P = T,1n(2) @21

(mj NfuNruTFRWmA

n

where Ny, = number of independent doppler filters in the unambiguous doppler region
W = width (in doppler filters) of the correlation window applied to detections
following initial detection

Probability of Detection. Using the P, per range-doppler cell, the probability
of detection (P,) of a given look can be determined for a given target SNR, the num-
ber of CPIs noncoherently integrated (N,;), and the target RCS fluctuation model
assumed.® The inverse problem of determining the required SNR for a given P, can be
solved via approximations.”’ Universal detection equations have been published that
provide reasonably accurate results and are reproduced here.”! Again, the assumption
that targets are in a gaussian noise-limited environment is made.

For a single look with N, CPIs noncoherently integrated and a specified P, per
range-doppler cell, the P, as a function of SNR for a Marcum (nonfluctuating) target
can be approximated as

1 dii 1 dii 1
P,(SNR, Py Nyy) = 5 erfe| 0.8 In[4 R, (1= Pl +1/ 5% =5 =[Ny SNR+ 55— =

(4.22)

where erfc(-) is the complementary error function. The required SNR as a function of
P, for a Marcum target is approximated as

n? L2 N
N_ N 2

(4.23)

ENE

SNRreqd(Pd’PFA’dii) =

pdi pdi

where

n=J-0.8I[4P, (1- Py, - sign(0.5— P,)|/~0.8In[4 P, (1~ P,)]

For Swerling fluctuating target models, the P, and required SNR can be approxi-
mated, respectively, as

n)=K K;I(PFA’Zdii

N ..
n—pd'SNR+1

e

—2(N_, —n
P,(SNR,P.,,N )7 2Ny =)

2n,| (424

pdi>

-1 _ —_
Ko (Bu:2n) = 2N —n,) | 1, (4.25)

K\ (P,.2n,) Nogi

SNR(F,, Fap s Nygion,) =
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1, for Swerling I target (chi-squared distribution with 2 degress of freedom)
N for Swerling II target (chi-squared distribution with 2N ; degress of freedom)
¢ 2,  for Swerling III target (chi-squared distribution with 4 degress of freedom)

pdi?

2N, for Swerling IV target (chi-squared distribution with 4N, degress of freedom)
d x . U . .
K, (x,d)=1-P 35| = chi-squared distribution survival function

K;!(p,d) = inverse chi-squared distribution survival function

o o-1,—
y(at,x) _ J.ot e'dt
r(a) J'wta—le—rd[
0

P(o,x)= = regularized lower incomplete gamma function

The integral of the chi-squared distribution K, (x,d) and its inverse K;!(p,d) are often
included in mathematical computation software packages.”

When M-of-N detection (i.e., binary detection) is used within a dwell, the probabil-
ity of detection for each look (P,,,) is used to compute the probability of detection
for a dwell (P, 4,.)- When a dwell requires m detections out of n looks for a target
declaration, the P,y is

n k 5
Pa,’,dwell = z (I’l) Pdk,look (1 - Pd,look)n , (426)
k=m

For Alert/Confirm detection performance, the P, for the Alert dwell and the P,
for the Confirm dwell are individually computed as a function of SNR. Care must
be taken to normalize the SNR to account for differences in doppler filter bandwidth
between the Alert and Confirm waveforms. The multiplication of normalized prob-
ability of detection curve for the Alert dwell with that of the Confirm dwell results
in an estimate of the composite P, vs. S/N curve for Alert/Confirm. More accurate
results must include the effects of latency between the Alert and Confirm dwells.

Search detection performance is often characterized by the cumulative probabil-
ity of detection, P, which is defined as the probability that the radar will detect
a closing target at least once by the time the target has closed to a specified range.
P, cum 18 only defined for closing targets. The cumulative probability of detection for
the kth scan, or frame, is

k
Pd,cum[k:I =1- H[l - Pd,ss[i]]

i=1
=P m [k—=1]+ Py [k]1(1— P, um [k]) (4.27)

where P, [k] is the single-scan probability of detection on the kth scan. The accumula-
tion of single-scan probability of detections is started at a range where the target’s P,
is approximately 5%. There is an optimal search frame time for cumulative detection
performance. A balance must be achieved. A short frame time limits the amount of
energy placed on target per dwell and lowers the single-scan P,. A long frame time
allows the target to close in range more between revisits, thus lowering the benefit
of the accumulation. Figure 4.22 illustrates the difference between single-scan and
cumulative probability of detection.
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FIGURE 4.22 Single-scan vs. cumulative P, as a function of range for a fixed
radial-velocity moving target

Clutter-limited Case. The foregoing discussion assumed that the target fell
in the noise-limited (i.e., clutter-free) part of the doppler band. If the target falls
in the sidelobe clutter region, the range performance will be degraded, since the
total interference power (system noise plus clutter) against which the target must
compete is increased. The foregoing discussion can be applied to the sidelobe clut-
ter region, however, by interpreting R, as the range where the signal is equal to
sidelobe clutter plus system noise.”*7° The CFAR loss may also be higher owing
to the increased variability of the threshold when the clutter varies over the target
detection region. More accurate calculations of detection performance in the side-
lobe clutter limited case should include the proper clutter RCS fluctuation models
and CFAR techniques.”’

LIST OF ABBREVIATIONS

AESA active electronically scanned array
A/D analog-to-digital

AGC  automatic gain control

AM amplitude modulation

CAGC clutter automatic gain control
CFAR constant false alarm rate

CNR  clutter-to-noise power ratio

CPI coherent processing interval

CwW continuous wave

AV delta-azimuth antenna beam (used for monopulse angle estimation)
A delta-elevation antenna beam (used for monopulse angle estimation)
dBc decibels with respect to the carrier

DC direct current

DFT discrete Fourier transform



DPD
ESA
FFT

FM
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digital product detector
electronically scanned array
fast Fourier transform
frequency modulation

FM-CW frequency-modulated continuous-wave

HRWS high-PRF range-while-search
I inphase

IF intermediate frequency

INS inertial navigation system
IPP interpulse period

LNA  low-noise amplifier

LO local oscillator

MF matched filter

MRWS medium-PRF range-while-search
MTI moving target indication
MTT  multiple-target tracking
NAGC noise automatic gain control
PAM  pulse-amplitude modulation
P, probability of detection

PC pulse compression

PDI postdetection integration (noncoherent integration)
Pp. probability of false alarm
PM phase modulation

PPM  pulse-position modulation
PRF pulse repetition frequency
PWM  pulse-width modulation

Q quadrature

RCS radar cross section

RFI radio frequency interference
rms root-mean-square

RF radio frequency

R/P receiver protector

RWS  range-while-search

z sum receive antenna beam (primary beam used for detection)
SLB sidelobe blanker

SNR signal-to-noise power ratio
STC sensitivity time control

TWS  track-while-scan

T/R transmit/receive

VS velocity search
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