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Abstract. The first successful FPGA implementation [1] of artificial neural
networks (ANNs) was published a little over a decade ago. It is timely to re-
view the progress that has been made in this research area. This brief survey
provides a taxonomy for classifying FPGA implementations of ANNs. Dif-
ferent implementation techniques and design issues are discussed. Future re-
search trends are also presented.

1 Introduction

An artificial neural network (ANN) is a parallel and distributed network of simple non-
linear processing units interconnected in a layered arrangement. Parallelism, modular-
ity and dynamic adaptation are three computational characteristics typically associated
with ANNs. FPGA-based reconfigurable computing architectures are well suited to im-
plement ANNs as one can exploit concurrency and rapidly reconfigure to adapt the
weights and topologies of an ANN. 

FPGA realisation of ANNs with a large number of neurons is still a challenging
task because ANN algorithms are “multiplication-rich” and it is relatively expensive to
implement multipliers on fine-grained FPGAs. By utilizing FPGA reconfigurability,
there are strategies to implement ANNs on FPGAs cheaply and efficiently. It is the goal
of this paper to: 1) provide a brief survey of existing ANN implementations in FPGA
hardware; 2) highlight and discuss issues that are important for such implementations;
and 3) provide analysis on how to best exploit FPGA reconfigurability for implement-
ing ANNs. Due to space constraints, this paper can not be comprehensive; only a select-
ed set of papers are referenced.

2 A Taxonomy of FPGA Implementations of ANNs

2.1 Purpose of Reconfiguration
All FPGA implementations of ANNs attempt to exploit the reconfigurability of FPGA
hardware in one way or another. Identifying the purpose of reconfiguration sheds light
on the motivation behind different implementation approaches. 

Prototyping and Simulation exploits the fact that FPGA-based hardware can be
rapidly reconfigured an unlimited number of times. This apparent hardware flexibility
allows rapid prototyping of different ANN implementation strategies and learning al-
gorithms for initial simulation or proof of concept. The GANGLION project [1] is a
good example of rapid prototyping. 



Density enhancement refers to methods which increase the amount of effective
functionality per unit circuit area through FPGA reconfiguration. This is achieved by
exploiting FPGA run-time / partial reconfigurability in one of two ways. Firstly, it is
possible to time-multiplex an FPGA chip for each of the sequential steps in an ANN al-
gorithm. For example, in work by Eldredge et al. [2], a back-propagation learning algo-
rithm is divided into a sequence of feedforward presentation and back-propagation stag-
es, and the implementation of each stage is executed on the same FPGA resource. Sec-
ondly, it is possible to time-multiplex an FPGA chip for each of the ANN circuits that
is specialized with a set of constant operands at different stages during execution. This
technique is also known as dynamic constant folding. James-Roxby [3] implemented a
4-8-8-4 MLP on a Xilinx Virtex chip by using constant coefficient multipliers with the
weight of each synapse as the constant. All constant weights can be changed through
dynamic reconfiguration in under . This implementation is useful for exploiting
training-level parallelism with batch-updating of weights at the end of each training ep-
och. The same idea was also previously explored in work by Zhu et al. [4].

As both methods for density enhancement incur reconfiguration overhead, good
performance can only be achieved if the reconfiguration time is small compared to the
computation time. There exists a break-even point  beyond which density enhance-
ment is no longer profitable:  where  is the time (in cycles) taken to re-
configure the FPGA and  is the total computation time after each reconfiguration [5].

Topology Adaptation refers to the fact that dynamically configurable FPGA devic-
es permit the implementation of ANNs with modifiable topologies. Hence, iterative
construction of ANNs [6] can be realized through topology adaptation. During training,
the topology and the required computational precision for an ANN can be adjusted ac-
cording to some learning criteria. de Garis et al. [7] used genetic algorithms to dynam-
ically grow and evolve cellular automata based ANNs. Zhu et al. [8] implemented the
Kak algorithm which supports on-line pruning and construction of network models.

2.2 Data Representation
A body of research exists to show that it is possible to train ANNs with integer weights.
The interest in using integer weights stems from the fact that integer multipliers can be
implemented more efficiently than floating-point ones. There are also special learning
algorithms [9] which use powers-of-two integers as weights. The advantage of powers-
of-two integer weight learning algorithms is that the required multiplications in an ANN
can be reduced to a series of shift operations. A few attempts have been made to imple-
ment ANNs in FPGA hardware with floating-point weights. However, no successful
implementation has been reported to date. Recent work by Nichols et al. [10] showed
that despite continuing advances in FPGA technology, it is still impractical to imple-
ment ANNs on FPGAs with floating-point precision weights.

Bit-Stream arithmetic is a method which uses a stream of randomly generated bits
to represent a real number, that is, the probability of the number of bits that are “on” is
the value of the real number. The advantage with this approach is that the required syn-
optic multiplications can be reduced to simple logic operations. A comprehensive sur-
vey of this method can be found in Reyneri [11] while most recent work can found in
Hikawa [12]. The disadvantage of bit-stream arithmetic is the lack of precision. This
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can severely limit an ANN’s ability to learn and solve a problem. In addition, the mul-
tiplication between two bit-streams is only correct if the bit-streams are uncorrelated.
Producing independent random sources for bit-streams requires large resources.

3 Implementation Issues

3.1 Weight Precision
Selecting weight precision is one of the important choices when implementing ANNs
on FPGAs. Weight precision is used to trade-off the capabilities of the realized ANNs
against the implementation cost. A higher weight precision means fewer quantization
errors in the final implementations, while a lower precision leads to simpler designs,
greater speed and reductions in area requirements and power consumption. One way of
resolving the trade-off is to determine the “minimum precision” required to solve a giv-
en problem. Traditionally, the minimum precision is found through “trial and error” by
simulating the solution in software before implementation. Holt and Baker [13] studied
the minimum precision required for a class of benchmark classification problems and
found that 16-bit fixed-point is the minimum allowable precision without diminishing
an ANN’s capability to learn these benchmark problems. 

Recently, more tangible progress has been made from a theoretical approach to
weight precision selection. Draghici [14] relates the “difficulty” of a given classifica-
tion problem (i.e. how difficult it is to solve) to the required number of weights and the
necessary precision of the weights to solve the problem. He proved that, in the worst
case, the required weight range  is estimated through the minimum distance be-
tween patterns of difference classes  to guarantee a solution, where  is
an integer and  is the dimension of the input. This services as an important guide for
choosing data precision.

3.2 Transfer Function Implementation
Direct implementation for non-linear sigmoid transfer functions is very expensive.

There are two practical approaches to approximate sigmoid functions with simple
FPGA designs. Piece-wise linear approximation describes a combination of lines in
the form of  which is used to approximate the sigmoid function. Note that if
the coefficients for the lines are chosen to be powers of two, the sigmoid functions can
be realized by a series of shift and add operations. Many implementations of neuron
transfer functions use such piece-wise linear approximations [15]. The second method
is lookup tables, in which uniform samples taken from the centre of a sigmoid function
can be stored in a table for look up. The regions outside the centre of the sigmoid func-
tion are still approximated in a piece-wise linear fashion.

4 Conclusion and Future Research Directions

When implementing ANNs on FPGAs one must be clear on the purpose reconfiguration
plays and develop strategies to exploit it effectively. The weight and input precision
should not be set arbitrarily as the precision required is problem dependent. Future re-
search areas will include: benchmarks, which should be created to compare and ana-
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lyse the performance of different implementations; software tools, which are needed to
facilitate the exchange of IP blocks and libraries of FPGA ANN implementations;
FPGA friendly learning algorithms, which will continue to be developed as faithful
realizations of ANN learning algorithms are still too complex and expensive; and, to-
pology adaptation approaches, which take advantage of the features of the latest FP-
GAs such as specialized multipliers and MAC units.
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