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Abstract

This paper addresses training signal design for frequency offset estimation. Based on the CRB, the
best training signal structure is obtained with constraints on the total energy and peak-to-average energy
ratio (PAR) of the training signal. The frequency offset estimation method for the proposed training signal
is also presented which can handle normalized frequency offset less than approximately 0.5. To handle
larger normalized frequency offsets, modified training structures and corresponding estimation methods
are presented. Depending on the PAR constraint, the proposed training signals and corresponding methods
can achieve 3 to 5 dB SNR advantage over the reference methods which use training signal consisting of
multiple identical parts generated by pseudo-noise sequence in the frequency-domain or time-domain. The
proposed training signals can reduce the estimation complexity and increase the system capacity as well.

I. INTRODUCTION

Training signals are commonly used in communications systems for timing synchronization,
frequency synchronization and channel estimation. In [1]- [4] (and references therein), training
signal design for channel estimation in single carrier systems was discussed. In [5], training sig-
nal design for channel estimation in OFDM systems was described. In [6] [7] [8], some training
signal designs for timing synchronization in OFDM systems were presented. For frequency syn-
chronization in OFDM systems, [9] used a training signal consisting of two identical parts (

�����
)

and [10] [11] used a training signal composed of
�����

identical parts. These training signals
are generated by IFFT of pseudo-noise sequence on every

�	��

subcarrier in the frequency-domain.

The above timing and frequency synchronization methods are based on time-domain processing
and hence, also applicable to single carrier systems with the same training signal. Alternatively,
for easier training generation in single carrier systems, the training signal with

�
identical parts

can be constructed such that each part is of a time-domain pseudo-noise sequence.
In this paper, we investigate training signal design for frequency offset estimation in AWGN

channel. The Cramer-Rao lower bound (CRB) for frequency offset estimation is first derived and
then the best training signal with peak energy constraint is sought for based on the CRB. Next, fre-
quency offset estimation method for the proposed training signal is presented. In order to handle
larger frequency offsets, modified training signals are proposed. Frequency offset estimation meth-
ods suitable for these training signals are also derived based on the best linear unbiased estimation
(BLUE) principle.



II. THE CRAMER-RAO LOWER BOUND (CRB)

Frequency offset is unavoidable at the receiver due to the oscillators’ inaccuracies and the
Doppler shift of the mobile wireless channel. In this paper, we consider frequency offset esti-
mation based on the training signal vector � ���������
	��������	���������������������	����

where the superscript�
denotes transpose. Let us consider a signal model given by �"!�#�$&%'��()	 �+*-, (1)

where  is the received training vector of length
�

,
%'��(.	

is a diagonal matrix with diagonal
elements / !10�23�54 �768�9(.:;�<	 , !10
2=�>4 �96��1():��?	 , !�0�2=�>4 �96 �7():��?	 , . . . ,

!�0�2=�>4 �96��@�A�B�C	D():��?	FE
corre-

sponding to the normalized frequency offset
(

(normalized by
�C:G���H�I	

where
�

is the sample
duration), , is the complex additive white Gaussian noise (AWGN) vector with a covariance ma-
trix JLK �NM8OP7Q where Q is an identity matrix, and R represents an arbitrary phase.

For the parameter vector S � ��(T� R �U� , the received vector  has a complex Gaussian pdf,23�  8V S 	 , with the mean vector and the covariance matrix respectively given byWYX ��!Z#�$&%[��(.	 � � J X � J K ��M OP Q � (2)

The
�]\���4��

element of the Fisher information matrix is given by^G_>` # �badc;egfih 23�  8j S 	e3k _ elfmh 2=�  8j S 	e3k # n (3)

�poFqgc J XCr.s e J Xe3k _ J XCr.s e J Xe=k # n * �+tBc e3u X;ve=k _ J X�r.s e3u Xe3k # n (4)

where k _ is the
\ ��


element of S . We have then^ s ` s � w 6 O� O M OP � vyx O � (5)^ s ` O �z^ O ` s � { 6�HM OP � v|x � (6)^ O ` O � �M OP � v � (7)

where x is a diagonal matrix with diagonal elements / � , 1, . . . ,
�}�~��E

. The CRB of the frequency
offset estimation is given by

CRB
�L��^ r.s � s ` s ���@^ s ` s ��^ s ` O ^ r.sO ` O ^ O ` s 	 r.s (8)

�
� O M OPw 6 O � v �� v �.� v x O � �}� � v x � 	 O � (9)

III. TRAINING SIGNAL DESIGN

In this section, we investigate the training signal design that minimizes the CRB. The best train-
ing vector ��� is given by ��� ����q;�L�~\ h3� / CRB

E��
constraint: � v � ��a��

(10)



where
aY�

is the total energy of the training vector. From (10) and after some manipulation, we
have the best training signal given by�
� � ��q;� �~\ h=� � � � v|x � 	 O � � v ��� vyx O ��� � constraint: � v � �"a��

(11)

� ��q;� �~\ h=� ��� r.s� �
	�� � r.s�P 	��� ����� 	  O  ��� h 	  O � h � � h O 	��}�
constraint: � v � �"aY���

(12)

From (12), it can be observed that the phases of the training samples have no effect on the CRB.
It is only the training energy allocation among the training samples that has effect on the CRB and
that has to be found. Define the following:� � �  ������	  O �  ���F�C	  O �Y���1�;�  ����� �}�C	  O � �

(13)� � ` P � h ��� � h 	 ���������"�@� � �C	 �y��� h �"�@� � �C	
(14)

where
� � ` P is the

���3� h � element of an
���&�

matrix
�

. Note that the matrix
�

is singular and not
symmetric. � can be viewed as the training energy vector or the training energy allocation. Then
the best training vector is determined by the best training energy allocation given by� � � ��q1�L�~\ h���� � � � �! 

constraint: � �#" ��a �
and

�$�&%T��\�	'�)(
(15)

where
"

is an all-one vector of length
�

,
(

is a design value representing the allowable peak
training sample energy. The reason for the introduction of the upper limit

(
is to avoid non-linear

distortion of the training signal at the transmit amplifier. The optimization (15) containing equality
and non-equality constraints can be solved by quadratic programming (QP) such as MATLAB
function *,+ ��-�2 q/.;�=� � . The general result can be given by% � ���T	 � 0132 �~\ h / ( �;aY��: �
E if

� ���
or
� �}��~\ h�� (y�;a � : �z�54�6 r.s7 	�� % � � f 	  if � ���

or
� ��� �}�Y�-�

;
�8� ���"� : �z�}�a�� � � 4 � r.s7 	9� % � � f 	 if

� ����� �}��	�: �
and

�
is an odd integer.

(16)

In the following, we present an alternative approach which gives the same result as QP. Let:<;
represent the optimization objective function of (15) with the subscript

-
indicating that the

training energy is allocated to
-

samples only. We investigate
:=;

, which is to be minimized, for
different values of

-
, their locations (indexes of the

-
samples) and the energy allocation among

the
-

samples.
(i) If

%T��\�	 �"a �?> �]\3� h � , \ �����|�9�Y�1����� � �}�
for any h (

�@� h � � �}�
), then we have: s ��% O � h 	 � P ` P �����

(17)

(ii) If
% ��\�	 ��%T��� 	 > ��\������ * %T� h 	 > ��\�� h � , \ � ��� �7� �������b� ���

for any
�

and h such that������A h � � �}�
and

%T��� 	�B���
,
%T� h 	CB���

, then after some manipulation, we have: O ���D%T���T	?%T� h 	 � h �E� 	 O � (18)

Since
: O A : s , allocating the total training energy on two samples is better than allocating on one

sample. Now we focus on minimizing the CRB.
� � �

and h � � �"�
will maximize

� h �F� 	 O



and with the constraint
%T��� 	 * % � h 	 � a �

,
% ��� 	 � %T� h 	 � aY��: �

will maximize
% ��� 	?%T� h 	 . The

corresponding minimum value of
: O is� : O 	 6 _ P ��� ��a�� : �
	 O ��� �}�C	 O �

(19)

(iii) If
%T��\@	 � %T���T	 > �]\8�&��� * % �52 	 > ��\8� 2�� * % � h 	 > ��\8� h � , \ � ��� �9�+���1���p� �"�

for any
�

,
2

and h such that
� � � A"2FA h � � �"�

and
%T��� 	$B� �

,
%T�>2 	 B� �

,
%T� h 	 B� �

, then after some
manipulation, we have: � ���D%T��� 	 % �52 	 �>2 � � 	 O � % ��� 	?%T� h 	�� h � � 	 O � %T�>2 	 % � h 	 � h � 2 	 O � (20)

It can be observed that
� � �

and h � � �"�
will minimize

: � . %T��� 	 � %T� h 	 will minimize the
dominant term

��% ��� 	?%T� h 	�� h �$� 	 O . With
� �}�

, h �"���~�
and

%T��� 	 ��%T� h 	 , : � will be minimized
if
2 ���

or
2 ��� � �

. Then we have� : � 	 6 _ P ��� �@aY��: �
	 O ��� �}��	 O * a�� %T�>2T	���� O : �+����: �
	 * % O �>2T	��@� O : { ���
� : � *�� : { 	�� (21)

Since
� : O 	 6 _ P A � : � 	 6 _ P , allocating training energy on two samples is better than allocating

on three samples. Furthermore, (21) indicates that if there is a peak sample energy constraint of(
where

aY�Z: � � ( � aY��:��
, then the best energy allocation is

%T���
	 � % �@� � �C	 � (
and%T�>2 	 �"a���� � (

. If
(��"aY��: �

, then the best allocation is
%T����	 � % �@� �}�C	 �"a ��: �

and
%T�>2T	 ���

which becomes allocation on two samples only.
(iv) If

%T��\@	 ��%T��� 	 > ��\T� ��� * %T� f 	 > �]\ � f � * % ���?	 > �]\.�-�&� * %T� h 	 > ��\T� h � , \ �������9�Y�����1� � �}�
for any

�
, f , � and h such that

�$�)� A f A�� A h � � �}�
and

% ��� 	8B���
,
%T� f 	DB���

,
%T���?	�B���

,%T� h 	CB���
, then after some manipulation, we have:�	 � �D%T��� 	 % � f 	 � f � � 	 O � % ��� 	?%T���?	���� �E� 	 O � %T��� 	 % � h 	 � h � �T	 O�D%T� f 	?%T���?	���� � f 	 O �E%T� f 	?%T� h 	�� h � f 	 O � % ���?	?%T� h 	 � h �-� 	 O � (22)

Similar in (iii),
� ���

and h � � � �
will minimize

:
	
.
%T���T	 � % � h 	 � ��a���� %T� f 	 � %T���?	��m: �

will minimize the dominant term
��% ��� 	?%T� h 	�� h � �T	FO . With these parameter values,

: 	
achieves a

minimum at f ���
,
� ��� � �

, and
%T� f 	 ��%T���?	

. The corresponding minimum
:�	

is� :�	 	 6 _ P ��� ��a���: �
	 O �@� �}�C	 O * aY�?%T� f 	�� ��� � { 	 � (23)

Since
� : O 	 6 _ P A � : 	 	 6 _ P A � : � 	 6 _ P , allocating training energy on four samples is better than

allocating on three samples. Allocating training energy on two samples is better than allocating
on four samples. Furthermore, (23) indicates that for a peak sample energy constraint of

(
wherea�� : � � (�� a�� : { , the best energy allocation is

%T����	 � %T��� ���C	 � (
and

% �F�C	 � % �@� �
�
	 �[��a��p���=(z	F: �

. If
( � aY�Z: �

, then the best allocation is
% ���
	 � %T��� �B�C	 � a �Z: �

and%T� f 	 ��%T���?	 ���
which becomes allocation on two samples only.

(v) Similarly we can obtain
: ;

for
-�� { , the corresponding sample locations, and the energy

allocation. The general result is that
� : O 6 	 6 _ P A � : O 7 	 6 _ P for

����� A f � � : �
and

� : O 6 	 6 _ P A� : O 6� s 	 6 _ P . Allocating on even number of samples is better than allocating on odd number of
samples. For the allocation on even number of samples (2

�
samples), the sample indexes are/ ���1�9�����1����� �g�9�;� � � �8� � � * �9�1�������;� �g�CE and the allocation is such that

% ��� 	 ��%T��� �g��� � 	
.

If there is a peak sample energy constraint of
(

where
a ��:�� ����� �}��	�	 � (���aY��:�� �9�?	

, then the
best energy allocation is

%T��� 	 � % �@� �"�z�&� 	 � (
for

� � ���+�9�1��������� � �
and

%T��� �"�C	 �%T��� �-�?	 ���@a � � ����� �}��	 (z	�: �
. If

(��"a � :�� ����� �}��	�	
and

a � :G� ��� h �}�C	�	 �)(��"a � :G� � h 	 ,
then the best allocation is

%T��� 	 � %T��� �"�z�&� 	 � (
for

� �d���+�7��������� h � � and
%T� h �"�C	 �%T��� � h 	 � �@aY�|� ��� h �"�C	
(b	F: �

which becomes allocation on
� h samples only. These results

altogether coincide with the result (16) obtained from QP.



IV. FREQUENCY OFFSET ESTIMATION

In this section we propose a few frequency offset estimation methods based on the designed
training signal. According to the proposed training design, let us consider the training signal of
length

�
samples where only the first � and the last � samples are nonzero. For simplicity and

illustration purpose, let us assume that
a � :G� � � 	 � (

and the energy of each non-zero training
sample is

(
where

(
is the maximum training sample energy allowable without any non-linear

distortion at the transmit amplifier.
Considering the AWGN channel, the first step in frequency estimation is noise suppression by

means of neglecting the received samples corresponding to the zero training samples. The second
step is to perform frequency offset estimation. Assuming that the first � samples and the last �
samples are identical, the frequency offset estimate can simply be obtained as

�( � �
�96��@� � � 	 ��q;� / � r.s� �
	�� q
��� 	@q������ * � � � 	FE�� (24)

This estimator assumes that the normalized frequency offset
(

has to satisfy the condition
 (  A�O�� � r ��� . For the situations where

(
does not satisfy this condition, we propose the following

approaches.
Let the non-zero training samples contains three parts / �
���
	 , ����� , ��� � � �C	FE

, / ���
	"	
,
�1���

,
���
	 *

� �B�C	FE
, and / ���@� � � 	 , ����� , ����� ���C	�E

where
	 � � and

	
should be chosen to satisfy

the condition
 (  A �O�� . Each of these samples has energy

( � a �Z:�� � � 	 . The first step is
noise suppression by means of neglecting the received samples corresponding to the zero training
samples. The second step is to calculate the frequency offset estimate. We consider an approach
using correlation between the three parts where the phases of

����� 	
,
����� * 	"	

, and
����� * � � � 	 ,� �B���p�7�p�1����� � ���

, from three parts have to be the same for lower complexity. Let us assume
for simplicity that the three parts are identical. Then we have three estimates /� � E based on three
correlation terms as:


�
�

�
�96�	 ��q;� / � r.s� �
	�� q���� 	@q������ * 	"	�E

(25)

� s � � r.s� �
	�� q���	 * � 	@q � �@� � � * � 	 (26)

� O � � r.s� �
	�� q���� 	@q � ��� � � * �T	 (27)(�� � �
�96�	 ��q;� / � �s � O E (28)

 s � (�� * �
�76���� ��	 � � 	 ��q;� / � s ! r #������������! #"$ �%'&� E

(29)

 O � ( � * �
�76���� � � 	 ��q;� / � O ! r #(����� � �)�! �%'&� E

(30)

where the use of
( �

is to avoid possible ambiguity in frequency offset estimation based on corre-
lation terms with larger correlation distances. The frequency offset estimate based on BLUE can
then be given by

�( � O� �
	��  � * � (31)



where the weighting values / * � E are the elements of the weighting vector � which is calculated
[13] as follows: � � J r.s� "" � J r.s� " � (32)

Note that for simplicity and illustration purpose, we have assumed that energy of each non-zero
training sample has

( � aY�Z:G� � � 	 . Following Method B of [11], the covariance matrix of /� � E
can be given by

J�� � ���w 6 O SNR

���
�
O ���%�
	 SNR� � r.s� � � r � r � � s� � � r ���r.s� � � r � r � � O  ��%�
	 SNR� � r � r � � � s� � r � r � � � � r ���s� � � r ��� s� � r � r � � � � r ��� O  ��%�
	 SNR� � r ��� �

���
� (33)

where SNR
�"a � :G���HM8OP 	 . The required inverse covariance matrix is then given by

J�� r.s ��� �� 	 O ��� * � ����
SNR

	 � 	��@� � � ��	"	 � ��	 ��� � � 		���� � � ��	�	����@� � � ��	"	 O ��� * � ����
SNR

	 � �}�@� � � ��	�	���� � � 	� 	��@� � � 	 � �}�@� � � ��	"	 ��� � � 	�� ��� � � 	 O ��� * � ����
SNR

	
�
� (34)

where
� � w 6 O SNR

O :�� ��� � �F� * � :��@���
SNR

	�	��
.

Substituting (34) into (32) yields the BLUE weighting vector

� � � 	NO��|��� � � ��	"	DO��Y��� � � 	@O�� ��
	 O * �@� � � ��	�	 O * ��� � � 	 O 	 � (35)

Note that although J�� r.s depends on SNR values, � does not.
The results from Section III may be applied to the modified training signal by extending the

sample-wise results to the part-wise results. For example, the modified training signal consisting
of four parts may be better than that consisting of three parts. In order to investigate this, in
the following, we derive a BLUE frequency offset estimation method for the modified training
signal consisting of four non-zero parts / ������	�� ���1������� � � ��	�E

, / ����	"	��g�����������
	 * � �B�C	FE
,/ ����� � 	 � � 	��z������������� � 	 ���C	�E

and / ����� � � 	 �b�1����� ����� �"�C	FE
where

	 � � and	
should be chosen to satisfy the condition

 (  A �O � . For simplicity, we assume that these four
parts have identical phases. To keep the same PAR as in three part training signal, each sample
of the first and fourth parts has energy

a ��:�� � � 	 and that of the second and third parts has energya�� :G��� � 	 . Define the following:

� � � � r.s� � 	�� / q � ���T	@q���� * 	�	 * q � ��� � 	 � � * � 	@q���� � � * � 	FE (36)

� s � � r.s� � 	�� q����
	 * �T	@q���� ��	 � � * � 	 (37)

� O � � r.s� � 	�� / q������T	@q���� ��	 � � * � 	 * q ����	 * � 	@q���� � � * � 	FE (38)

� � � � r.s� � 	�� q � ��� 	Dq���� � � * � 	 � (39)



Then we have four estimates /� ��� ����� � �
E
as follows:


�
�

�
�96�	 ��q;� / � � E (40)

 s � � * �
�76���� � � 	 � � 	 ��q;� / � s ! r # O������ � r O�� r ����� � E (41)

 O � � * �
�76���� ��	 � � 	 ��q;� / � O ! r # O������ � r � r ���	� � E (42)

 � � � * �
�76���� � � 	 ��q;� / � � ! r # O������ � r � �	� � E (43)

� � �
�96�	 ��q;� / � �O � � E�� (44)

The frequency offset estimate based on BLUE can then be given by

�( � �� �
	��  � * � (45)

where / * � E are determined by (32) with the covariance matrix given by

J�� � �{ 6 O SNR

������
�


� ����  %� SNR

�
� � � r �� � � r O�� r ��� � r � � 	� � � r � r ��� � � � O� � � r ���r �� � � r O�� r ��� � s� ����  %� SNR

�
� � r O�� r ��� � � �� � r � r ��� � � r O�� r ��� � �r � � 	� � � r � r ��� � �� � r � r � � � � r O�� r ��� � 
 � ����  %� SNR

�
� � r � r ��� � � � � O� � r � r ��� � � r ���� � O� � � r ��� � ��� � � O� � r � r ��� � � r ��� � 
� � ��  %� SNR

�
� � r ��� �

� �����
�
�
(46)

Note that J�� and � are functions of SNR. However, it can easily be checked that � is not
sensitive to SNR value changes.

V. SIMULATION RESULTS AND DISCUSSIONS

Simulations have been carried out to evaluate the estimation performance obtained with the
proposed training signal. The system can be either a single carrier system or an OFDM system. In
the simulation we use an OFDM system with FFT size

������� � { . As comparison, similar BLUE-
based methods (Minn [12] and M&M [10]) which use a pseudo-noise sequence in the frequency
domain are included. The training signal for [12] and [10] consists of

� � w identical parts as in
[12].

The frequency offset estimation performance for the proposed training signal and the proposed
frequency offset estimation method is presented in Fig. 1. The normalized frequency offset

(
is set

to
��� { and the proposed training signal is composed of two non-zero parts, each having � samples.

The performance is evaluated for � �
1, 8, 32, 64, and 128 which correspond to the PAR values

of 27, 18, 12, 9, and 6 dB, respectively. The training signal used for [12] and [10] has a PAR value
of about 6 dB. For an OFDM signal with 1024 subcarriers, the PAR value can occasionally be as
high as 30 dB.

The simulation results are in line with the theoretical results. The estimation performance is bet-
ter for smaller values of � . The performances for � �B�

and � � � � w have approximately 1 dB
SNR difference. The proposed training signal with the proposed estimation method outperforms
the reference methods [12] [10]. The proposed training signal with � � �

has about 5 dB SNR
advantage over the reference methods while that with � ��� � w has about 4 dB SNR advantage.



Fig. 2 presents the performance comparison among the proposed estimation method (45) with
the modified training signal consisting of four non-zero parts and the reference methods [12] [10].
Each part of the modified training signal has � samples. The performance is evaluated for � � 1,
8, 32, 64, and 128 which correspond to the PAR values of 25.33, 16.30, 10.28, 7.27, and 4.26 dB,
respectively. The normalized frequency offset

(
is set to

�9� �
.
	 � � � w is used for all � values.

Same observations as in Fig. 1 are obtained. A slightly different observation from Fig. 1 is that the
modified training signal with � � �

has about 4 dB and that with � � � � w has about 3 dB SNR
advantage over the reference methods.

The performance comparison between the modified training signal with 3 non-zero parts and
with 4 non-zero parts, both having the same total training energy and the same PAR, is presented
in Fig. 3. The modified training signal with 4 non-zero parts is slightly better than that with 3
non-zero parts. This agrees with the implication of the result in Section III. Note that the slight
performance improvement of the training signal with 4 non-zero parts over 3 non-zero parts is
associated with some increased complexity. We have also performed simulations for the reference
methods using a training signal consisting of 8 identical parts, where each part is a pseudo-noise
sequence in time-domain. The performance results (not shown) are almost the same as those ob-
tained with the training signal consisting of 8 identical parts generated by a pseudo-noise sequence
in the frequency-domain. Note that there is no restriction on the phases of the training samples
within each non-zero part of the proposed training signals. The phases can be designed such that
lowest PAR of the analog training signal is obtained. Also note that in place of zero training
samples, data signal can be transmitted which would increase the capacity.

VI. CONCLUSIONS

A training signal structure with PAR constraint for frequency offset estimation is developed
based on the CRB. The proposed training signal consists of two non-zero parts, each having �
samples. The first part is at the beginning of the training signal of

�
samples and the second is at

the end. The corresponding proposed frequency offset estimation method can handle normalized
frequency offset

 (  A �O � � r ��� . A modified training signal consisting of 3 or 4 non-zero parts,
each having � samples, and the corresponding BLUE methods are presented for handling larger
normalized frequency offset

 (  A � :�� � 	"	
. The first part and the last are at the beginning and

at the end of the training signal, the third (and the fourth) are spaced
	

samples away from the
beginning (and the end). The proposed training signals and corresponding estimation methods
achieve approximately 3 to 5 dB SNR advantage over the reference methods which utilize training
signal consisting of several identical parts generated by pseudo-noise sequence in the frequency or
time domain. The proposed training signals can not only improve the estimation performance but
also reduce the estimation complexity and increase the system capacity as well.
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Fig. 1. The frequency estimation MSE performance comparison among the proposed method with the proposed training signal
consisting of two non-zero parts and the reference methods (Minn[12] and M&M[10]) using a training signal containing 8 identical
parts generated by a pseudo-noise sequence in frequency-domain
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Fig. 2. The frequency estimation MSE performance comparison among the proposed method with the modified training signal
consisting of 4 non-zero parts and the reference methods (Minn[12] and M&M[10]) using a training signal containing 8 identical
parts generated by a pseudo-noise sequence in frequency-domain
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Fig. 3. The frequency estimation MSE performance comparison between the proposed method with the modified training signal
consisting of 3 non-zero parts and that with 4 non-zero parts

REFERENCES

[1] A. Milewski, “Periodic sequences with optimal properties for channel estimation and fast start-up equalization,” IBM Journal
of Research and Development, Vol. 27, No. 5, Sept. 1983, pp. 426-431.

[2] S.N. Crozier, D.D. Falconer and S.A. Mahmoud, “Least sum of squared errors (LSSE) channel estimation,” IEE Proceedings-F,
Vol. 138, No. 4, Aug. 1991, pp. 371-378.

[3] C. Tellambura, M.G. Parker, Y.J. Guo, S. J. Shepherd and S. K. Barton, “Optimal sequences for channel estimation using
discrete Fourier transform techniques,” IEEE Trans. Commun., Vol. 47, No. 2, Feb. 1999, pp. 230-238.

[4] W. Chen and U. Mitra, “Training sequence optimization: Comparison and an alternative criterion,” IEEE Trans. Commun., Vol.
48, No. 12, Dec. 2000, pp. 1987-1991.

[5] Y. Li, “Pilot-symbol-aided channel estimation for OFDM in wireless systems,” IEEE Trans. Vehicular Tech., Vol. 49, July 2000,
pp. 1207-1215.

[6] H. Minn, M. Zeng, and V. K. Bhargava,“On Timing Offset Estimation for OFDM Systems,” IEEE Communications Letters,
Vol. 4, No. 7, July 2000, pp. 242-244.

[7] H. Minn and V. K. Bhargava,“A Joint Time and Frequency Synchronization and Channel Estimation for OFDM Systems Using
One Training Symbol,” International Symposium on Wireless Personal Multimedia Communications (WPMC 2000), pp. 830-
835, November 2000.

[8] H. Minn, V. K. Bhargava and K. B. Letaief, “A Robust Timing and Frequency Synchronization for OFDM Systems,” IEEE
Transactions on Wireless Communications, Vol. 2, No. 4, July 2003, pp. 822-839.

[9] T. M. Schmidl and D. C. Cox, “Robust frequency and timing synchronization for OFDM,” IEEE Trans. Commun., Vol. 45, No.
12, Dec. 1997, pp. 1613-1621.

[10] M. Morelli and U. Mengali, “An improved frequency offset estimator for OFDM applications,” IEEE Commun. Letters, Vol.
3, No. 3, Mar. 1999, pp. 75-77.

[11] H. Minn, P. Tarasak and V. K. Bhargava, “OFDM frequency offset estimation based on BLUE principle,” Proc. IEEE Vehicular
Tech. Conf. VTC’02 (Fall), Vancouver, Canada, Sept. 2002, pp. 1230-1234.

[12] —, “Some issues of complexity and training symbol design for OFDM frequency offset estimation methods based on BLUE
principle,” Proc. IEEE Vehicular Tech. Conf. VTC’03 (Spring), Korea, Apr. 2003, pp. 1288-1292.

[13] S. M. Kay, “Fundamentals of Statistical Signal Processing: Estimation Theory,” Prentice Hall PTR, 1993.


