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1. INTRODUCTION
Advances in storage and processing technologies now allow con-

tent providers and scientists to capture, simulate, or create immense
collections of data. Unfortunately, advances in networking tech-
nologies, while impressive, have not kept pace. Although we can
build multi-gigabit networks, achieving those line speeds end-to-
end remains almost impossible. Distributing content to large groups
of independent users makes that task even harder.

As the gap between the amount of data we can capture, store, and
process and the resources we have to transmit that data increases,
the problem of scalable and adaptive distribution becomes increas-
ingly central to the performance of high-bandwidth and high-volume
applications such as data visualization, teleimmersion, and media
streaming.

In my research, I address the distribution of multiresolutional or
hierarchical datasets to large groups of heterogeneous and indepen-
dent users. The systems of interest in my work share a number of
common properties:

• Coherent access patterns.I assume that systems access data
in a coherent manner as opposed to random access. This
means that given a current region of interest within a dataset,
a system is more likely to access data nearby to that point of
interest than data that is far away.

• Large independent client pool. I am concerned with sys-
tems that support a large set of independent clients. The
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clients have heterogeneous resources available for commu-
nication and have independent application needs.

• Multiresolutional or hierarchical data structure. The sys-
tems must utilize data that can be stored in multiresolutional
or hierarchical data structures to allow for adaptive data ac-
cess in response to dynamic resource limitations. Adaptive
behavior can take place along multiple dimensions.

This class of application is common across a number of seem-
ingly disparate applications. For example, consider a digital mu-
seum providing the world with online and interactive access to an
image-based model of a historic space. Imagine teams of doc-
tors intelligently accessing scores of media streams to help treat
remotely located patients. Imagine a multinational company with
a visualization tool that displays massive, remotely stored CAD
models to independently working employees around the world.

Among the fundamental questions that must be addressed are the
following: How can we structure these massive datasets to facili-
tate access over a relatively narrow communication infrastructure?
How can we compactly and intuitively express multidimensional
adaptation policies for application-level goals? How can we effi-
ciently evaluate adaptation policies? How can we support indepen-
dent application-level needs via a distribution scheme that scales to
support large user groups?

In my dissertation, I develop concepts and abstractions to begin
addressing these questions. Together, these concepts form a frame-
work for enabling the navigation of remotely stored datasets by
large groups of heterogeneous and independent users. My frame-
work defines a generic graph-based representation abstraction suit-
able to the wide variety of datasets used by this system class. I
map this representation abstraction to a channel-based transmission
scheme. I develop scalable methods for performing utility-driven
adaptation of each client’s data stream which allow for the distribu-
tion of multiresolutional or hierarchical data to large user groups.

2. ACCESS FRAMEWORK
My framework for scalable and adaptive access to multiresolu-

tional or hierarchical data consists of four major components. First,
I propose an abstract data representation that is powerful enough
to express a set of representation properties essential to distribu-
tion and adaptation, yet flexible enough to apply to a large class
of applications. Second, I propose a channel-based transmission
scheme for scalable distribution. Third, I propose algorithms for
adaptation which provide the means for mapping application-level
goals to specific communication operations. Finally, I discuss the
development of performance models to measure the implications
of different engineering decisions on functioning systems.



2.1 Representation
I define an abstract data representation based on a graph struc-

ture embedded within a multidimensional space. I use nodes in
the graph to represent individual elements of information. Edges
connect nodes to express syntactic relationships between elements
(such as encoding dependencies) and to represent the data required
to resolve the information at one node given the resolved informa-
tion from another. Furthermore, edges are colored to form groups
called clusters. These clusters form units of data that are grouped
together at the access level of a system.

The representation graph is embedded within a utility space, de-
fined by the available dimensions of adaptation in the dataset. The
utility space is used to define spatial metrics that measure the utility
of specific nodes to the application given current system conditions.
Current conditions are represented with a point of interest within
the utility space, a prediction vector that anticipates future needs,
and a set of scale factors used to manage the tradeoffs between the
available dimensions of adaptation.

2.2 Transmission
To achieve scalable delivery to large user groups, I designed my

framework to remove any per-client work from the central server.
I use a channel-based transmission scheme which depends on a
subscription oriented service, such as broadcast or multicast. For
smaller user groups, unicast may also be appropriate.

In the multicast case, my design maps each cluster from the data
representation abstraction to a unique transmission channel. The
data from each cluster is sent out repeatedly, returning to the start of
the associated data stream once the final byte has been transmitted.
A server therefore continuously transmits a large set of channels,
one for each cluster. This method does not require any per-client
work by the server. Interested clients subscribe to a set of channels,
independently controlling their incoming data stream by choosing
appropriate channels for subscription.

2.3 Adaptation
I have developed algorithms for adaptation that make use of my

abstract data representation graph and the multidimensional utility
space within which the graph is defined [3]. I define a set of generic
adaptation operations that can support multidimensional and mul-
timedia adaptive behavior.

My adaptive framework uses a spatially defined utility metric
and a cost metric that combine to measure the utility-cost ratio of
adaptation alternatives. I define adaptation as an attempt to max-
imize the utility-cost ratio; an attempt to obtain the most useful
information at the lowest cost. The maximization process is per-
formed independently on each client, guiding the management of
the set of subscribed channels.

Through this adaptation framework, individual clients can adapt
their incoming data stream to reflect both network-level, and
application-level conditions. For example, the size of the subscribed
channel set can be used to control bandwidth utilization.
Application-level data requirements can be reflected in the utility
metric and changing needs are satisfied via channel subscriptions.

2.4 Performance Model
There are several engineering parameters which must be speci-

fied while implementing a working system. For example, the list
of parameters includes bandwidth allocation, data representation
granularity, network delivery method, and many others. The val-
ues chosen for these parameters can have a significant impact on
overall system performance.

I have performed a brief evaluation on the impact of certain pa-
rameters in the context of digital museums [2]. In current work,

I am developing models that measure and predict the performance
of of my framework in a generic context. This model will help
designers intelligently engineer their systems.

3. CONTRIBUTIONS
My dissertation research presents a framework for adaptive re-

mote access to multiresolutional or hierarchical data to large user
groups. Within this context, there are several specific contributions:

• A Generic Representation Abstraction. I distill the com-
mon elements of data representation into a generic abstrac-
tion. Any database that can be mapped to this abstraction is
compatible with the communication and adaptation potions
of my framework.

• Utility-Based Adaptation via a Multidimensional Spatial
Metric. I present algorithms for expressing and evaluat-
ing the utility of information through spatial utility metrics.
This spatial expression of utility can be much more intu-
itive than complex rule-based methods, especially for sys-
tems with many dimensions of adaptation.

• Simple Server Design.The channel-based communication
framework leverages a multicast/broadcast infrastructure to
allow interactive access to theoretically unlimited user group
sizes.

• Performance Model. The performance model can be used
to measure and predict system performance across a range of
values for several engineering parameters.

• Driving Application for Multicast Development. My sys-
tem prototype, designed to stream image-based rendering
datasets to large user groups, is sensitive to several end-user
properties of multicast delivery including latency, loss rates,
and join/leave delays. This application can motivate future
multicast development and performance testing.

4. RELATED WORK
Other researchers share my goal of defining a generic adaptation

model. For example, an alternative utility measure was proposed in
[7]. Several design principles were outlined in [4].

My methods for supporting scalable delivery for interactive ap-
plications through channel set management were inspired by sev-
eral projects in the area of broadcasting video-on-demand, includ-
ing Pyramid Broadcasting [6].

The driving application in my research is a remote version of Sea
of Images [1]. My representation allows multidimensional adapta-
tion in much the same way as layered video representations [5].
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