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Abstract—We introduce a novel biometric based on distinctive
eye movement patterns. The biometric consists of 21 features that
allow us to reliably distinguish users based on differences in these
patterns. We leverage this distinguishing power along with the
ability to gauge the users’ task familiarity, i.e., level of knowledge,
to address insider threats. In a controlled experiment we test
how both time and task familiarity influence eye movements
and feature stability, and how different subsets of features affect
the classifier performance. These feature subsets can be used
to tailor the eye movement biometric to different authentication
methods and threat models. Our results show that eye movement
biometrics support reliable and stable identification and authen-
tication of users. We investigate different approaches in which
an attacker could attempt to use inside knowledge to mimic
the legitimate user. Our results show that while this advance
knowledge is measurable, it does not increase the likelihood of
successful impersonation. In order to determine the time stability
of our features we repeat the experiment twice within two weeks.
The results indicate that we can reliably authenticate users over
the entire period. We show that the classification decision depends
on all features and mimicking a few of them will not be sufficient
to trick the classifier. We discuss the advantages and limitations
of our approach in detail and give practical insights on the use
of this biometric in a real-world environment.

I. INTRODUCTION

In this paper, we evaluate the effectiveness of using eye
movement biometrics as a novel defence against the “lunchtime
attack” by an insider threat. An insider threat in this context
refers to a person with physical access to a workstation that he
is not supposed to use (e.g., using a coworker’s workstation
while he is at lunch). As such our system serves as a second line
of defense after the workstation has already been compromised
(i.e., the attacker has physical access and the workstation is
either unlocked or he is in possession of all necessary passwords
and access tokens). Our approach considers both users that
are simply careless and users that are actively collaborating
with the attacker by giving up information. The second case
makes this attack notoriously difficult to defend against. We
propose a set of features that can be extracted from human eye

movements and analyze their distinctiveness and robustness
using a systematic experimental design.

The human eyes offer a rich feature space based on volun-
tary, involuntary, and reflexive eye movements. Traditionally,
the analysis of eye movements has been used in the medical
domain to facilitate diagnosis of different ocular and neuronal
disorders. Eye tracking devices have become much cheaper
within the last years and even low-cost open-source hardware
and software is available [1]. Recent advances in video-based
eye tracking technology makes eye tracking applicable to a
conventional workplace as it does not require any physical
contact with the users (more detail on eye tracking is given in
Section II).

Our experimental design captures the unique characteristics
of each user’s eye movements as measured by the eye tracker.
We also consider ways in which the attacker could use his
position to gain inside information about the user and the system
through observation or social engineering. We define metrics to
measure this advance knowledge through eye movement data
and determine whether it affects the authentication decision. We
consider three scenarios in particular: (i) no prior knowledge,
i.e., no information advantage; (ii) knowledge gained through
a description, e.g., the adversary is provided with a textual
description by a colluding legitimate user; and (iii) knowledge
gain through observation, e.g., by looking over the shoulder of
a legitimate user performing a task (shoulder-surfing).

We perform these experiments with 30 subjects recruited
from the general public and repeat them after two weeks to
test the time-stability of the proposed features. While our
experimental results show that an adversary does benefit from an
increased level of knowledge when executing a task, the analysis
of the proposed features also shows that he cannot utilize that
knowledge to circumvent the eye movement biometric.

Our main contributions are a set of 21 features and
measurements that confirm that these features are suitable
to perform user authentication. We carefully consider various
error sources and validate our design by looking at the learning
behavior of our test subjects. We further show that it is possible
to gauge the level of familiarity with a specific task through
the eye tracker biometric. This property is very useful when
dealing with an insider threat. Finally we also present a basic
authentication system based on this biometric as well as a
discussion of the robustness of our results over time.

The rest of the paper is organized as follows: Section II gives
an overview over the relevant background on the human visual
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Fig. 3: Video-based gaze tracking: the tracking of eye move-
ments is software-based and does not require any physical
contact with a subject. The gaze position is calculated using
the distance between pupil position and the corneal reflections
(shown as two white crosses).

are calibrated with respect to an external display then the
process is called gaze tracking. There are many types of eye
tracking techniques, with the main trade-off between tempo-
ral/spacial accuracy vs. intrusiveness and usability. Traditional
eye tracking techniques require either a head-mounted device or
electrodes attached to the subject’s face. One such example is
electrooculography (EOG), which is a technique for recording
eye movements by measuring electric potential at the electrodes
placed around the eyes. While this technique can be used to
capture the eye movements even during sleep (e.g., to monitor
REM sleep), its main disadvantage is the high intrusiveness
since the electrodes must be attached to a person’s face.

Recently there has been significant progress in eye tracking
technology driven by its importance in many commercial scenar-
ios, such as advertising and usability studies. The gaming and
entertainment industries also show a trend towards consumer-
level eye tracking devices not only as an additional control
channel, but also to enhance computer-human interaction. The
most widely used eye tracking technology today is video-
based. Video-based eye tracking uses a video camera which
focuses on the pupils and records their movements and size.
To improve the tracking accuracy, these devices usually use
a source of controlled infrared or near-infrared light to create
distinctive reflexion patterns (see Figure 3). Importantly, the
current video-based eye tracking is non-invasive and remote,
operating without any contact with the subject. The required
hardware is only a standard webcam capable of recording
infrared light. For example, the ITU Gaze Tracker [1] is an
open source project which offers eye tracking software that
can be used by many low-cost webcams. Some smartphone
manufacturers such as Samsung have also recently started to
include basic eye tracking capabilities to their phones.

Given the increasing availability and simplicity of eye
tracking, it is likely that the trend of using eye tracking outside
of the medical and research domain will continue. The current
non-invasive eye tracking technology already enables an easy
access to a rich and distinctive feature space of fixational eye
movements. Their distinctive capabilities and involuntary nature
makes them a potentially valuable biometric.

III. THREAT MODEL

The adversary model considered in this paper focuses on
insider threats. A well known example of an insider threat is the
so called “lunchtime attack” where an adversary temporarily
gains access to a co-worker’s workstation while the co-worker
is away for lunch. Other examples include cleaning staff getting
access to workstations after hours, or the trivial case where
one employee simply allows another employee to use his
workstation or access credentials. In all these scenarios, an
adversary might gain access to a fully operational system,
already logged into a privileged account, and with access to
everything that the legitimate user of the workstation would
normally have access to. Any subsequent attack mounted from
such a compromised workstation can be very hard to trace
back to the real attacker. A 2011 study has shown that 33% of
electronic crimes in companies are committed by insiders [19].
60% of these attacks use a compromised account, in the
remaining cases the attacker uses their own account [20].
Account compromise is particularly difficult to detect as the
account used to carry out the attack typically was not associated
with suspicious activity before. Furthermore, it is more difficult
to trace back the attack (and investigation may even put false
blame on the victim). Most organisations allow their employees
remote access (e.g., via SSH or a VPN connection), nevertheless
43% of attacks are performed locally using physical access to
the workstation [20].

In our model the adversary is aware of the gaze tracking
system and will do his best to imitate the behavior of the
legitimate user. This can be done by familiarizing himself with
the system before sitting down at the terminal, thus trying to
appear to the gaze tracking system as an experienced user. From
the attacker’s perspective there are two incentives to obtain this
kind of information: If he manages to observe how the user
accesses sensitive data or performs some sort of transaction
he will most likely be able to carry out his attack much faster,
helping him to avoid detection. Besides this, performing a task
in a similar way may result in ocular characteristics being
closer to the legitimate user. The adversary will win if he
can circumvent the gaze tracking system, i.e., exhibit ocular
characteristics that are similar enough to the legitimate user.

We consider two models of knowledge transfer to help the
adversary familiarize himself with a system: (1) The adversary
has gained knowledge about the system by reading (or being
told) how the system works; and (2) the adversary has seen
(e.g., by shouldersurfing) how a legitimate user operates the
system.

We assume the adversary cannot disable the gaze tracking
system, nor can he interfere with its operation in any way,
as doing so would quickly lead to the detection of his attack.
We don’t consider insider threats which involve the attacker
using his own workstation. These attacks can always be traced
back to the actual attacker and are better dealt with through
behavioural monitoring[21]. The aim here is to show that gaze
tracking is a viable way of identifying users, as well as gauge
a user’s level of knowledge and familiarity with a particular
task.
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Fig. 4: Feature correlation measured by the pearson correlation
coefficient. A value of 0 indicates no correlation, values of 1
and -1 signify positive and negative correlation, respectively.

IV. FEATURE DEFINITION

In this Section we describe different types of features,
explain the reasoning behind each choice and link them to
the foundations in neuroscientific work described in Section II.
We will rank these features according to the information they
reveal about the user ID and discuss the implications of using
different sets of features for classification.

A. Design Criteria

An important consideration when choosing features is
what data is required to compute them and whether there
are any constraints regarding the environment in which they
are collected. In order to make the authentication system
usable in a standard working environment the calculation of
the features must only use raw eyetracking data without relying
on controlling, or even being aware of, running applications
or screen content. This assumption distinguishes our approach
from related work, which measures the user’s reactions to
controlled stimuli, and is therefore unsuitable for transparent
continuous authentication [22], [23].

It is important to know to which degree features are
influenced by the task the user performs while the features
are collected. As eye movements are always a reaction to a
stimulus perfect task independence can never be guaranteed,
but some features are more susceptible to such influences than
others. Largely task-independent features allow conducting the
training phase with a task different to the one performed during
the system’s actual operation. This is particularly desirable in
an office environment, as a wide variety of tasks are performed
on a daily basis. A higher degree of task independence will
significantly reduce the error rates exhibited by the system.

We choose our features such that they are as task-
independent as possible and do not require any controlled
stimuli. The main advantage of this approach is that the

experimental design (i.e., the tasks performed by the subjects)
is interchangeable, and the results are transferable to a wide
set of general tasks.

B. Grouping of Samples

The gazetracker reports raw samples containing X/Y co-
ordinates and the current pupil diameter. As a single raw
sample does not contain any distinguishing information it
is necessary to combine multiple raw samples and use the
relationships between these samples (i.e., movements instead
of static positions) as features. Given the nature of the data we
consider fixations to be the most natural level of abstraction.
The gazetracker groups samples collected over at least 50ms
that lie within a 30-pixel radius into a fixation (see Figure 1).
In the context of this Section the term sample will refer to one
fixation (i.e., a set of raw samples). In our data we observe one
fixation on average every 250ms, yielding a sampling rate of
4Hz. It is important to note that this rate may change depending
on the experimental design (e.g., reading will lead to longer
fixations and a lower sampling rate) and across different users.

C. Feature Types

A complete list of our features is given in Table I. We
consider three different types of features: Pupil features,
temporal features and spatial features.

Pupil features can be split into static and dynamic features.
As outlined in Section II the range of the pupil diameter is
largely constant for each person. We capture this static range
using the maximal, minimal and mean pupil diameter that
is observed during one fixation. The dynamic component is
reflected by the short-term changes of the pupil diameter. These
changes can be caused by cognitive load or different stimulation
through lighting. While these external stimuli are equal for
all participants their reactions to them may not be. We model
these changes through the standard deviation and the difference
between the minimal and maximal pupil diameter observed
during a fixation.

Temporal features include both the duration of saccades
and fixations as well as speed and acceleration. Both the
peak and the average velocity of movements within a fix-
ation have been shown to differ greatly between people in
related neuroscientific work (see Section II). These differences
are mainly caused through different prevalence of saccadic
intrusions and microsaccades, both of which are characterized
by high velocity and acceleration. Different studies report
similar ranges for these values, even though their experimental
designs differ significantly. This suggests that these features
show a high degree of task independence, which makes them
particularly desirable for classification. We compute the velocity
between each pair of consecutive samples and only use the
magnitude of acceleration (i.e., we do not use the direction).
The reasoning behind this is that the direction of acceleration
depends on the location of the target stimulus and is therefore
task-dependent [24].

Spatial features are a method to measure the steadiness
of a person’s gaze. A fixation is a group of samples within a
fixed-size circle, which consists of the samples and a center
point (see Figure 1 for an illustration). While the total area
that can be covered by a fixation is limited by this definition,
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Feature RMI F R W
Pupil features

Pupil Diameter - Max 19.84% × ×
Pupil Diameter - Mean 20.27% × ×
Pupil Diameter - Min 20.26% × ×
Pupil Diameter - Range 1.19% × ×
Pupil Diameter - Stdev 0.98% ×

Temporal features
Acceleration - Max 2.49% × × ×
Acceleration - Mean 0.35% × ×
Duration of Saccade 1.09% × × ×
Duration of Fixation 0.9% × ×
Pairwise Speed - Max 4.95% × × ×
Pairwise Speed - Mean 5.36% × × ×
Pairwise Speed - Stdev 1.77% × ×

Spatial features
Distance from Center - Max 1.2% × ×
Distance from Center - Mean 2.52% × ×
Distance from Center - Min 0.72% × ×
Distance from Center - Stdev 1.21% × ×
Distance from previous fixation 0.66% × × ×
Max Pairwise Distance 1.23% × ×
Max Pairwise Distance X only 1.06% × ×
Max Pairwise Distance Y only 0.84% × × ×
Saccade Direction 0.08% × ×

TABLE I: List of pupil, temporal and spatial features that are
computed for each fixation. For each feature we report the
relative mutual information (RMI) with the user ID. A value
of 0 indicates that the feature carries no information about the
user ID, while a value of 1 means that the feature completely
defines the user ID. For each feature we report whether it is
included in the Full (F), Reduced (R) or without-pupil (W)
feature set.

the spatial distribution of samples within this area can still
be different. If a person’s gaze is steady the samples will be
clustered closely around the fixation center, with few samples
outside of this group. If a person has trouble focussing their
gaze the samples will be spread more evenly. We compute both
the distance between each raw sample and the center point
as well as the distance between each pair of raw samples. As
some movements may be more pronounced in the vertical or
horizontal direction we also make this distinction. The distance
between two fixations (as measured by the euclidean distance
between their center points) allows us to measure how many
points between two areas of interest (i.e., target stimuli) are
actively focused and processed by the subject. The saccade
direction, measured in degrees, allows a distinction between
stepwise and more diagonal eye movements.

D. Determining Feature Quality

Having a measure of feature quality is important for two
reasons: (a) to be able to select the best features when the entire
set is too high-dimensional and (b) to gain better insights into
why the biometric works. Initially an amount of uncertainty is
associated with the user ID (its entropy). This amount depends
on the number of classes (i.e., users) and the distribution of the

samples between users. Each feature reveals a certain amount
of information about the user ID, this amount can be measured
through the mutual information (MI). In order to measure the
mutual information relative to the entire amount of uncertainty
we use the relative mutual information (RMI) which measures
the percentage of entropy that is removed from the user ID
when a feature is known [25]. The RMI is defined as

RMI(uid, F ) =
H(uid)−H(uid|F )

H(uid)

where H(A) is the entropy of A and H(A|B) denotes the entropy
of A conditioned on B. In order to calculate the entropy of a
feature it has to be discrete. As most features are continuous
we perform discretization using an Equal Width Discretization
(EWD) algorithm with 20 bins [26]. This algorithm typically
produces good results without requiring supervision. In order
to limit the drastic effect that outliers can have when using
this approach we use the 1st and 99th percentile instead of the
minimal and maximum values to compute the bin boundaries. A
high RMI indicates that the feature is distinctive on its own, but
it is important to consider the correlation between features as
well when choosing a feature set. Additionally, several features
that are not particularly distinctive on their own may be more
useful when combined.

E. Feature Selection

Table I lists the RMI for each of our features. The static
pupil diameter features (i.e., min, mean and max) share the
most information with the user ID. The dynamic pupil diameter
features (i.e., the standard deviation and the min-max difference)
are less distinctive, which suggests that the pupil diameter is
more a result of different genders, ethnicities and eye shapes
than a behavioral feature.

While the behavioral features, both temporal and spatial
ones, show a lower distinctiveness than the pupil diameter they
still contribute significant amounts of information. The fact
that both peak speed and acceleration exhibit a comparatively
high RMI with the user ID shows that we accurately model the
distinctive capabilities of saccadic intrusions and microsaccades.

When selecting which feature candidates should form the
final feature set there are several aspects that have to be
considered: Each of the features should be hard to imitate
in a given threat model. As we focus on insider threats this
rules out features that can be easily observed and copied. Given
the insights from Section II we suspect that it may be possible
for a sophisticated attacker to modify his own pupil diameter
to a certain degree. In order to address this issue we also
investigate the performance of a feature set that does not make
use of the pupil diameter features. When putting the system
into operation it can then be decided which feature set should
be used, depending on the threat model and the capabilities of
potential attackers. Besides the security considerations it is also
important to note that a high-dimensional feature set will slow
down the classification and cause a higher resource consumption.
If the feature redundancy is high or many non-distinctive
features are included in the original set feature selection is
particularly useful. Figure 4 shows that the correlation between
features belonging to the same group (i.e., pupil diameter,
temporal or spatial) is relatively high, while the inter-group
correlation is considerably lower. This suggests that all three
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groups contribute to the distinctiveness of the biometric and
no group can be replaced entirely by another. Therefore an
optimal reduced feature set would most likely contain features
from all three groups. In order to determine this feature set we
used the Minimum Redundancy Maximum Relevance (mRMR)
algorithm[27]. This algorithm selects those features that share
a high amount of information with the classification variable
(i.e., the user ID) while showing low redundancy with other
features in the set. In order to achieve a good trade-off between
classification speed and accuracy we chose the best ten features
as computed by the algorithm. The list of those features can
be seen in Table I. In line with our hypothesis features from
all groups are part of this set. This also makes sophisticated
imitation attacks more difficult, as a number of very distinct
features have to be emulated simultaneously. We will discuss
the impact of using different feature sets in Section VI-C.

V. EXPERIMENTAL DESIGN

In this section we give an overview of our design goals
and show how our experimental design meets those goals.
We describe our test subject population, discuss how features
change over time, as well as the best way to capture these
changes.

A. Design Goals

With the experiments described in this section we test the
hypothesis that a biometric based on gaze tracking is feasible.
The goal is to analyze how well an authentication system can
distinguish users within a test group, and to identify what
impact, if any, training and knowledge transfer has on the
authentication process.

In order to design experiments that show whether or not
gaze tracking is suitable as an authentication mechanism, we
have to determine which tasks the test subjects should perform
while they are being monitored. One option is to give them
an entirely free environment in which the subjects can choose
what to do for the duration of the experiment. This is probably
the experiment that best captures actual user behavior, but
since it is likely that each subject will choose a different set
of tasks, it is very hard to guarantee that the distinguishing
power of the resulting classifier is really capturing differences
in users, rather than differences in behavior or tasks. While we
designed our features to be as task-independent as possible it is
impossible to rule out that some differences are due to the user-
chosen task. If each user chose a different task, which possibly
results in specific feature characteristics, this would lead to
an overestimation of classification accuracy, as the classifier
performs task distinction instead of user distinction. Conversely,
a fixed task for all users means that any differences between
the datasets are due to differences between users.

Another approach is to fix a set of general tasks and let all
the users perform those the way they prefer. This will limit the
influence of user-chosen tasks but the visual stimuli presented
to the subjects will still be different. For example if the subjects
are asked to browse the web, but not restricted in what pages
to visit or specifically what to read, different subjects would
have very different experiences. Even if the task is as simple
as watching a movie, different subjects will focus on different
things and the resulting classification might be biased by genre
preference and other factors.

Fig. 5: Experiment structure. Each session is divided into three
experiments, each of which is repeated a number of times. The
entire session is repeated after two weeks, and again an hour
after the second repetition.

In order to overcome these sources of error we define
a specific set of tasks that all users must complete. Our
goal is to determine whether the users’ eye movements are
distinguishable, even if they are completing the same task the
same way with the same knowledge. If this is indeed the case
that means that there are inherent differences between users that
can not be attributed to different ways of completing a single
task. Nevertheless, as we do not make any assumptions about
the experimental design when choosing the features the results
are transferable to more general settings (e.g., web browsing
or writing e-mails). We realize our design goals through a set
of experiments.

B. Experiment Structure

We first introduce terminology to make it easier to refer
to different parts of our interaction with test subjects, please
see Figure 5 for a visualization. We refer to one sitting of a
test subject as a session. Two weeks after the first session, the
test subject comes back for a second session. This is done
to make sure our results are consistent over time. To verify
that our results are not only consistent over longer periods
but also across two subsequent sessions on the same day, our
test subjects do a third session about an hour after completing
session 2. All three sessions are identical, and each consists of
three different experiments.

Each experiment has a similar structure. The test subject
is initially presented an empty screen with a grey background.
Once the experiment begins, a red dot with a white center
appears at a random location on the background. The user is
then asked to click on the dot as fast as possible. Once the dot is
clicked the next one appears after a short delay, during which
the screen is reset to the grey background. All instructions
are displayed on-screen before the experiment begins, and the
experiments differ in the nature of the instructions given to the
subject. Additionally, each experiment comes in a short and a
long version.

Experiment 1 (no prior knowledge) provides no instruc-
tions to the test subjects beyond asking them to click the dots
as fast as possible. The short version has five dots and the long
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Fig. 8: Participant age distribution in decades. Out of 30
participants 2 are wearing glasses and 9 are wearing contact
lenses.

gaze position and the position of the stimulus (the dot), right
before it is displayed; and (3) Cursor Distance, the distance
between the cursor location and the position of the stimulus,
right before it is displayed.

Figure 6 shows the results of our validation. As we do not
perform repetitions with identical sequences for Experiment 2
and 3 (text descriptions and shouldersurfing), the figure shows
the average over all sequences. We see that, as the number of
repetitions go up, the average performance for Experiment 1
(natural learning) improves. The two knowledge transfer
mechanisms cause the subjects to perform similarly or even
better than through several repetitions of natural learning. We
therefore conclude that our test subjects do benefit from the
information in the same way that an attacker might.

D. Feature Stability Over Time

For eyetracking to be a useful defence against insider threats,
the features measured from our test subjects must be relatively
stable over time, otherwise false rejects would occur frequently
as the template becomes outdated. While this can be countered
by sporadically retraining the classifier this constitutes a serious
challenge, as the user identity has to be established reliably
during this time. We present a full list of features in Section IV
(Table I). In this section we present the main reasons why time
stability is a challenging problem:

a) Changes in the environment.: Features like the pupil
diameter may change depending on lighting conditions. While
the screen brightness is kept constant across all subjects and
all sessions, the level of daylight may change. It is important
that the classifier accounts for these changes.

b) Changes in the user’s physical and mental state.:
Neuroscientific research shows that a person’s eye movement
behavior can change depending on states like drowsiness,
exhaustion, stress or euphoria (see Section II for details).

c) Technical Artifacts.: A recent study shows that the
duration and number of fixations and saccades can depend
on the gazetracker precision and the fraction of missing
samples [28]. As these values rely on the calibration of the
gazetracker, they may change slightly across different sessions.

Fig. 9: Our experimental setup consists of an SMI RED500
gazetracker that determines the user’s gaze position on a 24
inch screen with a 1920x1200 resolution.

The changes described above can manifest themselves both
within the same session and across multiple days or weeks.
Technical artifacts may be particularly prevalent when using
data collected in different sessions due to the fact that a separate
calibration has to be performed before each session. Despite
these difficulties we show in Section VI that we are able to
collect a classifier training dataset that is rich enough to reduce
the influence of these error sources. By including training data
from several session we are able to capture, and adjust for,
both long-term and short-term feature decay.

E. Participant Recruitment

Our data is collected from 30 participants, recruited from
the general public, 20 male and 10 female. The age distribution,
as well as whether the subjects are wearing glasses or contact
lenses, is given in Figure 8. The experiments are conducted
with the approval of the ethics committee of the University of
Oxford, reference SSD/CUREC1/13-064.

F. Experimental Setup

Figure 9 shows our experimental setup. We use an SMI
RED500 eyetracking device with a sampling rate of 500Hz to
collect the raw gaze data. The stimuli are displayed on a 24
inch Dell U2412M monitor with a resolution of 1920x1200
pixels. The viewing distance between the subjects and the
screen is approximately 50cm. In order to reduce distractions
and to minimize the influence of the experimenter on the
subjects all instructions were displayed on-screen during the
session. Although the gazetracker compensates for minor head
movements during the data collection we asked the participants
to move as little as possible.

Before the session the gazetracker has to be calibrated for
each test subject. This stage consists of a calibration phase
and a verification phase in which the error between actual
and estimated viewing angle in degrees is determined. In
order to ensure as high a data quality as possible, we reject
calibrations with a viewing angle error of more than 1◦, either
horizontally or vertically. If the error is too high the calibration
has to be repeated. At the end of the session we repeat the
verification phase in order to test whether the initial calibration
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is still valid. A large verification error at this stage indicates
low quality data, most likely due to excessive movements
during the experiments. During testing we observed an average
error of 0.49◦ in the X-direction and 0.52◦ in the Y-direction
immediately after calibration. These errors increased to 0.74◦

and 0.72◦ respectively over the course of the experiment. Given
that the error rates are lower than our threshold even at the end
of the experiment we are confident in the quality of our data.

VI. RESULTS AND ANALYSIS

In this section we will describe our classifier candidates and
explain how the classification of raw samples can be extended
to allow user authentication. We will discuss the impact that
the feature selection and the time over which the data was
collected have on the classifier performance. Finally we will
give insights on how different parameters of our system can
be chosen to reflect different security requirements.

A. Classifier Development

We measure the performance of the k-nearest-neighbors
(knn) and Support Vector Machine (SVM) classifiers. In order
to determine the optimal parameters for these classifiers we
perform a grid search through a defined subset of the parameter
space. For the knn classifier we tested values of k between
1 and 20 and weighting samples uniformly or by euclidean
distance. For the SVM we tested a linear, a polynomial and a
radial kernel function. For all three kernels we varied the soft
margin constant C in powers of ten between 1 and 10000. The
polynomial kernel was used with degrees between 2 and 5 and
for the radial kernel function we tested values of γ between
0.00001 and 10. The best results were achieved with k=5 and
weights based on euclidean distance for knn and an rbf-kernel
with C=10000 and γ=0.001 for the SVM.

B. From Classification to Authentication

After completing the training phase and generating a
template for each user the authentication system decides
continuously whether a new sample belongs to the currently
logged in user. This decision can be either based on a single
sample or combine multiple samples. Combining multiple
samples will increase the accuracy of the decision but also
introduces a delay before an imposter can be detected. As
eyetracking provides a stream of new samples at a constant
and high rate we choose to combine several samples for
each authentication decision. Our authentication system is
parametrized through the number of samples n that are used
for the decision and the threshold t which defines how many
of these samples must support the current user. This procedure
is described in Algorithm 1. A discussion of the effects of both
parameters will be given in the next section.

C. Results and Discussion

In order to ensure a high statistical robustness we split the
datasets into training and test sets using 5-fold stratified cross
validation, resulting in 80% of the data being used for training
and 20% for testing. The following results reflect the average
of the 5 folds. The dataset contains data from all experiments.
The second and third session form the inter-session dataset,
the first and second are combined for the 2-weeks dataset. We

Algorithm 1 The authentication algorithm accepts the
current user if at least t out of the last n classifications
match his user ID. This allows us to control the trade-off
between the FAR and the FRR.

1: Input: t,n,uid
2: classifications← []
3: loop
4: s← collect sample()
5: classifications← classifications + classify(s)
6: window ← last n classifications
7: accepted← all uid ∈ window where count(uid)≥ t
8: if uid ∈ accepted then
9: accept sample

10: else
11: reject sample
12: end if
13: end loop

consider all of our subjects as potential imposters of every other
subject. This realistically reflects an insider threat scenario in
which every person enrolled in the system could be a potential
attacker. We use two performance metrics: The equal error rate
(EER) and the minimal and maximal class distance (dmin and
dmax). The equal error rate is the rate at which the false accept
rate (FAR) and false reject rate (FRR) are equal and is a good
measure to compare different classifiers. The class distance
measures the distance between the template of a user and the
most successful out of the 29 imposters and gives insights
about the distribution of false classifications. We derive the
class distance dc for each user c from the confusion matrix cm
as follows:

dc = min
i 6=c

cm[c, c]

cm[c, i]

A class distance lower than 1 means that the best attacker
is more likely to be accepted than the legitimate user, a high
class distance means that the user is harder to impersonate. As
only the best out of the 29 imposters is considered this is an
extremely conservative metric. The equal error rate is computed
using the authentication algorithm described in Section VI-B.
As the parameter that controls the trade-off between the false
accept rate and the false reject rate (the threshold parameter t)
is an integer we report the average of the FAR and the FRR
for the value of t for which they are closest.

The results of our analysis are listed in Table II. The SVM
outperforms the knn classifier for almost every combination of
featureset and dataset. While the training phase is much slower
for the SVM the classification decision for a new sample
is virtually instantaneous, therefore this does not constitute
a serious limitation. When using the full feature set the best
performance is achieved with the intra-session dataset. The EER
increases from 3.98% to 6.05% when using the inter-session
dataset. This transition reflects degradation effects caused
by technical artifacts (e.g., different calibration accuracies)
across the two sessions. The performance takes another drop
to 7.37% when considering data collected over two weeks.
Given the behavioral nature of our feature set these changes
are to be expected as behavior is usually less stable than
physical characteristics. The fact that the EER is very good but
the minimal class distance is low suggests that our classifier
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Without
Full Reduced Pupil Diameter

Dataset Subjects Classifier EER dmin dmax EER dmin dmax EER dmin dmax

Intra-Session 30 knn 7.07% 0.37 5.71 13.92% 0.18 3.6 19.05% 0.25 1.98
Intra-Session 30 SVM 3.98% 0.52 3.61 13.6% 0.14 4.77 15.25% 0.22 3.44

Inter-Session 20 knn 8.86% 0.81 2.76 10.87% 0.60 2.86 16.58% 0.76 2.86
Inter-Session 20 SVM 6.05% 1.08 4.07 11.17% 0.51 3.00 14.03% 0.54 3.05

2-weeks 20 knn 9.27% 0.4 7.28 13.83% 0.46 5.15 21.32% 0.31 1.92
2-weeks 20 SVM 7.37% 0.49 4.72 13.18% 0.41 4.34 16.56% 0.45 2.46

TABLE II: Classifier Performance on different datasets and different sets of features. The reduced feature set includes the ten
features selected by the mRMR algorithm (see Table I). The equal error rate was calculated using Algorithm 1 with 180 samples.
dmin and dmax refer to the maximal and minimal relative difference between any user and the most successful imposter.

(a) Intra-Session dataset (b) Inter-Session dataset (c) 2-weeks dataset

Fig. 10: Average Equal Error Rates obtained through 5-fold stratified cross validation on three different datasets using the SVM
classifier. The error bars indicate 95% confidence intervals.

performs extremely well for most users but that the templates
of few users are too similar to allow reliable distinction. In
order to mitigate this problem it would be possible to determine
the closeness of templates directly after the training phase, after
obtaining the class distance for each user pair it is then possible
to give security guarantees for each user. Users whose templates
are not distinctive enough within the target population can then
be authenticated with an alternative mechanism.

When using the reduced featureset described in Section IV
the error rates increase significantly. The magnitude of this
change is surprising, as the features that were removed to form
this set exhibit either low distinctiveness or high correlation
with other features. Nevertheless, this difference in error rates
confirms that even features that carry little information on
their own help to correctly classify samples near the decision
boundary. This suggests that it won’t be sufficient for an attacker
to emulate a few distinctive features when using the full feature
set. As the complexity of an imitation attack grows rapidly with
the number of features that have to be emulated this underlines
the resilience of our system against such attacks.

Considering the distinctiveness of the pupil diameter fea-
tures (see Table I) it is not surprising that removing them from
the feature set has a significant impact on our performance
metrics. However, the changes of the error rates caused by
increasing time distance is less pronounced for this feature
set. This suggests that a lot of the degradation observed when

using the full feature set was caused by changes in the pupil
diameter features.

Using our classifier in conjunction with the algorithm from
Section VI-B continuous authentication of users is possible.
However, there are still some design decisions to be made.
While the EER is a good measure to compare classifiers
it is rarely useful in a real-world environment. In an office
environment the FRR should usually be extremely low in order
to avoid a high number of false positives. The ROC curve
in Figure 11 shows that a FRR of 0 is possible when using
the full feature set, in order to achieve this a FAR of 19.2%
has to be taken into account. While this may seem like a
prohibitively high number it is important to remember that our
system does not make a one-time decision but authenticates
users continuously. Conversely, a higher FRR may be acceptable
in a high-security context if it ensures the quick detection of an
attacker. Another parameter that directly impacts the detection
speed is the number of samples used for the authentication
decision. Figure 10 shows the effect of this number on the EER.
Increasing the number of samples up to 40 rapidly decreases
the EER, after that diminishing returns are observed. If the
quick detection of an imposter is important the smallest number
that still yields acceptable error rates should be chosen. It is
noteworthy that our biometric provides a much higher and more
constant sampling rate than those relying on active user behavior
(e.g., typing or mouse movements). Using our sampling rate of
4Hz even the highest number of 180 samples will correspond
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(a) Full feature set (b) Reduced feature set (c) without-pupil feature set

Fig. 11: The ROC curve shows the tradeoff between the false accept rate (FAR) and the false reject rate (FRR) depending on the
threshold parameter t for the SVM classifier.

Fig. 12: The ECDF plot shows that 92.2% of all attackers are
detected within the first 40 seconds of using the system. The
system failed to detect 2.76% of attackers as their biometric
templates are very close to that of a legitimate user.

to only 45 seconds. Figure 12 shows that most attackers can be
detected even before this 45-second mark, as the number of the
attacker’s samples in the sliding window gradually increases.
While most attackers are detected quickly (92.2% within 40
seconds) the system fails to detect 2.76% of attackers within
the scope of our data (i.e., the system exhibits systematic false
negatives). These false negatives occur when the biometric
templates of two users are very close. This problem could be
dealt with by using a second biometric (see Section VII) that
is likely to be independent from eye movements. A framework
that allows combining several biometrics is described in [29].

These results are very encouraging and significantly outper-
form related work both in terms of error rates and universality
(see Section VII for details). Our solution allows a fine-grained
trade-off between classification speed, accuracy, detection time
and resistance to imitation attacks. The time stability of our
features makes it possible to use old templates for an extended
period without having to frequently retrain the classifier (which
would require extensive effort). As blindness is the only known
condition that prevents reliable eye tracking this makes our
biometric an excellent step towards universal and transparent
continuous authentication.

VII. RELATED WORK

The idea of using physiological or behavioral biometrics
in the context of system security is not new and has been
an active research area for many years. The authors of [30]
provide a comprehensive overview of hard biometrics (e.g.,
fingerprints, iris patterns, DNA) in a security context. The use
of hard biometrics allows the distinction between users with
high accuracy and usually over the entire lifetime of a person.
A person’s biometric features can not usually be changed which
makes it harder to mimic another person’s features without
having to circumvent liveness detection mechanisms. On the
other hand the feature becomes useless once another person
is able to copy it. Attacks on fingerprint sensors, including
the iPhone’s TouchID feature, using mock fingers created of
various materials have recently been shown to be feasible under
practical conditions [31], [32]. This is particularly dangerous
as copies of fingerprints can be easily collected in an office
environment, for example by lifting them off a coffee mug.
Another downside of hard biometrics lies in poor collectability
and high intrusiveness.

Facial Recognition may seem like a convenient method
to provide continuous authentication but is not feasible in
a high-security context due to imperfect liveness detection.
Attacks on facial recognition software are possible using simple
photographs [33] or more complex 3D video models [34].

Behavioral biometrics are typically less susceptible to these
kinds of replication attacks, but their performance with regard to
false accept rates (FAR) and false reject rates (FRR) often makes
them unsuitable for standalone authentication. This is a result of
the low time-stability of human behavior as well as noise effects
created by external distractions. One of the oldest behavioral
biometrics has been proposed in 1980 and exploits distinctive
keystroke patterns [35]. Since then extensive research based
on this biometric has been conducted using different classifiers
with static and dynamic texts in multiple environments. The
error rates are low for static texts, but increase rapidly for free-
form texts as many unpredictable pauses are introduced into
the typing process. Additionally templates are usually tied to
keyboard layouts and even physical devices. As the identifying
features are conceptually simple this type of identification
can be imitated. The authors of [36] designed a software that
facilitates imitation attacks by providing positive and negative
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feedback depending on the difference between the attacker’s
and the user’s patterns. Two recent comprehensive surveys of
keystroke dynamics can be found in [37], [38].

Mouse movements have been extensively studied as a
potential behavioral biometric that can be combined particularly
well with keystroke patterns, as both traits are usually collected
at different times. A survey on the extensive body of work
can be found in [39]. The best accuracy has been reported
with a FAR of 0.36% and a FRR of 0% [40]. As the data
was collected on the test subjects’ own PCs it is questionable
whether the classifier did not distinguish input devices instead
of subjects [41].

Given the increasing share of smartphones and tablets
keyboard and mouse are no longer used ubiquitously. A recent
study reported an equal error rate of 2-3% when identifying
subjects across sessions based on their stroke patterns on a
smartphone touchscreen [25]. A similar approach that also
tests the resistance to imitation attacks is described in [42].
However, the authors only account for observation, not for a
compromised user template.

There has been some work on the way the human body
modifies electrical currents. The authors of [43] measure the
body’s response to an electric square pulse signal and report
100% accuracy over a static dataset and 88% over a dataset
that contains samples taken over several weeks. However, the
number of samples collected is extremely low. It is unclear
whether the accuracy stays at these levels when subjects are
monitored continuously. Similar work that uses bioimpedance
as a biometric reports a recognition rate of 90%, but requires
augmentation with hand geometry [44]. Furthermore, the scope
of the study was limited to a family-size study with up to 5
subjects.

Eye movements have previously been studied as an input
channel that is resistant to shouldersurfing attacks. These
systems still rely on a conventional PIN, a password or a
passphrase. The authors of [45] developed a system using a
Tobii 1750 gazetracker and report a password entry time of
9 to 12 seconds with error rates between 3 and 15%. Similar
work used eye gestures instead of passwords and reduced the
fraction of successful shouldersurfing attacks to 55% with an
average input time of 5.3 seconds [46].

Our work is perhaps most closely related to [47]. The
authors use a Tobii X120 gazetracker with a sampling rate
of 120Hz to capture a subject’s eye movements while he is
watching a movie and use short-term eye gaze direction to
construct feature vectors which are modeled using Gaussian
mixtures. Depending on the amount of training data an equal
error rate of 28.7 to 47.1% is reported. The authors do not state
whether the type of video affects the templates (e.g., whether
training and testing with different videos is possible). A different
approach by Cantoni et al. attempts to distinguish individuals
by the way they look at different images [22]. However, their
approach is not suitable for task-independent identification
and they do not state to what degree these patterns change
over time, especially given the static nature of the pictures.
Using density and duration of fixations as their main features
they report an EER of 27.06%. Liang et al. measure the eye’s
tracking behaviour when a moving stimulus is displayed [23].
They use the acceleration of eye movements while the subjects

are pursuing a moving shape as input to both Support Vector
Machines (SVM) and a Back-Propagation neural network. In
an experiment with five subjects they achieve an identification
accuracy of 82%. However, their design requires the display
of specific stimuli and can not be adapted to general tasks or
continuous authentication. Furthermore they do not evaluate
the time stability of the user templates.

VIII. CONCLUSION

In this work we have contributed a set of 21 discriminative
features based on a person’s eye movement patterns. The
usefulness of these features is not limited to our design,
they can be used with a wide set of general tasks like
web browsing or writing e-mails. We designed a controlled
experiment that accounts for different ways an inside attacker
can obtain information from a naı̈ve or colluding user, to aid
in impersonation attacks. Using gaze tracking data from our
experiments, we quantify the advantage an adversary has in
impersonating a user and test if the adversary has obtained
knowledge about the task the user normally performs. The
data collected during our experiments comes from 30 members
of the general public. The data shows that eye movements,
specifically the features we have presented, provide a rich
source of distinguishing information. Using data from a single
session we achieve an equal error rate of 3.98%. While the
effects of task familiarity are measurable, it does not allow
the attacker to circumvent our authentication system. In order
to test the time stability of our features we performed two
repetitions of the experiments, two weeks apart. Our results
indicate that users can be authenticated reliably over the entire
period. The universal nature of eye movements and the low
error rates make this biometric an excellent primitive, on which
to build other continuous authentication mechanisms.
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