
 3

Chapter 1 
KNOWLEDGE MANAGEMENT, DATA 
MINING, AND TEXT MINING IN 
MEDICAL INFORMATICS 

Hsinchun Chen1, Sherrilynne S. Fuller2, Carol Friedman3, and William 
Hersh4 

1Management Information Systems Department, Eller College of Management, University of 
Arizona, Tucson, Arizona  85721; 2University of Washington, Biomedical and Health 
Informatics, Seattle, Washington  98195-7155; 3Columbia University, Department of 
Biomedical Informatics New York, New York  10032; 4Oregon Health and Science University, 
Medical Informatics and Clinical Epidemiology, Portland, Oregon  97239-3098 

Chapter Overview   
In this chapter we provide a broad overview of selected knowledge 
management, data mining, and text mining techniques and their use in 
various emerging biomedical applications. It aims to set the context for 
subsequent chapters. We first introduce five major paradigms for machine 
learning and data analysis including: probabilistic and statistical models, 
symbolic learning and rule induction, neural networks, evolution-based 
algorithms, and analytic learning and fuzzy logic. We also discuss their 
relevance and potential for biomedical research. Example applications of 
relevant knowledge management, data mining, and text mining research are 
then reviewed in order including: ontologies; knowledge management for 
health care, biomedical literature, heterogeneous databases, information 
visualization, and multimedia databases; and data and text mining for health 
care, literature, and biological data. We conclude the paper with discussions 
of privacy and confidentiality issues of relevance to biomedical data mining. 
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1. INTRODUCTION 

The field of biomedical informatics has drawn increasing popularity and 
attention, and has been growing rapidly over the past two decades. Due to 
the advances in new molecular, genomic, and biomedical techniques and 
applications such as genome sequencing, protein identification, medical 
imaging, and patient medical records, tremendous amounts of biomedical 
research data are generated every day. Originating from individual research 
efforts and clinical practices, these biomedical data are available in hundreds 
of public and private databases, which have been made possible by new 
database technologies and the Internet. The digitization of critical medical 
information such as lab reports, patient records, research papers, and 
anatomic images has also resulted in large amounts of patient care data. 
Biomedical researchers and practitioners are now facing the “info-glut” 
problem. Currently, the rate of data accumulation is much faster than the rate 
of data interpretation. These data need to be effectively organized and 
analyzed in order to be useful.  

New computational techniques and information technologies are needed 
to manage these large repositories of biomedical data and to discover useful 
patterns and knowledge from them. In particular, knowledge management, 
data mining, and text mining techniques have been adopted in various 
successful biomedical applications in recent years. Knowledge management 
techniques and methodologies have been used to support the storing, 
retrieving, sharing, and management of multimedia and mission-critical tacit 
and explicit biomedical knowledge. Data mining techniques have been used 
to discover various biological, drug discovery, and patient care knowledge 
and patterns using selected statistical analyses, machine learning, and neural 
networks methods. Text mining techniques have been used to analyze 
research publications as well as electronic patient records. Biomedical 
entities such as drug names, proteins, genes, and diseases can be 
automatically extracted from published documents and used to construct 
gene pathways or to provide mapping into existing medical ontologies.  

In the following sections, we first survey the background of knowledge 
management, data mining, and text mining research. We then discuss the use 
of these techniques in emerging biomedical applications. 
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2. KNOWLEDGE MANAGEMENT, DATA MINING, 
AND TEXT MINING: AN OVERVIEW 

Knowledge management, data mining, and text mining techniques have 
been widely used in many important applications in both scientific and 
business domains in recent years.  

Knowledge management is the system and managerial approach to the 
gathering, management, use, analysis, sharing, and discovery of knowledge 
in an organization or a community in order to maximize performance (Chen, 
2001). Although there is no universal definition of what constitutes 
knowledge, it is generally agreed there is a continuum of data, information, 
and knowledge. Data are mostly structured, factual, and oftentimes numeric, 
and reside in database management systems. Information is factual, but 
unstructured, and in many cases textual. Knowledge is inferential, abstract, 
and is needed to support decision making or hypothesis generation. The 
concept of knowledge has become prevalent in many disciplines and 
business practices. For example, information scientists consider taxonomies, 
subject headings, and classification schemes as representations of 
knowledge. Consulting firms also have been actively promoting practices 
and methodologies to capture corporate knowledge assets and organizational 
memory. In the biomedical context, knowledge management practices often 
need to leverage existing clinical decision support, information retrieval, and 
digital library techniques to capture and deliver tacit and explicit biomedical 
knowledge. 

Data mining is often used during the knowledge discovery process and is 
one of the most important subfields in knowledge management. Data mining 
aims to analyze a set of given data or information in order to identify novel 
and potentially useful patterns (Fayyad et al., 1996). These techniques, such 
as Bayesian models, decision trees, artificial neural networks, associate rule 
mining, and genetic algorithms, are often used to discover patterns or 
knowledge that are previously unknown to the system and the users 
(Dunham, 2002; Chen and Chau, 2004). Data mining has been used in many 
applications such as marketing, customer relationship management, 
engineering, medicine, crime analysis, expert prediction, Web mining, and 
mobile computing, among others.  

Text mining aims to extract useful knowledge from textual data or 
documents (Hearst, 1999; Chen, 2001). Although text mining is often 
considered a subfield of data mining, some text mining techniques have 
originated from other disciplines, such as information retrieval, information 
visualization, computational linguistics, and information science. Examples 
of text mining applications include document classification, document 
clustering, entity extraction, information extraction, and summarization. 
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Most knowledge management, data mining, and text mining techniques 
involve learning patterns from existing data or information, and are therefore 
built upon the foundation of machine learning and artificial intelligence. In 
the following, we review several major paradigms in machine learning, 
important evaluation methodologies, and their applicability in biomedicine. 

2.1 Machine Learning and Data Analysis Paradigms 

Since the invention of the first computer in the 1940’s, researchers have 
been attempting to create knowledgeable, learnable, and intelligent 
computers. Many knowledge-based systems have been built for various 
applications such as medical diagnosis, engineering troubleshooting, and 
business decision-making (Hayes-Roth and Jacobstein, 1994). However, 
most of these systems have been designed to acquire knowledge manually 
from human experts, which can be a very time-consuming and labor-
intensive process. To address this problem, machine learning algorithms 
have been developed to acquire knowledge automatically from examples or 
source data. Simon (1983) defined machine learning as “any process by 
which a system improves its performance.” Mitchell (1997) gives a similar 
definition, which considers machine learning to be “the study of computer 
algorithms that improve automatically through experience.” Although the 
“machine learning” term has been widely adopted in the computer science 
community, in the context of medical informatics, “data analysis” is more 
commonly used to represent “the study of computer algorithms that improve 
automatically through the analysis of data.” Statistical data analysis has long 
been adopted in biomedical research. 

In general, machine learning algorithms can be classified as supervised 
learning or unsupervised learning. In supervised learning, training examples 
consist of input/output pair patterns. Learning algorithms aim to predict 
output values of new examples based on their input values. In unsupervised 
learning, training examples contain only the input patterns and no explicit 
target output is associated with each input. The unsupervised learning 
algorithms need to use the input values to discover meaningful associations 
or patterns. 

Many successful machine learning systems have been developed over the 
past three decades in the computer science and statistics communities. Chen 
and Chau (2004) categorized five major paradigms of machine learning 
research, namely probabilistic and statistical models, symbolic learning and 
rule induction, neural networks, evolution-based models, and analytic 
learning and fuzzy logic. We will briefly review research in each of these 
areas and discuss their applicability in biomedicine. 
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2.1.1 Probabilistic and Statistical Models 

Probabilistic and statistical analysis techniques and models have the 
longest history and strongest theoretical foundation for data analysis. 
Although it is not rooted in artificial intelligence research, statistical analysis 
achieves data analysis and knowledge discovery objectives similar to 
machine learning. Popular statistical techniques, such as regression analysis, 
discriminant analysis, time series analysis, principal component analysis, 
and multi-dimensional scaling, are widely used in biomedical data analysis 
and are often considered benchmarks for comparison with other newer 
machine learning techniques. 

One of the more advanced and popular probabilistic models in 
biomedicine is the Bayesian model. Originating in pattern recognition 
research (Duda and Hart, 1973), this method was often used to classify 
different objects into predefined classes based on a set of features. A 
Bayesian model stores the probability of each class, the probability of each 
feature, and the probability of each feature given each class, based on the 
training data. When a new instance is encountered, it can be classified 
according to these probabilities (Langley et al., 1992). A variation of the 
Bayesian model, called the Naïve Bayesian model, assumes that all features 
are mutually independent within each class. Because of its simplicity, the 
Naïve Bayesian model has been adopted in different domains (Fisher, 1987; 
Kononenko, 1993). Due to its mathematical rigor and modeling elegance, 
Bayesian learning has been widely used in biomedical data mining research, 
in particular, genomic and microarray analysis. 

A machine learning technique gaining increasing recognition and 
popularity in recent years is the support vector machines (SVMs). SVM is 
based on statistical learning theory that tries to find a hyperplane to best 
separate two or multiple classes (Vapnik, 1998). This statistical learning 
model has been applied in different applications and the results have been 
encouraging. For example, it has been shown that SVM achieved the best 
performance among several learning methods in document classification 
(Joachims, 1998; Yang and Liu, 1999). SVM is also suitable for various 
biomedical classification problems, such as disease state classification based 
on genetic variables or medical diagnosis based on patient indicators. 

2.1.2 Symbolic Learning and Rule Induction 

Symbolic learning can be classified according to its underlying learning 
strategy such as rote learning, learning by being told, learning by analogy, 
learning from examples, and learning from discovery (Cohen and 
Feigenbaum, 1982; Carbonell et al., 1983). Among these, learning from 
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examples appears to be the most promising symbolic learning approach for 
knowledge discovery and data mining. It is implemented by applying an 
algorithm that attempts to induce a general concept description that best 
describes the different classes of the training examples. Numerous 
algorithms have been developed, each using one or more different 
techniques to identify patterns that are useful in generating a concept 
description. Quinlan’s ID3 decision-tree building algorithm (Quinlan, 1983) 
and its variations such as C4.5 (Quinlan, 1993) have become one of the most 
widely used symbolic learning techniques. Given a set of objects, ID3 
produces a decision tree that attempts to classify all the given objects 
correctly.  At each step, the algorithm finds the attribute that best divides the 
objects into the different classes by minimizing entropy (information 
uncertainty). After all objects have been classified or all attributes have been 
used, the results can be represented by a decision tree or a set of production 
rules.  

Although not as powerful as SVM or neural networks (in terms of 
classification accuracy), symbolic learning techniques are computationally 
efficient and their results are easy to interpret. For many biomedical 
applications, the ability to interpret the data mining results in a way 
understandable to patients, physicians, and biologists is invaluable. Powerful 
machine learning techniques such as SVM and neural networks often suffer 
because they are treated as a “black-box.” 

2.1.3 Neural Networks 

Artificial neural networks attempt to achieve human-like performance by 
modeling the human nervous system. A neural network is a graph of many 
active nodes (neurons) that are connected with each other by weighted links 
(synapses). While knowledge is represented by symbolic descriptions such 
as decision trees and production rules in symbolic learning, knowledge is 
learned and remembered by a network of interconnected neurons, weighted 
synapses, and threshold logic units (Rumelhart et al., 1986a; Lippmann, 
1987). Based on training examples, learning algorithms can be used to adjust 
the connection weights in the network such that it can predict or classify 
unknown examples correctly. Activation algorithms over the nodes can then 
be used to retrieve concepts and knowledge from the network (Belew, 1989; 
Kwok, 1989; Chen and Ng, 1995).  

Many different types of neural networks have been developed, among 
which the feedforward/backpropagation model is the most widely used. 
Backpropagation networks are fully connected, layered, feed-forward 
networks in which activations flow from the input layer through the hidden 
layer and then to the output layer (Rumelhart et al., 1986b). The network 
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usually starts with a set of random weights and adjusts its weights according 
to each learning example. Each learning example is passed through the 
network to activate the nodes. The network’s actual output is then compared 
with the target output and the error estimates are then propagated back to the 
hidden and input layers. The network updates its weights incrementally 
according to these error estimates until the network stabilizes. Other popular 
neural network models include Kohonen’s self-organizing map and the 
Hopfield network. Self-organizing maps have been widely used in 
unsupervised learning, clustering, and pattern recognition (Kohonen, 1995); 
Hopfield networks have been used mostly in search and optimization 
applications (Hopfield, 1982). Due to their performances (in terms of 
predictive power and classification accuracy), neural networks have been 
widely used in experiments and adopted for critical biomedical classification 
and clustering problems. 

2.1.4 Evolution-based Algorithms 

Evolution-based algorithms rely on analogies to natural processes and 
Darwinian survival of the fittest. Fogel (1994) identifies three categories of 
evolution-based algorithms: genetic algorithms, evolution strategies, and 
evolutionary programming. Among these, genetic algorithms are the most 
popular and have been successfully applied to various optimization 
problems. Genetic algorithms were developed based on the principle of 
genetics (Holland, 1975; Goldberg, 1989; Michalewicz, 1992). A population 
of individuals in which each individual represents a potential solution is first 
initiated. This population undergoes a set of genetic operations known as 
crossover and mutation. Crossover is a high-level process that aims at 
exploitation while mutation is a unary process that aims at exploration. 
Individuals strive for survival based on a selection scheme that is biased 
toward selecting fitter individuals (individuals that represent better 
solutions). The selected individuals form the next generation and the process 
continues. After some number of generations the program converges and the 
optimum solution is represented by the best individual. In medical 
informatics research, genetic algorithms are among the most robust 
techniques for feature selection problems (e.g., identifying a subset of genes 
that are most relevant to a disease state) due to their stochastic, global-search 
capability. 

2.1.5 Analytic Learning and Fuzzy Logic 

Analytic learning represents knowledge as logical rules and performs 
reasoning on such rules to search for proofs. Proofs can be compiled into 
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more complex rules to solve similar problems with a smaller number of 
searches required. For example, Samuelson and Rayner (1991) used analytic 
learning to represent grammatical rules that improve the speed of a parsing 
system.  

While traditional analytic learning systems depend on hard computing 
rules, there is usually no clear distinction between values and classes in the 
real world. To address this problem, fuzzy systems and fuzzy logic have been 
proposed. Fuzzy systems allow the values of False or True to operate over 
the range of real numbers from 0 to 1 (Zedah, 1965). Fuzziness has been 
applied to allow for imprecision and approximate reasoning. In general, we 
see little adoptation of such approaches in biomedicine. 

2.1.6 Hybrid Approach 

As Langley and Simon (1995) pointed out, the reasons for differentiating 
the paradigms are “more historical than scientific.” The boundaries between 
the different paradigms are usually unclear and many systems have been 
built to combine different approaches. For example, fuzzy logic has been 
applied to rule induction and genetic algorithms (e.g., Mendes et al., 2001), 
genetic algorithms have been combined with neural network (e.g., 
Maniezzo, 1994; Chen and Kim, 1994), and because neural network has a 
close resemblance to probabilistic model and fuzzy logic they can be easily 
mixed (e.g., Paass, 1990). It is not surprising to find that many practical 
biomedical knowledge management, data mining, and text mining systems 
adopt such a hybrid approach. 

2.2 Evaluation Methodologies 

The accuracy of a learning system needs to be evaluated before it can 
become useful. Limited availability of data often makes estimating accuracy 
a difficult task (Kohavi, 1995). Choosing a good evaluation methodology is 
very important for machine learning systems development. 

There are several popular methods used for such evaluation, including 
holdout sampling, cross validation, leave-one-out, and bootstrap sampling 
(Stone, 1974; Efron and Tibshirani, 1993). In the holdout method, data are 
divided into a training set and a testing set. Usually 2/3 of the data are 
assigned to the training set and 1/3 to the testing set. After the system is 
trained by the training set data, the system predicts the output value of each 
instance in the testing set. These values are then compared with the real 
output values to determine accuracy.  

In cross-validation, a data set is randomly divided into a number of 
subsets of roughly equal size. Ten-fold cross validation, in which the data set 
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is divided into 10 subsets, is most commonly used. The system is trained and 
tested for 10 iterations. In each iteration, 9 subsets of data are used as 
training data and the remaining set is used as testing data. In rotation, each 
subset of data serves as the testing set in exactly one iteration. The accuracy 
of the system is the average accuracy over the 10 iterations. Leave-one-out is 
the extreme case of cross-validation, where the original data are split into n 
subsets, where n is the size of the original data. The system is trained and 
tested for n iterations, in each of which n–1 instances are used for training 
and the remaining instance is used for testing.  

In the bootstrap method, n independent random samples are taken from 
the original data set of size n. Because the samples are taken with 
replacement, the number of unique instances will be less than n. These 
samples are then used as the training set for the learning system, and the 
remaining data that have not been sampled are used to test the system (Efron 
and Tibshirani, 1993).  

Each of these methods has its strengths and weaknesses. Several studies 
have compared them in terms of their accuracies. Hold-out sampling is the 
easiest to implement, but a major problem is that the training set and the 
testing set are not independent. This method also does not make efficient use 
of data since as much as 1/3 of the data are not used to train the system 
(Kohavi, 1995). Leave-one-out provides the most unbiased estimate, but it is 
computationally expensive and its estimations have very high variances, 
especially for small data sets (Efron, 1983; Jain et al., 1987). Breiman and 
Spector (1992) and Kohavi (1995) conducted independent experiments to 
compare the performance of several different methods, and the results of 
both experiments showed ten-fold cross validation to be the best method for 
model selection. 

In light of the significant medical and patient consequences associated 
with many biomedical data mining applications, it is critical that a 
systematic validation method be adopted. In addition, a detailed, qualitative 
validation of the data mining or text mining results needs to be conducted 
with the help of domain experts (e.g., physicians and biologists), and 
therefore this is generally a time-consuming and costly process. 

3. KNOWLEDGE MANAGEMENT, DATA MINING, 
AND TEXT MINING APPLICATIONS IN 
BIOMEDICINE 

Knowledge management, data mining, and text mining techniques have 
been applied to different areas of biomedicine, ranging from patient record 
management to clinical diagnosis, from hypothesis generation to gene 
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clustering, and from spike signal detection to protein structure prediction. In 
this section, we briefly survey some of the relevant research in the field, 
covering the applications of learning techniques in knowledge management, 
and data mining and text mining in biomedicine. More exhaustive and 
detailed reviews and discussions of selected knowledge management, data 
mining, and text mining techniques and applications in biomedicine can be 
found in the subsequent chapters in this book. 

3.1 Ontologies 

Before we examine different biomedical applications, it is important to 
understand the role of ontologies in knowledge management and knowledge 
discovery, especially for text mining applications. An ontology is a 
specification of conceptualization. It describes the concepts and 
relationships that can exist and formalizes the terminology in a domain 
(Gruninger and Lee, 2002). Ontologies are often used to facilitate knowledge 
sharing between people, information processing, data mining, 
communication between software agents, or other knowledge processing 
applications.  

Many ontologies have been developed in the biomedical field. The 
Unified Medical Language System (UMLS), supported by the National 
Library of Medicine (NLM), is a major resource for facilitating computer 
programs to process and manage biomedical documents (McCray et al., 
1993; Humphreys et al., 1993; Campbell et al., 1998; Humphreys et al., 
1998). The UMLS offers three knowledge sources: the Metathesaurus, the 
Semantic Network, and the Specialist Lexicon. The Metathesaurus is a large 
multilingual controlled vocabulary database for biomedicine that allows 
users to map biomedical names and textual terms to concepts (i.e., controlled 
vocabulary terms), or to identify a set of different terms that are associated 
with a single concept. The Metathesaurus is formed by integrating about 100 
different controlled vocabularies including the Medical Subject Headings 
(MeSH), a controlled vocabulary, and SNOMED-CT, a controlled clinical 
vocabulary established by the College of American Pathologists. The 
Semantic Network provides the categorization of the concepts in the 
Metathesaurus and also the relationships among the concepts. The Specialist 
Lexicon, designed to facilitate natural language processing for biomedical 
text, is a lexicon containing syntactic definitions for both biomedical terms 
and general English terms. These resources provide a framework and 
ontology for knowledge representation in biomedicine. UMLS resources 
have been widely used in biomedical language processing (Baclawski et al., 
2000; Bodenreider and McCray, 2003; Perl and Geller, 2003; Rosse and 
Mejino, 2003; Zhang et al., 2003; Caviedes and Cimino, 2004). Several 



 MEDICAL INFORMATICS
 
14 

studies have investigated the mapping of concepts from the Metathesaurus to 
the Semantic Network (Cimino et al., 2003; Rindflesch and Fiszman, 2003).  

Besides biomedical documents, it is also important for researchers and 
computers to understand the different terminologies for genes and proteins. 
The Gene Ontology (GO) project is an effort to address the need for 
consistent descriptions of gene products in different databases (The Gene 
Ontology Consortium, 2000). Aiming to produce a dynamic, controlled 
vocabulary of genes that can be applied to all eukaryotes, the project 
includes many databases, including FlyBase (Drosophila), the 
Saccharomyces Genome Database (SGD), the Mouse Genome Database 
(MGD), and several other major genome databases. GO consists of three 
structured ontologies that describe genes and gene products. GO terms are 
also cross-referenced with indexes from other databases. Similarly, the 
Human Genome Nomenclature (HUGO) specifies the standard, approved 
names and symbols for human genes (Wain et al., 2002). Most of this data 
can be searched on the Web as text files. There are numerous public 
databases specifying gene and gene products that are associated with 
multiple organisms as well as with specific model organisms. 

3.2 Knowledge Management 

Artificial intelligence techniques have been used in knowledge 
management in biomedicine as early as the 1970s, when the MYCIN 
program was developed to support consultation and decision making 
(Shortliffe, 1976). In MYCIN, the knowledge obtained from experts was 
represented as a set of IF-THEN production rules. Systems of this type 
would be later known as expert systems and become very popular in the 
1980s. Expert systems relied on expert knowledge that was engineered into 
it, which was a time-consuming and labor-intensive process.  

 
The performance of MYCIN was encouraging and it even outperformed 

human experts in some cases (Yu et al., 1979). Despite its early success, it 
was never used in actual clinical settings. Other medical diagnostic systems 
were also seldom used clinically. The reasons were two-fold. First, people 
were skeptical about computer technologies and system performances. 
Computers were not popular at that time, and many physicians did not 
believe that computers could perform better than humans. Second, 
computers were big, expensive machines in the 1970s. It was not feasible to 
support complex programs like MYCIN on an affordable computer to 
provide fast responses (Shortliffe, 1987). However, with the improved 
performance and lower cost of modern computers and medical knowledge-
based systems, we believe there is a great opportunity for adopting selected 
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knowledge management systems and technologies in the biomedical context, 
in particularly, not as a human replacement (i.e., expert systems) but as a 
biomedical decision making aide. 

3.2.1 Knowledge Management in Health Care 

It has been generally recognized that patient record management systems 
is highly desired in clinical settings (Heathfield and Louw, 1999; Jackson, 
2000; Abidi, 2001). The major reasons include physicians’ significant 
information needs (Dawes and Sampson, 2003) and clinical information 
overload. Hersh (1996) classified textual health information into two main 
categories: patient-specific clinical information and knowledge-based 
information, which includes research reported in academic journals, books, 
technical reports, and other sources. Both types of information are growing 
at an overwhelming pace. 

Although early clinical systems were mostly simple data storage systems, 
knowledge management capabilities have been incorporated in many of 
them since the 1980s. For example, the HELP system, developed at the 
Latter Day Saints Hospital in Utah, provides a monitoring program on top of 
a traditional medical record system. Decision logic was stored in the system 
to allow it to respond to new data entered (Kuperman et al., 1991). The 
SAPHIRE system performs automatic indexing of radiology reports by 
utilizing the UMLS Metathesaurus (Hersh et al., 2002). The clinical data 
repository at Columbia-Presbyterian Medical Center (Friedman et al., 1990) 
is another example of a database that is used for decision support (Hripcsak, 
1993) as well as well as physician review. The clinical data repository at the 
University of Virginia Health System is another example (Schubart and 
Einbinder, 2000). In their data warehouse system, clinical, administrative, 
and other patient data are available to users through a Web browser. Case-
based reasoning also has been proposed to allow physicians to access both 
operative knowledge and medical literature based on their medical 
information needs (Montani and Bellazzi, 2002). Janetzki et al. (2004) use a 
natural language processing approach to link electronic health records to 
online information resources. Other advanced text mining techniques also 
have been applied to knowledge management in health care and will be 
discussed in more detail later in the chapter. 

3.2.2 Knowledge Management for Biomedical Literature 

Besides clinical information, knowledge management has been applied to 
research articles and reports, mostly via selected information retrieval and 
digital library techniques. The National Library of Medicine (NLM) offers 
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the PubMed service, which includes over 13 million citations for biomedical 
articles from MEDLINE and other relevant journals. Many search systems 
have been built to help users retrieve relevant biomedical research papers 
and reports in database systems and over the Web. Automatic indexing and 
retrieval techniques are often applied. For example, the Telemakus system 
offers researchers a framework for information retrieval, visualization, and 
knowledge discovery (Fuller et al., 2002; Fuller et al., 2004; Revere et al., 
2004). Using information extraction and visualization techniques, the system 
allows researchers to search the database of research articles for a 
statistically significant finding. The HelpfulMed system allows users to 
search for biomedical documents from several databases including 
MEDLINE, CancerLit, PDQ, and other evidence-based medicine databases 
(Chen et al., 2003). The HelpfulMed database includes high-quality health 
care-related Web pages collected from reputable sites using a neural-
network-based spreading activation algorithm (Chau and Chen, 2003). The 
system also provides a term-suggestion tool called Concept Mapper, which 
allows users to consult a system-generated thesaurus and the NLM’s UMLS 
to refine their search queries (Houston et al., 1999; Leroy and Chen, 2001).  

MARVIN is an example of medical information retrieval systems that 
applied selected machine learning techniques (Baujard et al., 1998). Built on 
a multi-agent architecture, the system filters relevant documents from a set 
of Web pages and follows links to retrieve new documents. While 
MARVIN’s filtering was based on simple document similarity metrics, other 
algorithms such as maximum-distance, artificial neural networks, and 
support vector machines have been applied to filtering medical Web pages 
(Palakal et al., 2001; Chau and Chen, 2004). A Bayesian model based on 
term strength analysis also has been used in biomedical document retrieval 
(Wilbur and Yang, 1996). Shatkay et al. (2000; 2002) use a probabilistic 
similarity-based search to retrieve biomedical documents that share similar 
themes. 

Other text mining techniques also have been used to facilitate the 
management and understanding of biomedical literature. For example, 
natural language processing and noun phrasing techniques have been applied 
to extract noun phrases from medical documents (Tolle and Chen, 2000). 
Noun phrases often convey more precise meanings than single terms and are 
often more useful in further analysis. Named-entity extraction also has been 
widely applied to automatically identify from text documents the names of 
entities of interest (Chau et al., 2002). While mostly tested on general 
entities such as people names, locations, organizations, dates, times, number 
expressions, and email addresses (Chinchor, 1998), named-entity extraction 
has been used to extract specific biomedical entities such as gene names, 
protein names, diseases, and symptoms with promising results (Fukuda et 
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al., 1998; Leroy et al., 2003). The extracted entities and relations are useful 
for information retrieval and knowledge management purposes. Both entity 
and relation extraction techniques will be discussed in more detail in our 
review of text mining later in the article. 

3.2.3 Accessing Heterogeneous Databases 

In the post-genome era, biomedical data are now being generated at a 
speed much faster than researchers can handle using traditional methods 
(National Research Council, 2000). The abundance of genomic and 
biomedical data has created great potential for research and applications in 
biomedicine, but the data are often distributed in diverse databases. As 
biological phenomena are often complex, researchers are faced with the 
challenge of information integration from heterogeneous data sources 
(Barrera et al., 2004). Many techniques have been proposed to allow 
researchers and the general public to share their data more effectively.  For 
example, Sujansky (2001) proposes a framework to integrate heterogeneous 
databases in biomedicine by providing a uniform conceptual schema and 
using selected query-translation techniques. The BLAST programs are widely 
used to search protein and DNA databases for sequence similarities 
(Altschul et al., 1997). The MedBlast system, making use of BLAST, allows 
researchers to search for articles related to a given sequence (Tu et al., 
2004). Sun (2004) uses automated algorithms to identify equivalent concepts 
available in different databases in order to support information retrieval. A 
software agent architecture also has been proposed to help users retrieve data 
from distributed databases (Karasavvas et al., 2004). 

3.2.4 Information Visualization and Multimedia Information Access 

Information (and knowledge) visualization for biomedical informatics is 
critical for understanding and sharing knowledge. With the rapid increase in 
computer speed and reduction in cost, graphical visualization has become 
increasingly popular in biomedical applications. Visualization techniques 
support display of more meaningful information and facilitate user 
understanding. Maps, trees, and networks are among some of the most 
popular information visualization representations. In the HelpfulMed system 
discussed earlier, documents retrieved from different databases are clustered 
using a self-organizing map algorithm (Kohonen, 1995) and a two-
dimensional map is generated to display the document clusters (Chen et al., 
2003). Bodenreider and McCray (2003) apply radial diagrams and 
correspondence analysis techniques to visualize semantic groups in the 
UMLS semantic network. Han and Byun (2004) use a three-dimensional 
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display to visualize protein interaction networks. Virtual reality also has 
been applied in visualizing metabolic networks (Rojdestvenski, 2003). 

Three-dimensional displays, interactive visualization, multimedia 
displays, and other advanced visualization techniques have been applied 
successfully in many biomedical applications. The most prominent example 
is the NLM’s Visible Human Project (Ackerman, 1991), which produces 
three-dimensional representations of the normal male and female human 
bodies by obtaining transverse CT, MR, and cryosection images of 
representative male and female cadavers. The data is complete and 
anatomically detailed as the male was sectioned at one millimeter intervals 
and the female at one-third of a millimeter intervals. The data provides a 
good testbed for medical imaging and multimedia processing algorithms and 
has been applied to various diagnostic, educational, and research uses.  

Because text processing algorithms cannot be applied to multimedia data 
directly, image processing and indexing techniques are often needed for 
selected biomedical applications. These techniques enable users to visualize, 
retrieve, and manage multimedia data such as X-ray and CAT-scan images 
more effectively and efficiently. For example, Yoo and Chen (1994) 
developed a system to provide a natural navigation of patient data using 
three-dimensional images and surface rendering techniques. Antani et al. 
(2004) study different shape representation methods to measure the 
similarity between X-ray images in order to enable users to manage and 
organize these images. Their system allows users to retrieve vertebra shapes 
significant to the pathology indicated in the query. Due to the increasing 
popularity and maturity of medical imaging systems, we foresee a pressing 
need for advanced multimedia processing and knowledge management 
capabilities in biomedicine.  

3.3 Data Mining and Text Mining 

Data mining techniques have been widely used to find new patterns and 
knowledge from biomedical data. While Bayesian models were widely used 
in the early days, more advanced machine learning methods, such as 
artificial neural networks and support vector machines, have been applied in 
recent years. These techniques are used in different areas of biomedicine, 
including genomics, proteomics, and medical diagnosis, among others. In 
the following, we review some of the major applications of data mining and 
knowledge discovery techniques in the field. 
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3.3.1 Data Mining for Health care 

Because of their predictive power, data mining techniques have been 
widely used in diagnostic and health care applications. Data mining 
algorithms can learn from past examples in clinical data and model the 
oftentimes non-linear relationships between the independent and dependent 
variables. The resulting model represents formalized knowledge, which can 
often provide a good diagnostic opinion.  

Classification is the most widely used technique in medical data mining. 
Dreiseitl et al. (2001) compare five classification algorithms for the 
diagnosis of pigmented skin lesions. Their results show that logistic 
regression, artificial neural networks, and support vector machines 
performed comparably, while k-nearest neighbors and decision trees 
performed worse. This is more or less consistent with the performances of 
these classification algorithms in other applications (e.g., Yang and Liu, 
1999). Classification techniques are also applied to analyze various signals 
and their relationships with particular diseases or symptoms. For example, 
Acir and Guzelis (2004) apply support vector machines in automatic spike 
signal detection in ElectroEncephaloGrams (EEG), which can be used in 
diagnosing neurological disorders related to epilepsy. Kandaswamy et al. 
(2004) use artificial neural network to classify lung sound signals into six 
different categories (e.g., normal, wheeze, and rhonchus) to assist diagnosis. 

Data mining is also used to extract rules from health care data. For 
example, it has been used to extract diagnostic rules from breast cancer data 
(Kovalerchuk et al., 2001). The rules generated are similar to those created 
manually in expert systems and therefore can be easily validated by domain 
experts. Data mining has also been applied to clinical databases to identify 
new medical knowledge (Prather et al., 1997; Hripcsak et al., 2002). 

3.3.2 Data Mining for Molecular Biology 

New sequencing technologies and low computation cost have resulted in 
an overwhelming abundance of biological data that can be accessed easily 
by researchers. It is not feasible to analyze these data manually, and the gap 
between the amount of submitted sequence data and related annotations, 
structures, or expression profiles is rapidly growing.  

Data mining has begun to play an important role in addressing this 
problem. Clustering is probably the most widely used data mining technique 
for biological data. For example, clustering analysis is often applied to 
microarray gene expression data to identify groups of genes sharing similar 
expression profiles. Eisen et al. (1998) applied hierarchical clustering on the 
Saccharomyces cerevisiae gene expression data and achieved promising 
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results. Various other clustering algorithms also have been tested on gene 
expression data, including k-means clustering (Herwig et al., 1999), 
backpropagation neural networks (Sawa and Ohno-Machado, 2003), self-
organizing maps (Tamayo et al., 1999; Herrero et al., 2001), fuzzy clustering 
(Belacel et al., 2004), expectation maximization (Qu and Xu, 2004), and 
support vector machines (Brown et al., 2000). Qin et al. (2003) used the idea 
of kernel (as in support vector machines) and combined it with hierarchical 
clustering. Gene expression analysis also has been applied in cancer class 
discovery and prediction (Golub et al., 1999; Hsu et al., 2003).  

Besides clustering, other predictive data mining techniques also have 
been applied to biomedical data. For example, neural network models have 
been widely used in predicting protein secondary structure (Qian and 
Sejnowski, 1988; Hirst and Sternberg, 1992). Increasingly, data mining 
algorithms also have been used for prediction in various biomedical 
applications including protein backbone angle prediction (Kuang et al., 
2004), protein domains (Nagarajan and Yona, 2004), biological effects 
(Krishnan and Westhead, 2004), and DNA binding (Ahmad et al., 2004). 
These predictive methods are often based on classification (supervised 
learning) algorithms such as neural networks or support vector machines.  

3.3.3 Text Mining for Literature and Clinical Records  

Text mining has been widely used to analyze biomedical literature. 
Because of the large amount of research articles in public databases and the 
diversity of biomedical research, it is not uncommon that researchers 
encounter some sequences or new genes that they have no knowledge about. 
It is quite likely that some important relationships between biological entities 
remain unnoticed because relevant data are scattered and no researcher has 
linked them together (Swanson, 1986; Smalheiser and Swanson, 1998). 
Given the large amount of published literature and that many researchers 
only specialize in a small sub-domain (e.g., several particular genes), text 
mining techniques could be invaluable in discovering new knowledge 
patterns or hypotheses from the large amount of existing and new literature 
in biomedicine (Yandell and Majoros, 2002).  

Text mining for biomedical literature often involves two major steps. 
First, it must identify biomedical entities and concepts of interests from free 
text using natural language processing techniques. For instance, if we want 
to study the relationship between a gene (e.g., p53) and a disease (e.g., brain 
tumors), the names of both entities need to be correctly identified from the 
relevant textual documents. Many text mining algorithms have been applied 
to this problem. For example, Fukuda et al. (1998) use simple morphological 
clues to recognize the names of proteins and other materials with high 
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accuracy. Support vector machines have been used in entity extraction by 
classifying words into the 24 entity classes in the GENIA corpus (Kazama et 
al., 2002). Tanabe and Wilbur (2002) use part-of-speech tagging and a 
Bayesian model to identify genes and proteins in text. Hatzivassiloglou et al. 
(2001) compared three machine learning techniques, namely Naïve Bayesian 
model, decision trees, and inductive rule learning, to resolve the 
classification of a biological entity (e.g., protein, gene, and RNA) after it 
was identified. Their results showed that the three learning models had 
comparable performance. Other studies have investigated the mapping 
between abbreviations and full names such that these names will not be 
considered by the system as different entities (Yu et al., 2002).  

After the entity names have been identified, further analyses are 
performed to see whether these entities have any relationships, such as gene 
regulations, metabolic pathways, or protein-protein interactions (Blaschke et 
al., 1999; Dickerson et al., 2003). Shallow parsing is often used to focus on 
specific parts of the text to analyze predefined words such as verbs and 
nouns (Leroy et al., 2003). Sekimizu et al. (1998) identified the set of most 
frequently used verbs in a collection of abstracts and developed a set of rules 
to identify the subjects and objects of the verbs. Pustejovsky et al. (2002) 
used relational parsing and finite state automata to identify inhibit 
relationships from biomedical text. The GENIES system, based on the 
MedLEE parser (Friedman and Hripcsak, 1998), also has been used to 
extract molecular pathways from texts (Friedman et al., 2001). The 
Telemakus system extracts information by analyzing the headings and 
surrounding texts of tables and figures (Fuller et al., 2002; Revere et al., 
2004). The Genescene system utilizes an ontology-based approach to 
relation extraction by integrating the Gene Ontology, the Human Genome 
Nomenclature, and the UMLS (Leroy and Chen, forthcoming). The system 
combines natural language processing and co-occurrence analysis techniques 
to identify terms and gene pathway relations from biomedical abstracts. The 
EDGAR system extracts drugs, genes, and relationships from text 
(Rindflesch et al., 2000). Wren et al. (2004) developed a system that uses a 
random network model to rank the relationships identified from text. 
Machine learning techniques also have been used to automate the process of 
annotation. For instance, Kretschmann et al. (2001) used a C4.5 algorithm to 
generate rules for keyword annotation in the SWISS-PROT database.  

Text mining also has been applied to patient records and other clinical 
documents to facilitate knowledge management. It adopts a process similar 
to that of text mining from literature. For example, the system reported by 
Harris et al. (2003) extracts terms from clinical texts. Using natural language 
processing techniques, the MedLEE system (Friedman and Hripcsak, 1998) 
has been applied to free-text patient records. It extracts useful entities in 



 MEDICAL INFORMATICS
 
22 

order to identify patients having tuberculosis or breast cancer based on their 
admission chest radiographs and mammogram reports, respectively (Knirsch 
et al., 1999; Jain and Friedman, 1997). Chapman et al. (2004) use a similar 
text mining approach for automated fever detection from clinical records to 
detect possible infectious disease outbreaks.  

3.4 Ethical and Legal Issues for Data Mining 

Medical records and biological data generated from human subjects 
contain private and confidential information. Patients’ and human subjects’ 
data must be handled with great caution in order to protect their privacy and 
confidentiality. Researchers do not automatically acquire the rights to use 
patient or subject data for data mining purposes unless they obtain the 
patients’ or subjects’ consent (Berman, 2002). In the US, the 1996 Health 
Insurance Portability and Accountability Act (HIPAA) set the standards for 
using and handling patient data in electronic format. The “Common Rule” 
also specifies how to protect human subjects in federally-funded research. In 
Europe, the EU Data Protection Directive specifies rules on handling and 
processing any information about individuals. Violations of these standards 
could result in legal responsibilities and penalties including fine and 
imprisonment. Data mining results that are relevant to patients and subjects 
need to be interpreted in the proper medical context and with the help of the 
biomedical professionals.  

In biomedical data mining, under most conditions patient data should not 
be individually identifiable, i.e., no record should provide sufficient data to 
identify the individual related to the record. These include anonymous data 
(data collected without patient-identification information), anonymized data 
(data collected with patient-identification information which is removed 
later), or de-identified data (data with patient-identification information 
encoded or encrypted) (Cios and Moore, 2002).  

4. SUMMARY 

In this chapter we provide a broad overview of selected knowledge 
management, data mining, and text mining techniques and their use in 
various emerging biomedical applications. However powerful they may be, 
these techniques need to be used with great care in the biomedical 
applications. One concern, as discussed earlier, is that medical data are often 
sensitive and involve private and confidential information. It is important 
that patients’ confidentiality and privacy are not compromised due to the 
introduction of advanced knowledge management, data mining, and text 
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mining technologies. Another caveat is that findings generated from selected 
machine learning techniques need to be interpreted carefully. Knowledge 
and patterns discovered by computers need to be experimentally or clinically 
validated in order to be considered rigorous, just like any knowledge 
generated by human. Errors and incorrect associations could propagate 
quickly through electronic media, especially when large databases and 
powerful computational techniques are involved.  

Nonetheless, these new knowledge management, data mining, and text 
mining techniques are changing the way new knowledge is discovered, 
organized, applied, and disseminated. With the increasing speed of 
computers, the connectivity of the Internet, the abundance of biomedical 
data, and the advances in medical informatics research, we believe we will 
continue to generate, manage, and harvest biomedical knowledge effectively 
and efficiently, allowing us to better understand the complex biological 
processes of life and assist in addressing the well-being of human kind. 
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SUGGESTED READINGS 

Shortliffe, E. H. and Perreault, L. E. (2002). Medical Informatics: Computer Applications in 
Health Care and Biomedicine, Springer.  

 This excellent introductory book provides a comprehensive overview of the applications of 
computer and information technologies in health care and biomedicine.  

Baldi, P. and Brunak, S. (2000). Bioinformatics: The Machine Learning Approach, The MIT 
Press.  

 The book describes bioinformatics from a technical perspective and explains in detail the 
application of data mining algorithms for biomedical sequence and structure analysis. 

Mitchell, T. (1997). Machine Learning, McGraw Hill, 1997.  
 This introductory book includes useful reviews of various machine learning techniques and 

their applications. 

Chen, H., Lally, A. M., Zhu, B., and Chau, M. (2003). “HelpfulMed: Intelligent Searching for 
Medical Information over the Internet,” Journal of the American Society for Information 
Science and Technology, 54(7), 683-694, 2003.  

 This article provides an overview of medical information retrieval techniques on the 
Internet, including Web crawling, co-occurrence analysis, and document visualization. 

Eisen, M., Spellman, P., Brown, P., and Botstein, D. (1998). “Cluster Analysis and Display of 
Genome-wide Expression Patterns,” in Proceedings of the National Academy of Sciences, 
95, 14863-14868.  

 This article presents a study on performing clustering techniques on gene expression data. 

Swanson, D. R. (1986). “Fish Oil, Raynaud’s Syndrome, and Undiscovered Public 
Knowledge,” Perspectives in Biology and Medicine, 30(1), 7-18.  

 This article describes the interesting story of how public knowledge could remain 
“undiscovered” as there were no researchers linking the literature in two separate fields, 
and how the computer was used to discover such knowledge. 

Yandell, M. D. and Majoros, W. H. (2002). “Genomics and Natural Language Processing,” 
Nature Reviews Genetics, 3(8), 601-610.  

 This article reviews research studies that apply natural language processing and text 
mining techniques in genomics. 

ONLINE RESOURCES 

National Center for Biotechnology Information (NCBI)  http://www.ncbi.nlm.nih.gov/ 
 NCBI, a division of the National Library of Medicine, provides access to many excellent 

molecular biology resources, including GenBank (an annotated collection of all publicly 
available DNA sequences), Entrez (a cross-database search engine), and BLAST (a 
sequence similarity search engine). 

Unified Medical Language Systems (UMLS) 
 http://www.nlm.nih.gov/research/umls/ 
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 Developed by the Lister Hill Center of the NLM, UMLS provides a large-scale and 
widely-used medical ontology for information retrieval and text mining applications in 
biomedicine. The three major components include the Metathesaurus, the Semantic 
Network, and the Specialist Lexicon. 

ExPASy Proteomics Server 
http://us.expasy.org/ 

 The ExPASy (Expert Protein Analysis System) proteomics server is hosted by the Swiss 
Institute of Bioinformatics (SIB). It focuses on the analysis of protein sequences and 
structures. It provides access to Swiss-PROP, TrEMBL, and other proteomics and 
sequence analysis tools and resources.   

Protein Data Bank 
http://www.rcsb.org/pdb/ 
The Protein Data Bank is the single worldwide repository for 3-D biological 
macromolecular structure data. 

European Bioinformatics Institute (EBI)  
http://www.ebi.ac.uk/ 
EBI is the European equivalent of NCBI and is part of the European Molecular Biology 
Laboratory (EMBL). It manages several biological databases including: nucleic acid, 
protein sequences, and macromolecular structures.  

GenomeNet 
http://www.genome.jp/ 
Developed in Japan, GenomeNet includes several databases for genome research and 
molecular and cellular biology. Its services include the Kyoto Encyclopedia of Genes and 
Genomes (KEGG) and the DBGET Integrated Database Retrieval System, among others. 

GenomeWeb 
http://www.rfcgr.mrc.ac.uk/GenomeWeb/ 
This site provides a comprehensive directory of genome-related Web sites and information. 

Saccharomyces Genome Database (SGM) 
http://www.yeastgenome.org 
This database contains information about the molecular biology and genetics of the yeast 
Saccharomyces cerevisiae. Commonly known as the baker's or budding yeast, its genome 
has been widely studied in bioinformatics. 

The Visible Human Project 
http://www.nlm.nih.gov/research/visible/ 
This site includes a detailed description of NLM’s Visible Human Project, instructions on 
how to obtain the data, and some other related resources and conference information. 

The UCI  Machine Learning Repository  
http://www.ics.uci.edu/~mlearn/MLRepository.html 
This repository at the University of California, Irvine, contains data in many different 
domains (including biomedicine) that have been widely used to test and compare machine 
learning techniques. 

WEKA 
http://www.cs.waikato.ac.nz/ml/weka/ 
Developed at the University of Waikato in New Zealand, WEKA is an open-source 
machine learning software written in Java, containing a wide range of useful algorithms. 
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QUESTIONS FOR DISCUSSION 

1. What are the similarities and differences between bioinformatics and 
medical informatics? How can research in the two areas be beneficial to 
each other? 

 
2. What is an intelligent system? Can an intelligent system be more 

intelligent than humans? What are the important characteristics of an 
intelligent system in biomedicine? 

 
3. Discuss the characteristics of major machine learning paradigms and 

their applicability in biomedicine.  
 
4. Explain what knowledge management is and why it is useful for medical 

informatics. What are some of the good examples of biomedical 
knowledge management systems? How can a knowledge management 
system be created and used in industry? 

 
5. Please compare the knowledge discovery process by computers with that 

in humans. Do you think that data mining and text mining techniques 
have begun to change the way that research is done in biomedicine?  

 
6. What are the social, ethical, and legal concerns for future biomedical 

knowledge management, data mining, and text mining applications? 
 


