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Robust Nonlinear Flight Control of a
High-Performance Aircraft
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Abstract—This paper considers probabilistic robust control of
nonlinear uncertain systems. A combination of stochastic robust-
ness and dynamic inversion is proposed for general systems that
have a feedback-linearizable nominal system. In this paper, the
stochastic robust nonlinear control approach is applied to a highly
nonlinear complex aircraft model, the high-incidence research
model (HIRM). The model addresses a high-angle-of-attack
enhanced manual control problem. The aim of the flight control
system is to give good handling qualities across the specified flight
envelope without the use of gain scheduling and also to provide
robustness to modeling uncertainties. The proposed stochastic
robust nonlinear control explores the direct design of nonlinear
flight control logic. Therefore, the final design accounts for all
significant nonlinearities in the aircraft’s high-fidelity simulation
model. The controller parameters are designed to minimize the
probability of violating design specifications, which provides the
design with good robustness in stability and performance subject
to modeling uncertainties. The present design compares favorably
with earlier controllers that were generated for a benchmark
design competition.

Index Terms—Monte Carlo simulation, nonlinear control, ran-
domized algorithms, stochastic robustness.

I. INTRODUCTION

ONE OF THE major problems in the design of flight
control systems is modeling uncertainties and parameter

variations in characterizing an aircraft and its operating envi-
ronment. While many gains have been made in robust control
theory over the past several decades, the gap between the new
methods and conventional flight control design approaches has
precluded their widespread use. To address this problem, the
Group for Aeronautical Research and Technology in Europe
(GARTEUR) proposed two benchmark problems for robust
flight control design: an automatic landing control problem
and a high angle of attack enhanced manual control problem
[1]. The objectives for these benchmarks were to demonstrate
how robust flight control theory could be applied to realistic
problems, to identify the limitations of existing techniques,
and to raise the awareness and confidence of the aeronautical
industry in the use of robust control techniques [1].
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The high-incidence research model (HIRM) problem, which
is addressed in this paper, is based on a military aircraft configu-
ration. The flight envelope contains a wide range of angles of at-
tack and sideslip (50 to 120 for angle of attack, and –50 to 50
for sideslip angle). Traditionally, flight control laws for low- to
moderate angle-of-attack flight have been designed using linear
design methods on linearized aircraft models. Gain scheduling
is necessary for these control laws to guarantee stability and per-
formance at extreme flight conditions. The control laws must be
designed at many operating points, and a great amount of assess-
ment is required to ensure adequate stability and performance
at off-design points. An alternative approach is to explore direct
techniques for designing nonlinear control systems, such as dy-
namic inversion [2]–[9].

In addressing robustness issues with respect to parameter
variations for a given dynamic model, deterministic worst-case
approaches to designing robust controllers are aimed at guaran-
teed satisfaction of specifications for worst-case uncertainties.
These approaches could suffer from significant conservatism
and computational complexity (as the problem is NP hard). Al-
ternatively, stochastic robustness analysis and design (SRAD)
[10]–[20] is aimed at breaking these computational barriers
using algorithms with polynomial complexity to characterize
system robustness and to identify satisfactory controllers. Fur-
thermore, in traditional worst-case deterministic robust control
theories, it is often necessary to transform the real engineering
analysis/design problem to fit the design framework. Stochastic
robust control design takes into account the engineering design
requirements directly during the design phase, and it mini-
mizes the likelihood that the design metrics are not satisfied.
These advantages make the research on stochastic approaches
a logical alternative in robust control. The stochastic robust
control design has been applied to linear-quadratic-Gaussian
regulators [11], [17], transfer function sweep designs [12],
and linear-parameter-varying systems [19]. In [13], for the
longitudinal motion of a hypersonic aircraft, the stochastic
design approach produces an efficient flight control system that
achieves good stability and performance robustness.

In this paper, we design a robust flight control system for the
HIRM problem by combining stochastic robustness with non-
linear dynamic inversion, for which the theoretical foundation
was built in our earlier paper [14]. In [14], the input-to-state
stability of a nonlinear system was considered, and a parame-
terized feedback linearization (with backstepping if necessary)
controller was searched by using genetic algorithms (GAs) to
minimize a stochastic robustness cost function. This approach
allows all significant nonlinearities in the system model to
be considered, and it produces better robustness than can be
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achieved with linear design methods. In the following sections,
we present the dynamic model and control design requirements
for the HIRM problem, our stochastic robustness metrics and
cost function, the design of the robust control system, and
evaluation and comparison of our design with other controllers
developed for the GARTEUR competition.

II. HIGH-INCIDENCE RESEARCH MODEL

The HIRM aircraft configuration has canard and tailplane
control surfaces plus an elongated nose. The mathematical
model uses aerodynamic data obtained from wind tunnel and
flight tests of an unpowered, scaled drop model. Engine, sensor,
and actuator models have been added to the mathematical
model to create a representative nonlinear simulation of a
twin-engine modern fighter. The aircraft is basically stable both
longitudinally and laterally, although there are some combi-
nations of angle of attack and control surface deflections that
cause the aircraft to be unstable.

Reference [1] described in detail the six-degree-of-freedom
nonlinear HIRM, including nonlinear actuator and sensor
models. We first present the dynamic equations of motion for
a general aircraft, and then address the aerodynamics for the
HIRM problem.

A. Rigid Body Equations of Motion for an Aircraft

The dynamic equations of motion for an aircraft in a com-
bined wind and body axes are written as follows [21]:

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

with

(9)

(10)

(11)

(12)

(13)

Here
flight path velocity;
angle of attack;
sideslip angle;
wind-axis Euler angles;
body-axis angular rates;
wind-axis angular rates;
body-axis total rolling, pitching,
and yawing moments;
body-axis aerodynamic moments;
body-axis moments due to engine
thrust;
wind-axis total forces;
drag, side, and lift forces in wind
axis;
wind-axis thrust.

The transformation matrix from body axes to wind axes is
defined as

(14)

The Mach number is defined as the quotient of airspeed
and local speed of sound

(15)

B. Aerodynamics

Body-axis aerodynamic forces and moments,
and , are represented

in terms of the nondimensional aerodynamic coefficients
and as follows:

(16)

where denotes the air density, denotes the aircraft’s wing
planform area, denotes the span, and denotes the mean aero-
dynamic chord.

For the HIRM, the aerodynamic force and moment coef-
ficients are highly nonlinear functions of angle of attack ,
sideslip angle , airspeed , angular rates , , , and control
deflections (symmetrical and differential taileron deflections

and , symmetrical and differential canard deflec-
tions and , rudder deflection , and engine throttle

). Each component of the aerodynamic force and moment
coefficients is represented by a lookup table. Details on the
high-fidelity model can be found in [1].

III. FORMULATION OF STOCHASTIC ROBUSTNESS METRICS

AND COST FUNCTION

The stochastic robustness metric characterizes the probability
that the closed-loop system will have unacceptable stability
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TABLE I
MANEUVERS AT A SET OF FLIGHT CONDITIONS

or performance when subject to parametric uncertainties. The
probability, , is defined as

(17)

where is the plant, is a vector of varying plant parameters
in space with distribution , is an application-specific
controller, and is the design parameter vector for the controller.
For each stability or performance criterion, is a binary indi-
cator function that equals one if and form an unac-
ceptable system and is zero otherwise. In this paper, the proba-
bility in (17) is estimated by Monte Carlo simulations with
shaping the random samplings of values for . The Monte Carlo
estimate of the probability based on samples is

(18)

The calculation of confidence intervals of Monte Carlo esti-
mates was explored by [10] and [17].

The objective of the HIRM design challenge is to design a
control augmentation system that tracks pilot commands with
responses that are in keeping with the handling qualities, across
the specified flight envelope and in the presence of uncertain
aerodynamic parameters. In this paper, stochastic robustness
analysis and control methodologies are applied to designing
flight control systems. In the following sections, we present the
aircraft command variables, flight envelope, and modeling er-
rors that are specified by the GARTEUR competition [1]. Then,
we formulate the stochastic robustness metrics and cost function
in keeping with the design specifications of GARTEUR/HIRM.

A. Pilot Commands

The pilot commands should control the responses as follows:
lateral stick deflection commands velocity-vector roll rate ,
which is a roll performed at constant angle of attack and zero
sideslip; longitudinal stick deflection commands pitch rate ;
rudder pedal deflection commands sideslip angle ; throttle

lever deflection commands velocity-vector air speed , which
represents a step command from its trim value .

B. Design Envelope

The flight envelope that is specified by the GARTEUR/HIRM
competition and used in comparison has Mach number within
(0.15, 0.5), angle of attack (-10 , 30 ), sideslip angle (-10 , 10 ),
and altitude (100 ft, 20000 ft).

C. Modeling Errors

The control system should be robust to the errors in the
aerodynamic moment derivatives and to the biases in the total
moment coefficients. The variation of is within (-0.001,
0.001), variation of is within (-0.01, 0.01), and the variation
of is within (0.002, 0.002). The variations of , ,

, , , , , , , , ,
, and are within ( , 10%) of the deriva-

tives’ trim values. Though these uncertainties are proposed
for linear analysis in [1], we include these aerodynamic-mo-
ment-derivative uncertainties in the assessment of nonlinear
time responses. We assume that the uncertainties take uniform
distributions in the designated ranges.

D. Formulation of the Robustness Metrics

A set of maneuvers of the HIRM aircraft are specified by the
GARTEUR competition to evaluate nonlinear time responses of
step inputs listed in Table I. In Table II, we formulate robustness
metrics in keeping with performance requirements in the assess-
ments of maneuvers listed in Table I. All the robustness metrics
are evaluated by Monte Carlo simulations with random number
generators providing possible values of the uncertain aerody-
namic parameters. It is assumed that the uncertain parameters
take uniform distributions in the designated ranges.

In Table II, the first indicator function, , measures system
stability. The system stability is evaluated in terms of the simu-
lation of nonlinear time responses. If all of the step command
responses listed in Table I do not have finite escape time, we
specify ; otherwise, . Indicator functions 2–9
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TABLE II
FORMULATION OF ROBUSTNESS METRICS

characterize the nonlinear time responses to step pitch-rate
commands at different flight conditions. The angles of attack
during pitch-rate commands should be within the specified
limits with maximum overshoot less than 5 . The normal ac-
celeration should be within the specified limits with maximum
overshoot less than 0.5 g. The settling time requirement is not
specified for the pitch-rate response at because the
necessity of an angle-of-attack limiter could cause transients of
the pitch rate. Indicator functions 10–11 characterize the step
velocity command response at . Indicator functions
12–14 are for sideslip-angle command responses. The step
response to sideslip command should lie within some specified
boundaries [1]. Indicator functions 15–18 illustrate the require-
ments for roll-rate command responses.

The stochastic robustness cost function chosen to guide the
design is a weighted quadratic sum of the eighteen probabilities
of design metric violations

(19)

The weight for each probability is given in Table II. One of the
advantages of the cost function (19) is that it explicitly takes
into account each design specification, and the final design will

provide a direct answer on how likely it is that each design re-
quirement will not be satisfied.

IV. CONTROLLER STRUCTURE

The design of the controller structure is based on nonlinear
dynamic inversion [2]–[9]. It is possible to separate system dy-
namics into two time scales if one subset of the state compo-
nents (referred to as “fast dynamics”) is known to evolve in a
much faster time scale than the other subset (referred to as “slow
dynamics”). The inversion performed here is based on the as-
sumption that the dynamics of angular rates are faster than those
of angles of attack and sideslip. The design of controller struc-
ture is separated into two steps relating to the slow and fast dy-
namics.

For the slow dynamics, commanded angular rates are derived
through either direct pilot inputs or the inversion of the force
equations. The engine throttle position is derived through the
inversion of the velocity dynamics. The values of yaw rate and
engine throttle are obtained in terms of design parameters that
characterize desired dynamics of sideslip angle and velocity. For
the fast dynamics, control surface deflections are derived ex-
plicitly through the inversion of a first-order differentiation of
angular velocities. They are defined in terms of design param-
eters that characterize desired dynamics of angular rates. The



WANG AND STENGEL: ROBUST NONLINEAR FLIGHT CONTROL 19

Fig. 1. Controller structure designed using two-time-scale nonlinear dynamic
inversion.

procedure of this two-time-scale nonlinear dynamic inversion
is illustrated in Fig. 1.

A. Slow Dynamics

Design of the controller for slow dynamics shown in Fig. 1
deals with force equations and the kinematic equation for ve-
locity-vector roll rate. The purpose of this inversion is to derive
commanded angular rates for the fast dynamics from the
pilot commands , and to derive engine throttle position

from the pilot command velocity .
First, we rewrite the equations for , , , and in appro-

priate forms. The wind-axis thrust induced by the two engines
is derived from the body-axis thrust

(20)

By (20), (13) becomes

(21)

We define wind-axis load factors as

(22)

(23)

(24)

Equations (9) and (10) are rewritten in terms of wind-axis load
factors as

(25)

(26)

By setting and to zero in (11), we have

(27)

With (26) and (27), (3) becomes

(28)

By (21), (1) becomes

(29)

Next, we formulate the state and control inputs for the slow
dynamics. Integral compensation is used to minimize steady-
state error of the command response. Therefore, we define new
state variables

(30)

(31)

The corresponding augmented state vector for slow dynamics is
defined as

(32)

The dynamic model for is

(33)

where , , , and are design parameters. and
denote the desired damping ratio and frequency for velocity dy-
namics, while and denote the desired damping ratio and
frequency for the dynamics of sideslip angle.

The control vector for slow dynamics consists of the thrust
of each engine and the commanded yaw rate for the fast
dynamics. Utilizing (28), (29), and (33), we derive the control
vector

(34)

(35)

By (27) and (35), we derive the commanded roll rate for the
fast dynamics as

(36)

In terms of the engine model in [1], the throttle position is

(37)
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with given by (34). , , and denote the idle
thrust, maximum dry thrust, and maximum reheat thrust for the
engine.

The computation of , and is conducted as follows.
Through the transformation from body axes to wind axes ,
the wind-axis load factor in (35) and (36) is calculated from
the body-axis accelerations , , and , which are mea-
sured variables. Also through , drag in (34) is calcu-
lated from body-axis aerodynamic forces , , and ,
which are computed in terms of the aerodynamic force coeffi-
cients , , and by (16). The calculation of , , and

depends on the values of control surface deflections, which
are unknown and are computed in the phase of fast dynamics. In
this paper, the values of control surface deflections of the pre-
vious time iteration are used in computing aerodynamic force
coefficients , , and .

An angle-of-attack limiter is important because the com-
manded pitch rate , which is an input for the fast dynamics,
should be chosen as the minimum of the pilot-commanded
pitch rate and the pitch rate that would induce the
maximum allowable angle of attack

(38)

In terms of (2) and (25), is derived as

(39)

where the maximum allowable angle-of-attack rate, , is
calculated from

(40)

where denotes the bandwidth of the angle-of-attack control
loop, and it is a design parameter. is the current angle of attack.
The limit of angle of attack equals 30 .

B. Fast Dynamics

Design of the controller corresponding to the fast dynamics
in Fig. 1 consists of the inversion of the moment equations. The
purpose of this inversion is to derive a vector of control surface
deflections for a given set of commanded angular rates ,
and .

Integral compensation minimizes the steady-state error of the
pitch rate command response, thus, we define a new state vari-
able

(41)

The state vector for the fast dynamics is

(42)

The dynamic model for angular rates is

(43)

(44)

(45)

where , , , and are design parameters. and de-
note the desired damping ratio and frequency for the dynamics
of pitch rate while and denote the desired bandwidths for

and .
The vector of control inputs for the fast dynamics consists of

control surface deflections of the taileron, canard, and rudder

(46)

From (7), (8), (12), and (43)–(45), we have

(47)

Note that the aerodynamic moments , , and are
nonlinear functions of the control surface deflections ; the in-
verse mappings of these nonlinear functions have to be calcu-
lated in order to derive the control surface deflections . For
simplicity of calculation, we approximate the aerodynamic mo-
ments by their first-order expansions with respect to control sur-
face deflections around the values of control surface deflections
at the previous time iteration

(48)

Matrices and , which are functions of the control surface
deflections at the previous time iteration , are given in [22].

Note that in (48), we have more unknown variables ( con-
sists of five control surface deflections) than equations (three
equations), hence, the solution of is not unique. We derive
the control in terms of , which is the pseudoinverse of
matrix

(49)

where is given by (47). The (right) pseu-
doinverse operation used here corresponds to a minimization of
the normalized control surface deflections.

We concatenate the control design parameters in (33) and
(43)–(45) into a single design vector as

(50)

V. CONTROL DESIGN RESULTS AND SIMULATIONS OF NOMINAL

CONTROL RESPONSES

There are two fundamental difficulties in optimization of
the cost function in (19): the evaluation of the probability
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Fig. 2. Pitch rate command response at M = 0:2.

by Monte Carlo simulation is not deterministic, and the cost
function is nonconvex, with the possibility of multiple minima
and large plateau areas. Reference [15] has provided a compre-
hensive analysis of the shape and characteristics of a general
stochastic robustness cost function that is a weighted quadratic
sum of probabilities. Therefore, conventional (stochastic) gra-
dient-based algorithms are not effective in minimizing such a
nonconvex cost function as (19). In this paper, we use a genetic
algorithm [23] to search the control design parameters. Genetic
algorithms implement a direct search that does not use gradient
or Hessian information; hence, it does not require that the
objective function be continuous and differentiable. Through
probabilistic operations such as crossover and mutation, genetic
algorithms are less likely to become trapped in a local minimum
and more likely to identify global minima. As addressed in [23],
genetic algorithms have probabilistic convergence. The optimal
gap of the solution found by genetic algorithms from the global
optimality could be analyzed using statistical estimation theory,
as illustrated in [12]. In the GA search, each function evaluation
of (19) is completed by Monte Carlo simulations. The number
of Monte Carlo simulations used in estimating the probabilities
during GA search and the overall computation cost for this
paper is addressed in Section IX.

The design parameter vector in (50) for our robust HIRM
controller found by using a genetic algorithm is as follows:

(51)

The performance of the nominal closed-loop system is illus-
trated by a set of maneuvers in Figs. 2–5; the time responses
for other maneuvers can be found in [22]. The figures show his-
tories of the command variables and state variables of interest.
The command values of pitch-rate, velocity-vector-roll-rate, air-
speed, and sideslip angle are plotted using dashed lines. The re-
sponse to command is good in all cases.

For the 5 /s pitch rate commanded response at ,
Fig. 2 shows angle of attack being limited to the maximum
value, 30 . The pitch-rate transient that occurs at 5 s is due
to this limiting. With the increase of the pitch attitude, the grav-
itational force component from the mass of the aircraft induces

Fig. 3. Roll rate command response at M = 0:5.

Fig. 4. Sideslip angle command response at M = 0:3.

an additional force in the wind -axis that results in the varia-
tion of the airspeed. The thrust is increased to compensate for
the change in attitude.

For the 70 /s roll rate commanded response at , Fig. 3
shows good performance. The roll rate follows the command
input quite well, with 10% settling time less than 2 s. The cou-
pling to sideslip angle is less than 1.5 , and the coupling to pitch
rate is less than 1 /s.

Fig. 4 illustrates the responses due to a 10 /s step command on
sideslip angle at . The time history of the sideslip angle
is well within the specified boundaries. It follows the command
input with 10% settling time of less than 2 s. The couplings into
roll and pitch rate are low.

Fig. 5 shows a 51.48 m/s (100-kn) step on velocity com-
manded response at . The 10% settling time is less than
15 s, and the overshoot is within 3%. The pitch rate transient is
low and returns to zero quickly. The engine is fully used for the
rapid speed command change. The maximum throttle position
is attained. The noise in the time history of normal acceleration

is due to the relatively high bandwidth of the velocity. The
control system shows good performance for the entire flight en-
velope including extreme flight conditions such as 30 angle of
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Fig. 5. Velocity command response at M = 0:3.

attack. It is demonstrated that the controller has strong ability to
account for significant nonlinearities.

VI. COMPARISON OF PRESENT DESIGN WITH CONTROLLERS

DEVELOPED FOR GARTEUR COMPETITION

A set of control designs has been presented for the HIRM
control challenge in the GARTEUR competition [24]. They
include controllers based on linear-quadratic (LQ) methods
[25], loop-shaping approaches [26], synthesis [27], [28],
nonlinear dynamic inversion combined with linear-quadratic
regulator (NDI/LQ) [29], and robust inverse dynamics estima-
tion approaches (RIDE) [30]. The first three design approaches
are linear techniques. Gain scheduling of linear feedback gains
was utilized to cover the whole operating envelope of the
aircraft. Reference [29] used a two-level controller structure
consisting of a nonlinear-dynamic-inversion feedforward con-
troller and a linear-quadratic feedback controller. In [29], the
simulations for the nonlinear time responses were performed
with the nonlinear-dynamic-inversion feedforward controller
alone, without the linear-quadratic correction. Reference[30]
combined dynamic inversion with proportional and integral
feedback loops. Robustness issues were not directly taken into
account in [30].

It is difficult to compare the present controller in this paper
against the designs presented in the GARTEUR competition be-
cause they were not intended to minimize the probabilities of
metric violations subject to expected parameter variations, as is
the present design. In the evaluation software provided by GAR-
TEUR, a single set of values of uncertain parameters is used to
test a control system’s robustness (deterministic characteriza-
tion of uncertainties). Furthermore, very limited simulation re-
sults were presented for each design. Nevertheless, we provide
a comparison of the present controller with the earlier designs
based on the available information.

A. Performance in Nominal Control Responses

For each design in the GARTEUR competition, maneuver
simulations are offered only at some of the flight conditions.
There are no results shown for the commanded time responses
in the presence of parametric uncertainties. A comparison of the

performance of nominal time responses for a set of maneuvers
between the present controller and previous designs is given in
Table III.

In Table III, “ ” denotes a 10% settling time for a command
response. “ ” represents the overshoot wash-out time for the
angle of attack above its limiting value. A two-second wash-out
time is required. We use “ ” to denote unavailable results. Inad-
equate performances of each control design are highlighted.

The linear-quadratic design has quite good performance ex-
cept that there is a slight excess of overshoot in the velocity com-
mand response, compared to the desired specification of less
than 3%. The loop-shaping controller has excess wash-out
time for angle-of-attack overshoot above 30 in the pitch-rate
command response, excess steady-state offsets of the roll-rate
command response, and excess overshoot in the velocity com-
mand response. The first -synthesis design has large steady-
state offsets for the pitch-rate command response and excess
settling time for the roll-rate command response. The second

-synthesis design has very good performance, except the set-
tling time is longer than the required two seconds for the pitch
rate command response. The NDI/LQ design has large over-
shoot in the velocity command response; otherwise, it demon-
strates excellent nominal performance. The RIDE design has
no overshoot in velocity, but there are slight steady-state off-
sets, and it has relatively long settling time for the sideslip-
angle command response. Compared to previous designs in the
GARTEUR competition, the controller presented in this paper
shows less overshoot in the velocity command response, faster
response in all the maneuvers, and more accurate tracking of the
commands without steady-state offsets.

B. Performance Robustness in Linear Frequency Responses
With Parametric Uncertainties

In the GARTEUR competition, the evaluation software ana-
lyzes linear frequency responses of controllers in the presence
of parametric uncertainties in moment derivatives. Linear fre-
quency specifications have less value for our nonlinear con-
trol law; therefore, we do not include them in the formulation
of our cost function. Nevertheless, our controller is evaluated
against linear frequency requirements specified in the GAR-
TEUR competition for comparison with the earlier designs. The
open-loop Nichols plot of the frequency response between each
actuator demand and the corresponding error signal should
avoid a gain-phase exclusion region. The evaluation is made in
the presence of parametric uncertainties as: ,

, , , and ,
, , , , , , , , ,

.
Open-loop Nichols plots for the present controller with para-

metric uncertainties are plotted in Fig. 6 for a flight condition
at Mach 0.24, 20 000 ft altitude, 28.9 angle of attack, and zero
sideslip angle. This flight condition represents an edge of the
flight envelope, which is likely to cause stability and actuator-
limiting problems. Fig. 6 shows that the frequency responses for
all of the six control loops (differential and symmetrical taileron
loops; differential and symmetrical canard loops; rudder loop,
and thrust loop) avoid the specified gain-phase exclusion zone.
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TABLE III
COMPARISON OF NOMINAL PERFORMANCE FOR A SET OF CONTROLLERS

Fig. 6. Open-loop Nichols plots of the present controller in the presence of
parametric uncertainties with a flight condition at M = 0:24. The trapezoid
denotes the gain-phase exclusion region.

Table IV lists the results on whether the Nichols plot for each
single-loop frequency response avoids or enters the required ex-
clusion zone. The Nichols plots for the design are available

TABLE IV
ANALYSIS OF EACH CONTROLLER’S OPEN LOOP NICHOLS PLOTS

ENTERING/AVOIDING THE GAIN-PHASE EXCLUSION ZONE, WHERE *
DENOTES THAT THE NICHOLS PLOTS FOR THE H DESIGN

ARE ONLY FOR THE NOMINAL CASE

only for the nominal case. There are no results shown for the
linear frequency analysis for the second -synthesis. For the
NDI/LQ design, Nichols plots are obtained by applying only
the linear-quadratic feedback control, without using the non-
linear-dynamic-inversion feedforward controller. The RIDE de-
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Fig. 7. Robustness profile of the present controller for the HIRM challenge.

sign does not use symmetrical and differential canard deflec-
tions as control inputs, and results for the thrust loop are not
shown in the paper. Table IV demonstrates that for each of the
controllers except the NDI/LQ and (lack of robustness in-
formation) in the GARTEUR competition, one loop’s linear fre-
quency response cannot satisfy the robustness criteria. We con-
clude that the nonlinear controller of this paper shows better
performance robustness than the earlier designs as portrayed by
linear frequency analysis.

Linear frequency analysis is inadequate for evaluating non-
linear dynamic systems and nonlinear control laws. Further-
more, a single set uncertainty that is not proved to be the worst
case for the parametric uncertainties is not enough to quantify
system robustness. In the next section, the stochastic robustness
of the present controller is analyzed for nonlinear time responses
at different flight conditions.

VII. ROBUSTNESS ANALYSIS OF PRESENT CONTROLLER

Two thousand Monte Carlo evaluations of the present design
with controller parameters in (51) give the probabilistic robust-
ness profile in Fig. 7. The confidence interval for each probability
is not shown due to space limitations and can be found in [22].
In the Monte Carlo simulations, random number generators with
uniform distributions provide the possible values of the system
uncertain parameters. The design cost equals 1.14. The control
system has a zero probability of instability (Metric 1) with a 95%
confidence interval of (0, 0.0018). For the pitch-rate command
response at , adding the angle-of-attack limiter causes
transients in pitch rate; therefore, the settling-time specification
is not evaluated. The pitch-rate command response at is
quite good, with low probability of excess settling time (Metric 2,

). The probability of violating settling-time condition at
(Metric 3, ) is more than double the probability

at . It is within expectation because and 0.5
represent edge-of-the-envelope flight conditions, and
represents a nominal flight condition within the envelope. The
probabilities of exceeding angle-of-attack and normal-acceler-
ation limits in pitch-rate command responses equal zero (Met-
rics 4–9) for all flight conditions with 95% confidence intervals

Fig. 8. (a) Stochastic time-response envelopes for the pitch rate command
at M = 0:5. (b) Stochastic time-response envelopes for the sideslip angle
command at M = 0:3. (c) Stochastic time-response envelopes for the roll rate
command at M = 0:3.

of (0, 0.0018). Fig. 7 shows that the probability of exceeding set-
tling time for the velocity-command response is relatively high
(Metric 10, ), which is caused by the uncertainties in
yawing moments and derivatives. The probability of pitch-rate
coupling for velocity command is low (Metric 11, ). The
performance robustness for sideslip-angle command responses
is fine for each flight condition. The probabilities of violating set-
tling time condition are about 20% (Metrics 12–14). For roll-rate
command responses, there are about 30% probability of excess
settling time (Metrics 15–16) and less than 20% probability of
pitch-rate coupling for all flight conditions (Metrics 17–18).

Stochastic time-response envelopes for pitch-rate command
at , sideslip-angle command at , roll-rate com-
mand at are plotted in Fig. 8. The envelopes portray
the extreme values obtained in one hundred Monte Carlo simu-
lations. The stochastic response envelopes give qualitative infor-
mation on how parameter uncertainties affect system responses.
In each plot, the input is applied at 2 s. The transients be-
fore the command input are artifacts of the simulation, caused
by the off-trim condition that results from parametric uncertain-
ties. The plots show that the controller has good performance
robustness.

VIII. EFFECTS ON ROBUSTNESS PROFILE BY CHANGING

WEIGHTS IN THE ROBUSTNESS COST FUNCTION

Tradeoffs between satisfying different aspects of robustness
can be balanced through changing the weights in the robust-
ness cost function. In this section, the controller structure is
unchanged, and the weights for pitch-rate settling-time metric

, roll-rate settling-time metrics , and are
increased to 10. The new design based on the cost function with
modified weights is obtained as

(52)
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Fig. 9. Comparison of the robustness profiles of two designs with different
weights in the robustness cost function.

Fig. 9 shows the variations in the robustness profile of de-
signs due to different weights in the robustness cost function.
In Fig. 9, solid bars represent the probabilities of violating de-
sign metrics for the design in (51), and striped bars denote the
probabilities for the design in (52). Fig. 9 shows that the proba-
bilities of violating , , and (Metrics 3, 15,
and 16) have decreased by almost two thirds. The probability of
violating (Metric 2), and the probabilities of violating

and (Metrics 17–18) have fallen to zero. However,
the improvement in robustness for these metrics is achieved at
the expense of increasing the probability of violating some other
metrics. It is shown that the probabilities of violating require-
ments in sideslip-angle command responses (Metrics 12–14) are
doubled, and the probability of violating the settling-time re-
quirement in the velocity command response (Metric 10) has
increased, too.

This comparison illustrates the limitations of redesign within
a fixed controller structure. Changing cost function weights
can improve specific responses, but it may do so at the expense
of degrading the robustness of other responses. Comparing the
original design vector (51) with the revised design vector (52),
we see that the improved pitch and roll-rate responses led to
higher airspeed and sideslip-angle damping, lower airspeed
bandwidth, and stiffer yaw rate response. Further improvements
would require revisions to the specified structures for slow and
fast controllers.

IX. COMPUTATIONAL ISSUES

Numerical search and Monte Carlo simulation are computa-
tionally intensive processes. The design procedure uses a GA to
search over a probabilistic cost space. Each point in the space
is derived from 100 Monte Carlo evaluations of a specific set
of control design parameters, and a GA search uses 1000 point
evaluations; therefore, there are function evaluations. The
required number of Monte Carlo simulations for each controller
could be determined dynamically as addressed in [15], reducing
the number of function evaluations. Furthermore, as suggested
by [19], it might even be feasible to use a single sample value of

the probability instead of intensive Monte Carlo simulations in
the GA search, though it might take relatively more generations
for the GA to converge. Since the design approach in this paper
implicitly includes extensive evaluation of the system with para-
metric variations, a great degree of validation is inherent in the
control system design that emerges from the process.

X. CONCLUSION

The stochastic robust nonlinear control design shows quite
good performance and robustness for a highly nonlinear aircraft
model including nonlinear actuators and sensors. The model
has six degrees of freedom, sixteen state elements, and detailed
lookup tables for the aerodynamic coefficients. The flight enve-
lope covers some extreme flight conditions that have large angle
of attack. The assessment of maneuvers involves large variations
of step command inputs. All these factors make the control de-
sign problem highly nonlinear and complicated; however, the
stochastic control design technique is straightforward. The suc-
cess of stochastic robust nonlinear control analysis and design
for this HIRM problem demonstrates that the methodology is
ready to apply to real nonlinear control design problems.
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