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Abstract 

Eye-gaze is an input mode which has the potential of an 
efficient computer interface. Eye movement has been 
the focus of research in this area. Non-intrusive eye- 
gaze tracking that allows slight head movement is ad- 
dressed in this paper. A small 2D mark is employed as 
a reference to compensate for this movement. The iris 
center has been chosen for purposes of measuring eye 
movement. The gaze point is estimated after acquiring 
the eye movement data. Preliminary experimental re- 
sults are given through a screen pointing application. 

1 Introduction 

Human-computer interaction has become an increas- 
ingly important part of our daily lives. The movement 
of user’s eyes can provide a convenient, natural and 
high-bandwidth source of input. By tracking the direc- 
tion of gaze of the user, the bandwidth of communica- 
tion from the user to the computer can be increased by 
using the information about what the user is looking 
at, and even designing objects specially intended for 
the user to look at. 

A variety of eye-gaze (eye-movement) tracking 
techniques have been reported in the literature [l]. 
A short list includes Electra-Oculography [2], Limbus, 
Pupil and Eyelid Tracking [3, 4, 5, 6, 7, 8, 91, Contact 
Lens Method, Cornea1 and Pupil Reflection Relation- 
ship [5, 4, 81, Purkinje Image Tracking, Artificial Neu- 
ral Networks [lo] and Head Movement Measurement 
[ll, 12, 9, 131. 

Computer vision is intrinsically non-intrusive, and 
does not require any overly expensive equipment. Non- 
obtrusive sensing technology - such as video cameras 
and microphones - has received special attention in this 
regard. This paper draws on computer vision and im- 
age processing techniques for measuring eye-gaze. 

The remainder of this paper is organized as follows. 
The proposed eye movement tracking algorithms are 
presented in Section 2. Section 3 shows how to pre- 
dict eye-gaze through an appropriate geometric model 
and image-to-screen mapping. Experimental results 
are presented in section 4. Section 5 includes conclu- 
sion and further research directions. 
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2 Tracking of Eye Movement 

The location of face and eye should be known for track- 
ing eye movements. We assume this location informa- 
tion has already been obtained through extant tech- 
niques. Exact eye movements can be measured by 
special techniques. This investigation concentrates on 
tracking eye movement itself. The primary goal of this 
paper is to detect the exact eye position. Two algo- 
rithms have been proposed for iris center detection: 
the Longest Line Scanning and Occluded Circular Edge 
Matching algorithms. The emphasis is on eye move- 
ment in this paper, not on face and eye location. 

Rough eye position is not sufficient for tracking eye- 
gaze accurately. Measuring the direction of visual at- 
tention of the eyes requires more precise data from eye 
image. 

A distinctive feature of the eye image should be 
measured in any arrangement. The pupil of people 
having dark or dark-brown eyes can hardly be differ- 
entiated from the iris in the captured images. If the 
image is captured from close range, then it can be used 
to detect the pupil even under ordinary lighting condi- 
tions. It was decided to track the iris for this reason. 
Due to the fact that the sclera is light and the iris is 
dark, this boundary can easily be optically detected 
and tracked. It can be quite appropriate for people 
with darker iris color ( for instance, Asians ). 

Young [14] has addressed the iris tracking problem 
using a head-mounted camera. There are some issues, 
however, which have to be emphasized. They arise, 
due to the following reasons : 

1. Coverage of the top and bottom of the limbus by 
the eyelids. 

2. Excessive coverage of the eyes by eyelids ( in some 
cases ) . 

The techniques proposed in this section effectively 
deal with the first one, while the second is an inherently 
hard problem. 

2.1 Longest Line Scanning (LLS) 

Human eyes have three degrees of freedom of rotation 
in 3D space. Actually, the eye image is a projection of 
the real eye. The iris is nearly a circular plate attached 
to the approximately spherical eyeball. The projection 
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of the iris is elliptical in shape. The following well- 
known property is useful in this regard. 
The center of an ellipse lies on the center of the longest 
horizontal line inside the boundary of the ellipse 
The LLS algorithm is an application of this property. 
It can be applied to the problem of detection of the iris 
center. 

The algorithm is given below. 

(* Input: 
the block image containing one eye *) 

(* output: 
the iris center *) 

Threshi,i, - the threshold of iris color 

Ibin - the binary block image 
Begin 

Threshold Input into II,~,, by Thresh;,;,; 
Find centroid of iris Dixels: (* as a candidate *) 
Detect edges of Ibin; '(* can&or vertical operator *) 
Search lhl between iris edges in Ib;,,; 
If more than one lhl Then find mid vertical position; 
Store midpoint of last found line into Output; 

End. 

(* Note : lhl stands for longest horizontal line *) 

Algorithm 1: Longest Line Scanning (see Figure 1) 

Searching and decision after edge detection enhances 
computational efficiency. Except when preprocessing fails, 
it computes the center of the iris quite accurately. But it 
is sensitive to distribution of edge pixels. 

iris edge 

Figure 1: Principles of LLS 

2.2 Occluded Circular Edge Matching 

(OCEM) 

Although the LLS method detects the center of the iris, it is 
not sufficient for measuring eye-gaze precisely. The follow- 
ing problems are noted on a closer look at LLS technique 

0 intra-iris noise 

l rough iris edge 

l occlusion of longest line by eyelids 

The only clues to find the center of the iris are left and 
right edge pixels of the iris boundary, the so called limbus. 
In order to estimate the original position and shape of the 
iris boundary, the circular edge matching ( CEM ) method 
can be adapted. As mentioned earlier, the iris is natu- 
rally occluded by eyelids to some extent, depending upon 
the individual or the status of the subject. CEM should 
be adaptively modified. Only the visible portions of the 
edge without occluded portions need to be processed in the 
matching step. 

The angle of rotation of the eyeball and the eccentricity 
of the ellipse are not large, when the subject sits and oper- 
ates the computer in front of the screen. This observation 

justifies a circular approximation to the ellipse. Experi- 
mental results justify this simplification. 

The algorithm is outlined below. ( Steps which closely 
resemble those in LLS have been omitted ). 

(* Input: I--~ ~~ the edge image after LLS, 
PC - the centroid of iris pixels, 
Pp - the midpoint, ( of horizontal projection ) 
P, - the resulting point computed by LLS *) 

(* output: 
the iris center *) 

Begin 
Select the candidate point out of PC, Pp, and Pl; 
Set the circle center matching window; 
for all pixels in the circle center matching window do 

Circular Edge Matching; 
Scoring its pixels matched with the edge pixel; 

end for 
Store the pixel having maximum score into Output; 

End. 

Algorithm 2: Occluded Circular Edge Matching 

The algorithm is described in the sequel. 

Select the Candidate Point. This is the initial 
point. The center of the circle matching windows is 
a good candidate. A carefully selected candidate point 
reduces the size of search window and the computa- 
tion time. Three different kinds of candidate point are 
considered below : 

1. Centroid. 

2. Midpoint ( of horizontal projection ) 

3. The point computed by the LLS algorithm. 

Set the Matching Window. Matching process is 
performed by moving the center of candidate circle in- 
side the circle matching window ( See figure 2 ). The 
size of this window affects the computation time. A 
reasonable size is : 

4 
Horizontal(Vertical)Size = ~~~~~~ - sTiris 

The radius of the iris, ~~~~~~ can be obtained from the 
result of the previous image frame ( radius, unless oth- 
erwise indicated refers to this radius ). 

Matching ( Figure 2 ). The left and right curvatures 
of the iris candidate are matched with those of the iris 
to be detected in the edge image. Several factors must 
be carefully determined for better performance : 

1. The portion to be matched. 

2. Change of radius. 

3. Interlacing. Interlaced selection of pixels to be 
matched accelerates the process albeit losing on 
accuracy slightly. 

4. Distance of neighbors 

Scoring and Decision. Every match is scored. The 
iris candidate with maximum score is chosen as the final 
solution. Its center is the center of the eye. 
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Figure 2: Matching Process in OCEM 

3 Estimation of Gazing Point 

As previous work has reported, gaze estimation with free 
head movement is very difficult to deal with. The focus is 
on estimating the orientation of the eyes with slight head 
movement. It is very important to estimate it from the 
image features and values measured at the stage of eye 
movement tracking. The direction of eye-gaze, including 
the head orientation is considered in this investigation. A 
geometric model incorporating a reference has been de- 
vised. The geometry consisting of subject’s face, camera, 
and computer screen has been explored so as to understand 
eye-gaze in this environment. Finally, a couple of estima- 
tion methods have been proposed. 

A small mark attached to the glasses stuck between two 
lenses has been adopted for the purpose of the special rigid 
origin ( Figure 3 ). This provides the following geometric 
information. 

l The position of subject’s face 

l The origin of the iris center movement 

It cannot offer any orientation information at all, because 
it is like a small spot. Nevertheless, it can compensate for 
slight head movement. 

Figure 3: Reference Model: 2D Simple Mark 

3.1 Geometry around Eye-Gaze 

Although free head movement is allowed in ordinary situa- 
tions, some restrictions are imposed on experimental setup 
for simplicity. People tend to fix their head parallel to the 
screen plane when they use the computer. Eyes and camera 
are assumed to lie in the normal to the screen, and natural, 
but slight, head movement is allowed. 

Information provided by eye movement tracking before 
gaze estimation consists of 

The position of reference model. This involves the po- 
sition of the face ( rigid body ). 

the radius of iris. This is useful in estimating the dis- 
tance from the camera to the subject. 

the vector from the reference model to the iris center. 
This carries information on eye movement. 

The imaging system is assumed to employ orthogonal 
projection. Assuming orthogonal rather than weak per- 
spective projection simplifies the discussion. Only one ( 
horizontal or vertical ) dimension is considered for purposes 
of analysis. 

Figure 4 depicts how much displacement of the iris cen- 
ter in the projection reflects the displacement of the eye- 
gaze. The circle shows the projection of the spherical eye- 
ball. Three gazes ( gaze 1, gaze 2, and gaze c ) and pro- 
jection of each iris center and gaze are shown in the figure. 
Gaze c is the reference gaze. d is the distance from the 
eyeball surface to the screen plane. d is assumed given or 
can be intentionally set to fixed value. rb,& is the radius of 
the eyeball, which ranges from 12mm to 13mm ( according 
to the anthropometric data ). A, and AZ, measured in 
section 2, are the displacements of the iris center of gaze 1 
and gaze 2, respectively, from that of gaze c in the projec- 
tion. g1 and g2 are the displacements of gaze 1 and gaze 
2 respectively, from gaze c. The input and output are A,, 
A,, and 91, g2 respectively. 

If cy = Tb& - dm = 0, then 

g2 = =(~a + 2,) = =A, (2) 

Although these approximations simplify the estimation, 
care should be exercised in their use. The approximation 
error is computed below. If k = re~~~~:~~$&~~~~t, then 

1 1 1 
errorimage = -srb& ___- 

k d + rbdl d (d + Tball)2 + S2 1 
(3) 

We found that this errorimage can be ignored in a real 
experiment. 

3.2 Estimation Algorithms 

In this section, the techniques to determine gazing points 
on the computer screen are discussed. The Geometry-Based 
Estimation is, indeed, based on the geometry of the eye- 
gaze discussed in the previous section. Adaptive Estimation 
determines the eye-gaze with the help of displacements in 
the image. 

Regardless of which of these techniques is actually em- 
ployed, image-to-screen mapping requires that the system 
be initialized first. It should be calibrated while in use. 
During initialization, the subject intentionally gazes at pre- 
defined screen points. From the resulting eye movement 
data, other gazing points can be estimated. During the 
calibration, because subject moves continuously, changes 
in the parameters ( such as the radius or iris, the distance, 
or the head position arising due to subject movements ) 
are incorporated in the estimation process, thereby recon- 
structing the parameter set. 

3.2.1 Geometry-Based Estimation The subject 
first gazes at the center of the screen, and then, slightly 
moves and gazes at the right end of the screen. Figure 5 
shows its geometry S is the distance between two screen 
points. A,,, is the displacement of the reference model. 

Using equations 1 and 2, we get 

s = k d + Tball 
---(A,-A,)+ A,,, 

Tball 
(4) 
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Figure 4: Geometry around Eye-Gaze 

During initialization, the value of k is expected to be 
different depending on the direction towards each prede- 
fined screen points. The different value of k can be com- 
puted at this initialization stage. The value S refers to the 
gazing point. The situation is the same as in the initializa- 
tion step. 

(8 Input: 
d - the distance from the eyeball to the screen, 
~~11 - the radius of the eyeball, 
A,, A2 - the distance from the iris to the reference, 
A =f - the displacement of the reference, 
S&gin - the screen position of the original gaze *) 

(* output: 
s CUPPeTIt - the current gaze's screen position *) 

Begin 
(* Initialization *) 

find k, at each different z direction 
from predefined gazes; 

(* Estimation *) 
decide +, the direction of current gaze; 
retrieve k, and find Scurrent; 

End. 

Algorithm 3: Geometry-Based Estimation 

3.2.2 Adaptive Estimation This technique adap- 
tively uses only the displacement of the iris center and 
the displacement of the reference model. Based only on 
initialization data, it determines gazing point by linear 
approximation. It involves the following Algorithm 4. 

cenr s rigr end 

head moved 
\ 

reference model 

left eye right eye 

Figure 5: Geometry including Slight Head Movement 

(* Input: 
the image positions of the iris and the reference 
at current gaze and each predefined gaze, 
&lib - calibrating factor *) 

(* output: 
S - the current gaze's screen position *) 

Begin 
(* Initialization *) 

find the gaze vector of each predefined gaze 
in image and set an original gaze; 

(: Estimation *) 
compute the gaze vector of current gaze; 
compensate for slight head movement using kc-lib; 
compute S; 

1 End. 

Algorithm 4: Adaptive Estimation 

4 Experimental Results 

In this section, preliminary experimental results pertaining 
to eye movement tracking and the corresponding ( esti- 
mated ) gazing points are presented, though we have per- 
formed several experiments. 

4.1 Preliminary Experimental Results 

LLS and OCEM estimated gazing points at 3x3, 4x5, and 
8x10 screen resolutions by geometry-based and adaptive 
estimation methods. We only present in detail the results 
of experiments with 8 x 10 Screen Resolution. 

OCEM is employed for eye movement tracking and both 
the Adaptive and Geometry-Based estimation techniques 
are utilized for estimation. Figures 6 show results of the 
right eye movement tracking at initialization. Each image 
of subject’s iris being tracked, while gazing at 10 screen 
points randomly ( from small rectangle 1 to 10 ), is given 
in Figure 7. Both eyes are tracked simultaneously. (Similar 
results were obtained for left eye). 

The frames from 1 to 9 are for the initialization step 
and the remainder is the data when the subject gazes at 
the screen points of interest. 

The subject gazes at the screen points in the following 
order : 32 + 15 + 54 + 37 + 38 -+ 20 + 50 + 67 + 
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Initialization step: right eye 

frame no. - x : x indicates the initilization screen point 
at which user gazes at. 

1 2 3 
scree 
poin 4 

7 

< screen > < order of gazing > 

Figure 6: Initialization step : right eye (different image 
size due to different search window) 

62 + 2. They correspond to each frame from 10 to 19. 
Gazing points are estimated by linear interpolation on the 
estimation results of both the left and the right eye. Table 
1 shows the estimation results employing Geometry-Based 
Estimation and Adaptive Estimation. 

4.2 Analysis 

The proposed eye-gaze tracking methods are seen to be 
quite successful at screen resolutions up to 8x 10 screen res- 
olution. Geometry Based Estimation is better than Adap- 
tive Estimation in estimating eye-gaze. A small number of 
failures result from large head movements and error in eye 
movement tracking. 

Eye-Gaze tracking methodology using video technology 

Table 1: Estimated Gazing Points in 8 x 10 Screen 

Resolution 

Frame Original Point Geometry Based Adaptive 
Scheme I Scheme III 

frame10 32 32 32 32 
frame11 15 15 15 15 
frame12 54 54 54 54 
frame13 37 37 37 37 
frame14 38 28 28 28 
frame15 20 20 20 20 
frame16 50 50 50 50 
frame17 67 67 67 77 
frame18 62 62 62 62 
frame19 2 2 2 2 

0 On use: right eye 
user gazes at the screen po 

from rectangle 1 to 10 in 01 
(frame 10 - frame 19). 

lints 
rder 

16 

18 

Figure 7: Subject’s random gazes : right eye 

has its inherent limitations : camera resolution limits mea- 
surement of eye movement. In the experiments, one has 
about 20 pixels only for estimating the entire vertical com- 
puter screen range. 

Some solutions are : 

Using camera with higher resolution. 

Placing the camera closer to subject’s face. 

Employing two cameras, one for head tracking, the 
other for eye movement tracking. 

5 Conclusion 

Non-intrusive vision-based eye-gaze tracking methods in- 
volving eye movement tracking (not the eye location, but 
the iris center tracking) and gaze estimation have been in- 
vestigated in this paper. Practical feasibility of the tech- 
niques has been demonstrated by using them as one type of 
computer interface (the substitute for a pointing device). 
The subject is allowed to move slightly, in a natural way. 
The eye-gaze is computed by finding correspondences be- 
tween points in a model of face and points in the camera 
image. 
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More robust experiments for different subjects, different 
computers and different environments are essential for these 
techniques to be employed routinely in computer interfaces. 
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