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The beginning of this book can be traced back, long before the beginning of my 

professional life in political science, to my undergraduate days at the Institut des Sciences 

Politiques in Paris, when I read Duverger and Sartori on parties and party systems, and Riker on 

political coalitions. Like the two first, I was interested in understanding how political systems 

work, and like the third author, I was interested in understanding it in a simple way.  

I remember trying to grasp the distinctions that the official classifications made: What is 

the difference between a parliamentary and a presidential system, besides the fact that in the first 

the legislative and the executive can dissolve each other while in the second they cannot? What 

is the difference between a two and a multiparty system, besides the fact that the first leads to a 

single party government and the second does not (in fact, coming from Greece, a country with a 

multiparty system and single party governments, I knew this stylized fact to be incorrect). Things 

were becoming fast more complicated and even incomprehensible when considering multiparty 

democracies like Sartori, because of “moderate” and “polarized” multipartyism: I could not 

understand why fewer than five parties were associated with a moderate system and more than 

six with a polarized one. 

The years went by and I went to Washington University in St. Louis for graduate school 

and I got the basic ideas about how at least one political system works (the US Congress). 

Shepsle and Weingast taught me that politicians are rational and try to achieve their goals, that 

institutions are constraints to the deployment of human strategies, and therefore studying 

institutions populated by rational players leads us to understand different outcomes (institutional 

equilibria according to Shepsle). 
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Though these insights were revealing and accurate in their description of US institutions, 

they were not addressing my initial questions of different parties and different systems. I was 

looking for answers that did not exist at the time because rational choice analysis was completely 

established in American politics, but completely underdeveloped (as I discovered the year I went 

out in the job market) in comparative politics. In fact, my comparative classes were essentially 

replicating Duverger and Sartori instead of going beyond them. 

In the beginning of my professional life I was addressing specific problems that I could 

solve rather than global comparative questions (tenure requirements being what they are I would 

not be writing these lines if I didn’t). The questions remained for quite a while without any 

handle for answers until I saw Thomas Hammond present a preliminary version of a co-authored 

paper with Gary Miller that later became the APSR article “The Core of the Constitution.” 

Hammond and Miller were making an argument about the American Constitution: that adding 

players with the power to veto increases the set of points that cannot be defeated (the core); that 

providing the power to overrule such vetoes decreases the size of the core; that the size of the 

core increases with the distance among chambers. As soon as I heard the argument I started 

wondering whether it could be generalized for other political systems, particularly parliamentary 

and with strong parties? In that case we would have a general way of understanding legislating in 

all political systems. 

My thinking was now focused on a series of questions generated by this article: First, the 

analysis was presented in a two dimensional space. What would happen if one increased the 

number of policy relevant dimensions? Would the core continue to exist or would it disappear? 

Second, can the analysis apply to parliamentary systems that by definition do not have the 
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separation of powers? Third, can the model apply to political parties instead of individual 

congressmen? 

For my purposes affirmative answers in all three questions were necessary. I tried to find 

the answers to these questions during the period 1992-93 while I was a National Fellow at the 

Hoover Institution. With respect to question 1, whether Hammond and Miller’s analysis 

generalizes in more than two dimensions I read an article providing an affirmative answer. The 

article claimed that as long as two chambers in a bicameral system did not have members with 

preferences overlapping, the core existed in any number of dimensions. I was very disappointed 

in what I considered a very strong (that is, unrealistic) assumption of non-overlapping 

preferences. While looking at the proof I discovered that it was mistaken and the core did not 

exist except under extremely restrictive conditions. This discovery led me practically into 

despair. I felt that I had come so close to answering questions that had puzzled me for many 

years, and now the answer was eluding me again. 

The next step in the process was a series of models that have now been included in my 

previous book Bicameralism, which demonstrate that even when the core does not exist, another 

concept from social choice theory, the “uncovered set” (the definition of the term is besides the 

point here, but exists in Chapter 1) provides very similar results.  

I found a hint of the answers to questions 2 and 3 in Riker’s (1992) article "The 

Justification of Bicameralism" where parties in coalition governments were working essentially 

the same as chambers in a bicameral system: in both cases an agreement was necessary for a 

change in the status quo. 

With these findings in mind I wrote a paper attempting to compare across political 

systems by comparing the size of each system’s uncovered set. The paper was too technical, and 
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incomprehensible. Miriam Golden who is usually a very tolerant reader of my work made me 

understand these problems quite well: “Why are you doing these things? What do they tell me 

about the world?” Her clear words made me understand that I needed to take a different tack and 

make the findings relevant. 

I decided to look at the winset of the status quo instead of the uncovered set, and this 

provided a dramatic simplification, which conveyed to readers the relevance of my analysis. 

Rewriting the paper on the basis of veto players and winset of the status quo did not change the 

substantive results, but made it much more comprehensible and usable. The paper was long, so 

after inquiring which journal would accept an article longer than usual I submitted it to the 

British Journal of Political Science. It was immediately accepted, published in 1995 and received 

the Luebbert Award for best article in comparative politics in 1996. 

At the same time I participated in a group organized by Herbert Doering that was 

studying West European legislatures. Doering promised me that if I wrote a veto players article 

for his edited volume he would make sure that usable data on legislation from the project would 

become available to me for testing the veto players framework. His proposal led to a second 

article on veto players, as well as to a dataset that tested the main argument I was proposing: that 

many veto players make significant policy changes difficult or impossible. Doering had the 

brilliant idea to identify laws that produced “significant changes” from an encyclopedia of labor 

law that was written for international labor lawyers who would practice law in a country 

different from their own and needed to know the significant pieces of legislation in other 

countries. The test corroborated the theory and was published in the American Political Science 

Review in 1999 and was the runner up for the Luebbert Award for best article in Comparative 

politics in 2000.  
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While working on these issues I was constantly expanding the veto players theory either 

on my own or along with other researchers. I wrote an article for a special issue of Governance 

dedicated on political institutions. In that article I calculated a missing link: what happens to 

policy outcomes when collective veto players decide by qualified majorities instead of simple 

majorities; in addition, I spelled out several of the consequences of policy stability. I 

demonstrated that policy stability affects government instability in parliamentary systems, and 

the role of judges and bureaucrats regardless of political regime. Later, reading the literature on 

bureaucracies and the judiciary I discovered that there is a difference between indicators 

measuring institutional independence of judiciary and bureaucracies from the political system, 

and behavioral independence of the same actors. My interpretation was that seemingly 

contradictory expectations of judicial and bureaucratic independence in the literature may be 

compatible after all. Working with Simon Hug I analyzed the consequences of veto players on 

referendums. Working with Eric Chang I found out another indication of policy stability: the 

structure of budgets in OECD countries was changing slower when the government was 

composed of many veto players. 

My veto players findings were also being confirmed by my work on the European Union, 

where I was discovering the importance not only of actors who can veto, but also of actors who 

can shape the agenda. There was nothing new to the importance of agenda setting argument 

(McKelvely has said everything there is to know in his 1976 article), except that European 

institutions were quite complicated, and it was difficult to see how the many actors were 

interacting in a multiple dimensional setting. Having written an article on that, I proceeded in 

identifying the differences introduced by European treaties consistently in three-year periods 

from 1987 until today. I have published some one and a half dozen articles on the issue of EU 



 9

institutions, some of them on my own, some with my students, some with Geoff Garrett trying to 

go beyond the statement that EU institutions are complicated. Lots of this work led to 

controversies, and the findings are summarized in one chapter in this book. The relevance of EU 

to the veto players framework presented in this book is that EU institutions are too complicated 

and too variable to be analyzed any other way. 

I would like to thank the editors of the British Journal of Political Science, American 

Political Science Review, Governance, for permitting me to reprint some of the ideas included in 

the original articles. While this book had an overwhelmingly long gestation period, I was very 

lucky to receive the helpful advice of extremely reliable people. I would like to thank Barry 

Ames, Kathy Bawn, Shaun Bowler, Eric Chang, William Clark, Herbert Doering, Jeffrey 

Frieden, Geoffrey Garrett, Barbara Geddes, Miriam Golden, Mark Hallerberg, Simon Hug, 

Macartan Humphreys, Anastassios Kalandrakis, William Keech, Thomas König, Amie Keppel, 

Gianfranco Pasquino, Ronald Rogowski, Daniel Treisman, for reading the manuscript or parts of 

it and giving me extended comments which led sometimes to long discussions and longer 

revisions. 

I would like to thank the Russell Sage Foundation that provided me with a Fellowship 

and made intense work on the project possible. Eric Wanner and his staff (in particular Liz 

McDaniel who edited the whole manuscript) made my life there so pleasant. I only wish many 

happy returns were possible! (In fact, I tried very hard but in vain to persuade Eric to repeal the 

local 22d amendment and consider second applications). I enjoyed every minute in New York, 

and the excitement of living in the “millennium capital of the world” improved my productivity 

(if not my production).  
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Chuck Myers of Princeton UP read successive manuscripts and provided me with many 

useful suggestions. Thanks go always to Wolfgang Amadeus Mozart for providing me with a 

stimulating immediate environment while I was working. Finally, (keeping the punch line last) I 

want to thank my family, Miriam, Alexander, and Emily for providing me with the necessary 

emotional support to finish this extensive project. 
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INTRODUCTION 

This book is about political institutions: how we think about them in a consistent way 

across countries; how they affect policies; and how they impact other important characteristics of 

a political system, like the stability of governments, and the role of the judiciary and the 

bureaucracies. My goal is not to make a statement about which institutions are “better”, but to 

identify the dimensions along which decisionmaking in different polities is different, and to 

study the effects of such differences.  

Most of the literature on political institutions uses a single criterion to identify the main 

characteristics of a polity. For example, political regimes are divided into presidential and 

parliamentary, legislatures into unicameral and bicameral, electoral systems into plurality and 

proportional, parties into strong and weak, party systems into two and multiparty ones. The 

relationships among all these categories are underdeveloped. For example, how are we to 

compare the United States, a presidential bicameral regime with two weak parties, to Denmark, a 

parliamentary unicameral regime with many strong parties? What kinds of interactions do the 

combinations of different regimes, legislatures, parties and party systems produce?  

Let me use an example to make my point clear: The European Union makes legislative 

decisions with the agreement of two or three actors (the Council, the European Parliament (EP), 

and most of the time the Commission). Each one of these actors decides with a different 

decisionmaking rule. The Council has recently (Nice Treaty 2001) adopted a triple majority: 

qualified majority of the weighted votes of its members; majority of the EU countries members; 

qualified majority of the population (62%). The EP decides by absolute majority (which as we 

will see is a de facto qualified majority). The Commission decides by simple majority. The 

Council is appointed by the Countries members, the EP elected by the peoples of Europe, and the 
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Commission appointed by the Countries members and approved by the EP. This political system 

is neither a Presidential nor a parliamentary regime, it is sometimes unicameral sometimes 

bicameral and yet other times tricameral, and in addition one of its chambers decides with 

multiple qualified majority criteria. I will not even start the description of the party system, 

which is composed, of several ideologies and even more nationalities. The EU is a blatant 

exception to all traditional classifications. In fact, it is desribed frequently in the relevant 

literature as “sui generis”; yet, European institutions can be very well and very accurately be 

analyzed on the basis of the theory presented in this book.  

This book will enable the reader to study and analyze political systems regardless of the 

level of their institutional complexity. And it will do that in a consequential as well as consistent 

way. Consequential means that we will start our analysis from consequences and work 

backwards to the institutions that produce them. Consistent means that the same arguments will 

be applied to different countries at different levels of analysis throughout this book. The goal is 

to provide a theory of institutional analysis, subject it to multiple tests, and, as a result, have a 

higher level of confidence if it is corroborated in several different settings. 

VETO PLAYERS, POLICY STABILITY, AND CONSEQUENCES 
In a nutshell the basic argument of the book is the following: In order to change policies 

(or as we will say from now on: change the (legislative) status quo) a certain number of 

individual or collective actors have to agree to the proposed change. I call such actors veto 

players. Veto players are specified in a country by the constitution (the President, the House, and 

the Senate in the US) or by the political system (the different parties members of a government 

coalition in Western Europe). I call these two different types of veto players institutional and 

partisan veto players respectively. I provide the rules to identify veto players in each political 
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system. On the basis of these rules, every political system has a configuration of veto players (a 

certain number of veto players, with specific ideological distances among them, and a certain 

cohesion each). All of these characteristics affect the set of outcomes that can replace the status 

quo (the winset of the status quo, as we will call the set of these points). The size of the winset of 

the status quo has specific consequences on policymaking: significant departures from the status 

quo are impossible when the winset is small, that is, when veto players are many, when they 

have significant ideological distances among them, and when they are internally cohesive. I will 

call this impossibility for significant departures from the status quo policy stability.  

In addition, political institutions sequence veto players in specific ways in order to make 

policy decisions. The specific veto players that present “take it or leave it” proposals to the other 

veto players have significant control over the policies that replace the status quo. I call such veto 

players agenda setters. Agenda setters have to make proposals acceptable by the other veto 

players (otherwise the proposals will be rejected and the status quo will be preserved). In fact, 

they will select among the feasible outcomes the one they prefer the most. As a consequence, 

agenda setting powers are inversely related to policy stability: The higher policy stability 

(smaller the set of outcomes that can replace the status quo), the smaller the role of agenda 

setting. In the limit case where change from the status quo is impossible, it does not make any 

difference who controls the agenda. 

If we know the preferences of veto players, the position of the status quo and the identity 

of the agenda setter (the sequence of moves of the different actors) we can predict the outcome 

of the policymaking process quite well. This book will include such predictions and we will 

assess their accuracy.1 However, most often the agenda setter will be a collective actor (in which 

                                                 
1 See Chapter 11 
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case the preferences are not well defined)2 or we will not know his exact location. For example, 

we will see (Chapter 3) that in parliamentary systems the agenda setting is done by the 

government, but we do not know exactly how; similarly in presidential systems the agenda 

setting is done by congress, but again we will not be able to identify the exact preferences of the 

conference committee that shapes the proposals. In all these cases, the only possible prediction 

can be based on policy stability, which does not require as much information to be defined. 

INSERT FIGURE I 

Policy stability affects a series of structural characteristics of a political system. The 

difficulty a government encounters in its attempt to change the status quo may lead to its 

resignation and replacement in a parliamentary system. This means that policy stability will lead 

to government instability as Figure I indicates. Similarly, in a presidential system, the 

impossibility of the political system to resolve problems may lead to its replacement by a 

military regime (“regime instability” in Figure I). Finally, the impossibility of changing the 

legislative status quo may lead bureaucrats and judges to be more active and independent from 

the political system. I will provide theoretical arguments and empirical evidence for these claims 

in the chapters that follow. Figure I provides a visual description of the causal links in the 

argument. Now I want to give a glimpse of the difference in the implications of my argument 

form the most prevalent arguments in the literature. 

INSERT FIGURE II   

Consider four countries: the UK, the US, Italy and Greece. They are not a random 

sample, they were selected to make the following point: If one considers existing theories in 

comparative politics, these countries group themselves in different ways. For proponents of 

                                                 
2 In Chapter 2 we will define the concept of “cyclical” preferences, and demonstrate that collective actors deciding 
under majority rule have such preferences. 
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analysis on the basis of different regimes (Linz (1994), Horowiz (1994)), the US is the only 

Presidential regime, while the other three countries are Parliamentary. For proponents of more 

traditional analyses on the basis of party systems, the US and the UK are lumped together as two 

party systems, while Italy and Greece are multiparty ones (Duverger (1954), Sartori (1976)). 

Cultural approaches (Almond and Verba (1963)) would also place the Anglo-Saxon systems 

together, in opposition to the continental European countries. Lijphart’s (1999) 

consociationalism approach considers the UK as a majoritarian country, Italy and Greece as 

consensus, and places the US in the middle.3 In this book, Italy and the US are countries with 

many veto players, and as such they will have high policy stability, while Greece and the UK 

have a single veto player, and consequently they may4 have high policy instability. As a result of 

policy stability or lack of it, government instability will be high in Italy and low in the UK and 

Greece; and the role of the judiciary and bureaucrats much more important in the US and Italy 

than in the UK and Greece. Some of these expectations will be corroborated by the data analyses 

in this book. Figure II presents how existing classifications are cut across by the veto players’ 

theory. Neither regimes, nor party systems alone capture the characteristics that veto players’ 

theory does. In fact, the main argument in the book is that each configuration of traditional 

variables is mapped on one specific constellation of veto players, so it is possible that two 

countries are different in all traditional variables (regimes, party systems, electoral systems, type 

of legislature, kinds of parties) and still have the same or similar constellations of veto players. It 

is the constellation of veto players that captures best policy stability, and it is policy stability that 

affects a series of other policy and institutional characteristics. 

                                                 
3 The US has on the one hand two parties; on the other it is a federal system. 
4 Note the asymmetry in the expression: the countries with many veto players will have policy stability, while the 
ones with one veto player may have instability. I will explain the reasons for this difference in chapter one. 
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In the pages that follow I will examine both the causes and effects of policy stability. 

That is, I will consider policy stability both as a dependent and an independent variable. I will 

identify the constellations of veto players that cause it, and consider its impact on other features 

like government stability, bureaucracies and the judiciary. 

SUBSTANTIVE AND METHODOLOGICAL REASONS FOR VETO PLAYER 
ANALYSIS 

Why do I start from policies and not from any other possible point, like institutions, or 

political culture, or behavioral characteristics or norms? Even if one starts from policies, why 

focus on policy stability instead of the direction of policy outcomes? Finally, an important 

methodological question: why do I use the winset of the status quo instead of the standard 

concept of equilibrium. And how does this replacement of equilibria by winset of the status quo 

affect my analysis? 

I start my analysis from policymaking (or, more accurately from legislation and 

legislating) because policies are the principal outcome of a political system. People participate in 

a political system in order to promote the outcomes (policies) that they prefer. As a result, 

policymaking is important for political actors (parties or individual representatives) whether 

these actors have direct preferences over policies (like De Swaan (1973) assumes), or whether 

they care simply about reelection (this is Downs’ (1957) simplifying assumption), or whether 

they are ideologically motivated (to follow Bawn’s (1999a) approach).  

Political actors propose different policies, and are selected on the basis of the policies that 

they recommend. Politicians or parties are replaced in office when the policies they proposed 

lead to undesirable outcomes or when they do not apply the policies they promised before an 

election. Obviously, the above statements are simplifications, but the bottom line is that the 

political system generates policy preferences and assures that these preferences are implemented. 
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I do not imply that other characteristics like cultures, ideologies, norms, or institutions are not 

legitimate objects for study per se. What I do claim is that we are better in tune with a political 

system if we start our study from the policies that are implemented, and then work backwards to 

discover how these policies defeated the alternatives. What were the preferences that led to these 

outcomes, and how certain preferences were selected over others by the political system? 

But even if one focuses on policies, as the basis of the intellectual enterprise, focus on 

“policy stability,” that is, the impossibility of significantly changing the status quo instead of 

being more ambitious and studying the direction of change? There are three reasons for my 

choice.  

First, policy stability affects a series of other characteristics of a political system, 

including institutional features as Figure I indicates. Second, it is an essential variable in the 

literature. Political scientists are often interested in the decisiveness of a political system, in other 

words, its capacity to solve problems when they arise. For example, in a thoughtful analysis of 

the effects of political institutions, Weaver and Rockman (1993:6) distinguish: “ten different 

capabilities that all governments need to set and maintain priorities among the many conflicting 

demands made upon them so that they are not overwhelmed and bankrupted; to target resources 

where they are most effective; to innovate when old policies have failed; to coordinate 

conflicting objectives into a coherent whole; to be able to impose losses on powerful groups; to 

represent diffuse, unorganized interests in addition to concentrated, well organized ones; to 

ensure effective implementation of government policies once they have been decided upon; to 

ensure policy stability so that policies have time to work; to make and maintain international 

commitments in the realms of trade and national defense to ensure their long-term well-being; 

and, above all, to manage political cleavages to ensure that society does not degenerate into civil 
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war.”  

While Weaver and Rockman are interested in the capabilities of governments, a great 

volume of economic literature starting with Kydland and Prescott (1977) is concerned with the 

credible commitment of the government not to interfere with the economy. Barry Weingast 

(1993) pushes the argument one step further and attempts to design institutions that would 

produce such a credible commitment. He proposes  "market preserving federalism," that is, a 

system that combines checks and balances that prevent government interference in the economy, 

with economic competition among units to assure growth. In a similar vein, Witold Henisz 

(2000, forthcoming) uses long time-series of data to find that growth rates and investment are 

higher when the political system cannot change the rules of the economic game.  

Bruce Ackerman (2000) adopts an intermediate position in a thoughtful and thought 

provoking article. He suggests that the optimal institutional configuration is not one with many 

veto players, like the American system, or with few, like the UK. Instead, he advocates the 

intermediate case of a parliamentary system with a senate that cannot veto all the time, and with 

the possibility of referendums that are called by one government and performed by another in 

order to diffuse the power of the government to set the agenda. 

In all these diverse bodies of literature the flexibility or the stability of policy is 

considered an important variable. Some scholars consider flexibility a desirable feature (in order 

to resolve problems faster); whereas others point out that frequent interventions may worsen the 

situation.  

I take a more agnostic position with respect to policy stability. It is reasonable to assume 

that those who dislike the status quo will prefer a political system with the capacity to make 

changes quickly, while advocates of the status quo will prefer a system that produces policy 
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stability. It is not clear that a consensus exists (or is even possible) over whether a faster or 

slower pace of institutional response is desirable. Decisiveness to change the status quo is good 

when the status quo is undesirable (whether it is because a small minority controls the 

government as the French ancien regime or as in recent South Africa), or when an exogenous 

shock disturbs a desirable process (oil shock and growth in the seventies). Commitment to non-

interference may be preferable when the status quo is desirable (such as when civil rights are 

established), or if an exogenous shock is beneficial (such as an increase of the price of oil in an 

oil producing economy). But regardless of whether policy stability is desirable or undesirable, 

the above literature indicates that it is important to study under what conditions it is obtained, 

which is a goal of this book. 

The third reason to focus on policy stability instead of the direction of change is that my 

argument concentrates on institutions and their effects. While some researchers try to focus on 

the specific policy implications of certain institutions, I believe that specific outcomes are the 

result of both prevailing institutions and the preferences of the actors involved. In other words, 

institutions are like shells and the specific outcomes they produce depend upon the actors that 

occupy them.5  

These are the three reasons I will use policy stability as my main variable. However, 

there will be times when we have information about the identity and preferences of the agenda 

setter, which will permit us to form much more accurate expecations about policy outcomes. The 

reader will see in Chapter 11 that the institutional literaure on the European Union has set and 

achieved such goals.  

                                                 
5 As an example of my argument consider the following case to be developed in Chapter 8: A significant component 
of political economy literature argues that divided governments (which in my vocabulary means multiple veto 
players) cause budget deficits, or higher inflation. By contrast, my argument is that multiple veto players cause 
policy stability, that is, they produce high deficits if the country is  accustomed to high deficits (Italy), but they 
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Going back to the main variable in this book, policy stability: as we will see, it is defined 

by the size of the winset of the status quo.6 Why do I use this concept instead of the widely 

accepted notion of (Nash) equilibrium? The absence of equilibrium analysis is due to the fact 

that in multidimensional policy spaces equilibria rarely exist. In fact, while in a single dimension 

equilibria of voting models are guaranteed to exist, Plot (1967) has demonstrated that in multiple 

dimensions the conditions for the existence of equilibrium are extremely restrictive. McKelvey 

(1976) and Schofield (1977) followed up the study by demonstrating that in the absence of 

equilibrium any outcome is possible.  

On the other hand, the winset of the status quo has the self-imposing quality that it is the 

intersection of restrictions that each participant imposes on the set of outcomes. No rational 

player given the choice would accept any outcome that he does not prefer over the status quo.7 In 

this sense my analysis is much more general than any other model (like bargaining, exclusive 

jurisdictions of ministers, or prime-minister) that introduces a series of additional restrictions in 

order to produce a single equilibrium outcome.8 

                                                                                                                                                             
produce low deficits if the country is familiar with low deficits (Switzerland or Germany). 
6 The more appropriate expression would be: “winset of the default outcome.” However, most of the time the default 
solution is the status quo. For example, Rasch (2000) has identified countries that a formal rule specifies that a vote 
has to be taken on the floor of the parliament whether a proposal as modified by amendments is accepted. Even in 
cases where there is no such a formal rule votes comparing the status quo with the emerging alternative are taken on 
the floor of parliament. For example, in Herbert Doering’s study of 18 Western European countries in the 1981-91 
period out of 541 bills a final vote had been taken 73% of the time (Doering  http://www.uni-
potsdam.de/u/ls_vergleich/research). In all these cases the final outcome is by definition within the winset of the 
status quo. In the cases where a final vote comparing the alternative with the status quo is not taken, the default 
alternative is specified either by rules or by a vote in parliament. If a majority in parliament can anticipate an 
outcome that they do not prefer over the status quo they can take steps to abort the whole voting procedure. So, from 
now on I will be using the expression “winset of the status quo” instead of “winset of the default alternative.” 
7 Here I am excluding cases where a player receives specific payoffs to do so  For example, he may receive promises 
that in the future his preferences on another issue will be decisive. I do not argue that such cases are impossible, but 
I do argue that if they are included they make almost all possible outcomes acceptable on the basis of such logroll, 
and make any systematic analysis impossible. 
8 Huber and McCarty (2001) have produced a model with significantly different outcomes depending on whether the 
prime minister can introduce the question of confidence directly, or has to get the approval of the government first.  
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A PARTIAL HISTORY OF THE IDEAS IN THIS BOOK  
Some of the arguments in this book have already been made, even centuries ago. For 

example, terminology set aside, the importance of veto players can be found in the work of 

Madison and Montesqieu. For Montesqieu (1977: 210-11): “The legislative body being 

composed of two parts, one checks the other, by the mutual privilege of refusing.  . . .  Sufficient 

it is for my purpose to observe that [liberty] is established by their laws.” For Madison the 

distinction between the two chambers becomes more operative when the two chambers have 

more differences.  In such cases, "the improbability of sinister combinations will be in proportion 

to the dissimilarity of the two bodies" (Federalist no. 62). The relation between government 

longevity and veto players can be found in the work of A. Lawrence Lowell (1896: 73-4). He 

identified one “axiom in politics” as the fact that “the larger the number of discordant groups that 

form the majority the harder the task of pleasing them all, and the more feeble and unstable the 

position of the cabinet.”  

More recently, literature on “divided government” has presented arguments about 

multiple veto players and policy stability (Fiorina (1992), Hammond and Miller (1987)). 

Literature on bureaucracies has connected legislative output and bureaucratic independence 

(McCubbins, Noll, and Weingast (1987), (1989), Hammond and Knott (1996), etc.). Literature 

on judicial independence has connected judicial decisions with the capacity of the legislative 

body to overrule them (Gely and Spiller (1990), Ferejohn and Weingast (1992a), (1992b), Cooter 

and Ginsburg (1996)). McKelvey (1976) was the first to introduce the role of the agenda setter in 

multidimensional voting games and demonstrate that an agenda setter can have quasi-dictatorial 

powers. 

The furthest back I traced ideas contained in this book was to a statement about the 

importance of agenda setting versus veto power contained in Livy’s History of Rome, (6.37) 
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written over two thousand years ago (literally, BC): “The tribunes of the plebs were now objects 

of contempt since their power was shattering itself by their own veto. There could be no fair or 

just administration as long as the executive power was in the hands of the other party, while they 

had only the right of protesting by their veto; nor would the plebs ever have an equal share in the 

government till the executive authority was thrown open to them.” 

As for the importance of competition for setting the agenda (a subject to be discussed in 

Chapter 3) I was reminded of a quote in Thucydides that may qualify as the first expression of 

Downsian ideas in the political science literature9: “Pericles indeed, by his rank, ability, and 

known integrity, was enabled to exercise an independent control over the multitude--in short, to 

lead them instead of being led by them; for as he never sought power by improper means, he was 

never compelled to flatter them, but, on the contrary, enjoyed so high an estimation that he could 

afford to anger them by contradiction. Whenever he saw them unseasonably and insolently 

elated, he would with a word reduce them to alarm; on the other hand, if they fell victims to a 

panic, he could at once restore them to confidence. In short, what was nominally a democracy 

became in his hands government by the first citizen. With his successors it was different. More 

on a level with one another, and each grasping at supremacy, they ended by committing even the 

conduct of state affairs to the whims of the multitude.”  (Thucydides, Histories. Book II, 65. 8-10 

emphasis added). 

Finally, after finishing chapter 5, where I argue that the possibility of referendums 

introduces an additional veto player (the “median voter”) and as a result referendums make the 

status quo more difficult to change and bring results closer to the positions of the median, I 

                                                 
9 I thank Xenophon Yataganas for reminding me of the quote as well as supplying the reference. Thucydides is here 
discussing the ability of a leader to persuade the people (like a President “setting the agenda”). In chapter 3 I will 
distinguish between this capacity and the more precise institutional feature of which veto player makes a proposal to 
whom.    
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discovered that this conclusion or a variation of it (depending on the meaning of the words) may 

be at least one century old. Albert Venn Dicey (1890: 507) said that the referendum “is at the 

same time democratic and conservative.”10 

It is probably the case that most of the ideas in this book are not original; some of them 

have been proposed centuries, even millennia ago. The value lies in the synthesis of the 

argument. This means that my task in this book is to explain why the propositions that I present 

fit together, and then, try to corroborate the expectations with actual tests, or references to the 

empirical analyses produced by other researchers. Because the propositions presented in this 

book are part of the overall picture, the confidence in or incredibility of any one of them should 

strengthen or undermine the confidence to all the others.  

ORGANIZATION OF THE BOOK 
The book is organized deductively. I start from simple principles, draw their implications 

(part I), and then apply them to more concrete and complicated settings (part II). I test for the 

policy implications of the theory first (part III), and then for the structural ones (part IV). This 

organization may surprise comparativists who like inductive arguments. Indeed readers will have 

to go through some simple models first, before we enter into the analysis of more realistic 

situations, and before empirical results. 

Is this sequence necessary? Why don’t I enumerate the expectations generated by my 

approach and then go ahead and test for them? The answer to that question is that I have to 

convince the reader that the conclusions of this book are different sides of the same mental 

construct. This construct involves veto players and agenda setters. Knowing their locations, the 

decisionmaking rule of each one of them, and their interactions generates similar expectations 

across a range of issues, ranging from regime types (presidential or parliamentary), to 

                                                 
10 Quotes in Mads Qvortrup (1999: 533). 
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interactions between government and parliament, to referendums, to federalism, to legislation, to 

budgets, to independence of bureaucrats and judges. And that the same principles of analysis can 

be applied not only to countries that we have studied and analyzed many times before, but also to 

cases where existing models do not fit (like the European Union). The reader would not 

appreciate the forest if focused on the trees of each chapter. And I hope that it is the description 

of the forest that may help some of the readers identify and analyze trees that I did not cover in 

this book.  

Part I of the book presents the veto players’ theory for both individual (Chapter 1) and 

collective (Chapter 2) veto players. In the first chapter I define veto players, agenda setters, and 

policy stability focusing on individual veto players. I explain why more veto players lead to 

higher levels of policy stability. In addition, I show that as distance among veto players becomes 

greater, policy stability increases and the role of agenda setting decreases. I also explain why all 

the propositions I present are sufficient but not necessary conditions for policy stability, that is, 

why many veto players with large ideological distances from each other will produce high policy 

stability, while few veto players may or may not produce policy instability. Finally, I 

demonstrate that the number of veto players is reduced if one of them is located “among” the 

others. I provide the conditions under which the addition of a veto player does not affect policy 

stability or policy outcomes. I call this condition the absorption rule and demonstrate its 

importance for the subsequent steps of the analysis. As a result of the absorption rule a second 

chamber may have veto power but not affect policy outcomes, or an additional party in coalition 

government may have no policy consequences because its preferences are located among the 

preferences of the other coalition partners. One important implication of the absorption rule is 

that simply counting the number of veto players may be misleading, because a large proportion 
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of them may be absorbed. I will show that the best way of taking veto players into account is by 

considering not just their number, but their relative locations and demonstrate how exactly it can 

be done. 

Chapter 2 generalizes the results when veto players are collective. Moving from 

individual to collective veto players focuses on the decisionmaking rule of a group: qualified 

majority, or simple majority. So, Chapter 2 focuses on familiar decisionmaking rules. I explain 

that collective veto players in principle may generate serious problems for the analysis because 

they cannot necessarily decide on what they want. Their preferences are “intransitive,” that is, 

different majorities may prefer alternative a to b, b to c, and c to a at the same time, which makes 

the collective veto player prefer a to b directly, but b to a indirectly (if c is introduced in the 

comparison). I find a realistic way to eliminate the problem and to calculate the outcomes of 

collective choice when the decisions of veto players are made by simple or by qualified majority.  

As a result of these two theoretical chapters, one can form expectations about policy 

stability and about the results of legislative decision making in any political system regardless of 

whether it is presidential or parliamentary, whether it has unicameral or bicameral legislature, 

whether there are two or more than two parties, or whether these parties are strong or weak. 

There is a veto player configuration of each combination of these traditional comparative 

variables, and even more than that: veto player analysis takes into account the positions and 

preferences of each one of these actors, so the accuracy of analysis and expectations increases as 

more accurate policy preferences are introduced in the data. 

Part II of the book applies these theoretical concepts and expectations to the body of 

comparative politics literature, and compares the expectations generated by the traditional 

literature to the propositions generated in the first part. The main argument in the second part is 
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that traditional analyses and variables have their impact on veto players, but this impact varies by 

specific institutional settings, and even more it varies as a function of the preferences of the 

different veto players because of the absorption rule. 

Chapter 3 compares different regime types and argues that the difference between 

democratic and non-democratic regimes is the competitiveness of the agenda setting process. As 

a result of political competition, politically successful elites approximate more the preferences of 

the median voter. Democratic regimes are classified into Presidential and Parliamentary, the veto 

player theory version of the difference is that the Parliament controls the legislative agenda in 

Presidential systems, while the Government controls the agenda in Parliamentary ones. This 

focus on agenda setting generates the opposite expectations from the traditional literature: it is 

the Parliament that is powerful on legislative issues in Presidential systems, and it is the 

Government that controls power in Parliamentary regimes. 

Chapter 4 focuses further in the relationship between government and parliament in 

parliamentary regimes. It explains why most of the time, the veto player configuration of a 

country is the parties that participate in a government coalition, instead of the parties 

participating in parliament (that is the traditional party systems approach proposed by Duverger 

and Sartori). It also explains why “executive dominance” a fundamental variable in Lijphart’s 

consociationalism analysis can be understood as the institutional power attributed to the 

government to set the parliamentary agenda. 

Chapter 5 focuses on referendums and explains why the inclusion of the possibility of a 

referendum increases the number of veto players in a country, and brings final outcomes closer 

to the median voter even if referendums do not occur. It also argues that the major differences 

among referendums revolve around the question of agenda control. This control is divided into 
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two parts: who triggers the referendum, and who asks the question. An existing veto player may 

control both parts of the agenda setting process and, in this case, his influence in legislation 

increases. Or, the referendum may be triggered not by a veto player, but the question may be 

asked by a veto player (popular veto) or not (popular initiative). Each one of these methods has 

different political consequences on the role of veto players and the median voter. For example, 

when the same player controls both dimensions of agenda setting (veto player referendum or 

popular initiative) the existing legislative veto players are eliminated.  

Chapter 6 deals with federalism, bicameralism, and qualified majorities. Each one of 

these terms is translated into veto player theory in order to draw implications about the 

consequences of these institutions on policymaking. Federalism usually is escorted by 

bicameralism (a second chamber representing the states and having veto over important if not all 

pieces of legislation), or qualified majority decisionmaking. As a result, federalism increases the 

number of veto players, and therefore policy stability. I compare the properties of bicameral 

decisionmaking with qualified majorities, as well as with the combination of the two (existing in 

the US as well as in the European Union). 

Part III of the book focuses on the policy implications of the above analysis. One expects 

higher policy stability as a function of veto players after taking into account the absorption rule. 

The identification of policy stability is not a trivial matter therefore two chapters are dedicated to 

this issue. 

Chapter 7 focuses on significant departures from the status quo. I consider legislation on 

working time and working conditions in parliamentary democracies and find that significant 

legislation is introduced in countries with one or few veto players more frequently than it is 

introduced in countries with many veto players, particularly if these veto players have big 
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ideological distances from each other. This finding is contrasted with the overall number of laws 

in different countries; this number is positively correlated to the number of veto players. As a 

result, countries with few veto players produce several significant laws and few non-significant 

ones, while countries with many veto players produce few significant laws and many non-

significant ones. The chapter ends with the expectation that such systematic differences lead to a 

different concept of  “law” in different countries. 

Chapter 8 examines macroeconomic outcomes. A wide range of economic literature 

expects the number of veto players to be correlated with higher deficits, because different veto 

players will require significant portions of the budget. In contrast, the veto players expectation is 

that more veto players lead to more inertia, and therefore countries with high levels of debt  

(Italy) will continue having high deficits while countries with low levels of debt (Switzerland) 

will continue having low levels of deficits. Similarly, the composition of the budget will change 

more in countries with few veto players, while countries with many veto players will rely more 

on an automatic pilot. 

Part IV of the book examines the institutional consequences of policy stability. 

According to the theory, policy stability will lead to government instability (for parliamentary 

systems) regime instability for Presidential systems, and independence of judges and 

bureaucrats. The chapters in this part examine these claims. 

Chapter 9 examines the question of government stability. This chapter reexamines the 

claims in the literature that the party system (that is, features of the parliament) of a country 

affects government survival. By contrast, veto player theory claims that it is government 

characteristics that affect government survival. The two expectations are highly correlated 

because two party systems produce single party governments, that is, single veto players while 
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multiparty systems produce coalition governments, that is, multiple veto players. However, the 

correlation is not perfect. Multiparty systems may produce single party majority governments as 

well as minority governments. As a result, the implications of the two theories can be separated 

empirically and recent work (mainly by Warwick) has shown that it is government 

characteristics that matter. 

Chapter 10 establishes the reasons why policy stability affects the role of bureaucrats and 

judges and examines the empirical evidence. While the arguments for judicial and bureaucratic 

independence from the legislative system are similar, there is more empirical evidence available 

on judges than on bureaucrats. 

Chapter 11 applies all the analysis developed in the book to a new political system, the 

EU. The EU is unusual because it is neither a country nor an international organization and alters 

its constitution frequently (four times the last fifteen years). In addition, the institutional structure 

of the EU is quite complicated (Ross 1995), and does not fit existing classifications (it is neither 

presidential nor parliamentary, it has one chamber that decides with three different qualified 

majorities), on top of that it is quite frequently tricameral, the number of parties is extraordinary 

if one counts that they are defined by both nationality and ideology. As a result, the EU provides 

an overwhelming challenge for most existing theories. Even for the veto player theory the EU is 

a significant challenge: I had to extend the theory presented in Part I (like the discussion of 

“conditional agenda setting” and the calculation of a multicameral core) in order to study EU 

institutions. So, testing veto player predictions with EU data provides a powerful test of the 

theory. 

In the conclusions I return to the distinguishing features of the book. The deductive mode 

of presentation permits the same simple principles to be combined in the analyses of complicated 
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phenomena. The introduction of the new variables (veto players) maps the legislative process in 

any level of detail necessary and is significantly more accurate than any of the traditional ones. 

As a result, the expectations can be formulated in a sharper way and tested more easily.  

The empirical evidence presented covers a wide range of policies, processes, and 

countries. The data quality is some times very reliable (Chapter 7), other times less (Chapter 10); 

sometimes it originates in single authored (Chapter 7), or co-authored (Chapter 8) work, while 

other times it is besed on other researchers’ findings (Chapter 9). Finally, some of the time we 

will know the position of the agenda setter quite accurately and be able to make accurate 

predictions about the outcomes (Chapter 11), while other times we will ignor the identity of the 

agenda setter, so we will able to talk only about the policy stability of outcomes (Chapters 7 and 

8). However, all this diversified evidence means that the theory under investigation is 

corroborated under a wide variety of conditions. 
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PART I: VETO PLAYERS’ THEORY 
 

This part explores the impact of different political institutions on policies. The reason that 

the book bases its analysis on policies is that one can think of a political system as the means for 

collective decisionmaking. Consequently, all the actors in a political system whether they are 

voters, representatives, or political parties care about policy outcomes either directly or 

indirectly, that is, either because they have preferences over outcomes or because other things 

they like (like reelection) depend on policy outcomes. 

However policy outcomes are the result of two factors: the preferences of the actors 

involved and the prevailing institutions. Given that the identity of players and their preferences 

are variable, while institutions are more stable, policy outcomes will vary depending on who 

controls political power as well as where the status quo is. For the time being we will consider 

the status quo as given and discuss its location more in detail when it becomes necessary. 

In this book we will focus on the more stable part of the interaction, and try to assess the 

outcomes focusing only on institutions, that is, with limited knowledge of the identity of the 

actors that produce them. We will make predictions about the consequences of the number of 

actors involved or their relative positions, without knowing exact numbers or locations. Given 

that we know little about the identities and choices of the actors involved, we will be able to 

make statements only about the rate of change, that is, how much different institutional settings 

permit the change of the status quo. There is one immediate consequence from this method of 

study. I will be able to identify the conditions where change of the status quo is difficult or 

impossible (policy stability is high), but I will not be able to predict actual change. When policy 

change is possible, whether it occurs or not will be a matter of the specific choices of the actors 

themselves. Even if change is possible, it may not occur. In other words, all the propositions that 
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follow provide necessary but not sufficient conditions to change the status quo. I will 

demonstrate in the first chapter that the implications of this statement are far from trivial. 

In this part I provide the rules according to which all political institutions (regime types, 

parliaments, party systems, parties, etc) are translated into a series of veto players, that is, actors 

whose agreement is required for a change of the status quo. The number and the location of veto 

players affects policy stability, that is, how difficult it is to change the status quo. The sequence 

that veto players make their decisions (that is, who makes proposals to whom) affects the 

influence that these veto players have in the decision-making process. Whether these veto 

players are individual or collective affects the way they make decisions about policies. If they are 

individual (like a president, or a monolithic political party) they can easily decide on the basis of 

their preferences. If they are collective (like a parliament or a weak political party) the location 

of the outcome depends on the internal decisionmaking rule (unanimity, qualified or simple 

majority), and who controls the agenda. So, traditional political institutions like regime types, or 

number of chambers of parliament, or number, cohesion, and ideological positions of parties, or 

decisionmaking rules of all these actors will be translated into some veto player constellation, 

which in turn will determine the policy stability of a political system.  

This approach determines the possibility of different institutional settings to provide 

policy change but does not and cannot identify the direction of it. For the identification of the 

direction of change the preferences of veto players are required, as well as the identity of the 

agenda setter and the location of the status quo. In other words, institutions in this book will 

resemble shells, and only when the occupants of these shells and the status quo are identified will 

specific predictions of outcomes will be possible. However, as I will show there are important 

results that can be drawn even if one ignores the specific choices of the different actors involved. 
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Such results cover as I have argued not only policy stability, but also a series of consequences of 

policy stability on other variables, like government or regime stability, the importance and 

independence of the judiciary, the role of bureaucracies etc.   

This part is divided in two chapters. The first chapter analyses individual veto players, 

while the second focuses on collective veto players. The reason of the division is twofold. First, 

for didactic purposes, the division of the chapters facilitates a better understanding since the 

theory of individual veto players is simple, straightforward, and intuitive, while collective veto 

players introduce complications into the analysis (depending on the rules regulating their 

decisionmaking) and as I show approximations into the results. Second, the division is helpful 

because collective veto players as I will explain have particularly serious problems as agenda 

setters, since different majorities may prefer to make different proposals; a problem that I will 

address in detail in Chapter 2. 
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CHAPTER 1:  INDIVIDUAL VETO PLAYERS 

In this chapter I define the fundamental concepts I use in the remainder of this book, in 

particular veto players and policy stability.  I will demonstrate the connections between these two 

concepts by using simple Euclidean spatial models. In what follows I make extensive use of the 

motto: “a picture is worth a thousand words,” so the chapter is short and picture dense. All the 

propositions included in this chapter are intuitive (counterintuitive results are moved to later 

chapters), so the reader can check the argument with her intuitions while becoming familiar with 

the mode of exposition. 

The chapter presents and discusses some assumptions and definitions first, and then 

moves to a series of propositions relating the number and the distance of veto players with policy 

stability. In essence, the argument presented in sections 2 and 3 is that the larger the distance 

among and the number of veto players, the more difficult it is to change the status quo. The last 

section introduces sequence of moves into the picture, and makes the argument that the first 

mover (the agenda setter) has a significant advantage.  However this advantage diminishes as 

policy stability increases, that is, as the number of veto players and the distances among them 

increase. 

I.Veto players and Policy stability. 
The fundamental concept I will use in this book is that of veto player. Veto players are 

individual or collective actors whose agreement is necessary for a change of the status quo. From 

the definition follows that a change in the status quo requires a unanimous decision of all veto 

players.  

The constitution of a country can assign the status of veto player to different individual or 

collective actors. If veto players are generated by the constitution they will be called institutional 
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veto players. For example, the constitution of the US specifies that legislation requires the 

approval by the President, the House, and the Senate (I ignore veto overrule for the time being). 

This means that these three actors (one individual and two collective) are the institutional veto 

players in the US.  

Analyzing the political game inside institutional veto players may produce more accurate 

insights. If veto players are generated by the political game they will be called partisan veto 

players. For example, it may be that inside the US House different majorities are possible in 

which case the House cannot be reduced any further as a veto player. Alternatively, it may be 

that the US House is controlled by a single cohesive party, and the only successful pieces of 

legislation are the ones supported by this party. In this case, while the House is the institutional 

veto player, closer examination indicates that the majority party is the real (partisan) veto player. 

Similarly in Italy while legislation can be generated by the approval of both chambers of the 

legislature (the House and the Senate are two institutional veto players) closer examination 

indicates that legislation that is approved by the parties composing the government coalition 

passes both chambers. So, closer examination of the political game in Italy leads to the 

conclusion that the partisan veto players are the parties composing the government coalition. We 

will return to this point in Chapter 2.   

This chapter focuses on the study of individual veto players, while the study of collective 

veto players is delegated to Chapter 2. I will represent each individual veto player by his ideal 

point in an n-dimensional policy space. In addition, I will assume that each veto player has 

circular indifference curves, that is, that he is indifferent between alternatives that have the same 

distance from his ideal point. Figure 1.1 presents a two-dimensional space (think of dimensions 1 

and 2 as the size of the budget for social security and defense respectively). In these two 
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dimensions a veto player (1) prefers the combination indicated by the location of point 1. The 

Figure also represents 4 points P, X, Y, and Z in different locations. 1 is indifferent between 

points X and Y, but he prefers P to either of them. He also prefers either of them to Z. Indeed the 

circle with center 1 and radius 1X (from now on (1, 1X)) or, as we will say “the indifference 

curve that goes through X” goes also through Y, while point P is located inside the circle and 

point Z is located outside. 

   INSERT FIGURE 1.1 

Both assumptions include several simplifications. For example, an individual actor may 

be interested in only one dimension instead of two or more. For example, in a redistributive issue 

an actor may be interested in maximizing his share, and be completely indifferent to who else is 

getting how much. In addition, circular indifference curves indicate the same intensity of 

preferences in each issue. If these assumptions do not hold, the statements having to do with the 

ideological distances among veto players have to be reevaluated. However, the statements that 

depend simply on the number of veto players hold regardless of the shape of indifference curves. 

From now on, I will represent a veto player by a point (say A), the status quo by another (SQ), 

and A will prefer anything inside the circle (A, ASQ) to the status quo.  

    INSERT FIGURE 1.2 

I will now define two more concepts, to be used throughout this book. The first is the 

winset of the status quo (W(SQ)): it is the set of outcomes that can defeat the status quo. Think 

of the status quo as the currently existing policy. Then, the winset of the status quo is the set of 

policies that can replace the existing one.11 The second concept is the core: the set of points with 

empty winset, that is, the points that cannot be defeated by any other point if we apply the 

                                                 
11 In parts III and IV we will discuss more interesting and productive ways to conceptualize the concept of status 
quo, but we do not need them for the time being. 
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decisionmaking rule. I will usually refer to the core along with the decisionmaking rule that 

produces it. For example, if I discuss the “unanimity core” I will be referring to the set of points 

that cannot be defeated if the decision is taken by unanimity. An alternative name for “unanimity 

core” that I may use subsequently is “Paret set.” In Figure 1.2, I present a system with three veto 

players A, B and C and two different positions of the status quo: SQ1 and SQ2 (I selected the 

points to minimize the number of circles I need to draw and simplify the graphic). I remind the 

reader that all decisions are made by unanimity (since A, B, and C are veto players). 

In order to identify the winset of SQ1 (W(SQ1)) one draws the indifference curves of A, 

B, and C that pass through SQ1, and identifies their intersection. I have hatched this intersection 

in Figure 1.2. A similar operation indicates that W(SQ2)=? , or that SQ2 belongs to the 

unanimity core of the three veto players system. It is easy to verify that W(SQ2)=?  as long as 

SQ2 is located inside the triangle ABC.12 So, the unanimity core is the entire triangle ABC as 

shaded in the Figure. 

I will use both the smallness of the winset of SQ and the size of the unanimity core as 

indicators of policy stability. In section 3, I will demonstrate formally that these two indicators 

are almost equivalent (Proposition 1.3). Here, however, I will provide arguments in favor of each 

one of them independently. 

In all the propositions that follow when I say “the winset in case A is smaller than the 

winset in case B,” I will mean that the winset in case A is a subset of the winset in case B so that 

there are no misunderstandings with respect to the shapes of different winsets (one can be more 

elongated than another but have a smaller surface). Similarly, if I say “the winset shrinks” I will 

                                                 
12 If, however, SQ2 is located outside the triangle ABC, then it can be defeated by its projection on the closest side, 
so, its winset is not empty. 
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mean that under new conditions it becomes a subset of what it was before. I will define policy 

stability of a system as the difficulty of significant change of the status quo.  

The definition of unanimity core logically leads to the conclusion that its size is a proxy 

for policy stability. Indeed, a bigger unanimity core produces a larger set of points that cannot be 

changed. For the time being, let us note that the argument for the smallness of the winset appears 

more complicated. I use the smallness of the winset of the status quo as a proxy for policy 

stability for the following reasons: 1). The more points (i.e. policy proposals) that can defeat the 

status quo, the more susceptible to change is the status quo; 2). The bigger the winset of the 

status quo is, the more likely it is that some subset of it will satisfy some additional external 

constraints. 3). If there are transaction costs in changing the status quo, then players will not 

undertake a change that leads to a policy that is only slightly different, which means that the 

status quo will remain; 4). Even without transaction costs, if players undertake a change, a small 

winset of the status quo means that the change will be incremental. In other words, a small 

winset of the status quo precludes major policy changes. Each of these reasons is sufficient to 

justify the use of the smallness of the winset of the status quo as a proxy for policy stability. 

The two proxies for policy stability are complementary for different positions of the 

status quo. When the status quo is far away from all veto players, its winset is large (policy 

stability is low). As the status quo approaches one of the veto players policy stability increases 

(since the winset of the status quo includes only the points that this veto player prefers over the 

status quo). Moving the status quo even further and locating it among the veto players may 

completely eliminate the winset of the status quo (as the case of SQ2 in Figure 1.3 indicates). 

The above discussion indicates that policy stability crucially depends on the position of 

the status quo. However, of particular interest are propositions that are independent of the 
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position of the status quo for two reasons. First, in political science analyses it is not always easy 

to start by locating the status quo. For example, when a healthcare bill is introduced, one does 

not know what the status quo was until after the bill was voted. Indeed a series of provisions 

having to do with mental health, for example, are included or not in the status quo depending on 

whether they were included in the bill itself.13  

Second, political analysis that is dependent on the position of the status quo has 

necessarily an extremely contingent and volatile character (exactly as the status quo that it 

depends on). The analysis of the above legislation may become an extremely difficult enterprise 

(particularly if one considers this legislation over time). It is not my position that such an 

analysis is superfluous or irrelevant (quite the opposite). But (I for) one would like to see 

whether some comparative statements could be made independently of the position of the status 

quo, whether statements that are characteristic of a political system and not of the status quo are 

possible.14  

In the remainder of this chapter I will focus on the other factors that affect policy 

stability. In section 2, I will carry the analysis in two complementary parts: the case where the 

winset of SQ is non-empty, and the case that it is empty (that is, when SQ is located inside the 

unanimity core). In section 3, I will demonstrate the high correlation of the two approaches.  

    INSERT FIGURE 1.3 

II. Number of veto players and policy stability. 
1. Winset of status quo is non-empty. Figure 1.3 replicates Figure 1.2 and adds one 

more veto player: D. It is easy to see by comparison of the two Figures that the winset of SQ1 

                                                 
13 An alternative approach would consider a policy space of extremely high dimensionality, and consider the status 
quo as the outcome generated by all existing legislation and the departures caused by any particular bill. Then we 
ignore the dimensions that have not been affected by the change. In my opinion this is a much more complicated 
procedure. 
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shrinks with the addition of D as a veto player. Indeed, D vetoes some of the points that were 

acceptable by veto players A, B, and C. This is the generic case. Under special spatial conditions 

the addition of a veto player may not affect the outcome. For reasons of economy of space I will 

not present another figure here, but the reader can make the following mental experiment: if D is 

located on the BSQ line between B and SQ so that the circle around D is included inside the 

circle around B, the addition of D as a veto player would not influence the size of the winset of 

SQ1.15 I could continue the process of adding veto players, and watch the winset of the status 

quo shrinking or remaining the same (i.e. “not expanding”) with every new veto player. It is 

possible that as the process of adding veto players unfolds at some point the winset of the status 

quo becomes empty, that is, there is no longer a point that can defeat the status quo. This would 

have been the case if D were located in an area so that SQ1 were surrounded by veto players. We 

will deal with this case in the next few paragraphs. Here let me summarize the result of the 

analysis so far.  If the winset of the status quo exists, its size decreases or remains the same with 

the addition of new veto players.  

2. Winset of status quo is empty. Let us now focus on SQ2 in Figure 1.3. It presents the 

case where the winset of the status quo with three veto players is empty. Given that W(SQ2)=? , 

the size of W(SQ) is not going to change no matter how many veto player one adds. However, 

the addition of D as one more veto player has another interesting result: it expands the unanimity 

core. The reader can verify that the unanimity core now is the whole area ABCD. Again, it is not 

necessary that an additional veto player expands the unanimity core. It is possible that it leaves 

the size of the unanimity core the same, as would have been the case if D were located inside the 

                                                                                                                                                             
14 I will discuss the very concept of “status quo” that is omnipresent in formal models and so elusive in empirical 
studies in chapter 9 as the foundation of my analysis of government stability. 
15 We will take up the point of when additional veto players “count”, that is, affect the size of the winset of the status 
quo in the next section. 
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triangle ABC. We will deal with this case in the next section. For the time being, the conclusion 

of this paragraph is the following. If there is a unanimity core, its size decreases or remains the 

same with the addition of new veto players.  

Combining the conclusions of the previous paragraphs leads to the following proposition: 

PROPOSITION 1.1: The addition of a new veto player increases policy stability or 

leaves it the same (either by decreasing the size of the winset of the status quo, or by increasing 

the size of the unanimity core, or by leaving both the same). 

The comparative statics supported by the Proposition 1.1 are very restrictive. Note that I 

am speaking for the addition of a new veto player. The phrasing implies that the other veto 

players will remain the same in the comparison. For example, it would be an inappropriate 

application of Proposition 1.1 to consider that if we eliminate one particular veto player and add 

two more the result would be an increase in policy stability. It would be equally inappropriate to 

compare two different systems, one with 3 veto players and one with 4 veto players, and 

conclude that the second produces more policy stability than the first. So, while Proposition 1.1 

permits over time comparisons of the same political system, it does not most of the time permit 

us to compare across systems. 

The following proposition, which I will call “numerical criterion”, increases on simplicity 

but reduces the accuracy of Proposition 1.1. The reason is that it ignores the cases where adding 

a veto player makes no difference on policy stability. 

NUMERICAL CRITERION: The addition of a new veto player increases policy stability 

(either by decreasing the size of the winset of the status quo, or by increasing the size of the 

unanimity core). 
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The “numerical criterion” has the same restrictions for comparative statics as Proposition 

1.1. In addition, it may lead to wrong expectations because a new veto player does not always 

increase policy stability.  I am underlying this point from the beginning, because as we will see 

in the empirical chapters, frequently empirical research uses the numerical criterion either to 

produce expectations or to test them. The propositions presented in the next section relax some 

of the above restrictions. 

III. Quasi-equivalence and Absorption Rules, Distances among veto players, and 
Policy Stability. 

This section deals with the question under what conditions adding a veto player affects 

(increases) policy stability. If it does not, I will say that the new veto player is “absorbed” by the 

existing ones, which gives the title “absorption rule” to this section. As an interesting byproduct 

of the analysis we will see that the two different proxies for policy stability (the size of the 

unanimity core and the size of the winset) are almost equivalent, as well as under what 

conditions altering distances among veto players affect policy stability. 
   INSERT FIGURE 1.4 

1. Quasi-equivalence and Absorption Rules. I will present the argument in a single 

dimension first for reasons of simplicity. Consider the situation presented in Figure 1.4. Three 

individuals (they are not veto players yet) are located on the same straight line, the status quo is 

anywhere in an n-dimensional space (a two dimensional space is sufficient to depict the 

situation). In the remainder of this section I will index the different winsets by the veto players, 

not by the position of the status quo, because my findings will hold of any possible position of 

the status quo.  

Figure 1.4 presents the indifference curves of the three actors A, B, and C. Labels D, E, 

and F are the intersections of the indifference curves of A, B, and C with the line AC. Consider 

first that actors A and B (but not C) are veto players, and identify the winset of the status quo 
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(W(AB)). Add C to the set of veto players, that is, endow C with the power to veto outcomes he 

does not like. It is easy to see that the winset of the status quo shrinks to W(ABC) (going through 

points D and F). In this case adding a veto player increased the policy stability of the system. 

Now let’s follow a different time path and assume that the initial veto players are A and 

C. The winset of the status quo is W(AC) (going through D and F). Adding B as a veto player 

does not affect its size. In other words, W(ABC)=W(AC). 

Why was policymaking restricted in the first case but not in the second? The reason is 

that if B is located between A and C, then F is located between E and D.16 In other words, it is 

impossible for A and C to have joint preferences over the status quo that B will not share.  

One can reach similar conclusions with respect to the unanimity core: adding B to veto 

players A and C does not affect the unanimity core of the system (which is the segment AC), 

while adding C to A and B expands the unanimity core from AB to AC. 

In fact, the two conditions are equivalent: when a new veto player is added inside the 

segment connecting existing veto players (their unanimity core), it does not affect the winset of 

the status quo, and when it does not affect the winset of the status quo (for any position of SQ), it 

is located inside the segment defined by the existing veto players (their unanimity core). Indeed, 

the only way that the three indifference curves will pass from the same two points (SQ and SQ’) 

is that the three points A, B and C will be on the same straight line.  

   INSERT FIGURE 1.5 

These arguments can be generalized in any number of dimensions. Figure 1.5 presents a 

two-dimensional example. To the three initial veto players A, B, and C a fourth one D is added. 

If D’s ideal point is located inside the unanimity core of A, B and C (the triangle ABC) then D 

                                                 
16 It is easy to see from the triangle SQBC that the sum of two sides is longer than the third, so BC+BSQ>CSQ. It is 
also true that BSQ=BE and CSQ=CF. Replacing it we get BC+BE>CF, or CE>CF, or F is located between E and D. 
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has no effect on the unanimity core or the winset of A, B, and C, regardless of the position of the 

status quo. If, on the other hand, D is outside the unanimity core of A, B, and C, it both expands 

the unanimity core and restricts the winset of the status quo (at least for some SQ positions).  

PROPOSITION 1.2 (absorption rule): If a new veto player D is added within the 

unanimity core of any set of previously existing veto players, D has no effect on policy stability. 

Proof: (by contradiction). Suppose that a new veto player D belongs to the unanimity 

core of a system of veto players S and for some SQ it affects the size of the status quo. On the 

basis of Proposition 1.1 in this case the winset of the status quo shrinks. The previous 

propositions imply that there is a point X that all veto players in S prefer over the status quo, but 

D prefers SQ over X. Call X’ the middle of the segment of SQX and draw through X’ the 

hyperplane that is perpendicular to SQX. By construction all the veto players in S are located on 

one side of this hyperplane, while D is located on the other, consequently, D is not in the 

unanimity core of S.17   

 Proposition 1.2 is essentially what distinguishes between the verbally awkward accuracy 

of Proposition 1.1 and the approximate simplicity of the numerical criterion. It explains under 

what conditions an additional veto player is going to make a difference, or is going to be 

absorbed. This proposition is going to make significant difference in empirical applications, 

because it identifies which veto players count. One important point has to be made here: the 

whole analysis is carried out under the assumption that there are no transaction costs in the 

interaction of different veto players. The reason that I make this assumption is that it is difficult 

to find any way to operationalize such costs across countries, and time. However, this does not 

mean that such costs do not exist. If one relaxes the assumption of no transaction costs, even an 

aborbed veto player would add difficulty in changing the status quo. 



 47

Figure 1.5 can help us also understand the relationship between the two criteria of policy 

stability we have adopted. We have already seen on the basis of the absorbtion rule that adding a 

veto player inside the unanimity core of others does not affect the winset of the status quo. Now 

we will see that the reverse is also true (that if we add a veto player and we do not reduce the size 

of the winset for any position of the status quo, the new veto player is located inside the 

unanimity core of the previous ones). As a result, the two criteria of policy stability are almost 

equivalent.  

PROPOSITION 1.3 (quasi-equivalence rule): For any set of existing veto players S the 

necessary and sufficient condition for a new veto player D not to affect the winset of any SQ is 

that D is located in the unanimity core of S. 

Proof. The proof of the absorbtion rule is also the proof of necessity. For sufficiency 

suppose that D does not belong in the unanimity core of S. I will show that there are some 

positions of SQ for which the winset of SQ is reduced if one adds D as a veto player. Consider a 

hyperplane H separating S and D, and select a point SQ on the side of D. Consider the projection 

SQ’ of SQ on H, and extend the line to a point X so that SQX= 2SQSQ’ (X is the symmetric of 

SQ with respect to H). By construction, all veto players in S prefer X to SQ, but D prefers SQ to 

X, so W(SQ) shirks with the addition of D. QED 

I call Proposition 1.3 the quasi-equivalence rule because it demonstrates that the two 

criteria of policy stability we used are almost equivalent: if adding a veto player does not 

increase the size of the core, it will not reduce the size of the winset of any status quo either. 

Similarly, if adding a veto player does not reduce the size of W(SQ) for any SQ, it will not 

increase the size of the core either. However, Proposition 1.3 does not imply that for any position 

of SQ increasing the core decreases W(SQ). The reason is that the two criteria of policy stability 

                                                                                                                                                             
17 I thank Macartan Humphreys for this elegant proof that is much shorter than mine. 
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that we used have one important difference: the size of the core does not depend on the position 

of the status quo, while the winset of the status quo (by definition) does. As a consequence of 

Proposition 1.3, even if the size of the winset of the status quo did not seem as convincing a 

criterion of policy stability as the size of the unanimity core in the introduction to this part, now 

we know that the two are highly correlated.  

2. Distances among veto players and policy stability. The goal of this section is to 

derive propositions involving the distances among veto players that are independent of the 

position of the status quo. In Figure 1.4 we demonstrated that adding B as a veto player has no 

effect, while adding C has consequences. Now we can shift the argument and consider  a 

scenario where we move veto players instead of adding them. If we have only two veto players A 

and B and we move the ideal point of the second from B to C, then the winset of the status quo 

will shrink (no matter where the status quo is) and the unanimity core will expand, so policy 

stability will increase. In this case increasing the distance of two veto players (while staying on 

the same straight line) increases policy stability regardless of the position of the status quo. 

Similarly, in Figure 1.5, adding D had no effect on stability. In other words, the system of 

the veto players ABC produces higher policy stability than the system ABD. So, if we had only 

three veto players A,B, and a third and we moved that third veto player from point C to point D 

the policy stability of the system decreases regardless of the location of the status quo. We can 

generalize these arguments as follows: 

PROPOSITION 1.4: If Ai and Bi are two sets of veto players, and all Bi are included 

inside the unanimity core of the set Ai, then the winset of Ai is included in the winset of Bi for 

every possible status quo and vice versa. 
Proof: Consider two sets of veto players Ai and Bi, so that all of Bi are included inside 

the unanimity core of Ai. In that case, on the basis of Proposition 1.2 each one of the Bi would 

have been absorbed by the veto players in Ai. As a result, the intersection of winsets of all Ai is a 
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subset of the winset of each Bi, which means that the intersection of winsets of all Ai is a subset 

of the intersection of winsets of all Bi. QED. 

    INSERT FIGURE 1.6 

Figure 1.6 provides a graphic representation of the proposition when Ai is a system of 

three veto players, and Bi is a system of 5 veto players included in the unanimity core of Ai. 

Note that despite the higher number of veto players in system B, the winset of any point SQ with 

respect to the veto player system A (indicated by W(A) in the Figure) is contained inside the 

winset with respect to veto player system B (indicated by W(B)), so, policy stability in system A 

is higher. In fact, we can move B1 further “out” until it coincides with A1, then move B2 to A2, 

and then B3 to A3. The policy stability of the system Bi increases with each move (since the 

unanimity core expands). In the new system B4 and B5 are absorbed as veto players.  

Proposition 1.4 is the most general statement about veto players in multidimensional 

spaces in this book. It permits comparisons across political systems, provided that we are 

discussing about the same range of positions of the status quo. Let me explain this point more in 

detail. All the arguments I have made hold, regardless of the position of the status quo, but once 

the status quo is selected it is supposed to remain fixed. Until now, I have not compared policy 

stability of different systems for different positions of the status quo. An example may be 

appropriate here. It is a reasonable inference from Proposition 1.4 to expect the policy stability of 

a system including communist, socialist and liberal parties to be higher than the policy stability 

of a coalition of social democratic and liberal parties. However, this proposition would not 

involve different positions of the status quo. If the status quo in the first case happens to be very 

far away from the ideal points of all three parties, while the status quo in the second is located 

between the positions of the coalition partners, then the first system may produce a significant 

change in the status quo, the second will produce no change. To be more concrete, policy 

stability does not imply that the first coalition will be unable to respond to an explosion in a 
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nuclear energy plant by mobilizing the army if necessary. It is only with respect to similar 

positions of the status quo that the comparative statics statements make sense. 

None of the four propositions I presented so far identifies the policy position that defeats 

the status quo. It is possible that the winset of the status quo is large and yet, the position that is 

selected to be compared with it (and defeat it) is located close to it. It is inappropriate to 

conclude from any of the four propositions that in a particular case because the winset of the 

status quo is large the new policy will be far away from it. The correct conclusion is that when 

the winset of the status quo is small the policy adopted will be close to it. In other words, each 

one of the propositions above should be read as presenting a necessary but not sufficient 

condition for proximity of the new policy with the status quo: if the new policy is away from the 

status quo it means that the winset was large, but if it is close it does not mean that the winset 

was small. Similarly, if we are inside the unanimity core there will be no policy change, but if 

there is no policy change we are not necessarily inside the unanimity core. 

The points made in the previous paragraph are extremely important for empirical 

analyses. Let us call SQ and SQ’ the status quo and its replacement. Propositions 1.1-1.4 indicate 

the following: When the winset of the status quo is small the distance between SQ and SQ’ 

which is represented by |SQ-SQ’| will be small. When the winset of SQ is large |SQ-SQ’| can be 

either small or large. Aggregating across many cases will therefore present the following picture. 

On the average, large winsets will present bigger |SQ-SQ’| than small winsets. In addition, large 

winsets will present higher variance of |SQ-SQ’| than small winsets. 

   INSERT FIGURE 1.7 

Figure 1.7 presents the relation between the size of the winset and the distance |SQ-SQ’|. 

Assuming that all possible distances are equally plausible18 leads to two predictions. First, that 

on average, the distance |SQ-SQ’| will increase with the size of the winset of the status quo; and 

                                                 
18 This is a questionable assumption, but one is needed here and I find nothing better to replace it. 
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second, the variance of |SQ-SQ’| will also increase with the (same) size of the winset of the 

status quo. 

Because of the high variance of |SQ-SQ’| when the winset of the status quo is large the 

statistical significance of a simple correlation between size of winset and |SQ-SQ’| will be low 

because of heteroskedasticity. However, the appropriate way of testing the relationship between 

the size of the winset and |SQ-SQ’| is not a simple correlation or regression, but a double test that 

includes the bivariate regression and also the residuals of this regression.19 

After discussing Propositions 1.1-1.4 and the way they should be tested empirically we 

need to focus on one important issue completely omitted so far: the question of sequence.  

IV. Sequence of moves. 

So far we have been treating veto players in a symmetric way. All of them were equally 

important for us. As a result we only identified the set of feasible solutions: the winset of the 

status quo. However, in political systems (the analysis of which, do not forget, is our goal) 

certain political actors make proposals to others who can accept or reject them. If we consider 

such sequences of moves we can narrow down significantly the predictions of our models. 

However, in order to be able to narrow down the outcomes we will need to know not only the 

précised identity but also the preferences of the agenda setter. As we will see these requirements 

are quite restrictive.20 This section aims at finding out what difference it makes if one veto player 

proposes and another accepts or rejects. 

    INSERT FIGURE 1.8 

Figure 1.8 presents the simplest possible case: two veto players. Given that both of them 

try to achieve their ideal point, or as close as possible to it, if veto player A makes an offer to B, 

                                                 
19 In fact, this is a much more general idea. Many relationships presented in comparative politics and in international 
relations are necessary but not sufficient conditions (think of B. Moor’s “no bourgeois no democracy”). The 
appropriate test for such theories is not a simple regression, but a double test, that includes heteroskedasticity of 
residuals. 
20 For example, we will see in Chapter 4 that in parliamentary systems governments control the agenda, however, we 
do not know who within government is the agenda setter. In fact, different researchers have hypothesized different 
actors (prime minister, finance minister, minister, bargaining among different actors, proportional weights etc).  
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he will select out of the whole winset the point PA, which is closest to him. Similarly, if B makes 

an offer to A he will select point PB. It is easy to verify that there is a significant advantage to 

making proposals. In fact, the player who makes proposals will consider the winset of all the 

other veto players as his constraint, and select among all the points contained in this winset the 

one that he prefers. This is the advantage of the agenda setter, identified for the first time 

formally by McKelvey (1976).21 

PROPOSITION 1.5: The veto player who sets the agenda has a considerable advantage: 

he can consider the winset of the others as his constraint, and select from it the outcome he 

prefers. 

Proposition 1.5 makes clear that the analysis of the previous three sections is valid even if 

one knows the sequence of moves and includes sequence in the analysis: one can subtract the 

agenda setter from the set of veto players, calculate the winset of the remainder and then identify 

the point closest to the agenda setter. 

As a consequence of Proposition 1.5 a single veto player has no constraints and can select 

any point within his indifference curve. As another consequence, as the size of the winset of the 

status quo shrinks (either because there are more veto players or because their distances increase) 

the importance of agenda setting is reduced. In the limit case where the status quo is inside the 

unanimity core (that is, when there is no possibility of change) it does not matter at all who 

controls the agenda. I will single out these two corollaries because we will make use of the first 

in the discussion of single party governments in Chapter 3 (both democratic and non-

democratic), and of the second in the discussion of the relationship between governments and 

parliaments in parliamentary systems in Chapter 4. 

COROLLARY 1.5.1: A single veto player is also the agenda setter and has no constraints 

in the selection of outcomes. 

                                                 
21 But as we said already, the idea of agenda setting advantage can be traced back to Livy. 
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COROLLARY 1.5.2: The significance of agenda setting declines as policy stability 

increases. 

    INSERT FIGURE 1.9 

Figure 1.9 provides a graphic representation of corollary 1.5.2 that we will use frequently 

in the book. Consider first the set of two veto players A and B, and the status quo SQ. The winset 

of the status quo is shaded and if B is the agenda setter he will select the point B’ that is as close 

to his ideal point as possible. Now add C as another veto player in the system. The winset of the 

status quo shrinks (the heavily shaded area), and if B continues to be the agenda setter, he has to 

select the point that he prefers inside this smaller winset. It is clear that the new outcome B’’ will 

be at least as far away from B as point B’ was.22 

This entire discussion makes two important assumptions. First, that all veto players have 

been taken into account. We will discuss how to count veto players in different countries in the 

second part. However, we will be considering only institutional or partisan players. If a case can 

be made that the army, the bureaucracy, or some interest group are veto players in a certain 

country their preferences should be included in the analysis. Similarly, if in a certain policy area 

foreign actors can play an important role and exclude possible outcomes (IMF on financial 

policies of developing countries) these players should be also included in the set of veto players. 

Failure to include all veto players, miss-specifies the size of W(SQ), although the outcome is still 

within the (mistakenly) hypothesized W(SQ). 

Second, the ideal points of all veto players are well known by all of them (as well as by 

the observer). It excludes any uncertainty for one veto player about the ideal point of another, 

and consequently any strategic misrepresentation of preferences. If the assumptions of this 

chapter were met one would observe all the time successful proposals by agenda setters being 

accepted by the other veto players. If this second assumption is not met, then proposals may fail 

                                                 
22 In an empirical study of German bicameralism Braeuninger and König (1999) find that the 
agenda setting powers of the German government declines when legislation has to be approved 
by the upper chamber (Bundesrat). 
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and the policymaking process may start all over again. However, we will see in the second part 

that real institutions have provisions for the exchange of information among veto players. 

5. Conclusions 

This account completes in broad strokes all the theory in the book. veto players are actors 

whose agreement is necessary for a change in the status quo. Policy stability is the term that 

expresses the difficulty for a significant change of the status quo. Policy stability increases in 

general with the number of veto players and with their distances (but see Propositions 1.1-1.4 for 

more accurate predictions). The empirical test of these predictions requires not a simple 

regression, but also tests of the variance of the distance between old and new policies. The veto 

player who controls the agenda setting process has a significant redistributive advantage: he can 

select the point he prefers from the whole winset of the others (Proposition 1.5). However, this 

advantage declines as a function of the policy stability of the system (Corollary 1.5.2) that is, 

with the number of veto players and their distances from each other. 

From now on we will be dotting the "i"s and crossing the "t"s. And we start from 

introducing the first significant dose of realism into these simple models: does this analysis apply 

to collective veto players, since the constitutions of different countries do not speak of veto 

players but of collective actors like Parliaments, parties, committees etc? 
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FIGURE 1.1
Circular indifference curves of a veto player

 



 56

 
 
 

 



 57

 



 58



 59

 



 60

 



 61

 



 62

 



 63

 
 



 64

CHAPTER 2: COLLECTIVE VETO PLAYERS    

On the basis of Chapter 1 we can analyse situations were the veto players are individuals 

(like the US president), or have monolithic majorities (like a communist party), or are deciding 

by unanimity (like the Polish parliament in the early 18th century). However such situations are 

rare. Most often decisionmaking involves participation of some collective veto player like a 

committee, a party, or a parliament. Rare are the cases where such actors are monolithic, or even 

have a homogenous majority inside them. And today cases that involve unanimous 

decisionmaking are exceptional. Therefore we need to generalize and see whether the intuitions 

generated by Chapter 1 hold in more familiar configurations of preferences and modes of 

decisionmaking.  

While this chapter is essential for moving away from simplifications and increasing the 

correspondence between theoretical concepts and political reality it is significantly more 

technically demanding than the previous one. In addition, while the conclusions presented in 

Chapter 1 were intuitive to the point that they may have seemed obvious to readers, some of the 

ideas here are counterintuitive. This chapter reaches the conclusion that the analysis of Chapter 1 

provides a very good approximation to political phenomena, but the argument is more 

challenging to follow.  

The non-technical reader may be tempted to skip a chapter that is significantly more 

difficult than the previous one, has counterintuitive results, only to reach the same conclusions.  I 

will try to dissuade the reader from adopting this strategy through the use of a long introduction, 

which will explain the problems generated by collective veto players. I hope that this 

introduction will generate sufficient interest to the conceptual problems that readers will go 

through the whole chapter. Plan B (in case my strategy fails), uses long conclusions that 
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summarize the most important ideas presented in this chapter. So readers are presented with two 

options. A non-technical reader may read the introduction and the conclusions of this chapter and 

then move on to the rest of the book without being surprised by the arguments made later and 

may come back to the rest of Chapter 2 at another time. The reader who wants to apply veto 

player theory to cases not covered in this book (countries I do not discuss here, or 

decisionmaking at the state or local level) has to go through sections I, II, and III. 

Transition from individual to collective veto players generates two problems. First, the 

configuration of winset of the status quo may become complicated, that is, the outcomes of 

decisionmaking become more complicated. We will need to approximate these outcomes in 

some simple way. Second, collective veto players violate one important assumption we made 

about individuals: under majority rule collective veto players cannot unambiguously choose 

between a series of outcomes the one they prefer. In other words, the choices of collective veto 

players are ambiguous. This is obviously more than a mere inconvenience, or a lack of 

descriptive accuracy; it may make collective veto players unable to make a proposal and thus 

undermine completely the analysis of the previous chapter. I will explain under what conditions 

this problem can be eliminated, and argue that these conditions occur frequently. Let me focus 

on each one of these points. 

   INSERT FIGURE 2.1 

1. The outcomes of decisionmaking are more complicated. Consider the 7 individual veto 

players (1,2,…7), and the status quo (SQ) presented in Figure 2.1. Which points can defeat the 

status quo by a unanimous decision of the seven veto players?  

The points that can defeat the status quo can be located if we consider the points that each 

individual veto player prefers over the status quo. The reader is reminded that such points are 
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located inside circles that go through the status quo, and have center the preferences of each veto 

player. The intersection of all these circles is the heavily shaded lens in Figure 2.1. Similarly, we 

can identify all the points that cannot be defeated by a unanimous decision of the seven veto 

players (the unanimity core). These points form the whole heptagon 1234567.23  Indeed, any 

point inside the heptagon cannot be replaced without one of the veto players objecting. The 

hatched area in Figure 2.1 presents the unanimity core of this collective veto player. 

What happens if this collective veto player uses less restrictive decisionmaking rules? 

What if decisions are made by qualified majority of simple majority instead of unanimity?  The 

intuitions generated from Chapter 1 indicate that policy stability should decrease, that is, that 

more points could defeat the status quo (the winset of the status quo should expand), and fewer 

points should be invulnerable (the core should shrink). Let us consider one case of each rule. 

First, a qualified majority decision by six out of the seven actors, and then, a simple majority (of 

four out of seven members). 

The points that can defeat SQ by a qualified majority of 6/7 (the 6/7 qualified majority 

winset of SQ) can be identified if we consider the intersection of six out of the seven circles 

around the points 1, 2, …,7 of Figure 2.1. I present this area shaded lighter than the points that 

could defeat SQ under unanimity rule (the unanimity winset of SQ), and as the reader can verify 

it includes this unanimity winset of SQ. In order to locate the points that cannot be defeated by a 

6/7 majority (the 6/7 core), we consider all the possible combinations of 6 out of the 7 players, 

and take the intersection of their unanimity cores.24 In Figure 2.1 this intersection is represented 

by the crosshatched area. The reader can verify that it is included in the unanimity core of the 

                                                 
23 I have selected them in way that none of them is included in the unanimity core of the others, otherwise the 
unanimity core would have been a different polygon (with fewer sides). 
24 A more expedient way would be to connect the seven players by ignoring one of them each time (connect 1 and 3, 
2 and 4, 3, and 5 etc.) and consider the polygon generated by the intersection of these lines. 
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seven players. 

What happens if the 7 players decide by majority rule? In order to calculate the set of 

outcomes that defeat the status quo (the winset of SQ), we have to consider the intersections of 

any four circles. The lightly shaded area in Figure 2.1 gives the area of the majority winset of 

SQ, and this area includes the qualified majority winset (which includes the unanimity winset). If 

we try to identify the core of majority decisionmaking we will see that this core is empty, that is, 

there is no point that cannot be defeated by majority rule. As we will see below, the conditions 

under which there is a point that cannot be defeated by any other point under majority rule are 

very exceptional indeed. 

Figure 2.1 demonstrates two important points. First, policy stability generated by 

collective veto players follows the intuitions generated by Chapter 1: it decreases (that is, the 

winset of SQ expands and the core shrinks) as the decisionmaking rule moves from unanimity to 

qualified majority, to simple majority. Second, the calculations become more complicated every 

time, that preferences of a collective veto player are not expressed by circles, and the winset of 

collective veto players takes unusual shapes. This chapter aims at identifying a simple way of 

approximating the outcomes of the decisionmaking process (the points that can defeat the status 

quo) when a veto player is collective.  

2. The choices of collective veto players are ambiguous. When an individual veto player 

compares three possible positions of SQ we can assume that his preferences are transitive that is, 

if he prefers SQ1 over SQ2, and SQ2 over SQ3, then, he will also prefer SQ1 over SQ3. This 

transitivity of preferences enables the individual veto player to select unambiguously among any 

set of alternatives, that is, to identify the alternative that he prefers the most.25 However, 

                                                 
25 The individual may be indifferent between two alternatives. Indifference is different from ambiguity of 
preferences as will become clear below. I ignore here cases of indifference for simplicity of exposition. 
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collective veto players deciding under majority rule do not have the same transitivity of 

preferences. Figures 2.2 and 2.3 provide in two steps the intuition behind the argument. 

     INSERT FIGURE 2.2 

In Figure 2.2 there are three individual decision makers and the status quo located in the 

middle of the triangle 123. Let us first try to identify the points that defeat the status quo under 

simple majority rule. Following the rules set in Chapter 1, I draw the indifference curves (circles) 

of the three players and consider the intersections of any two of them. In the figure I have shaded 

W(SQ), which has a flower-like shape. The edges of the shaded area are the points of 

indifference of different majorities. In Figure 2.1 I represent the preferences of the coalition 1 

and 3 with a different pattern, and I select a point SQ1 that defeats SQ because it is preferred by 

these two decisionmakers. Note that I have selected SQ1 at the edge of the pedal. The only 

reason for this choice is to minimize the subsequent drawing, but there is no loss of generality to 

the argument I present. 

   INSERT FIGURE 2.3 

Let us now move to a second step: identify the set of points that defeat SQ1. In Figure 2.3 

I have drawn the one additional circle required for this operation, the circle around point 2 (the 

other two circles already exist because of the selection of SQ1). The hatched area in Figure 2.2 

are th points that defeat SQ1 by different majorities (winset of SQ1: (W(SQ1)). 

I remind the reader that we started from SQ and identified the other two points as 

follows: SQ1 was a point that defeats SQ by majority rule (decision-makers 1 and 3 prefer SQ1 

over SQ). Similarly, SQ2 was a point that defeats SQ1 by majority rule (decision-makers 1 and 2 

preferred SQ2 over SQ1). If the collectivity of 1, 2, and 3 were a single individual that preferred 

SQ2 over SQ1 and SQ over SQ1, then by transitivity this individual would also prefer SQ2 over 
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SQ. However, this is not the case for our collectivity. It prefers SQ to SQ2. In other words, our 

collectivity has ambiguous preferences generated by majority rule26: 

SQ2 ?  SQ1 ?  SQ ?  SQ2     (2.1) 

where ?  stands for “majority preferred.” Note that the three preferences are not generated 

by the same majorities. 1 and 2 are responsible for the first choice, 1 and 3 for the second, and 2 

and 3 for the third. This ambiguity of preferences, this “intransitivity” of majority rule as is 

known in technical terms was known by Condorcet, but was explored and generalized 

extensively by Arrow (1951)27 and in a spatial context by McKelvey (1976 and 1978) and 

Schofield (1977 and 1978). 

For our purposes the best way to note the ambiguous pattern of preferences generated by 

majority rule and described by (2.1) is to highlight the fact the collectivity cannot make up its 

mind between SQ and SQ2: SQ defeats SQ2 by direct comparison but it is defeated by SQ2 in a 

mediated or indirect comparison (if SQ1 is compared with both of them it eliminates SQ and is 

eliminated by SQ2).  

Why should we care about the ambiguity of collective preferences, that is the fact that SQ  

directly beats SQ2, while it is indirectly defeated by SQ2? Because we do not know how SQ and 

SQ2 will be compared. We do not know which one is first on the agenda. More to the point, if 

the collectivity cannot make up its mind, strategic entrepreneurs will present a sequence of 

choices that lead to one or the other outcome. In fact, McKelvey (1976 and 1978) and Schofield 

(1977 and 1978) have shown that the problem is much more serious than my description presents 

it: these “intransitivities” can cover the whole space, that is, an astute agenda setter can present a 

society with a series of choices structured appropriately and lead it to any result he or she wishes. 

                                                 
26 In the above discussion I ignore indifference relations for reasons of simplicity of the exposition.    
27 Arrow has, of course, shown the impossibility of any decisionmaking rule to conform to five plausible and 
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This analysis may completely undermine the arguments I made in Chapter 1. Collective 

veto players cannot chose unambiguously by majority rule. This means that if a collective veto 

player controls the agenda and makes an offer to another veto player a clear choice should not be 

expected because collective veto players come to contradictory results when they have to 

compare two points (let alone the infinity contained in the winset of the others).  

In subsequent sections, I will demonstrate that these objections, which could have been 

fatal for my arguments, are in fact mere inconveniences. The winset of a collective veto player 

may not be a circle, but a circle that contains it can be identified and the analysis can be carried 

out in an approximate way. Collective veto players may not be able to make choices in general, 

but under empirically plausible conditions they can select a small area among all the available 

alternatives. So, the analysis of Chapter 1 holds approximately for collective veto players too.  

However, there is a price to be paid. These approximations, while on the average  

accurate, are not always true. For example, as I demonstrated in the previous chapter, while the 

set of points that defeat the status quo shrinks with the distance of two individual veto players 

(along the same line according to lemma 2) with collective veto players it is possible to decrease 

the distance and decrease the size of the status quo. This can happen under specific distributions 

of the individual players and/or positions of the status quo. It is not a frequent phenomenon, but 

it is possible. As a result, I cannot present as theorems the claims made in this chapter, because 

positions of individual actors can be found to falsify such theorems. The claims will be presented 

as “conjectures” and the arguments for the validity of these conjectures will be presented. 

The chapter is organized to mirror Chapter 1 (discussion of winsets first, of sequence 

afterwards). I have interpolated one section: to discuss collective veto players deciding by 

qualified majority, that turns out to be quite different from simple majority. So, the overall 

                                                                                                                                                             
desirable requirements. 
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organization of the chapter is the following. In section one I identify the winset of a collective 

veto player by simple majority rule. In section two I consider collective veto players who decide 

by qualified majorities, and explain the significant difference between simple and qualified 

majority decisionmaking. In the final (third) section, I deal with the question of sequence where 

collective veto players can generate more problems due to their inability to maximize. The 

overall finding of this chapter is that the analysis of Chapter 1 holds with very small adjustments. 

I. Collective Veto Players and Simple Majorities. 

Let as assume that the agreement of a chamber of a legislature (like the US House of 

Representatives) is required for a change in the status quo, and that this chamber decides by 

simple majority of its members. In our terminology the chamber is a collective veto player. 

However, no individual member inside the legislature has veto power over legislation. In order to 

find the winset of the status quo we have to identify the intersections of the indifference curves 

of all possible majorities. 

   INSERT FIGURE 2.4 

Figure 2.4 presents the winset of the status quo for a five-member committee (I use the 

word committee because of the small number of members I present in order to simplify the 

graphics.28 The political game inside this committee may support variable or stable coalitions. 

We will discuss the difference extensively in the next part. Here let us assume that any coalition 

is possible and try to locate W(SQ). Since W(SQ) is generated by the intersection of a series of 

circles, it has an unusual shape that makes the study of its spatial properties difficult. John 

Ferejohn, Richard McKelvey, and Edward Packell  (1984) located a circle where the winset of 

SQ by majority rule can be included. Here I report how one can identify this circle in three steps: 

                                                 
28 As I will show in Chapter 5 many members actually simplify the situation at least at the conceptual level, although 
graphics may become difficult to draw. 
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1. Drawing of median lines29. Median is a line connecting two points and having 

majorities on it and on either side of it. For example, in Figure 2.4 AC, BE, BD etc. are median 

lines because they have on one side three points and on the other four (two of them are on the 

lines themselves). 

2. Identification of the “yolk.” Yolk is the smallest circle30 intersecting  all medians. In 

the Figure this circle has center Y and radius r. It is tangent on median lines AD, AC, and EC. It 

intersects the other two median lines (BE and BD). Y is at a distance d from SQ. 

   INSERT FIGURE 2.5 

3. Drawing of circle (Y, d+2r). Figure 2.5 presents the yolk (Y,r) the status quo SQ in 

distance d from the center of the yolk Y, and two different median lines: L1, and L2. Given that 

there are majorities on both sides of these lines, the points SQ1, and SQ2, that are symmetric of 

SQ with respect to these medians belong also in the winset of the status quo (they are preferred 

over SQ by the majority of points that are in the opposite side of these lines than SQ). My goal is 

to draw a circle including all such points. For that purpose, I have to include the most distant 

from SQ location that a point symmetric to it with respect to a median line can obtain. Such a 

point is SQ3, which is symmetric with, respect to a median line tangential to the yolk at the most 

distant from SQ point. This point is in distance d+r from SQ, so the distance YSQ3 is d+2r.31 

Consequently the circle (Y, d+2r) includes SQ and all the symmetric points with respect to all 

possible median lines. I will call this circle that includes the winset of the status quo of a 

collective veto player by majority rule the (majority) wincircle of the collective veto player. The 

basic property of the wincircle is that all the points outside it are defeated by SQ. The conclusion 

from this whole exercise is that we can replace the collective veto player ABCDE by a fictitious 

                                                 
29 Planes or hyperplanes in three or more dimensions. 
30 Sphere or hypersphere in three or more dimensions. 
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individual veto player located at Y (the center of the yolk of the collective one) with wincircle 

(Y, d+2r). 

How should we interpret these results? While individual veto player had circular 

indifference curves going through the status quo, collective veto players have indifference curves 

of unusual shape, generated by the different possible majorities that can support one point or 

another. The different possible majorities are the reason that the wincircle of the collective veto 

player has radius larger than d by 2r. 

There is an important difference between the analysis based on individual and collective 

veto players: For individual veto players the circular indifference curves are actual (that is, 

generated from the assumptions of the model and the position of the veto player and SQ); for 

collective veto players the circular indifference curves are upper bounds or approximations. As 

we said, by the definition of wincircle there are no points of W(SQ) outside it.32 In the remainder 

of this chapter we will use these upper bounds of W(SQ) to approximate policy stability, because 

they can provide information about which points cannot defeat the status quo (i.e. where W(SQ) 

is not located). The reader is reminded that Propositions 1.1-1.4 provided sufficient but not 

necessary conditions for policy stability, so the use of the upper bound of W(SQ) is consistent 

with the arguments presented in Chapter 1 and preserves its conclusions.   

As for the radius of the yolk of a collective veto player, it is an indication of its m-

cohesion (that is, of how well the majority is represented by the point Y located at the center of 

the collective veto player). So, as the radius of the yolk decreases the m-cohesion of a collective 

veto player increases. 

                                                                                                                                                             
31 The distance SQSQ3 is 2(d+r), while YSQ is d. By subtraction we get the result. 
32 However, since the circles around collective veto players are the upper bounds of W(SQ), it is possible that two 
such upper bounds intersect while W(SQ) is empty.I thank Macartan Humpreys for presenting concrete examples of 
this point to me. 
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As the radius of the yolk increases (m-cohesion decreases) the wincircle of the collective 

veto player increases. While it is not always the case that an increased wincircle will entail an 

increase in the size of the winset of the status quo,33 since there are no points that can defeat SQ 

outside the wincircle, when the wincircle shrinks policy stability increases. 

CONJECTURE 2.1: Policy stability increases as the m-cohesion of a collective  veto 

player increases (as the radius of the yolk decreases) 

It is interesting to note that on the average r decreases as the size of (number of 

individuals composing) the collective veto player increases. This is a counterintuitive result. The 

reason that it happens is that additional points are going to replace some of the previously 

existing median lines by others more centrally located. As far as I know, there is not a closed 

solution to the problem, but computer simulations have indicated that this is the case under a 

variety of conditions (Koehler 1990). This is why I will use again the term conjecture.  

CONJECTURE 2.2: An increase in size of (number of individuals composing) a 

collective veto player (ceteris paribus) increases its m-cohesion (decreases the size of its yolk), 

and consequently increases policy stability. 

I will not test the conjectures related to the cohesion of collective veto players in this 

book. As far as I know, there are no systematic data on internal cohesion of parties in 

parliamentary regimes. Even in the U.S. where the positions of different members of Congress 

can be constructed on the basis of scores provided by different interest groups, the different 

methods raise methodological controversies.34 Once such controversies are settled, if one can use 

voting records in legislatures to identify policy positions of individual MPs, such data would be 

                                                 
33 In fact, one can construct counter examples where the winset increases as the wincircle shrinks Think for example 
of the following two situations: In the first, a triangle ABC and SQ is located on A. In this case W(SQ) is the 
intersection of the two circles (B, BA) and (C, CA). If one moves A inside the triangle BCSQ then the radius of the 
yolk shrinks while the winset expands. 
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used to identify party cohesion in the models I present. For the time being, I use the above 

analysis simply to make two qualitative points. The first has to do with the fact that most 

political players are collective. The second involves the dimensionality of the underlying policy 

space. 

First, consider the implications from the fact that most veto players are collective and not 

individual. Consider the case of the U.S. Constitution: Legislation requires approval by the 

House, the Senate and the President (the first two by majority rule; I will not enter into filibuster, 

veto, and veto override until then next section).  

   INSERT FIGURE 2.6 

Figure 2.6 compares two different cases: first if all three veto players were individuals (or 

if the House and the Senate were each controlled by a single monolithic party), and second the 

actual situation where the House and the Senate are collective veto players deciding by majority 

rule, in which case they are represented by the centers of their yolks H, and S.   

When all three veto players are individuals, the image produced by Figure 2.6 is 

stalemate as long as the SQ is located inside the triangle PHS. In fact, we are located inside the 

unanimity core of the system of the three veto players, and no change is possible.  

If however H and S are collective veto players there is a possibility of incremental 

change. Macartan Humphreys (2001) has shown that this possibility exists only in the areas close 

to the sides of the triangle PHS as indicated by the shaded area in Figure 2.6.35 I undeline the 

word “possibility” because whether the winsets of the two collective players actually intersect 

depends on the preferences of individual members of Congress. So, instead of the absolute 

                                                                                                                                                             
34 For a recent debate seeMcCarty et. al. (2001) and Snyder and Groseclose (2001). 
35 This area is defined by the sides of the triangle and the tangent to the yolks of the two chambers as well as the 
lines through the President’s ideal point tangent to each one of the two yolks. 
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immobilism presented in the analysis with individual veto players, collective veto players may 

present the possibility of incremental change for certain locations of the status quo. 

This analysis indicates that the possibility of change becomes more pronounced the more 

incohesive the two Chambers are as Conjecture 2.1 indicates. The political implication is that 

small deviations from SQ may be approved by the political system, and that such changes would 

be more important as the lack of cohesion of each one of the two chambers increases. Another 

way of thinking about this situation is that the more divided each one of the two chambers is, the 

more possibilities are presented to the President to achieve agreement on some particular 

alternative. In fact, if the two chambers are politically very close to each other incremental 

change may always be possible.36  

My second remark addresses the issue of multidimensionality of the policy space. In a 

seminal article on the US Constitution Thomas Hammond and Gary Miller (1987) make the 

point that in two dimensions there will always be a core as long as the areas covered by members 

of each chamber do not overlap. Humphreys (2000) found that the probability that a bicameral 

core exists in two dimensions even if the preferences of members of the two chambers overlap is 

significant.37 George Tsebelis and Jeannette Money (1997) showed that in a policy space with 

more than two dimensions, the core of a bicameral legislature rarely exists.  

Political actors are usually composed of many individuals having preferences in multiple 

dimensions. Each one of these two factors increases the probability that every possible status quo 

can be defeated in a political system.38 Most analyses are focusing on whether the winset of the 

status quo is empty or not, or, equivalently whether the core exists or not. This is why single 

                                                 
36 Technically when the yolks of the two chambers intersect the core of the political system may be empty. 
37 In a computer simulation he used two three-member chambers and the probability of a bicameral core was more 
than 50%. 
38 Technically that the core is empty. 
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dimensional analyses come to different conclusions from multidimensional analyses. In the first 

case the median voter cannot be defeated (has an empty winset or constitutes the core), in the 

second there is no median voter, every point can be defeated and there is no equilibrium and no 

core. Riker (1982) raised this property of political systems into the essence of politics. According 

to his analysis the difference between economics and politics was that economic analyses 

reached always an equilibrium, while multidimensional political analyses demonstrate that an 

equilibrium does not exist. The implication of this argument was that because such an 

equilibrium does not exist, losers are always looking for new issues to divide winning coalitions 

and take power. 

My analysis shows that even if points defeating the status quo exist they may be located 

very close to it, in which case the policy stability of the system will be high. Veto players replace 

the crude dichotomy of whether there is a core or not (or whether the winset of the status quo is 

empty) by a more continuous view of politics where the dependent variable is policy stability, 

which may exist even when there is no core, just because possible changes are incremental. The 

result of this approach is that we will be able to generalize in multiple dimensions instead of 

stopping because there are no equilibria. 

 

II. Collective Veto players and Qualified Majorities 

In this section I will examine the veto players’ decisionmaking process by qualified 

majority rule. The substantive interest of the section is obvious: quite frequently collective veto 

players decide by qualified majorities, like decisions to override presidential vetoes by the U.S. 

Congress (2/3), or verdicts by the Council of Ministers in the EU (approximately 5/7), or 
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conclusions on important institutional or constitutional matters in other countries (France, 

Belgium).  

I will argue that the actual importance of qualified majorities is even greater for two 

reasons: First, if a decision-making sequence includes a qualified majority at the end (as they 

usually do, see for example the veto override case in the U.S., or resolutions in the Council of 

Ministers of the EU, or in some cases of overrule of the Budesrat by the Budestag) then the 

analysis of this sequence requires a backwards analysis that starts from the results of this 

procedure.39 Second, there are a series of cases where the official rules specify that decisions will 

be made either by simple or by absolute majority, but the political conditions transform this 

requirement to an actual qualified majority threshold (we will discuss these cases in detail in 

Chapter 6).  

While conceptually qualified majority occupies the intermediate category between the 

unanimity rule that we examined in Chapter 1 and the simple majority rule that we studied in the 

previous section the mechanics of locating a circle including the winset of the status quo by 

qualified majority are quite different. Because of the substantive importance of qualified 

majority decisionmaking abd because of the technical differences between majority and qualified 

majority decisionmaking I dedicate a whole section in this decisionmaking procedure. 

   INSERT FIGURE 2.7 

Consider the center of the yolk (Y; defined in the previous section) of a collective veto 

player and the status quo as presented in Figure 2.7. I will define as q-dividers, the lines that 

leave on them and on one side of them a qualified majority q of individual points. Note the 

difference between q-dividers and median lines (or m-dividers): Median lines leave  majorities of 

                                                 
39 The process is called backwards induction. For such an analysis of the cooperation procedure in the EU see 
Tsebelis (1994) as well as the analysis in chapter 11. 
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individual points on each side of them, while q-dividers leave a qualified majority on one side 

only. I define as relevant q-dividers the q-dividers that leave SQ and the q majority on opposite 

sides. The identification of a circle including the qualified majority winset of the status quo 

QW(SQ) is done again in three steps: 

1. Draw all the relevant q-dividers. In Figure 2.7 I have selected a heptagon, and I am 

interested in 5/7 qualified majorities. The selection of a heptagon presents the drawing 

simplification that the median lines (leaving 4 points on either side) and the q-dividers (leaving 5 

points on one of their sides) are the same, so I do not need to complicate the picture. I also select 

the status quo SQ, and identify the relevant q-dividers (the three heavy lines in the picture). Note 

that the relevant q-dividers pass between SQ and Y, and the q-dividers that leave Y and SQ on 

the same side are all non relevant. 

2. Call q-yolk the circle (sphere or hypersphere) that intersects all q-dividers, and q-circle 

the circle (sphere or hypersphere) that intersects all the relevant ones. In Figure 2.6 the q-yolk is 

identical to the yolk, and the q-circle is the small circle between the yolk and the status quo. Note 

that while the centers of the yolk and of the q-yolk are close to each other (in our figure by 

definition identical), the center of the q-circle moves towards the status quo because we consider 

only the relevant q-dividers. 

3. Call Q and q the center and radius of the q-circle and draw the circle (Q, d’+2q). This 

is the q-wincircle of the status quo, that is, it contains the qualified majority winset of the status 

quo (QW(SQ)). The proof is identical to the one of majority wincircles (developed around Figure 

2.5). The figure indicates that the q-wincircle, is significantly smaller than the majority wincircle 

(as expected). 
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We can use the radius of the q-yolk of a collective veto player to define its q-cohesion in 

a similar way with the m-cohesion above. As the radius of the q-yolk increases q-cohesion 

decreases. However, as Figure 2.7 indicates an increase in the radius of the q-yolk indicates that 

the center of the q-circle will move further towards the status quo, and that, on  average, will 

reduce the size of the q-wincircle. Again, this is conjecture because one can imagine counter 

examples where the radius of the q-yolk increases and yet the size of the winset increases also. 

The above argument indicates that the comparative statics generated by q-cohesion are exactly 

the opposite from m-cohesion. Indeed, the more q-cohesive a collective veto player (the smaller 

the radius of the q-yolk), the larger the size of the q-wincircle, while the more m-cohesive a 

collective veto player (the smaller the radius of the yolk) the smaller its majority wincircle. 

Another way of thinking about q-cohesion and policy stability is that a q-cohesive veto 

player will have a small core which means that there will be few points in space that are 

invulnerable, and the further away from this points one goes, the larger the q-winset becomes. In 

the limit case where q members of a collective veto player are concentrated on the same point, 

this is the only point of the core, and the q-winset increases as a function of the distance between 

SQ and the location of the veto player. 

CONJECTURE 2.3: Policy stability decreases as the q-cohesion of a collective veto 

player increases 

There is one essential reason that conjectures 2.1 and 2.3 run in opposite directions: by 

definition median lines have a majority on both sides, while q-dividers have a qualified majority 

on one side only. A series of differences result. First, all median lines are relevant for the 

construction of the wincircle, while only the relevant q-dividers define the q-wincircle. Second, 

the yolk has to be intersecting all median lines, while the q-circle intersects only the relevant q-
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dividers who are located close to SQ (since by definition are between SQ and different q 

majorities). Third, the wincircle has to include all the reflections of SQ with respect to medians, 

while the q-wincircle has to include only the reflections with respect to relevant q-dividers (see 

Figure 2.7). 

The next comparative statics result is obtained by changing the qualified majority 

threshold. By increasing the threshold one requires one or more individual decision-makers to 

agree in a change of the status quo, which increases policy stability. 

PROPOSITION 2.4: Policy stability increases or remains the same as the required 

qualified majority threshold q increases. 

The above statement can be proven formally, that is, it holds regardless of the distribution 

of the preferences of the members of a collective veto player. As we saw in Chapter 1, it is 

possible to increase the qualified majority threshold and maintain the size of the qualified 

majority winset (think for example of three players deciding by 3/5 or 2/3 majority rule).  

Figure 2.7 gives us a visual representation of the circles containing the 4/7 and 5/7 

qualified majority winsets of the status quo. The reader can verify that the winset as well as the 

wincircle shrinks as the required majority increases. This figure can help us gain insights of 

situations where a qualified majority threshold is modified, like the cloture rule in the U.S. 

Senate.40 A cloture vote used to require a 2/3 majority, while now it requires only 3/5. What 

difference does this change of rules make for policy stability? Given that 4/7 (=.57) is close to 

3/5 (=.60) and 5/7(=.71) is close to 2/3 (=.67). Figure 2.7 suggests that policy stability 

significantly decreases with this change of the cloture rule.  

                                                 
40 Unlike the U.S. House of representatives there are no time limits in Senators’ floor speeches, so that Senators can 
filibuster in order to prevent the adoption of any particular bill they dislike. The only way to interrupt a filibustering 
senator is by a vote of cloture. 
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These four conjectures and propositions indicate not only that the principles we identified 

in Chapter 1 also hold for collective veto players, but go one step further and analyze the 

importance of the m- and q-cohesion of collective players. What we said in Chapter 1 about the 

size of the winset of the status quo being a necessary but not sufficient condition for the distance 

between the status quo and the new policy holds also in the case of collective veto players, 

because we use the circle that includes the winset of the status quo. When this circle is small the 

distance between SQ and SQ’ will be small; when the circle is large the distance |SQ-SQ’| may 

be large or small. We will summarize the findings in the conclusions.  

 

III. Sequence of Moves 

The previous two sections resolved the problem of location of the simple and qualified 

majority winset of collective veto players. This section deals with a more serious problem. Given 

the cycles that characterize majority rule decisionmaking, can a collective veto player identify 

the point or points that are the most preferred among the set of feasible alternatives (the winset of 

the remaining individual or collective veto players)? 

 In order to resolve this problem I will assume that a collective veto player can make 

proposals inside a specific area which I will define. This area is called uncovered set. Restricting 

the location of possible proposals is not an innocuous assumption. As we will see it eliminates 

many outcomes from the feasible set. So, a justification of this assumption will be necessary 

before we make use of it. This section is organized in four parts. First, I define the uncovered set 

of a collective veto player deciding by majority rule.  Second, I explore the restrictive nature of 

this assumption. Third, I provide a justification for it. Fourth, I calculate the location of a 

proposal by a collective veto player when he uses the uncovered set of the feasible solutions.  
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   INSERT FIGURE 2.8 

1. Definition of uncovered set. Figure 2.8 indicates the way we will resolve the problem 

of choice of collective actors. In this figure two points, X and Y, are presented along with their 

respective winsets W(X) and W(Y). For reasons of simplicity, I omit the representation of the 

individual decisionmakers. Let us assume (again, without loss of generality) that Y defeats X 

(represented in both panels of the figure by the fact that Y is inside W(X). Since Y? W(X) there 

are two possibilities about W(X) and W(Y). Either the two winsets intersect as in Figure 2.8A, or 

W(Y)? W(X) (read “ is a subset of”) as in Figure 2.8B.41 

Focusing on Figure 2.8A, since the two winsets intersect, I can always select a point Z 

such that Z? W(Y) and Z? W(X). For that point Z we have: 

Z ?  Y ?  X ?  Z        (2.2) 

In other words, in Figure 2.8A we can create a cycling pattern of preferences between X, 

Y and Z. This pattern may be very useful for strategic actors, because the proponents of X 

instead of admitting that their preferred solution is defeated, they may introduce Z and ask for an 

indirect comparison, according to which Z defeats Y, and the X defeats Z, so that X prevails. 

By contrast, in Figure 2.8B where the winset of Y is a subset of the winset of X, it is 

impossible to find a point Z necessary to generate the cycling pattern. The relationship between 

X and Y in the second panel of 2.8 is such that not only does Y beat X, but anything that beats Y 

beats also X. We will call the relationship indicated in Figure 2.8B a covering relationship.  

Formally, a point Y covers a point X if, and only if, Y? W(X) and W(Y)? W(X). 

I will use this definition of covering relationship when I speak about sequence. I will 

argue that it makes no sense for an agenda setter to select covered points, that is, points that are 

                                                 
41 The cases that the two winsets have nothing in common or that W(X)? W(Y) are excluded from Y? W(X). 
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defeated by others not only directly but also indirectly. So, cases like point X in Figure 2.8B (but 

not in 2.8A) will be excluded from consideration. 

2. The restriction of the uncovered set. Eliminating covered points from consideration 

may seem a reasonable assumption. But it also is a very restrictive assumption. If one eliminates 

the covered points (see Figure 2.8B), there are very few points that remain as valid choices. As I 

demonstrated in Section I (Figure 2.5) the wincircle of the status quo of a collective veto player 

is a circle (Y, d+2r), where d is the distance YSQ. As a result, any point located further away 

from the center of the yolk by more than 2r cannot defeat SQ directly. Applying the same 

reasoning twice leads us to the conclusion that any point further away than 4r from the center of 

the yolk cannot defeat SQ indirectly. As a result, all the points with distance from Y greater than 

d+4r are covered by SQ. 

McKelvey (1980) made use of this argument in order to locate the set of points that are 

not covered by any other, which is called the uncovered set. He started from the center of the 

yolk Y, and argued that all points outside the circle (Y, 4r) are covered by Y. Consequently, this 

circle contains the uncovered set, that is all points that are not covered by any point. 

The uncovered set is a very powerful restrictive assumption. It moves the outcome from 

anywhere in space to a small circle centrally located inside the collective veto player. In fact, on 

the basis of the discussion surrounding proposition 2.2, as the size of a collective veto player 

increases, the uncovered set shrinks on average, so the larger the veto player the more precise the 

prediction. How reasonable is the uncovered set assumption? 

3. Can we assume that the outcome will be in the uncovered set? The uncovered set is a 

concept of cooperative game theory. In what follows I will first explain the fundamental 
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assumptions of cooperative game theory and provide arguments supporting its use for the 

problem at hand. Second, I will defend the use of the particular concept of uncovered set. 

Cooperative game theory assumes that agreements made between different players are 

enforceable. The consequences of this assumption are dramatic. When agreements are 

enforceable, institutional features within the collective veto player such as agenda setting 

become irrelevant.  Agendas merely determine the sequence in which different decisions are 

reached and strategic players act at every stage in a manner that promotes their (enforceable) 

agreement.  Keeping the set of feasible alternatives constant, the only institution that matters in a 

cooperative game theoretic analysis is the decision making rule itself.  In this sense, cooperative 

game theory is almost institution-free.  

Is it reasonable to assume that agreements are enforceable within the agenda setter? 

There is one argument that can defend enforceability of agreements: reputation. If actors are 

interested about their reputations and suffer a sufficient reputational loss if they do not keep their 

word, agreements will be enforceable. Plausible conditions that may lead to enforceability of 

agreements are small groups, repeated interaction, or the existence of responsible political 

parties. The work of Axelrod (1981) has mainly covered the first two reasons: with repeated 

interactions the shadow of future punishment is important. Similarly small groups can sustain a 

strategy of punishing defectors. I will develop the case of parties a bit further: If individuals 

inside a collective veto player belong to parties and interact with each other as representatives of 

these parties, there is significantly more at stake than individual reputations. Defection from an 

agreement will be denounced to the other parties and to the population at large, and the 

consequences will be significant for the defector. As a consequence, the assumption of 

enforceable agreements is not far fetched in the actual world of politics. 
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However, even if agreements were enforceable, why would they lead to the uncovered 

set? I will provide three arguments. The first argument is that restricting the outcome to the 

uncovered set is equivalent to ignoring covered points, that is, points like X in Figure 2.8B. Why 

would rational players agree to a covered point when a majority of them can make an agreement 

that will lead to Y and beats X not only directly but also indirectly? And if the choice between 

two contracts, one specifying X and the other Y is obvious, then the enforceability assumption 

discussed before will actually lead to Y. 

The second argument is that a series of other concepts like the Banks set (Banks 1985) or 

Schartz’s Tournament Equilibrium Set (TEQ; Schwartz 1990) produce outcomes in some subset 

of the uncovered set. For our purposes the most significant, is Schwartz's TEQ.  Schwartz 

assumes that contracts between legislators are enforceable but legislators are free to recontract; 

that is, if they find a proposal that a majority coalition prefers, they can write an enforceable 

contract to support it.  He also assumes that any two proposals can be directly compared.  He 

calculates the smallest set within which this cooperative recontracting process is likely to 

produce outcomes.  He calls this set TEQ and he proves that it is a subset of the uncovered set. 

The third argument is that even non cooperative games lead to centrally located 

equilibria. For example Baron (1996) provides a model of infinitely repeated voting, and the 

equilibrium approximates the median voter. Results in multiple dimensions lead to expectations 

of convergence to the center of the policy space (where the uncovered set is located). For 

example Baron and Herron (1999) using a two dimensional model with three legislators produce 

centrally located outcomes when the time horizon expands. 

These arguments indicate (although not prove) that the uncovered set is a reasonable 

assumption when one deals with decision-making inside committees (small groups with frequent 
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interactions) or with interactions among parties. In their turn, decisions by larger actors like a 

Chamber of a Parliament are introduced by such small actors (either a formal committee or an 

informal gathering of party leaders, or the government), so assuming that covered outcomes will 

be excluded is not an arbitrary assumption under the circumstances. If the reader disagrees with 

this statement, he will be unable to restrict the prediction of the outcome any further than the 

winset of the status quo as calculated in sections 1 and 2 of this chapter. 

4. Calculation of the induced uncovered set. For the readers who agree that restricting the 

outcomes to uncovered points of the agenda setter (within the winset of the status quo) is a 

reasonable restriction, the task is not over. We now have to identify these points. 

One may think that the intersection of the uncovered set of the agenda setter with the 

winset of the other veto players would solve our problem. However, this is not a solution because 

the two sets my not intersect. In addition, some points in the winset of the other veto players may 

be covered by points that are themselves infeasible (do not belong in the winset).  

The decision-making problem of the individual members of the collective agenda setter is 

the following: within the points of the feasible set (the winset of the other veto players) identify 

the ones that are not covered by other feasible points. We will call the solution to this problem 

the identification of the induced (on the winset of other veto players) uncovered set. 

   INSERT FIGURE 2.9 

Figure 2.9 helps us solve this problem on the basis of the analysis presented so far. Call 

W the area where a winning proposal has to be made (the winset of other existing veto players). 

Call Y the center of the yolk of the agenda setter. If Y were an individual veto player he would 

make the proposal PI (the point of W closest to his preference Y). If we call the distance YY’=d 

we know that any point outside the circle (Y, d+4r) is covered by PI (see p. 83).  
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Tsebelis and Money (1997) were able to narrow the area of the proposal even further by 

using more precise calculations. They demonstrated that the induced uncovered set can is 

included in a circle (Y, sqrt(d2+(4r)2)). This is the shaded area in Figure 2.9, which is called PC 

(proposal by a collective). The reader can verify that the proposal of a collective veto player 

deciding by majority rule will be in the area that a fictitious individual located at the center of the 

yolk of the collective veto player would propose. 

PROPOSITION 2.5: If collective veto players make proposals within their induced 

uncovered set, they will make approximately the same proposals with individual ones (located in 

the center of their yolk). 

The above proposition holds also for collective veto players that decide by qualified 

majorities, since a qualified majority proposal cannot be located outside the proposals made by a 

majority. So, collective veto players will behave approximately like individual ones not only in 

terms of the proposals that they will accept (as we saw in sections I and II) but also in terms of 

the proposals they make. The necessary assumption for the last statement is that collective veto 

players do not make covered proposals (that is, proposals that are defeated both directly and 

indirectly by an alternative). 

 

Conclusions 

I started this chapter by presenting the difference between individual and collective veto 

players. Individual veto players decide by unanimity rule (since disagreement by any one of 

them can abort a change of the status quo), while collective veto players use qualified majority or 

simple majority for their decisions. We saw in Figure 2.1 that all the intuitions generated by 

chapter 1 were valid, but that the set of points that defeats the status quo (W(SQ)) ceased to have 
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the simple circular shape of individual veto players. The first goal of this chapter was to find a 

simple approximation of decisions under majority and qualified majority. 

I calculated the wincircle of a collective veto player, that is a circle that contains the 

winset of the status quo by majority rule.42 According to my calculations, policy stability 

decreases if the actors involved in a decision are collective veto players as opposed to individual 

ones. Collective veto players may reach outcomes when individual ones cannot agree. This may 

be the case with US institutions, where disagreements among members of the House and among 

Senators may provide the necessary room for compromises while individual decisionmakers 

(let’s say rigid parties controlling the majority of each chamber) would not be able to agree.  

I replicated these calculations for qualified majority decisionmaking and calculated the q-

wincircle of the status quo.43 According to expectations the q-wincircle shrinks as the required 

majority increases. In addition, the q-wincircle changes with the location of the status quo. 

As a result of these calculations, I am able to replace collective veto players by fictitious 

individual ones and use the wincircles of the latter to discuss policy stability. However these 

circles provide the necessary but not sufficient conditions for an outcome to defeat the status 

quo. Indeed, all points outside a wincircle or a q-wincircle are defeated by SQ, but not every 

point inside these circles defeats SQ. The approximation of the winset of the status quo by 

                                                 
42 For simple majority decisionmaking I used previous analyses by Ferejohn et. al. (1984) who identified the yolk of 
a collectivity deciding by majority rule as the smallest circle intersecting all the median lines, that is, lines that have 
majorities on both sides of them. The center of the yolk Y is centrally located inside the collective veto player. One 
can think of it as the closest approximation to a multidimensional median. The radius of the yolk is a measure of 
dispersion of the members of the collectivity: a small radius means that the preferences are either concentrated or 
symmetrically distributed. In general the radius of the yolk decreases as the number of member of members of a 
collective veto player increases. I demonstrated that collective veto players will accept alternatives to SQ only if 
these alternatives are located inside a circle (Y, d+2r) where Y is the center of the yolk, r is the radius of the yolk 
and d is the distance YSQ. 
43 I identified the relevant q-dividers (the lines that leave a qualified majority q on one side of them and the status 
quo on the other). I considered the smallest circle that intersects all relevant q-dividers. I called this circle the q-
circle with center Q and radius q. I demonstrated that the qualified majority winset of the status quo is located inside 
a circle (Q, d’+2q) where Q and q are the center and radius of the q-circle, and d’ is the distance QSQ. These 
statements become more concrete if one refers to Figure 2.7. 
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wincircles does not affect the empirical tests we will perform: a small wincircle is a necessary 

but not sufficient condition for a small distance |SQ-SQ’|. A test of the variance of |SQ-SQ’| is 

also necessary as in Chapter 1. Since wincircles are approximations, the accuracy of the 

corresponding tests will be reduced. 

My analysis demonstrates that there is one significant difference between simple and 

qualified majority decisionmaking. In decisions by majority rule policy stability increases with 

cohesion;44 in decisions by qualified majority policy stability decreases with cohesion.45 

In order to proceed to issues of sequence of decisions, we needed additional assumptions. 

The required assumptions aim to address the generic problem of collective decisionmakers under 

majority rule: their collective preferences may be ambiguous. Indeed it is possible that different 

majorities may have the following preference profile over three possible outcomes: 

Z ?  Y ?  X ?  Z    (where ?  stands for majority preferred)   

This preference profile indicates that while Y is preferred over X directly, it is defeated 

by X indirectly (if one introduces Z in the comparison X is preferred over Z, which is preferred 

over Y). This ambiguity of choices (discrepancy between direct and indirect preferences) may 

induce strategic actors to introduce additional alternatives in order to upset outcomes they 

dislike. The assumption I introduce does not limit these strategic considerations of 

decisionmakers. It just states the following: If a collective veto player has to chose between X 

and Y, the preference of a majority is Y, and there is no alternative Z such that Z ?  Y ?  X ?  Z , 

then the choice will be Y. This may seem as a simple, and obvious assumption, but it has 

significant restrictive consequences: only proposals centrally located survive, and if the 

                                                 
44 Larger m-cohesion means smaller radius of the yolk, which leads to a smaller wincircle, so policy stability 
increases 
45  Larger q-cohesion makes for a larger q-circle, which leads to a larger q-wincircle, so policy stability decreases. 
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collective agenda setter makes a proposal inside the winset of existing veto players, this proposal 

will closely approximate the proposal that an individual agenda setter46 would have made. 

There are two points in this chapter that are counterintuitive, and that I need to single out. 

The first relates to the cohesion of collective veto players and policy stability: the more cohesive 

a collective veto player deciding by majority rule, the higher policy stability, while the more 

cohesive a collective veto player deciding by qualified majority the lower policy stability. The 

second refers to the restrictions under which collective veto players will make similar proposals 

with individual ones: they should be making proposals that are are not defeated both directly and 

indirectly by other available alternatives. 

In conclusion, collective veto players approximate the behavior of individual ones. We 

can approximate their preferences by a wincircle (which includes the actual winset) whether they 

decide by simple or qualified majorities. We have also good reasons to assume that they will 

make approximately the same proposals with individual veto players located in the center of their 

yolk.  

The goal of this chapter was to move from individual to collective veto players. The 

introduction and conclusions provided the intuition behind my approach. The main part of the 

chapter provided the algorithm of identification of wincircles and q-wincircles, that is of 

proposals that may be accepted by collective veto players whether by simple or qualified 

majorities, as well as the algorithm to identify the proposals that collective veto players will 

make (assuming that covered points will not be chosen). I now move to the analysis of existing 

political systems on the basis of the theory presented. 

                                                 
46 Located in the center of the yolk Y of the collective one. 
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PART II: VETO PLAYERS AND INSTITUTIONAL ANALYSIS 
 

In the previous part we identified differences of abstract veto player systems. We saw 

what happens if we add veto players, if new veto players are near or far from the existing ones, if 

the unanimity core of a system of veto players includes the unanimity core of another one. We 

also saw what difference it makes if we take collective decision-making seriously and examine 

all different collective decisionmaking rules: majority, qualified majorities as well as unanimity. 

In this part I will apply the framework to specific institutional structures of interest to 

comparative political analysis: democratic and non-democratic regimes, presidentialism and 

parliamentarism, unicameralism and bicameralism, two and multiparty systems, strong and weak 

parties.  

I have two distinct goals for this part. The first is to develop specific rules for the 

empirical analyses that follow: which institutions or parties count as veto players under what 

conditions, how we include the interactions of governments and parliaments in the analysis, the 

effect of referendums or of qualified majority decisions for a political system. The second is to 

reexamine on the basis of this analysis prevailing ideas in comparative politics.  

The findings in this part will be both positive and negative. Some parts of conventional 

wisdom are confirmed; others are spurious, while other aspects are questioned. For example, the 

distinction of regimes in presidential and parliamentary can be overcome and within each of the 

categories the variance between specific systems is large. So, actual political systems, instead of 

belonging to two distinct distributions, form a continuum where similarities can be greater across 

than within systems. As a result, veto players theory challenges some traditional distinctions like 

presidentialsim vs. parliamentarism used in comparative politics.  



 102

In addition, we will focus on different features of some of the conventional classifications 

and study additional properties of political systems. For example, instead of focusing on the 

party system of countries with parliamentary systems, the veto players theory focuses on the 

structure of government coalitions as well as some institutional characteristics (existence of 

presidents or a second chamber able to veto legislation) with significantly different results. 

This part is organized along the lines of traditional institutional analysis. Chapter 3 deals 

with regimes: democratic and non-democratic, presidential and parliamentary. Chapter 4 deals 

with the relationship between governments and parliaments. Chapter 5 deals with direct 

legislation of citizens through referendums. Chapter 6 deals with federalism, bicameralism, and 

qualified majorities. The titles (with the possible exception of qualified majorities) are standard 

in any comparative politics book. I added qualified majorities as a subject to focus on because as 

I argue they are much more frequent (de facto) that one is led to believe by looking superficially 

at the letter of institutional arrangements.   

While the titles are familiar, the logic of the analysis will usually contrast with traditional 

analyses while borrowing the concepts that are congruent with veto players. The main angles of 

analysis will be the properties of different constellations of veto players, and the identity of the 

agenda setter in each decisionmaking process. The first two chapters will be making the 

argument that one can understand most of the differences among regimes, or in the interaction 

between governments and parliaments, by focusing on the issue of agenda setting. Chapter 3 

argues that despite the expectations generated about the location of political power by the 

adjectives “presidential” and “parliamentary” associated with different regimes, agenda control 

belongs usually to the opoosite player (the government in parliamentary systems and the 

parliament in presidential ones). Chapter 4 on the relations between government and parliament 



 103

analyses the institutions of agenda control and argues that it is these institutions that regulate the 

interaction and not government duration as is argued in the literature (Lijphart 1999). Chapter 5 

on referendums argues that all referendums add one more veto player (the population) and their 

differences are based on the question of who controls each part of the agenda. Chapter 6 will 

view the subject matters of federalism, bicameralism, and qualified majorities through the angle 

of the number of veto players. The chapter makes the argument that federalism has usually 

distinct institutions regulating decisionmaking at the national level, and that bicameralism and 

qualified majorities increase the number of veto players but in ways that produce different policy 

outcomes.  
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CHAPTER 3: REGIMES: NON-DEMOCRATIC, PRESIDENTIAL, AND 

PARLIAMENTARY 

 In this chapter I introduce the reader to the debates in the traditional literature. Then, I  

explain the difference between regimes as a difference in essential features of the agenda setting 

process: democratic and non-democratic regimes differ in whether the agenda setting process is 

competitive or not (a difference in the process of agenda setting); presidential and parliamentary 

regimes differ in the identity of the agenda setter (government in parliamentary systems, 

parliament in presidential ones; exactly the opposite from the expectations generated by the 

names). In addition, presidentialism vs. parliamentarism is based on what is the permissible 

endogenous change (changes in government vs., changes in legislative coalitions). As a result of 

this difference, parties in parliamentary systems are more homogenous or at least more 

disciplined than in presidential systems. My overall argument is that most of the differences 

between regimes discussed in the traditional literature can be studied as differences in the 

number, ideological distances and cohesion of the corresponding veto players as well as the 

identity, preferences, and institutional powers of agenda setters. As a result of the arguments 

developed in this chapter it will become clear that while the expectation of the distribution of 

political power generated by the adjectives “presidential” and “parliamentary” associated with 

different regimes is mistaken, and that in terms of lawmaking agenda control most frequently 

belongs to governments in parliamentary systems and parliaments in presidential ones.  

The chapter is organized in three parts. First, I discuss the main arguments in the 

literature on democratic vs. non-democratic and presidential vs. parliamentary regimes. Then, I 

provide the veto player theory perspective on the issues raised by the traditional literature. 

Finally, I discuss some of the criticisms of veto players theory with regards to this analysis. 
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1. Authoritarian, Presidential and Parliamentary Regimes in the Literature 
It may be argued that an analysis that uses the number and properties of veto players as 

its independent variables is ignoring the most fundamental distinctions in the literature: the one 

between democratic and non-democratic regimes, or between presidential and parliamentary 

regimes. Indeed, both a democratic and an authoritarian regime may have a single veto player, or 

a presidential and a parliamentary regime may have several veto players. Are there any 

differences? In order to answer this question I will first summarize some of the literature on 

democratic vs. authoritarian regimes, and some on presidentialism vs. parliamentarism. Each one 

of these subjects has such an extensive bibliography that it would be presumptuous to claim that 

I know it all, and impossible to cover it in a segment of a chapter.  

a. Democratic vs. Authoritarian Regimes  
 For many theorists democracy converges, or should converge, to the common good as 

expressed by Jean-Jacques Rousseau in Social Contract.  Rousseau believes we start with 

individual desires, sum them up and “the sum of the difference is the general will.” This very 

simple formulation of the general will has been criticized by Kenneth Arrow in his 

“impossibility” theorem (Arrow 1951) and an extensive literature that followed.47  

Joseph Schumpeter also criticized Rousseau, and replaced his concept of democracy by 

elite competition for government. According to Schumpeter’s definition: “The democratic 

method is that institutional arrangement for arriving at political decisions in which individuals 

acquire the power to decide by means of competitive struggle for the people’s vote” (Schumpeter 

1950: 269). 

According to subsequent models of democracy (Downs (1957)) elite competition leads to 

                                                 
47 See Riker (1982) for a review of this literature, and the conclusion that Rousseau’s notion of general will cannot 
survive the criticism generated by this literature. 
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moderation at least when there are two political parties so that each one of them tries to attract 

the “median voter.” Giovanni Sartori (1967) looking at existing party systems extended the 

Downsian argument to the ones with less than five parties, and claimed that such systems 

represent “moderate” pluralism, while systems with more than six parties are likely to include 

“extremist” parties with centrifugal tendencies. In addition, elite competition leads to 

responsiveness of governments from fear of losing the next election.   

Schumpeter’s definition had a profound impact in political theory and the social sciences 

in general. It is considered a minimal definition of democracy and a necessary condition for it. In 

fact, subsequent analyses have, in general, enlarged the requirements. The first and probably 

most prominent extension of requirements of democracy (because of its use by international 

institutions in assessing which countries are democratic) is Robert Dahl’s creation. 

Dahl (1971: 2) reserves the term of democracy “for a political system one of the 

characteristics of which is the quality of being almost completely responsive to all its citizens.”  

He poses five requirements for democracy. They include equality in voting, effective 

participation, enlightened understanding, final control over the agenda, and inclusion (Dahl 

(1982: 6)).  Given that these requirements are difficult to achieve under any circumstances, he 

creates a new term “polyarchy” (Dahl (1971:8)) and proposes a series of seven restrictions 

necessary for it (Dahl 1982: 10-11). These restrictions include rules about citizens’ freedom of 

information, speech, and association, the right to vote and be a candidate, freedom of election, 

and policy decisions made by elected officials. 
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Other authors have criticized Dahl for being too formal. Some of these critics introduced 

additional criteria on inequalities (particularly of wealth and income). These conceptions expand 

democracy from the political to the social and economic spheres.48 

On the other hand, Adam Przeworski (1999) has provided a minimalist defense of 

Schumpeterian democracy. Along with the literature stemming from Arrow, he accepts that 

democracy is not “rational, in the eighteenth-century sense of the term” (Przeworski 1999: 25).  

In other words, there is nothing that can be defined as the common good to be maximized 

(existence).  If there were, the democratic process does not necessarily identify it (convergence), 

and if it did, democracy is not the only system that does (uniqueness). “It thus seems that 

choosing rulers by elections does not assure either rationality, or representation, or equality” 

(Przeworski (1999: 43)). But according to this analysis there is something else that makes the 

Schumpeterian notion of democracy desirable, and here is where Przeworski’s analysis departs 

from all other approaches that add requirements to Schumpeter’s definition. 

Przeworski takes away the elite competition part and replaces it by a lottery. This way he 

aborts any connection between elections and representation. “Note that when the authorization to 

rule is determined by a lottery, citizens have no electoral sanction, prospective or retrospective, 

and the incumbents have no electoral incentives to behave well while in office. Since electing 

governments by a lottery makes their chances of survival independent of their conduct, there are 

no reasons to expect that governments act in a representative fashion because they want to earn 

re-election.” (Przeworski (1999: 45).49 

Przeworski goes on to demonstrate that even this sub-standard system under certain 

conditions presents one significant advantage: that the losers in an election may prefer to wait 

                                                 
48 See C.B. Macpherson (1973) and T.H. Marshall (1965) and more recently D. Rueschmeyer, E. Huber Stephens 
and J. Stephens (1992). 
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until the next round rather than to revolt against the system. This peaceful preservation property 

a fortiori holds for Schumpeterian democracy where citizens control electoral sanctions and 

representatives know that re-election depends on responsiveness. 

This is a very short and partial account of literature on democracy. I have completely 

ignored deliberative issues, that is, questions of transforming the preferences of citizens.50 My 

account demonstrates that most of the literature revolves around the Schumpeterian idea of elite 

competition for government that generates responsiveness of government to the people. On the 

other hand, non-democratic regimes lack the transparency of leadership selection, and may lack 

representation, but (surprisingly?) on the average do not produce inferior economic performance 

from democratic regimes (Przeworski and Limongi (1997), Przeworski et al (2000)). 

b. Presidentialism vs. Parliamentarism 
The definitional distinction between presidential and parliamentary regimes is the 

political independence or interdependence of the legislative and the executive branches. 

According to Alfred Stepan and Cindy Skach (1993: 3-4): “A pure parliamentary regime in a 

democracy is a system of mutual dependence: 1. The chief executive power must be supported 

by a majority in the legislature and can fall if it receives a vote of no confidence. 2. The 

executive power (normally in conjunction with the head of state) has the capacity to dissolve the 

legislature and call for elections. A pure presidential regime in a democracy is a system of 

mutual independence: 1. The legislative power has a fixed electoral mandate that is its own 

source of legitimacy. 2. The chief executive power has a fixed electoral mandate that is its own 

source of legitimacy.”  

                                                                                                                                                             
49 For a more detailed analysis of democracy see Przeworki (1991). 
50 For an up to date discussion of such problems see Shapiro (2001). 



 109

Stepan and Skach consider these definitions as providing “the necessary and sufficient 

characteristics” and being “more than classificatory.” What is important here is that they 

articulate the consensus in the literature. Starting from Bageot (1867 in Norton (1990)) and going 

through Linz (1996), Lijphart (1992, 1999), Shugart and Carey (1992), the political dependence 

between legislative and executive is the defining characteristic of parliamentarism. Elgie (1998) 

has criticized the distinction as being ambiguous and leading to different classifications of the 

same country, and Strom (2000) has tried to address the problems by providing a minimum 

definition of parliamentarism relying only on the possibility of the parliament to remove the 

government from office. 

Most of the literature has focused on the implications of this distinction for different 

regimes. Are presidential systems better or worse than parliamentary ones? In particular is 

presidentialism a stable basis for democracies? The most famous debate originated in an article 

written by Juan Linz (1996) who criticized the ability of presidentialism to sustain democratic 

regimes. Linz summarized his position as follows: “Perhaps the best way to summarize the basic 

differences between presidential and parliamentary systems is to say that while parliamentarism 

imparts flexibility to the political process, Presidentialism makes it rather rigid” (Linz 1996:128). 

The reason for the flexibility of parliamentarism and the rigidity of presidentialism is the 

endogeneity of government formation in a parliamentary system. Once elections are held either 

there is a majority party that forms the government, or the different parties enter into negotiations 

about government formation. The result of these negotiations is a government that is supported 

by parliament and anytime this support is undermined or challenged, a confidence vote resolves 

the issue. In presidential systems however, there is no mechanism for the resolution of conflicts 

between the executive and the legislative. As a result, the conflict may be resolved through extra-
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constitutional means. In Linz’s words: “Replacing a president who has lost the confidence of his 

party or the people is an extremely difficult proposition. Even when polarization has intensified 

to the point of violence and illegality, a stubborn incumbent may remain in office. By the time 

the cumbersome mechanisms provided to dislodge him in favor of a more able and conciliatory 

successor have done their work, it may be too late.” (Linz 1996:137-8) 

However Linz’s analysis was criticized as partial and extrapolating from the experiences 

of Latin American countries, Chile in particular. Donald Horowitz in particular contested Linz’s 

findings based on the cases of Sri Lanka and Nigeria: “Linz’s quarrel is not with the presidency, 

but with two features that epitomize the Westminster version of democracy: first, plurality 

elections that produce a majority of seats by shutting out third-party competitors; and second, 

adversary democracy, with its sharp divide between winners and losers, government and 

opposition. Because these are Linz’s underlying objections, it is not difficult to turn his 

arguments around against parliamentary systems, at least where they produce coherent majorities 

and minorities…. Linz’s thesis boils down to an argument not against the presidency but against 

plurality election, not in favor of parliamentary systems but in favor of parliamentary coalitions.” 

(Horowitz 1996: 149)  

It is interesting to note two things in this debate. First, the arguments presented on both 

sides are subject to case selection bias. Indeed, each one of the two debaters extrapolates from a 

very limited number of cases, and although both present extremely interesting insights to the way 

political systems function, they are both vulnerable to inaccurate extrapolations from partial 

cases. Second, it is interesting to note how Horowitz’s argument resembles the argument of this 

book, where what matters is not the regime type but the number of veto players. But I return to 

this point in the next section. 
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More recent empirical analyses have corroborated Linz’s expectations. For example 

Stepan and Skach (1993) examine 75 countries and discover that democracy survived 61% of the 

time in parliamentary systems and only 20% in presidential ones. Similarly Cheibub and 

Limongi (2001) examining “99 spells of democracies” between 1950 and 1990 come to the 

conclusion that the expected life of democracy under presidentialism is approximately twenty-

one years, while under parliamentarism it is seventy-three years. The introduction of a series of 

economic level controls does not alter the results. Cheibub and Limongi (2001: 5) conclude: 

“Thus, it is clear that presidential democracies are less durable than parliamentary ones. This 

difference is not due to the wealth of countries in which these institutions were observed, or to 

their economic performance. Neither is it due to any of the political conditions under which they 

functioned. Presidential democracies are just more brittle under all the economic and political 

conditions considered above.” 

More interesting for the analysis presented in this book is the finding from Shugart and 

Carey (1992: 154-58) that strong presidential powers (both legislative and non-legislative) are 

more likely to lead to breakdown. According to their data (which include presidential and semi-

presidential regimes since the beginning of the century), regimes where the president had weak 

legislative powers broke down 23.5% of the time (4 out of 17), while the probability of a 

breakdown was almost double (40% of the time (6 out of 15)) in regimes with legislatively 

strong presidents (Tsebelis (1995)). Their finding is consistent with the theory of veto players 

presented here. As I argued in the introduction, regimes with legislatively strong presidents have 

one additional veto player, so policy stability increases. As a result of increased policy stability 

the regime may be unable to provide policy changes when needed, which may lead to 

breakdown. A similar argument can be found in Przeworski et.al. (2000: 134) who find out that 
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when a president’s party has between one third and one half of the seats in parliament, the 

probability of collapse of the presidential regime becomes “particularly vulnerable” because the 

president can veto legislation passed in parliament and the situation can be led to a political 

impass. 

However survival is not the only property that divides presidential from parliamentary 

regimes according to the literature. Most of the scholars at least in the eighties and early nineties 

when the debates took place believe that there is an important distinction generating a host of 

different characteristics. Linz (1994: 5) is just an example when he argues: “All presidential and 

all parliamentary systems have a common core that allows their differentiation.” Perhaps Moe 

and Caldwell (1994:172) have expressed the idea more forcefully: “When nations choose a 

presidential or a parliamentary form, they are choosing a whole system, whose various properties 

arise endogenously… out of the political dynamics that their adopted form sets in motion.” I will 

mention the most important of them as they are presented in different parts of the literature. 

Stepan and Skach (1993) present evidence that presidential systems cannot handle 

multipartyism. Indeed their data indicate that there are no successful democracies with more than 

three parties that are presidential. They also observe that parliamentarism has a “greater tendency 

to provide long party-government careers, which add loyalty and experience to political society” 

(Stepan and Skach 1993: 22). 

Strom (2000) provides theoretical foundations to this last observation about time horizons 

of personnel. In his analysis “parliamentary democracy implies heavy reliance on ex ante control 

mechanisms, especially prior screening relative to ex post accountability” (Strom (2000: 273)). 

In fact, in most parliamentary democracies ministers either have to be members of parliament, or 

have to have parliamentary experience, so that the potential ministers have already been screened 
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before their appointment.51 In contrast, in the United States not only is there incompatibility 

between membership in the cabinet and congress, but most commonly cabinet members have no 

legislative experience. According to Strom, the greater reliance of parliamentarism on screening 

rather than ex post accountability is due to the greater role of political parties. As a result, 

parliamentarism focuses on selecting the appropriate personnel, but may not pay as much 

attention as presidentialism in the specific actions of the selected representatives: “parliamentary 

regimes may be better equipped to deal with problems of adverse selection… at the expense of 

another [problem], moral hazard” (Strom (2000: 278-9)). 

The role of political parties is another point of difference between presidentialism and 

parliamentarism emerging in the literature. As Strom in the above analysis indicates, it is 

generally considered that parties are more cohesive in parliamentary systems than in presidential 

ones. Diermeier and Feddersen (1998) argue that it is the confidence relationship, the threat of 

being voted out of office and losing agenda setting powers that makes parties more cohesive in 

parliamentary than in presidential systems; in fact interparty cohesion in parliamentary systems 

should be greated than intra party cohesion in presidential systems (see also Persson et al. 

(2000)).  

However, more recent analyses raise questions about the strength of this stylized fact. 

With respect to Parliamentary systems Robyn Wornall (2001) has found that the parties of the 

German Bundestag suffer occasional collapses in cohesion, as evidenced in the roll call voting 

record.  In her analysis of 615 votes taken between 1965 and 1995, Wornall finds that party 

cohesion dipped below the 90% level52 on 28.5% of roll call votes.  When the analysis is limited 

                                                 
51 The French V Republic is an exception not discussed in Strom’s analysis. According to his analysis, as well in this 
book, France is a case of parliamentary system. 
52 The cohesion measure is calculated as 1 - [(number of dissenters)/(total number of party participants)]. The 
number of dissenters is determined by identifying all members who did not vote with the majority (or plurality) of 
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to the three parties constant throughout the period (the CDU/CSU, SPD, and FDP), cohesion was 

violated in 17.4% of cases. In addition, there are cases in which dissenting members determined 

the outcome of the vote.  On thirteen votes (representing 2.1% of cases), the legislation would 

have gone the way of the party plurality had dissenters cooperated and voted along party lines.  

This suggests that there is considerable dissent within the German legislative parties – even on 

roll call votes, when parties should be the most unified.  Similarly, with respect to the 

Presidential systems Cheibub and Limongi (2001) find disciplined votes in support of the 

Presidential program in Brazil.   

Another difference discussed in the literature between the two types of regimes is the 

visibility of policy decisions. In parliamentary systems the influence of different actors is hidden 

(mainly in the secrecy of council of ministers’ deliberations), while in presidential systems there 

is transparency in the decision-making process. For example, Peter Cowhey (1995: 210) argues 

that US foreign policy has more credibility than Japanese precisely because the US presidential 

system “ leads to more systematic disclosure of information about policymaking. This increases 

the transparency of foreign policy choices both to voters at home and foreign allies.” 

In a similar vein of argument Vreeland (2001) finds that government agreements with the 

IMF are more likely when more veto players participate in a government, and when the regime is 

presidential. The first argument is congruent with the argument made in this book, that the more 

veto players the more difficult it is to change the status quo, so, governments may try to use an 

additional incentive. The second argument is on the basis of the independence of the executive 

from the legislature: a president may want to impose the outcome in a take it or leave it way on 

the legislature, while a parliamentary government cannot do the same thing, since all veto 

players participate in the government. 

                                                                                                                                                             
their party.   



 115

Finally there is some (non-systematic) discussion about the provision of public goods in 

the different systems. American political scientists have been speaking about pork barrel 

legislation.53 According to this line of argument, the diffused costs and concentrated benefits of 

geographically focused projects make it rational for individual congressmen to propose them 

despite their inefficiency. The only way that such projects will get adopted is by omnibus 

legislation, that is, through bills that include all such projects so that they get adopted all together 

instead of being rejected one by one. In fact, the argument can be extended even more, that if a 

president vetoes such projects because of their inefficiency, congress can make the situation 

worse by expanding the coalition and making it veto proof (that is, by including the pet projects 

of 2/3 of the legislators of each chamber). 

Linz (1994: 63) extends this argument to congressional parties in presidential systems in 

general because of the weakness of parties: “Not having responsibility for national policy, they 

would turn to the representation of special interests, localized interests, and clientelistic networks 

to their constituencies.” Other scholars like Ames (1995) however attribute pork barrel to 

electoral systems, not to regime type.  

However the opposite argument has been made more recently. Torsten Persson and 

Guido Tabellini (1999), (2000)54 argue that presidential regimes will have smaller government 

because the legislative game in these regimes is more competitive: different coalitions prevail 

form one piece of legislation to the other. As a result, voters have tighter control over their 

representatives and they reduce the level of rents. The argument is not convincing at the 

theoretical level because Persson and Tabellini (1999) ignore in their analysis (as well as in their 

models) the basic implication of a division of powers: most presidential systems provide 

                                                 
53 See Ferejohn (1974); see also Weingast, Shepsle, and Johnsen (1981), Shepsle and Weingast (1981), Cohen and 
Noll (1991). 
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legislative veto power to the president, which reduces political competition since one specific 

actor has to be part of any winning coalition (the president is a veto player according to the 

terminology of this book). However, Persson and Tabellini (1999) provide empirical evidence to 

support their claim. Their empirical results are corroborated (qualitatively) by Charles Boix 

(2001) who finds a very strong negative coefficient of presidential regimes in the size of the 

public sector. 

In conclusion, there is one result in the literature that is corroborated in all analyses: 

democracy survives better under parliamentarism than under presidentialism. However, it seems 

like all the other characteristics described in the literature, while based on insightful analyses, do 

not seem to be corroborated all the time. The ironclad distinction between presidentialism and 

parliamentarism that exists in Linz (1994) or in Moe and Calwdell (1994) is not the bottom line 

of the most recent analyses. For example, Eaton (2000:371) concludes his review of the most 

recent literature on the subject of regime differences the following way: In most cases 

fundamental distinctions between parliamentarism and presidentialism tend to wash out.” 

Similarly, Cheibub and Limongi (2001: 25) argue: “The reality of both parliamentary and 

presidential regimes is more complex then what it would be if we were to derive these systems’ 

entire behavior from their first principles. So, what explains the difference? We suspect that the 

main difference between the two regimes is due to the way the decision-making process is 

organized.” To this set of questions I now turn. 

2. The Veto players’ Angle 
The veto players’ take on these questions is quite different. In order to understand the 

differences not only between democratic and non-democratic regimes, but also between 

presidentialism and parliamentarism, one has to focus on the process of law production:  

                                                                                                                                                             
54 See also Persson et. al. (2000). 
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-How are veto players selected?  

-Who are the veto players? (who needs to agree for a change of the status quo)?  

-Who controls the legislative agenda? (who makes proposals to whom and under what 

rules)?  

-If these players are collective, under what rules does each one of them decide (simple 

majority, qualified majority, or unanimity)? 

These three categories of regimes have significant differences in at least one of these 

dimensions. For example, the competitive process of veto player selection is the minimal 

definition of democracy as we saw in the first section. I will argue below that the issues of 

agenda control and cohesion of different veto players are in principle distinctions between 

presidential and parliamentary systems.  

a. How are Veto players Selected? 
The process required in the Schumpeterian definition of democracy makes the different 

elites competing for political power more representative of the opinions of the people they 

represent. Anthony Downs (1957) has presented a one dimensional policy space model of this 

competitive process. His model is so well known I will not present it here again. In the chapter 

on referendums (Chapter 5) I will present a multidimensional generalization of this model.55 

There are several conclusions that have been drawn from Downsian models that have to 

be discussed and moderated. For example, one may conclude that because of competition, 

democratic regimes are more representative of the will of the public. In addition, one could claim 

that two party competition leads to better representation of the public. Finally, one can think that 

while many democratic regimes have multiple veto players, authoritarian regimes have 

                                                 
55 I apologise to the readers who are aware of the difference between a one-dimensional analysis (leading always to 
a median voter outcome) and a multidimensional analysis (where the median voter almost never exists) for having to 
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necessarily a single one. While all these are reasonable inferences I will argue that they are by no 

means necessary conclusions of the Downsian model (or true for that matter).  

First, while electoral competition is a built-in condition for the introduction of the 

preferences of the public in politics, it is neither a necessary or sufficient condition for 

representation. The reader is reminded of Przeworski’s (1999) arguments presented in the 

previous section. In addition, we saw in the Introduction of this book more than two millennia 

ago, Thucydides was making similar arguments about Athenian democracy. His tastes were 

conflicting with the median voter and he was admiring the capacity of Pericles to deviate from 

the preferences of the public while blaming his successors for following “the whims of the 

multitude.”56 So, democracies do not necessarily represent the preferences of the median voter. 

On the other hand, authoritarian regimes do not necessarily deviate from the median voter 

preferences either. It is possible that the preferences of the public are very close or even identical 

to the preferences of the person in charge. For example, populist regimes like Peron in Argentina 

may present such similarities in preferences. 

Second, another improper conclusion that people may take from Downsian models is that 

the competition of two teams of elites may lead to a more representative or moderate system than 

the competition of multiple teams. The reason is that with two parties in a single dimension, the 

outcome is necessarily the position of the median voter. While with more than two parties or 

with more than two dimensions most of the time, there is no equilibrium outcome. In fact, as 

Lijphart (1999) discusses the argument that two party systems lead to political moderation has 

been, for a long time, the prevailing wisdom in Anglo-Saxon political science. Again, this is not 

a necessary conclusion. In fact, more recent empirical analyses (Huber and Powell (1994), 

                                                                                                                                                             
wait as long for the answer. 
56 See complete quote in the Introduction. 
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Powell (1999)) have demonstrated that multiparty systems provide a closer mapping between the 

preferences of the median voter and the preferences of the government. 

Finally, it is not true that non-democratic systems have necessarily a single veto player. 

While the decisionmaking process in democratic systems is usually more transparent to outside 

observers (like journalists or political scientists) who have a good idea of how policy decisions 

are made, this is not the case in non-democratic regimes. However, transparency does not 

necessarily mean multiple veto players, and lack of it does not imply a single one. Karen 

Remmer (1989) has made a forceful argument that different authoritarian regimes in Latin 

America have very different structures and in some of them, one individual is responsible for 

political decisions, while in others many players are endowed with the power to veto decisions. I 

claim that the situation is not unlike decisionmaking inside political parties in democracies. 

Political parties in democratic regimes are usually approximated by a single ideal point 

derived from their political manifesto. However, we do not know how this preference came 

about. Was it the preference of the leader of the party? Was it the compromise arrived at in an 

institution with few members (like a secretariat or a polit-bureau) or in a larger body (like a 

parliamentary group)? In the latter case, what was the decisionmaking rule? Were all members or 

some of them endowed with the power to veto the decision? The answers to all these questions 

are not answered with respect to both non-democratic regimes and political parties, and instead 

we are assuming single decisionmakers. I am just pointing out our lack of information about how 

some decisions are made both in democratic and non-democratic regimes and arguing that as 

Chapter 2 demonstrates, replacing collective veto players by individual ones is a reasonable 

approximation in the absence of such information. 

So, whether the veto players are decided by competition between elites for votes or by 
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some other process, distinguishes democratic from non-democratic regimes, but there is no 

necessary distinction in terms of representation or in terms of the actual number of veto players. 

One has to study the specific regime in order to make decisions on these matters. 

b. Veto players in Different Regimes 

Let us first identify what counts as a veto player. If the constitution identifies some 

individual or collective actors that need to agree for a change of the status quo, these obviously 

are veto players. For example, the United States Constitution specifies that an agreement of the 

House, the Senate, and the President (veto override excluded) is required for enactment of 

legislation. As a result, the Constitution specifies that there are three veto players. For reasons of 

simplicity in this section I will ignore that two of them are collective (Chapter 2 demonstrates 

that such a simplification is permissible). Consider now the special case that these three veto 

players have ideal points on a straight line. On the basis of the analysis of Chapter 1 one of them 

is absorbed, so, in this case the US would in fact have two veto players. Or, consider the situation 

where all three veto players are controlled by the same disciplined party (as was the case in the 

first 100 days of the Roosevelt administration), then two of the three veto players are absorbed 

and, consequently, in this period there is only one veto player. 

Consider now a unicameral parliamentary system. The constitution does not define who 

the veto players are or specify their number. Laws are voted by parliament, so, in a sense, the 

only veto player specified by the constitution is the parliament. However, let us assume that in 

this country a single party controls the government (as is generally the case in the UK or 

Greece). Then, this party is by definition the only veto player in the political system. It can 

implement any policy change it wishes, and no policy change that this party disagrees with will 

be implemented. Suppose that as a result of extraordinary political circumstances the single party 

government is replaced by a two party government like the coalition of the right and left in 

Greece in 1989, or a lib-lab pact in the UK. Now no law will be enacted unless both government 

partners agree on it. In other words, during this period Greece or the UK will be transformed into 
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a two veto players political system. More generally, the dynamics of a Parliamentary system 

require the agreement of one (Westminster systems) or more (coalition governments) parties for 

the modification of the status quo. Each one of these parties will decide by a majority of their 

parliamentary group, consequently, each one of these parties is a (collective) veto player. 

I will call institutional veto players individual or collective veto players specified by the 

constitution. The number of these veto players is expected to be constant but their properties may 

change. For example, they may be transformed from collective to individual (if one institution, 

deciding by simple majority, is controlled by a disciplined party) and vice versa. Also, their 

ideological distances may vary, so one or more of them may be absorbed. 

I will call partisan veto players the veto players who are generated inside institutional 

veto players by the political game. For example, the replacement of a single party majority by a 

two party majority inside any institutional veto player transforms the situation from a single 

partisan veto player to two partisan veto players. Both the number and the properties of partisan 

veto players change over time. Parties may lose majorities, they may split, they may merge and 

such transformations may have effect on the number of partisan veto players. This is the point I 

will develop in the remainder of this section. 

Consider a five party parliament in a unicameral parliamentary system. According to the 

constitution, legislation is enacted when a majority of this parliament agrees to replace the status 

quo. Let us assume (to simplify matters) that the five parties are cohesive and that any three of 

them control a majority. The reader can consult Figure 2.4 in order to visualize such a system. 

The situation specified by the constitution is a single institutional collective veto player. 

According to Chapter 2, if we know the status quo SQ we can identify the (majority) wincircle. 

This is the lightly shaded circular area in the figure. We can also identify the exact set of points 

that defeat SQ (the darker shaded area W(SQ)). 

Now consider that not all coalitions are possible but that three of the parties A, B, and C 

form a government.  This alliance makes sure that none of them enters into coalitions with 

parties D or E. This additional information alters the number of partisan veto players as well as 
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the expectations of the feasible solutions. The only points that can defeat SQ are located in the 

deeply shaded lens. So, the new information transformed the analysis of the political system 

from one collective veto player to three individual ones and reduced the winset of the status quo. 

In the previous scenario we moved from any possible coalition to one and only one and 

we omitted the intermediate case when several coalitions are possible as long as they do not 

include one particular party. One can think of such a political scenario when the communists or 

some other specific party will be excluded from all possible majorities. In fact, such a case would 

be equivalent to a qualified majority requirement imposed on the legislature, a case that we 

studied theoretically in Chapter 2, and will address again in Chapters 4 and 6 when we discuss 

qualified majorities. 

These scenarios can help us analyze specific political situations. For example, what is the 

overall veto player configuration in a country with many institutional veto players if within each 

one of them there are many partisan veto players? The previous analyses indicate that we 

proceed in three steps: First, we locate institutional veto players in a multidimensional space. 

Second, we proceed to desegregate them into the partisan players they are composed of in order 

to identify the individual or collective veto players inside each one of them. Third, we apply the 

absorption rules to this system: if some of the veto players are located in the unanimity core of 

the others, we can eliminate them because they do not restrict the winset of the status quo. For 

example, if we have a presidential bicameral system where one of the chambers decides by 

majority rule and the other by qualified majority rule (an example selected on purpose because 

the US approximates it, given that important decisions require cloture of potential filibusters by a 

3/5 majority in the Senate) then we will locate the area of intersection of the winsets of the two 

collective players and intersect it with the winset of the President. If a replacement of the status 

quo exists, it has to be located in the intersection. 

Let us go to a less complicated situation: some laws in Germany (zustimmungsgesetze, 

i.e. agreement laws) require the agreement of both the Bundestag and the Bundesrat; while for 
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others (einspruchsgesetz) a majority in the Bundestag is sufficient for passage.57 What is the 

difference between the two kinds of laws? In order to answer the question we have to 

differentiate between two possible situations depending on whether the majorities in the two 

houses are the same or different. If the parties that control the majority in both houses are the 

same, there is no difference between the two kinds of legislation (for simplicity, I assume that the 

positions of the parties in each house are identical). If the majorities are different, then the 

government coalition consisting of two parties will have to request the approval from one party 

of the opposition, which will raise the number of veto players in Germany to three. In this case, 

there will be a significant difference between zustimmungsgesetze and einspruchsgesetz and the 

first will be much more difficult to be adopted than the second. 

Similarly, in presidential systems there is a difference between laws and executive 

decrees. The former require involvement of many veto players (the ones existing in one or two 

legislative chambers and the president), while the latter require only presidential approval. We 

will return to this distinction in the next chapter.  

There is also a difference between law and government decree in France, but it works in 

the exact opposite direction. Laws require a vote in parliament, while government decrees 

require an agreement in government. The President of France is part of the government but he 

has no veto power over legislation. As a result, the president can veto a government decree but 

not legislation. If the President is not supported by the parliamentary majority (a situation which 

in France is called cohabitation) laws are easier to pass than government decrees. This is exactly 

what Prime Minster Chirac did in the first cohabitation period (1986-88). When confronted with 

president Mitterrand’s refusal to sign government decrees, he reverted the same documents into 

laws and made it impossible for the president to veto them. 

I have deliberately focused on institutional and partisan actors that exist in every 

democratic system, and ignored other potential veto players, such as courts or specific 

                                                 
57 Sometimes a two thirds majority in the Budestag is required in order to overrule a two thirds majority in the 
Bundesrat. 
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individuals (influential ministers, possibly army officials) that may or may not exist in particular 

political systems. I will address the issue of courts in Chapter 10. With respect to other actors, I 

will consider them as random noise at the level of this analysis, but I claim that they should be 

included in analyses of specific policy areas, or case studies. For example in corporatist countries 

the veto players of the political system may be replaced by labor and management, the actual 

negotiators of specific labor contracts. Similarly, in analyses of the US defense policy in the 

eighties and early nineties one may have to include Sam Nunn as a veto player since he was able 

to abort decisions of both President Bush (the appointment of secretary of defense) and President 

Clinton (gays in the military). Similarly in Foreign Relations, Senator Jesse Helms was able to 

abort many of President Clinton’s initiatives (particularly nominations). However, one should 

not jump from the consideration of one specific committee chair as a veto player to the inclusion 

of all committee chairs in the US as veto players, and certainly not to all committee chairs in 

other systems as veto players.  

In the case that arguments can be made that certain institutions or individuals have veto 

powers (whether formally like committees, or informally like in some cases representatives of 

the armed forces), analyses of decisionmaking should include these veto players and their 

preferences. Chapter 6 focuses on different decisionmaking modes, (multiple collective veto 

players, qualified majorities etc.) that can be used for the analysis of such cases. 

c. Agenda Setting in Presidentialism and Parliamentarism 
I discussed the power of agenda setting in Proposition 1.5 (Chapter 1). We can use this 

proposition in order to identify differences between presidential and parliamentary regimes. As a 

general rule, in parliamentary systems the government makes a proposal to parliament to accept 

or reject, while in presidential systems, parliament makes a proposal to the executive to accept or 

veto. In this sense, the roles of agenda setting are reversed in the two systems. Not only are they 

reversed, but also the names used for each one of these systems do not reflect the legislative 

reality: one expects presidents to be powerful in presidential systems, and parliaments in 
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parliamentary. The analysis I present reverses the roles in the legislative arena. My argument is 

that if parliament is strong in parliamentary systems it is not because of legislation; it is because 

it can withdraw its support from the government and replace it. If the president is strong in 

presidential systems it is not because of his power to legislate, but because of executive decrees, 

power to decide on foreign policy and other matters. 

This strange and surprising assessment has been identified by other authors, but to my 

knowledge the cause (agenda setting) has never been pointed out. For example, Seymour Martin 

Lipset (1996: 151) has argued: “The fact that presidencies make for weak parties and weak 

executives, while parliaments tend to have the reverse effect, certainly affects the nature and 

possibly the conditions for democracy. But much of the literature wrongly assumes the opposite: 

that a president is inherently stronger than a prime minister, and that power is more concentrated 

in the former.” Similarly, Stepan and Skach (1993: 18) argue: “Here, then, is the paradox. Many 

new democracies select presidentialism because they believe it to be a strong form of executive 

government. Yet, …presidential democracies enjoyed legislative majorities less than half of the 

time… executives and legislatures in these countries were “stuck” with one another.” In a more 

picturesque way LB Johnson gave the following one-liner: “Being president is like being a 

jackass in a hailstorm. There’s nothing to do but stand there and take it” (quoted in Ames 2001: 

158). Veto players theory argues that if parliaments are weak in parliamentary systems and 

strong in presidential ones, if presidents are weak and prime minsters strong it is not for 

idiosynchratic or random reasons, but because agenda setting is controlled by governments in 

parliamentary systems and parliaments in presidential ones. This is a blanked statement that we 

will qualify in the next chapter. 
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One last and important point: the fact that the agenda setter has the powers identified in 

Proposition 1.5 does not mean that the other veto players become irrelevant as the following 

example indicates. Consider the US presidential race in the year 2000. If one accepts the 

argument that Congress controls the agenda, does it follow that the result of the election does not 

matter very much, or that it would matter more if the president controlled the agenda? Not 

necessarily, because the final outcome depends on the position of the other veto players and the 

status quo. 

   INSERT FIGURE 3.1 

Figure 3.1 presents a possible configuration of different players in order to make the 

point. Consider that the congressional agenda setter is the house majority leader (Republican 

Tom Delay) and that the ideal point of candidate George Bush is located between the ideal point 

of candidate Al Gore and the House majority leader. For a status quo indicated in the figure, 

Tom Delay (TD) would make a different proposal to George Bush (PGB) than to Al Gore (PAG; 

were he elected). In fact, the electoral result made a difference under the configuration of Figure 

3.1 because the House controls the agenda. If the president controlled the agenda both candidates 

would make the same proposal (PP) to the House. 

This example is based on many questionable assumptions: I ignored the Senate to 

simplify the representation; I assumed that Tom Delay would make the proposal, while he may 

have to negotiate with the more moderate republicans (closer to Bush). However, it captures 

some important part of the political situation in the 1994-2000 period. Bill Clinton is better 

known for his ability to frustrate Republican plans (mainly the Republican “contract with 

America”) than promoting his own plans. One can think of a few positive measures like the tax 

increase in 1993 (that occurred when both chambers of Congress were controlled by the 
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Democrats) and some trade measures (Nafta and China; that occurred because Clinton led some 

Democrats to a coalition with Republicans) that did not fit a “blocking” Republican policies 

mode. 

The reader may be surprised that according to the above analysis the result of the 

presidential election was more significant if the president has no agenda setting powers that if he 

does. How does this analysis jibe with the powers of agena setting discussed in Chapter 1 

(proposition 1.5)? Here I was comparing two different players assuming that they do not control 

the agenda, while proposition 1.5 compares the power of veto players when they control the 

agenda or not. Proposition 1.5 in our example implies that both Bush and Gore would prefer to 

control the agenda than to leave it to Tom Delay, which is certainly true. 

In a nutshell this section argued that agenda control belongs to the parliament in 

presidential systems and to the government in parliamentary ones. In the next chapter, I will 

flesh out this picture, and demonstrate that this prima facie difference of agenda setting has to be 

analyzed and documented on a country-by-country basis. The differences from one country to 

the next may be so significant that some presidential systems may provide so many agenda 

setting powers to the president that they look parliamentary, and some parliamentary systems 

may take away so many agenda setting initiatives from the government that they look 

presidential. 

d. Veto player Cohesion in Presidentialism and Parliamentarism 
The literature on presidentialism and parliamentarism has identified another significant 

(from the point of view of veto players) difference between the two types of regimes. Parties are 

more disciplined in parliamentary systems than in presidential ones, although as discussed in 

section 1 empirical evidence disputes the strength of this relationship.  
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The literature on electoral systems has provided a different source of variability of party 

discipline: the personal vote. Indeed in electoral systems where candidates compete for a 

personal vote they are likely to pay attention to the demands of their constituency as well as in 

the demands of their party, while in situations where the candidate’s chances depend only on the 

party leadership loyalty to the party should be the rule.58 So, party cohesion and discipline will be 

higher in systems without a personal vote. 

As we have seen in Chapter 2, the internal cohesion of collective veto players affects the 

size of the area within which the winset is located. The lower party cohesion, the lower is policy 

stability. If we combine this argument with the findings of the literature on party cohesion in 

different regimes we will conclude that ceteris paribus presidential systems have lower policy 

stability. This is a very strong ceteris paribus clause because it is probably impossible to keep 

everything else equal. The fact that parties lack discipline in presidential systems makes it 

difficult or even impossible to identify the origins of particular votes. As a result, it is difficult to 

identify partisan veto players in presidential systems. Whenever this is the case, we will be 

confined to the study of institutional veto players. 

For example, in the US under divided government if parties were cohesive only 

bipartisan bills would go through, even ignoring the possibility of filibuster (which we will 

discuss in Chapter 6). It is because parties are not cohesive that policymaking becomes possible. 

For example, Clinton passed his tax reform in 1993 without a Republican vote, while he passed 

his Nafta agreement mainly with Republican votes. If one of such coalition shifts were not 

possible there would have been fewer policies made under the Clinton presidency. But as a result 

of these shifts we cannot replace institutional with partisan veto players in a presidential system. 

                                                 
58 See Carey and Shugart (1995) for distinctions of different electoral systems along these lines. 
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On the other hand, not all presidential systems have the same party moderation as the US, 

where almost every coalition is possible. In some presidential systems certain parties may not be 

supporting government measures under any circumstances. If this is the case, we may not be able 

to replace institutional veto players with partisan ones, but we may be able to exclude some of 

the parties as possible veto players. This information would increase policy stability but would 

not provide the precision that we could have if we knew that a specific combination of parties 

would support some particular bill. We would analyze this situation as a case of decision-making 

under qualified majority in Chapter 6. 

3. Criticisms to veto players theory 
The difference in the analysis between regime types on the one hand and veto players on 

the other has been one of the strongest as well as the most criticized aspects of veto players 

theory. It has been the strongest because at the theoretical level one can analyse different kinds 

of regimes or other institutional settings within the same framework. It has been the most 

criticized, because different authors dispute that institutional and partisan players can be treated 

the same way. So, here I will address some of the criticisms formulated in previous incarnations 

of the veto players theory and explain the way I have addressed them in this book. 

The main critical argument was that while the conceptualization of different institutional 

settings in a unified framework in my original formulation of the veto players theory (Tsebelis 

(1995)) is a positive development, there is an important distinction between institutional and 

partisan veto players and the two should not be lumped together. Kaare Strom (2000) has made 

the most persuasive theoretical argument, and so I will address his point first. 

Strom discusses issues of delegation and accountability in parliamentary systems and 

makes the point that the chain of delegation is a single one in parliamentary systems (from voters 
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to parliament, to prime minister, to ministers, to bureaucrats) delegation in presidential systems 

occurs with competing principles and agents (voters to multiple representatives (president, 

house, senate) and these representatives collectively oversee the bureaucrats)). I will address the 

issue of delegation to bureaucracies in Chapter 10 where I focus on bureaucracies. Here I want to 

focus on the criticism that he presents on the distinction between institutional and partisan veto 

players. Here is Strom’s criticism in its most general form: 

“Although Tsebelis thus identifies intriguing similarities between presidential and multi-party 
parliamentarism, the distinction remains important for our purposes…. More generally, it is 
misleading to treat institutional and partisan veto players additively, since parties and the 
institutions in which they operate are not mutually independent, but rather highly interdependent. 
A credible veto player must have both opportunity and motive to exercise his or her veto. 
Partisan veto players may have motive (although this is not always obvious), but they do not 
generally have opportunity. Institutional veto players by definition have opportunity, though not 
necessarily motive. Interestingly, Tsebelis (1995: 310) discounts institutional veto players that 
have no discernible motive, i.e. when their preferences are identical to those of the other veto 
players, for example, in congruent bicameral legislatures. The same treatment should be 
accorded to partisan players that have no demonstrable opportunity to exercise veto.” (Strom 
2000: 280) 
 

In order to support his argument, Strom brings the example of “oversized” coalitions, or 

extremist parties who may not want to veto a government policy and leave the government. Such 

players in his opinion can be bypassed, and cannot be counted the same way as institutional veto 

players. 

Strom makes a series of correct points in the previous passage. It is true for example that 

in the article he refers to I had identified only identical veto players as cases for application of 

the absorption rule, and, as a consequence, I was applying this rule only to institutional veto 

players. In the current version of my argument I have presented the most general possible 

absorption rule, Proposition 1.2, where it does not matter if the players absorbed are institutional 

or partisan. For example, if in Figure 1.7 the system of veto players A is in one chamber of a 

legislature and the system of veto players B is in another chamber, the system B will be absorbed 
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no matter whether this second chamber is the House or the Senate. Legislation that is approved 

by the system A of veto players will necessarily have the approval of the system B. Similarly, if 

a country had a bicameral legislature with one chamber composed only of the veto players in 

system A, and the other composed of the system of As and one B the overall situation would be 

equivalent with a single cameral legislature composed out of the three veto players of the system 

A. For example, in Japan the leading LDP lost the majority in the Senate in 1999. As a result the 

LDP included representatives of the Liberals and Komeito (Clean Government Party) in the 

government, although technically speaking their votes were not required for a House majority. 

Similarly in Germany if the Bundesrat is controlled by the opposition the situation is not 

politically different from a grand coalition: legislation that is not approved by both major parties 

will not be accepted. Or, in a Presidential system if the president’s party has the same 

preferences with the president it will be part of any policymaking coalition, because if a bill does 

not get its support it will be vetoed by the President. So, the current version of the absorption rule 

is much more general from the one criticized by Strom and takes into account some of his 

objections. 

It is also true that parties members of oversized governments can be bypassed as veto 

players, while institutional veto players cannot as Strom argues. I deal with this objection 

theoretically in Chapter 4 and present empirical evidence supporting my argument in Chapter 7. 

Where Strom is not correct in my opinion is in the last part of his argument where he 

proposes, “The same treatment [i.e. absorption] should be accorded to partisan players that have 

no demonstrable opportunity to exercise veto.” Parties in government are there to agree on a 

government program. In fact, as we will see in the next chapter such programs take a long time 

to be negotiated, governments make serious efforts to have voted and implemented everything 
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included in them as de Winter (2001) has carefully demonstrated. In addition, if new issues come 

on the political horizon the different parties members of government have to address them in 

common. If such a political plan is not feasible the government coalition will dissolve, and a new 

government will be formed. So, the request that parties in government have “demonstrable 

opportunity to exercise veto” is either equivalent to participation in government, or unreasonable. 

Indeed, participation in a government grants parties the right to veto legislation and to provoke a 

government crisis if they so wish. This is a sufficient condition for a party to qualify as veto 

player. If “demonstrable opportunity” is on a case by case basis, it is impossible to be met 

empirically, because even cases where veto was actually exercised and legislation was aborted as 

a result may not be “demonstrable” given the secrecy of government deliberations. 

Another type of criticism is empirically based. The argument is that in some specific 

issue different kinds of veto players have conflicting effects, so, veto players should not be 

included in the same framework. Here is how Vicki Birchfield and Markus Crepaz present the 

argument: “Not all veto points are created equal. We argue that … it is necessary to distinguish 

between “competitive” and “collective veto points” which are not only institutionally different 

but also lead to substantively different outcomes. Competitive veto points occur when different 

political actors operate through separate institutions with mutual veto powers, such as federalism, 

strong bicameralism, and presidential government. These institutions, based on their mutual veto 

powers, have a tremendous capacity to restrain government…. Collective veto points, on the 

other hand, emerge from institutions where the different political actors operate in the same body 

and whose members interact with each other on a face-to-face basis. Typical examples of 

collective veto points are proportional electoral systems, multi-party legislatures, multi-party 
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governments, and parliamentary regimes. These are veto points that entail collective agency and 

shared responsibility.” (Birchfield and Crepaz (1998: 181-82)).  

These arguments seem similar to Strom’s in the sense that they are intended to 

differentiate presidential from parliamentary systems, but significantly less precise. For example, 

the “face to face basis” does not distinguish the interaction between government and parliament 

on the one hand and conference committees in bicameral legislatures on the other. In both cases 

there is personal interaction but not very frequent, so it is not clear why parliamentarism is 

distinguished form bicameralism on this basis.  

On the basis of outcomes, the authors argue that higher economic inequality associated 

with competitive veto players, and lower associated with collective ones. In another article 

Crepaz (2001) finds similar results associated with Lijphart’s (1999) first and second dimension 

of consociationalism, the “executive-parties dimension” and the “federal-unitary dimension.” In 

the same article Crepaz (2001) equates the two distinctions: Lijphart’s first dimension with the 

Birchfield and Crepaz “collective veto points” and Lijphart’s second dimension with the 

Birchfield and Crepaz “competitive veto points.” 

I find some inconsistencies in these arguments and I consider the generalizability of their 

findings questionable. Lijphart’s distinctions are not equivalent with those made by Birchfield 

and Crepaz. For example, the former includes the following five characteristics in his federal-

unitary dimension: 1) unitary vs. federal government. 2) unicameral vs. bicameral legislatures. 3) 

flexible vs. inflexible constitutions. 4) absence or presence of judicial review. 5) central bank 

dependence or independence. There is no reference to presidential government, which Birchfield 

and Crepaz consider a characteristic of  “competitive veto players”, and there is no reference of 

central banks, or constitutions, or judicial review in the competitive veto players concept of 



 134

Birchfield and Crepaz. Similarly, parliamentarism is a characteristic of collective veto players 

according to Birchfield and Crepaz, but not a characteristic of Lijphart’s first dimension; 

corporatism is a characteristic for Lijphart, but not for Birchfield and Crepaz. As a result of these 

differences, I am not sure which characteristics are responsible for the inequality results. 

If one eliminates the characteristics that are not common in the different indexes (which 

would include presidentialism vs. parliamentarism, which is not in Lijphart’s list) the common 

denominator of the findings is that federalism increases inequalities but multipartyism reduces 

them. I can understand why federalism is likely to increase inequalities: because some transfer 

payments are restricted within states, consequently, if the federation includes rich and poor states 

transfers from the former to the latter are reduced compared to a unitary state. I do not know why 

multiparty governments reduce inequality, and I do not know whether this finding would 

replicate in samples larger than OECD countries. If there is a connection, in my opinion, it 

should incorporate the preferences of different governments. It is not clear that all governments 

try to reduce inequalities, so that multiparty governments are “enabled” (as Crepaz claims) to do 

so more than single party ones. The usual argument in the literature is that the Left (as a single 

party government or as a coalition) aims at reducing inequalities, not some particular institutional 

structure. 

Finally, even if there are answers to all these questions, the relationship between 

inequality and specific institutional characteristics is not a negation of the arguments presented in 

this book. Nowhere have I argued that veto players produce or reduce inequalities. In addition, 

this chapter argues that while there may be similarities among non-democratic, presidential and 

parliamentary regimes with respect to the number of veto players and the ideological distances 

among them, there are differences in terms of agenda setting and party cohesion. Nor have I ever 
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argued that federalism has no independent effect besides the one operating through veto players. 

As I will demonstrate in Chapter 6, federalism is correlated with veto players because it may add 

one or more veto players through the strong second chamber of a federal country, or through 

qualified majority decisions. As a result, federalism can be used as a proxy of veto players when 

information on veto players is not available.59 However, this is not the only possible effect of 

federalism and it may also operate independently. For example, in Chapter 10 I argue that federal 

countries are more likely to have active judiciary because these institutions will resolve problems 

of conflict between levels of government. 

In conclusion, Strom has helped identify some weaknesses in earlier versions of my 

argument. The expansion of the absorption rule introduced in this book covers both institutional 

and partisan veto players. Strom has a valid argument with respect to non-minimum winning 

coalitions, which I will address in the next chapter. But he introduces too severe a restriction in 

parliamentary systems when he requires that “demonstrable opportunity to exercise veto” should 

be present for a party to count as a veto player. I argue that participation in government is a 

sufficient condition.  

Conclusions  
I presented a review of the differences between non-democratic and democratic systems, 

as well as between presidential and parliamentary systems, and re-examined these literatures on 

the basis of veto players theory. This analysis led me to introduce the concepts of institutional 

and partisan veto players, and to identify such players in a series of situations. It turns out that 

the number of veto players may change over time in a country (if some of them are absorbed 

because they modify their positions), or that the same country may have different veto player 

constellations depending on the subject matter of legislation (like Germany). 

                                                 
59 In chapter 10 I discuss an article by Treisman (2000) using exactly this strategy. 
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With respect to veto players, while non-democratic regimes are generally considered to 

be single veto player regimes, close analysis may reveal the existence of multiple veto players. 

So, the number of veto players is not a fundamental difference between democratic and non-

democratic regimes either. 

My review of the literature on presidentialism and parliamentarism pointed out that while 

there is a conclusive difference in terms of the probability of survival of democracy, all other 

differences are disputed in current political analysis. Analysis of presidentialism and 

parliamentarism points out that the most important difference between these regimes is the 

interaction between legislative and executive in parliamentary systems and their independence in 

presidential ones. The other differences seem fuzzy. In terms of veto players there are similarities 

between presidential and multiparty parliamentary systems, and they contrast with single party 

governments in parliamentary systems. There are differences between presidential and 

parliamentary systems in terms of who controls the agenda governments in parliamentary 

systems, parliaments in presidential ones (to be discussed further in the next chapter), and in 

terms of the cohesion of parties in each system (presidentialism is on the average associated with 

lower cohesion). We will focus on the question of who controls the agenda and how in the next 

chapter. 
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Difference between “Gore” and “Bush” presidency
when the president controls or does not control the agenda

TDGBAG

PAG PGBPP

FIGURE 3.1

SQ

Both Presidents make the same proposal (PP) if they control the agenda;
If the agenda is controlled by the legislative “Gore” accepts PAG, and “Bush” PGB  
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CHAPTER 4: GOVERNMENTS AND PARLIAMENTS 

Introduction 
In this chapter I focus on agenda setting mechanisms more in detail. I demonstrate that 

there are two important variables one has to examine in order to understand the power of the 

government as an agenda setter in parliamentary systems. The first is positional, the relationship 

between the ideological position of the government and the rest of the parties in parliament. The 

second is the institutional provisions enabling the government to introduce its legislative 

proposals and have them voted on the floor of the parliament, that is, the rules of agenda setting. 

Both these questions are generated from the analysis in Part I. They focus on agenda setting and 

study the positional and institutional conditions for it. It turns out that my analysis has some 

signficnat differences from the existing literature. 

The first difference is that we will be focusing on the characteristics of governments in 

parliamentary systems instead of the traditional party system focus (Duverger, Sartori). 

According to the traditional literature two party systems generate single party governments 

where the parliament is reduced into a rubberstamp of government’s activities, while multiparty 

systems generate more influential parliaments. The party systems analysis focuses on 

parliaments because they are the source from where governments originate, in technical terms 

the “principals” who select their “agents”. Veto players focuses on governments because they are 

the agenda setters of legislation as we said in Chapter 3. Single party governments will have all 

discretion in changing the status quo, while multiparty governments will make only incremental 

changes.  

A second difference between my analysis and existing influential literature is the question 

of exclusive ministerial jurisdictions (Laver ans Shepsle (1996)). On the basis of my analysis 

agenda setting belongs to the government as a whole. It is possible that in some areas it is the 
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prime minister, in others the minister of finance, in yet others the corresponding minister. It can 

also done through bargaining among the different government parties. All these possibilities are 

consistent with my approach, while Laver and Shepsle assign agenda setting to the 

corresponding minster. 

A third difference regards the interactions between governments and parliaments. While 

most of the literature differentiates between presidential and parliamentary regimes, one 

researcher (Lijphart (1999)) in his influential analysis of consociational versus majoritarian 

democracies merges regime types (like this book does) and focuses on the concept of “executive 

dominance” as a significant difference between and across regimes. Executive dominance in 

Lijphart’s words captures “the relative power of the executive and legislative branches of 

government” (Lijphart (1999: 129)) and is approximated by cabinet durability in parliamentary 

systems. I argue that the interaction between executives and legislatures is regulated by an 

institutional variable: the rules of agenda setting. Let me explain what these differences involve. 

The difference of an analysis on the basis of party systems (i.e. parties in parliament) or 

government coalitions (i.e. parties in government) may appear to be trivial. After all, multiparty 

systems lead usually to coalition governments, and two party systems to single party 

governments. However, the correlation is not perfect. For example, Greece (a multiparty 

country) has a government that completely controls the legislature. Besides the differences in 

empirical expetations (Greek governments are expected to be strong on the basis of veto players, 

while their single party composition is a failure of understanding the relationship between 

governments and parliaments generated by party system analysis) the major difference is in the 

identification of causal mechanisms shaping the interaction between governments and 

parliaments.  
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I also argue that the veto players variable is not dependent on institutions or party 

systems alone, but derived from of both of them. For example, veto players include not only 

partners in government, but also second chambers of the legislature, or presidents of the republic 

(if they have veto power). In addition, a party may be significant in parliament and count in the 

party system of a country, but its approval of a legislative measure may not be required in which 

case it will not be a veto player. Finally, one or more veto players whether a government partner, 

a second chamber, or a president of the republic may be absorbed and not count as veto players 

as demonstrated in Chapter 1.  

The question whether it is minsters that control the agenda or the whole government is a 

minor one, however since my approach shares Laver and Shepsle the importance attributed to 

agenda setting, I need to clarify that some empirical evidence conflicting with their expectations 

does not affect my analysis. 

Equally trivial may seem the difference on whether the relationship between governments 

and parliaments is determined on the basis of government duration or agenda setting rules. Yet, 

government duration varies only in parliamentary systems, ans consequently cannot be used as a 

proxy of executive domiance in presidential systems, or across systems; agenda setting rules can 

be used across systems. In addition, I argue that there is no logical relationship between 

executive dominance and government duration, so a different variable is necessary for the study 

of the relationship between legislative and executive. I demonstrate that this relationship can be 

capured by the rules regulating legislative agenda setting. 

The chapter is organized in three sections. Section I studies the positional conditions of 

agenda setting. I focus on different kinds of parliamentary governments (minimum winning 

coalitions, oversized governments and minority governments) and study their ability to impose 
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their preferences on the parliament. I demonstrate that when the agenda setter is located centrally 

among the other players he is able to produce outcomes very close to his ideal point even if he 

does not control a parliamentary majority. Section II focuses on the institutional provisions of 

agenda setting. While all parliamentary governments have the ability of asking the question of 

confidence, in order to force parliament to comply with their preferences they also dispose of a 

series of other weapons that enable them to shift outcomes in their favor. We study such 

institutional arrangements in some detail. Section III compares the results of sections I and II 

with altenrative influential approaches in the literature and shows the differences of veto players 

analysis with party systems accounts, with minsterail discretion, or with government duration as 

a measure of executive dominance. Most of this chapter studies parliamentary systems, because 

of restrictions in the literature. However I do not miss opportunities to show how the arguemtns 

apply to presidential regimes as well. 

1.Positional advantages of agenda control. 
As I argued in Chapter 3, in parliamentary systems it is the government that controls the 

agenda. One of the major reasons is its capacity to associate a vote on a bill with the question of 

confidence (Huber 1996). Such a government initiative either forces the parliament to accept the 

government proposal or replaces the government. As a result, from our point of view every 

government as long as it is in power is able to impose its will on parliament (the underlined 

words are not trivial). My statement holds for any kind of parliamentary government, whether or 

not it controls a majority of legislative votes.  

Some simple statistics suggest that the general assessment that governments control the 

agenda in parliamentary democracies is correct. In more than 50 percent of all countries, 

governments introduce more than 90 percent of the bills. Moreover, the probability of success of 
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these bills is very high: over 60 percent of bills pass with probability greater than .9 and over 85 

percent of bills pass with probability greater than .8 (Inter-Parliamentary Union, 1986, Table 29). 

However, even if governments control the agenda, it may be that parliaments introduce 

significant constraints to their choices. Or, it might be that parliaments amend government 

proposals so that the final outcome bears little resemblance to the original bill. I argue that most 

of the time, neither of these scenarios is the case. Problems between government and parliament 

arise only when the government has a different political composition from a majority in 

parliament. By examining all possible cases of relationships between government and a 

parliamentary majority, I will demonstrate that such differences are either non-existent, or, if 

they do exist, the government is able to prevail because of positional or institutional weapons at 

its disposal. 

There are three possible configurations underlying the relationship between government 

and parliament, minimum winning coalitions (which are the textbook case), oversized 

governments (i.e., governments that include more parties than necessary to form a majority) and 

minority governments (i.e., governments not supported by a majority). These three categories are 

mutually exclusive and collectively exhaustive forms of government in parliamentary systems.  

A. Minimum winning coalitions. This is the most frequent (if we include single party 

governments in two party systems that are, by definition, minimum winning coalitions) and least 

interesting case in our discussion. The government coincides with the majority in parliament, 

and, consequently, there is no disagreement between the two on important issues. As Figure 2.4 

indicates, the minimum winning coalition represented in government restricts the winset of the 

status quo from the whole shaded area of the figure to the area that makes the coalition partners 

better off than the status quo. There is one exception to consider:  If the government parties are 
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weak and include members with serious disagreements over a bill, the bill may be defeated in 

parliament. This, however, is only a marginal possibility because votes are public and party 

leaders possess serious coercive mechanisms that pre-empt public dissent (Italy was the only 

exception to the rule until the government introduced open votes in 1988 and did away with the 

problem of franchi tiratori, that is, parliamentarians who voted to defeat and embarrass their own 

government). The most serious of these mechanisms is elimination from the list.  

Even in cases where a secret ballot is required, party leadership may manage to structure 

the ballot in a way that enables them to monitor their MPs. A good example of such structuring 

comes from Germany. In 1972, Chancellor Willy Brandt was about to lose the majority 

supporting his coalition because of defections from his own party, the SPD, and his coalition 

partner, the FDP. On April the 27th he faced a constructive vote of no confidence in the 

Bundestag.60 According to parliamentary rules, a vote of confidence is a secret ballot, and the 

Chancellor was afraid he might lose his majority. For that reason, he instructed the members of 

his coalition to stay in their places and not participate in the vote, thus effectively controlling 

possible defectors. The vote failed by one vote (247 out of the 496 members of the Bundestag 

supported the leader of the opposition, Rainer Barzel. (Tsebelis (1990)). 

In general, the coalition formation process gives an important advantage to governments. 

Either the leadership, or the leading party personalities are included in the government, so when 

they come to an agreement it is difficult for other members of parliament to challenge or undo it. 

An example of the latter is the following statement from the Norwegian Prime-Minister Kare 

Willoch regarding his coalition government: "I wanted their leading personalities in the 

government. It was my demand that their party leaders should be in government because I did 

                                                 
60 According to article 67 of the German basic law, the chancellor cannot be voted out of office unless the successor 
has been voted into office. 
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not want to strengthen the other centers which would be in parliament. That was my absolute 

condition for having three parties in government." (Maor, 1992: 108)  

B. Oversized coalitions. Oversized majority governments are very common in Western 

Europe. Laver and Schofield (1990) calculate that four percent of the time (of the 218 

governments they examine), a party that forms a majority alone will ask another party to join the 

government; and 21 percent of the time, while there is no majority party, the coalition formed 

contains one or more parties more than necessary. In such cases, some of the coalition partners 

can be disregarded and policies will still be passed by a majority in parliament. Should these 

parties be counted as veto players, or should they be ignored?  

Ignoring coalition partners, while possible from a numerical point of view, imposes 

political costs because if the disagreement is serious the small partner can resign and the 

government formation process must begin over again. Even if government formation costs can 

be avoided (by the formation of a government that includes all previous coalition partners 

without the disagreeing party) the argument is still valid, because the proposed reform will be 

introduced in parliament by a coalition that does not include the disagreeing party. Here is how 

Maor reports the position of a leader of the liberal party, member of the government coalition in 

Denmark: "We could stop everything we did not like. That is a problem with a coalition 

government between two parties of very different principles. If you cannot reach a compromise, 

then such a government has to stay away from legislation in such areas.” (Maor 1992: 99***)61 

Simple arithmetic disregards the fact that there are political factors that necessitate 

oversized coalitions. Regardless of what these factors might be, for the coalition to remain intact 

the will of the different partners must be respected. Consequently, while the arithmetic of the 

                                                 
61 I do not know whether the government implied here is a minimum wining or an oversized coalition, but the logic 
applies to both. 
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legislative process may be different from the arithmetic of government, a departure from the 

status quo must usually be approved by the government before it is introduced to parliament, 

and, at that stage, the participants in a government coalition are veto players. This analysis 

indicates that, overall, oversized governments will have the same regularities as minimum 

winning coalitions, but there relations will be weaker because they do not have to hold in every 

situation. 

However the above arguments have not persuaded Strom (2000) as we saw in Chapter 3. 

His argument is that some of the parties in oversized coalitions will not have the “opportunity to 

exercise veto.” If this is the case, one should count only the parties that are required for a 

majority. It is not difficult to model the numerical requirements and locate the winset of an 

oversized coalition in the veto players framework: one can think that the parties composing the 

oversized government coalition do not decide by unanimity (as the political argument implies), 

but by qualified majority (as the number of votes permits). If say three out of four oversized 

coalition parties are required for a majority decision, then we can identify the winset of the ¾ of 

the government coalition. Chapter 2 shows the (¾) qualified majority winset is larger than the 

unanimity set of the government coalition and where the possible outcomes will be located. 

To sum up. I provide a political argument why the will of coalition partners should be 

respected as long as the government remains in place: because coalition partners in disagreement 

may depart from the government. Strom relies on a numerical argument that since in oversized 

governments the votes of some parties may not be necessary, these parties will not insist on their 

position, and bills will be approved without their votes. It is true that sometimes parties stay in 

coalitions and vote against policies (for example in Israel Labor remained inside the Sharon 
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coalition, yet made it known that it was against retaliation for the Sbarro bombing).62 If this 

phenomenon does not happen frequently, then counting all government coalition partners as veto 

players will be a good approximation for empirical analyses. If on the other hand coalition 

partners vote frequently against their own government, then a qualified majority voting argument 

should be applied in empirical analyses. In chapter 7 the reader will verify that counting all 

coalition partners as veto players provides a good approximation for policy stability. 

C. Minority governments. These governments are even more frequent than oversized 

coalitions. Strom (1990) has analyzed minority governments and found that they are common in 

multiparty systems (around one third of the governments in his sample). Moreover, most of them 

(79 out of 125) are single-party governments, that resemble single-party majority governments. 

Laver and Schofield have argued that there is a difference between a governmental and a 

legislative majority. While their point is technically correct, I will argue that, for two reasons, 

this difference has no major empirical significance. First, minority governments possess 

positional advantages over parliament. Second, minority governments possess institutional 

advantages over their respective parliaments. I will discuss the first argument in this section, and 

the second point in section 3. The party forming a minority government is usually located 

centrally in space. For this reason, it can select among many different partners to have its 

program approved by parliament (Downs 1957; Laver and Schofield 1990; and Strom 1990). In 

order to develop this point further, consider a five-party parliament in a two dimensional space 

like the one in Figure 4.1. What follows is an illustration of the argument, not a formal proof. 

   INSERT FIGURE 4.1 HERE 

Figure 4.1 examines whether government preferences (G) can have parliamentary 

approval. The reader is reminded that any proposal presented on the parliament floor will either 

                                                 
62 I thank Ron Rogowski for the example. 
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be preferred by a majority over G, or defeated by G.63 Let us identify the set of points that defeat 

G. These points are located within the lenses GG’ and GG”. If the parliament is interested in any 

other outcome and the Government proposes its own ideal point, a majority of MPs will side 

with the Government. 

To recapitulate, if a minority government is centrally located in space, it can be part of 

most possible parliamentary majorities and, consequently, move the status quo inside its own 

winset. In fact, most of the time it might not have to compromise at all, and it can locate the final 

outcome on its own ideal point. Consequently, assuming that the government controls the 

agenda, it can change the status quo in the way it prefers. 

But if a point is selected from one of the two lenses GG’ or GG’’, the government will 

lose the vote. The situation would be tolerable for the government if SQ were moved in the area 

of these lenses that is close to G, but the hatched areas called X are a serious defeat for the 

government. Right now we can claim that this is a low probability event, but this is a poor 

argument. Indeed, while it may be the case that at random it is not very likely that the outcome 

would be located in the two hatched areas X of the figure, legislative outcomes are not random. 

A coalition of parties A, C, D would select a point in X in order to defeat and embarrass the 

government. Can the government avoid such a humiliation? 

This brings us to the second category of advantages of a minority government over 

parliament, the institutional ones. This category of advantages is not limited to minority 

governments. Every parliamentary government has at its disposal some constitutional, as well as 

procedural or political means to impose its will on important issues on parliament. Such 

institutional advantages are much more important for governments that do not enjoy the support 

of a stable majority in parliament for obvious reasons. The government can force the majority of 

                                                 
63 Indifference between the two is also a possibility. I will continue ignoring this case as in the past. 
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parliament to comply with its proposal. However, there is an additional reason generated from 

the theory presented in this book: minority governments most of the time have a single veto 

player. As a result, policy stability is low, and the significance of agenda setting is high (as 

Figure I in the introduction indicates). So, on the basis of the theory presented in this book, if 

minority governments have institutional agenda setting powers they will make use of them more 

frequently than other forms of government (particularly oversized coalitions).  

Let us focus on one particular mechanism which exists in several countries as Heller 

(1999) demonstrates. The mechanism was named “fighting fire with fire” by Barry Weingast 

(1992) who first identified it in the US Congress. The specifics are very simple: the government 

can make the last amendment on the bill under consideration. Consequently, when it sees that 

some hostile amendment is about to be adopted, it can modify this amendment in a way that 

protects its own bill. Let us use Figure 4.1 to see how the minority government can prevail. 

Assume that a bill is proposed in the undesirable for the government area X. This bill would 

mean a significant political defeat for the government. The government however can “fight fire 

with fire” and propose an amendment in the non-hatched part of the two lenses (symmetric to the 

embarrassing proposal with respect to line AC; in fact, slightly closer to A and C). This bill 

would command a majority in parliament (it would be voted by G, A, and C) and is located very 

close to the government preference (G). Let us now study such agenda setting mechanisms. 

2. Institutional Means For Government Agenda Control 
Several constitutions provide governments with a series of agenda setting powers, such as 

priority of government bills, possibility of closed or restricted rules, count of abstentions in favor 

of government bills, possibility of introducing amendments at any point of the debate (including 

before the final vote), and others. The most extreme in this regard is the constitution of the 
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French Vth Republic. In this constitution the following restrictions of parliamentary powers 

apply:  According to Article 34, the parliament legislates by exception (only in the areas 

specified by this article, while in all other areas the government legislates without asking for 

parliamentary agreement); Article 38 permits legislation by ordinance (upon agreement of 

parliament); according to Article 40, there can be no increase in expenditures or reduction in 

taxation without the agreement of the government; Article 44.3 gives the government the right to 

submit votes under closed rule (no amendments accepted); Article 45 permits the government to 

declare that a bill is urgent, thus reducing the number of rounds that the two chambers will 

shuttle the bill;64 finally, the most powerful weapon of all, Article 49.3 permits the government to 

transform the vote on any bill into a question of confidence (Huber 1992; Tsebelis 1990: chapter 

7). The picture of an impotent parliament is completed if one considers that the government 

controls the legislative agenda; that the parliament is in session less than half of the year (special 

sessions are limited to 2 weeks and must have a specified agenda);65 that the committee structure 

was designed to be ineffective (six large committees cross-cutting the jurisdictions of ministries); 

and that discussions are based on government projects rather than on committee reports. Finally, 

even censure motions are difficult because they require the request by 1/10 of MPs (the right is 

non-reusable during the same session), and an absolute majority of votes against the government 

(abstentions are counted in favor of the government). 

The French government is an exception in terms of the breadth, depth and variety of 

institutional weapons at its disposal. However, the German government possesses interesting 

institutional weapons as well, such as the possibility to ask for a question of confidence 

whenever it deems appropriate (article 68), or the possibility to declare legislative necessity and 

                                                 
64 For a discussion of the navette system in France, see Tsebelis and Money (1997). Their argument is that reducing 
the number of rounds increases the power of the National Assembly (that has positions closer to the government). 
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legislate with the agreement of the second chamber (the Bundesrat) for 6 months (article 81). 

Even the Italian government has the right to issue executive decrees (ordinances; Kreppel 1997). 

In addition, with respect to parliamentary legislation, it has the right to offer the last amendment 

on the floor (Heller 1999). The purpose of this section is to examine the literature on measures 

that empower the government with legislative agenda setting powers. 

As Chapter 3 has made clear, the most important of these measures is the attachment of 

the question of confidence on a bill, which is equivalent to the threat of government resignation, 

followed by dissolution of the parliament (Huber 1996). This measure exists in all parliamentary 

systems except Norway. However, this measure is like a threat of use of nuclear weapons in 

international disputes: it is extraordinary and cannot be used frequently. Here I will focus on 

weapons of lower range and higher frequency. The main reference to what follows are a series of 

articles by Doering (1995a, b, c) on the institutions that assign legislative agenda setting powers 

to the government. Doering (1995a) identifies and measures the seven variables I will present. 

Doering’s analysis covers eighteen countries of Western Europe and combines data from 

previous analyses of Parliamentary systems like Parliaments of the World (1986) with original 

research performed by an international group of scholars. Here is the list of variables with 

explanations about their numerical values. 

1. Authority to determine the Plenary Agenda of Parliament. This variable has seven 

modalities; the two extreme are that the agenda can be determined by the Government or by the 

Parliament alone. Here is the entire list of possibilities. 

I.   The government sets the agenda alone (UK and Ireland). 

                                                                                                                                                             
65 The Socialists, who had a heavy reform agenda, had to use seventeen such sessions in their first term (1981-86). 
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II. In a president’s conference the government commands a majority larger than its share of 

seats in the chamber (France and Greece). 

III. Decision by majority rule at president’s conference where party groups are proportionally 

represented (Luxembourg, Portugal, and Switzerland). 

IV. Consensus agreement of party groups sought in president’s conference but right of the 

plenary majority to overturn the proposal (Austria, Belgium, Germany, Norway, and Spain). 

V. President’s decision after consultation of party groups cannot be challenged by the chamber 

(Denmark, Finland, Iceland, and Sweden). 

VI. Fragmentation of agenda setting centres if unanimous vote of party leaders cannot be reached 

(Italy). 

VII. The Chamber itself determines the agenda (Netherlands). 

This is the most important variable, although it guarantees only that the subjects proposed 

by the governments will be discussed, not the outcome of the parliamentary debates. 

2. Money Bills as Government Prerogative. While this prerogative belongs to the 

government in all countries, in some countries members of parliament are restricted from 

proposing money bills. For example, in the UK: "No member of the House of Commons can 

introduce a Bill the main purpose of which is to increase expenditure or taxation; nor can the 

relevant provisions of a Bill which proposes any such increase proceed much further unless a 

resolution authorising such increases has been moved by the Government and agreed to by the 

House of Commons" (Parliaments of the World 1986:862). 

France, the UK, Ireland, Portugal, and Spain belong in the category of countries that do 

not permit their MPs to propose Money Bills. Greece applies some restrictions, while the 

remainder of countries apply very few or no restrictions at all to MPs on Money Bills. 
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3. Is the Committee Stage of a Bill Restricted by a Preceding Plenary Decision?  Some of 

the first findings in the comparative literature on parliaments were that the importance of 

committees depends on whether they consider a bill before or after the floor sees it for the first 

time. "If a committee can consider a bill before it is taken up on the floor, the chances of the 

committee influencing or determining the outcome tend to be greater than when the lines of 

battle have been predetermined in plenary meetings." In general, where a strong commitment to 

utilise committees exists, the committees get the bills first” (Shaw (1979: 417). Most countries 

enable committees to play a serious role in the legislative process, while in three countries 

(Ireland, Spain and the U.K.) the floor refers the bill to committees. In Denmark the floor 

decision is not strictly binding. 

4. Authority of Committees to Rewrite Government Bills. The question addressed by this 

section is on which text does the floor decide? Does the government bill reach the floor with 

comments by the committee, or does the committee amend the government bill and submit its 

own proposal to the floor? There are four different possible answers: 

I. House considers original government bill with amendments added (Denmark, 

France, Ireland, Netherlands, U.K.). 

II. If redrafted text is not accepted by the relevant minister, chamber considers the 

original bill (Greece). 

III. Committees may present substitute texts, which are considered against the 

original text (Austria, Luxembourg, Portugal). 

IV. Committees are free to rewrite government text (Belgium, Finland, Germany, 

Iceland, Italy, Norway, Spain, Sweden, Switzerland). 
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5. Control of the Timetable in Legislative Committees.  This issue combines the answers 

to two different questions: “Firstly, is the timetable set by the plenary parent body or by the 

committee itself? Secondly, may the plenary majority reallocate the bill to another committee or 

even take a final vote without a committee report, or does the committee enjoy the exclusive 

privilege of debating a bill as long as it thinks fit with no right of recall by the plenary?” 

(Doering 1995a: ***) The combination of the answers produces the following classification.    

I. Bills tabled before the committee automatically constitute the agenda. In Finland, 

Ireland, United Kingdom where these rules are applied the government controls the 

committee agenda. 

II. The directing authority of the plenary body with the right of recall. In Austria, 

France, Greece, Italy, Luxembourg, Norway, Portugal, Spain the plenary session can 

supervise the committee’s agenda. 

III. The committees themselves set their agenda but right of recall by plenary 

(Belgium, Germany, Switzerland). 

IV. House may not reallocate bills to other committees. In Denmark, Iceland, 

Netherlands, Sweden the committees themselves control their agenda. 

6. Curtailing of Debate before the Final Vote of a Bill in the Plenary. Three questions are 

answered by the following classification. “1. May an exceedingly short time limit to curtail 

debate for the final vote be unilaterally imposed in advance by the government or its simple 

majority in the plenary over which the government normally commands? 2. May a limitation of 

debate only be imposed by mutual agreement between the parties? 3. Is there neither advance 

limitation nor possibility of closure of debate, thus theoretically opening up unlimited 
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opportunities for filibustering?” (Doering 1995a: ***) The eighteen countries fall in the 

following categories. 

I. Limitation in advance by majority vote (France, Greece, Ireland, U.K.). 

II. Advance organisation of debate by mutual agreement between the parties (Austria, 

Belgium, Denmark, Germany, Iceland, Italy, Luxembourg, Norway, Portugal, Spain, 

Switzerland). 

III. Neither advance limitation nor closure (Finland, Netherlands, Sweden). 

7. Maximum Lifespan of a Bill Pending Approval After Which It Lapses if not Adopted. 

The shorter the lifespan of a bill if not adopted by parliament, the more imperative the agenda 

setting power of the government. The lifespan of bills vary significantly by country from a six-

month or one year period to an infinite span. 

I. Bills die at the end of session (6 month - 1 year) (Denmark, Iceland, U.K.) 

II. Bills lapse at the end of legislative term of 4-5 years (Austria, Finland, Germany, 

Greece, Ireland, Italy, Norway, Spain). 

III. Bills usually lapse at the end of legislative term but carrying over possible (Belgium, 

France, Portugal). 

IV. Bills never die (except when rejected by a vote) (Luxembourg, Netherlands, Sweden, 

Switzerland). 

   INSERT TABLE 4.1 HERE 

Table 4.1 provides the score each country receives in each of the seven agenda control 

variables. The next column provides an overall government agenda control variable which I will 

use in this and other chapters.66 While the variable “agenda control” is the most advanced 

                                                 
66 The numerical values attributed to each country have been calculated the following way: I used principal 
components and analyzed all seven of Doering’s agenda control measurements. I used the first factor loadings to 
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currently in the literature, country scores on that variable should not be considered final. Doering 

has done an excellent job compiling objective indicators about who can place items on the 

agenda and whether they can reduce discussion time on the floor or in the relevant committees, 

but further work is required. For example, the Heller (1999) and Weingast (1992) argument of 

“fighting fire with fire”, that is, introducing a last minute amendment that we discussed around 

Figure 4.1 has not been included in Doering’s list. In fact, the identification of further such 

mechanisms or practices that governments can use to control the agenda is the most important 

avenue of study of government agenda control, and will improve the measurements that we 

currently have in Table 4.1. 

3.Veto players vs. other approaches in comparative plitics. 

I will compare the analysis I have presented so far with three influential approaches in 

comparative politics. The first (Duverger, Sartori) compares different countries on the basis of 

the characteristics prevailing in their party system. The second (Laver and Shapsle (1996)) fares 

the focus on agenda setting, but attributes it to the corresponding ministers instead to the 

government as a whole. The third (Lijphart (1999)) studies the interaction between legislative 

and executive on the basis of government duration in parliamentary systems. 

a. The Number of Parties in Parliament. 
In comparative politics, the party system of a country plays a crucial role in 

understanding the politics of the country. Beginning with Duverger (1951), the party system of a 

country has traditionally been connected with other significant features of the country, either as a 

cause or an effect. According to Duverger, the party system was both the result of a country's 

                                                                                                                                                             
weigh each one of these variables (the first eingenvalue explains 47% of the variance) and normalized the weighted 
sum. 
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electoral system, and the cause of a certain type of interaction between its government and 

parliament.67 

With respect to the effects of the party system on coalition formation, Duverger's 

argument was straightforward: two-party systems give the majority to a single party, and 

consequently produce stable governments that dominate parliament; multi-party systems 

generate coalition governments that can lose votes in parliament (including confidence votes), 

and are consequently weak and unstable. It should be clear from the previous discussion that 

when Duverger discusses the number of parties in the party system he is referring to the number 

of significant parties in a country's parliament. For example, the UK is the archetypal two-party 

system because the Liberals, despite their votes, do not control a significant number of seats in 

parliament. This is a common feature of all the analyses I will discuss: The number of parties in 

the party system is essentially defined as the number of parties in parliament. 

Sartori (1976) elaborated on Duverger's model by, among other things, refining the 

typology. In particular, with respect to multiparty systems, he distinguished between moderate 

and polarized pluralism. The dynamics of party competition in moderate pluralism are similar to 

two-partyism:  two coalitions compete for office, one of them wins, and both coalitions are close 

to the ideological center. In contrast, polarized pluralism includes a party that occupies the center 

and is opposed by bilateral oppositions on its left and its right. These oppositions are 

ideologically extreme and/or include anti-system parties. According to Sartori, the dividing line 

between moderate and extreme pluralism is "around" five parties. From his discussion, it 

becomes clear that the cutoff point is an empirical regularity, not a theoretical argument. Be that 

as it may, Sartori, following the foundations set by Duverger, expects the number of parties in a 

                                                 
67 I will not discuss the effects of electoral system on party system. The interested reader can find this information in 
Duverger (1954), Rae (1967), Lijphart (1994), Sartori (1996), and Cox (1997).  
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country's party system to affect the politics of that country.  

One can find a common theoretical framework in all these analyses. On the basis of 

principal agent theories, Matthew McCubbins and his collaborators (McCubbins (1985), Kiewiet 

and McCubbins (1991), Lupia and McCubbins (2000)) have studied the logic of delegation 

according to which an agent acts on behalf of another actor (the principal). In the government 

parliament interaction, the principal is the parliament since it selects the government and it can 

replace it with a censure vote (Strom (2000)). As a result, a government, like any other 

parliamentary committee, faces the dilemma of either obeying parliamentary majority or being 

removed from power.  

These theories are consistent and each adds to the others. They are also congruent with 

other bodies of work. For example, Almond and Verba's (1963) cultural analysis separates 

Anglo-Saxon Democracies from continental ones, a distinction that is empirically almost 

identical with two- versus multiparty systems. Powell (1982) found a correlation between two-

party systems and executive stability but a very weak relationship between party systems and 

levels of violence.  

All these arguments fail to acknowledge the role of government in promoting legislation. 

As we argued governments shape legislative outcomes because of this agenda setting power. 

Whether they can do it regularly and extensively depends not on the number of parties in 

parliament but on the institutional provisions of agenda setting, and the position of the 

government vis a vis the other parliamentary forces. For example, the Greek government is 

formed by a single party, and it has extensive agenda control (Table 4.1). It follows that the 

government will impose its will on parliament regularly and extensively. The fact that there are 

many parties in parliament is not relevant in this analysis. 
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b. Minsterial discretion 
 

In the previous discussion the difference between veto players and conventional wisdom 

was the lack of recognition by traditional analyses of the power of agenda setting. This is not the 

case of more contemporary analyses in comparative politics. For example, Laver and Shepsle 

(1996) have proposed a model of minsterail discretion. Their argument is not that ministers have 

exclusive decisionmaking rights in their area (although their models can be interpreted that way), 

but that they are making the proposals to the government on areas that no other person has the 

expertise and consequently are able to shape the government proposals. In their words: 

“Ministerial discretion results from the minister’s ability to shape the agenda of collective 

cabinet decisions rather than to determine cabinet decisions once the agenda had been set.” 

(Laver and Shepsle 1996: 33). In its turn, the government makes these proposals to the 

parliament and they get accepted with few modifications. “Perhaps the most distinctive feature of 

our approach is the assumption that most important policy decisions are taken by the executive” 

(Laver and Shepsle 1996: 13). 

So, veto players and ministerial discretion share the focus on agenda settin, but disagree 

on the identity of agenda setter. I think that while every parliamentary government ultimately 

controls the agenda by linking important legislation to a vote of confidence, it is not clear that 

inside the government the agenda is controlled by the corresponding minister. First of all, the 

prime minister also plays an important role in agenda formation. Second, the government 

coalition has negotiated a government program and a minister cannot submit legislation that 

disagrees with this program. Third, government meetings discuss substantive policy issues and if 

ministers from other parties have political disagreements with a bill they will not accept it just 

because it was the proposal of the corresponding minister. Fourth, and most importantly so far, 
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the ministerial discretion theory implies that changes in ministers (while the same coalition 

remains in power) would entail serious policy changes in the corresponding ministries. This is 

not the experience in the most extreme multiparty governments like the French IV Republic and 

post-war Italy. For example, Andre Siegfried one of the fathers of French political science makes 

the opposite point when he explains the “paradox of stable policy with unstable cabinets” as 

follows: “Actually the disadvantages are not as serious as they appear... When there is a cabinet 

crisis, certain ministers change or the same ministers are merely shifter around; but no civil 

servant is displaced, and the day-to-day administration continues without interruption.” 

(Siegfried (1956: 399).  

The above arguments dispute whether agenda setting belongs exclusively to the 

corresponding minister. One can make an argument with a different tack: even if we (incorrectly) 

assume this to be the case, it makes little difference. Indeed, as we demonstrated in Chapter 1, 

more veto players restrict the winset of the status quo and, as a result, decrease the importance of 

agenda setting. So, the more parties participate in government, the less important the role of 

ministers, even if we assume they have exclusive jurisdiction over the agenda. This is exactly 

what Huber and Shipan (2001) find in their analysis of restrictions imposed by multiple 

principals (divided governments in both parliamentary or presidential systems) on bureaucrats 

and the executive.  

Empirical tests corroborate the arguments above. The best empirical test of the 

ministerial influence thesis would be a test of policies along the lines indicated by the Siegfried 

quote: compare government policies under the same coalition but with different ministers and 

see whether differences are more significant than similarities. However, such a test has not been 

performed. Instead, Paul Warwick tests systematically one of Laver and Shepsle’s implications 
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about the duration of government coalitions.  Laver and Shepsle identify equilibrium arguments 

according to their theory and expect the non-equilibrium governments to be more unstable.68 

Instead Warwick discovers that it is majority status and the ideological range of governments and 

not the equilibrium status that significantly affect government duration. He concludes that parties 

in the government try to accommodate each other in forming policy and  not permit ministers to 

make independent decisions concerning their portfolios.69 

Similarly, Michael Thies (2001) analyzes the pattern of appointment of junior ministers 

in Italy, Germany, and Japan (both under single party and coalition governments) and ascertains 

that in Italy and Japan junior ministers are overwhelmingly appointed from different parties (and 

in Japan’s single party governments from different factions) than the corresponding ministers. 

The only exception to the identified pattern is Germany, but in this case Thies points out the 

importance of the chancellor and a series of other measures instituting collective decisionmaking 

(and responsibility) of government. He concludes that the exclusive jurisdiction model does not 

work for policymaking. 

Finally, Lieven de Winter (2001) explores the way governments push the pieces of 

legislation included in their program (usually negotiated before the distribution of ministries). 

Testing some 500 pieces of legislation in 18 European countries he has found that governments 

“invest more resources in guaranteeing a smooth and swift legislative process, nursing the bill 

well from cradle (introduction to the legislature) to maturity (promulgation).” (p. 3). More 

precisely, De Winter has found that bills covering the government program have a series of 

                                                 
68 “Other things being equal, therefore (and in real life they may well not be), a party system that has no strong party 
and no empty-winset DDM [dimension by dimension median] cabinet seems likely to be more unstable than one that 
does” (Laver and Shepsle 1997: 78). 
69 In Warwick’s words his results: “...  Clearly bring into question the fundamental premise of ministerial autonomy. 
Considerable skepticism was expressed when Laver and Shepsle put the issue to a group of country experts...and 
this skepticism is supported here... Coalition pacts cannot concern just the division of portfolios, nor can exercising 
power consist of letting each party do what it likes in the portfolios it receives” (Warwick 1999: 391). Laver and 
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characteristics: they are more complex, less subjected to a plenary reading before the committee 

phase, are more frequently treated by committees that are chaired by a majority MP, and have 

majority MPs as rapporteurs, are more often submitted to a committee vote, have lower approval 

rate in committee and plenary and face different forms of committee dissent or plenary 

obstruction, have stronger voting discipline amongst both majority and opposition, are more 

frequently challenged in front of constitutional courts, and have higher overall success rate. De 

Winter reports these findings as consistent with collective government responsibility, and 

inconsistent with the ministerial influence thesis. 

c. Government duration or agenda setting defines executive dominance? 
According to the argument proposed in this book the reasons that governments control 

the agenda (regardless whether they are minimum winning coalitions, minority governments or 

oversized majorities) are either positional (governments in multiparty systems either have a 

majority supporting them or they are located in the center of the policy space), or institutional (a 

series of devices by which governments control the agenda which was presented in the previous 

section and summarized by the indicator “agenda control”). There is an alternative approach that 

I will now summarize and discuss in more detail for two reasons: first, because of its prominent 

position in the literature, and second because as veto players it teanscends the divisions by 

regime type that are so frequent in the literature. This discussion enables us to span across 

different regime types.   

In Patterns of Democracy Arend Lijphart (1999: 129) proposes an indicator of executive 

dominance. “How can the relative power of the executive and legislative branches of government 

be measured? For parliamentary systems, the best indicator is cabinet durability.” (Emphasis 

added). Lijphart differentiates his approach from what he calls the “prevalent” point of view 

                                                                                                                                                             
Shepsle (1999) dispute Warwick’s conclusions. The interested reader should read the whole four-part exchange. 



 162

according to which “cabinet durability is an indicator not just of the cabinet’s strength compared 

with that of the legislature but also of regime stability” (1999: 129). Lijphart cites Warwick’s 

theory as an example of this point of view70 and contrasts this approach with Siegfried’s (1956) 

and Dogan’s (1989) analyses according to which the shift in ministerial personnel does not affect 

policies. 

According to Lijphart all the literature he cites agrees that cabinet durability is an 

indicator of executive dominance. The disagreement is whether government stability has an 

effect on the regime, and Lijphart and Siegfried and Dogan argue that it has no effect, while 

Warwick and most of the coalitions literature argue the opposite.  

My argument is that government duration and executive dominance do not have the self-

evident connection that Lijphart implies. If there is such a connection the logical argument that 

leads to it should be made explicitly. In fact, I would argue even further: that government 

duration is logically independent of government power. Government duration is a function of 

when the government in power resigns or is voted down by parliament. Government resignation 

is an indication of a political disagreement between government and parliament, and whenever 

such a disagreement occurs the government will have to resign whether or not it is strong, or 

parties participating in a government for their own reasons will create disagreements in order to 

lead to the formation of a new government. None of these calculations has a systematic 

correlation with the power of the current government. Yet, Lijphart uses executive dominance 

extensively in the theoretical part of his book: it is one of his indicators of consociationalism, and 

is connected with other features of democracies like the party system, the electoral system, the 

concentration or sharing of power. In addition, (what may not be weel known) executive 

                                                 
70 “A parliamentary system that does not produce durable governments is unlikely to provide effective policy 
making to attract widespread popular allegiance, or perhaps even to survive over the long run.” (Warwick (1994: 
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dominance enters all the empirical assessments of Lijphart’s analysis of democratic regimes 

because he uses factor analytic tecniques, so the variable “executive dominance” is one of the 

indicators that generate the principal components of his analysis and all country scores on every 

issue are derivatives of this variable. Can we improve upon Lijphart’s measurement of 

“executive dominance”? In order to answer this question we have to follow the steps of 

Lijphart’s argument closely. 

Lijphart constructs executive dominance based on government duration the following 

way. He first measures the average cabinet life of governments where the only feature that 

counts is party composition (governments with identical party compositions are counted as one 

even if the Prime Minister resigns, or if there is an election). He then uses the average cabinet 

life using several additional evens as marking the end of a government: elections, change in 

primeministership, change in the minimal winning, oversized, or minority status of a cabinet. 

The average of these two measures is produced in Lijphart’s (1999) Table 7.1, but there are some 

additional steps necessary for the creation of the “index of executive dominance.” Here is the 

description of the rest of the process: “Two important adjustments are required to translate the 

averages in the third column of Table 7.1 into a satisfactory index of executive dominance. First, 

some of the averages assume extreme values. Botswana, which has one-party cabinets made up 

of the Botswana Democratic Party from 1965 to 1996, is the most glaring example. Its four-year 

election cycle reduces the average duration in the third column to 17.63 years, but this is still 

more than three times as long as the average of 5.52 years for Britain- and there is no good 

reason to believe that the Botswana cabinet is three times as dominant as the British cabinet. 

Accordingly, any values higher than 5.52 years in the third column are truncated at this level in 

the fourth column. A much greater adjustment is necessary for the presidential systems and for 

                                                                                                                                                             
139). 
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the Swiss separation-of-powers system. In four of the six cases, cabinet duration gives a 

completely wrong impression of the degree of executive dominance.... Switzerland is a prime 

example of executive-legislative balance. Hence, I impressionistically assign it a value of 1.00 

year. The same is appropriate for the United States and Costa Rica. On the other end France must 

be assigned the highest value for executive dominance- the same as Britain’s....” (Lijphart 199: 

133-34). Eleven out of the thirty-six countries in Lijphart’s study are assigned impressionistic 

values of the executive dominance index because the duration of their governments expressed as 

the average of the two measures had nothing to do with a balance of power between legislative 

and executive.  

I argue that executive dominance is a matter of agenda control, that is reflects the ability 

of the government to have its proposals accepted the way they are as opposed to have them 

massively amended by parliament. If this is correct, the agenda control index I calculated in the 

previous section should have high correlation with Lijphart’s “executive dominance” variable. 

This is actually the case: the correlation between Lijphart’s index of “executive dominance” 

(replicated in Table 4.1) and the “agenda control” indicator that I developed in the previous 

section is statistically significant (r=. 496 significant at the .05 level). It is interesting to note this 

correlation is much higher than the correlation between “executive dominance” and “duration” in 

Lijphart’s own dataset. Indeed, for the restricted sample of 18 countries derived from Doering’s 

dataset, although Lijphart’s two columns have identical numbers for all countries with the 

exception of Switzerland (duration is 8.59 and executive dominance is 1) and France (duration is 

2.48 and executive dominance is 5.52), the correlation of “executive dominance” and “duration” 

is .29 (which is statistically non-significant since the F test provides the number .24). Of course, 

the eighteen countries that table 4.1 covers are the easier half of Lijphart’s countries. All of them 
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are West European countries; all of them (with the exception of Switzerland) are parliamentary 

democracies.71  

Lijphart’s classification has the major advantage that covers both presidential and 

parliamentary regimes. This is a point that should not be lost in the discussion. It is true that the 

duration variable cannot be used to generate indicators of executive dominance in presidential 

systems, and Lijphart uses “impressionistic” values. However, if one looks at the legislative 

abilities of Presidents in presidential systems, one will come with results quite similar to 

Lijphart’s classification of presidential regimes. Shugart and Carey (1992: 155) provide this 

information and on the basis of their classification the Costa Rican President receives 1 (Lijphart 

score 1), the U.S. president receives 2 (Lijphart’s score 1), Venezuela receives 0 (Lijphart’s score 

2), and Colombia 5 or 8 depending on the period (Lijphart’s score 3). These two sets of numbers 

generate a .64 correlation coefficient, which means that legislative abilities of Presidents in Latin 

American countries correlate quite well with Lijphart’s executive dominance variable. 

In the previous chapter, I separated presidential and parliamentary systems on the basis of 

legislative agenda control, and I claimed that basically, despite their name parliamentary systems 

give most legislative power to the government, and most presidential systems give agenda 

control to the parliament. In this chapter, we started investigating this summary statement, and 

found significant differences in parliamentary systems. Do presidential systems have high 

variance in terms of agenda setting too? Unfortunately there is no comprehensive study like 

                                                 
71 There may be a classification problem because France V as well as Finland, Portugal, Iceland, Ireland, and 
Austria are usually classified as semi-presidential regimes. This is not a problem for veto players theory because for 
all these countries the number of veto players is calculated on the basis of legislative powers, so France V is exactly 
like a parliamentary country. Lijphart uses the semi-presidentialism argument to give France a different score from 
the average of government duration, but does not alter the government duration scores of the other semi-presidential 
countries. 
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Doering’s covering agenda setting in presidential systems, so we have to provide only a 

preliminary answer.  

Based on Shugart and Carey (1992: 155) we can corroborate that agenda setting in 

presidential systems lies mainly with Congress. They ask whether presidents have the right to 

“exclusively introduce” legislation. Their answer is negative for all countries with popularly 

elected presidents, with the exception of Brazil, Chile (scored as 1, that is, providing the 

assembly with unlimited amendment powers), and Uruguay (scored as 2, that is, providing the 

assembly with restricted amendment powers). However, more detailed studies place such a 

uniform picture into doubt. For example, Londregan (2001:88?) argues that the Chilean President 

has significant agenda setting powers: “Articles 65, 67, and 68 of the constitution permit the 

president to pass legislation despite opposition by a majority in one chamber provided he meets 

with the support of a supermajority in the other, while article 70 of the constitution and articles 

32 through 36 of the organic law of Congress contain powerful veto provisions that allow the 

president to have the last word in the legislative debate by introducing amendments along with 

his veto, amendments which must be voted up or down without further change by the Congress. 

As if these presidential powers were insufficient, articles 62 and 64 of the Constitution permit the 

president to propose and amend legislation, while the same articles plus article 24 of the organic 

law of Congress limit the ability of members of Congress to do so.”  

Similarly, Cheibub and Limongi (2001) argue that several Latin American presidents 

have the exclusive right to initiate legislation related to the budget. In addition, they make the 

argument that the President of Brazil actually controls the agenda and has most of his legislation 

approved by Congress. This is a position disputed by Ames (2001) in his recent book. Ames 

provides evidence that significant parts of presidential agendas have been withdrawn, non 
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ratified, or rejected.72 However neither Cheibub and Limongi (2001), nor Ames (2001) provide 

the institutional details, and a significant part of their argument lies on the divisions within 

congress itself. These specific examples indicate that a detailed study of agenda setting powers in 

presidential systems is necessary. 

There are two more general points that can be drawn from these more detailed country 

studies. The first is the importance of executive decrees for agenda setting powers of Presidents 

(Carey and Shugart (1998)). For example in Brazil presidents can use decrees to introduce 

legislation for thirty days. Such decrees become laws only when they are approved by the 

legislature, but the president can reissue such decrees indefinitely. This is a power that reverses 

the multiple veto player setting characterizing presidential systems, and uses it in favor of the 

President. If the President issues an executive decree, then it is difficult for congress to alter his 

decision, particularly if he holds legislative veto powers (Eaton 2000: 362).  

It is possible that the president is delegated decree powers for specific issues. In Russia 

legislators voted to delegate important decree powers to president Yeltsin in 1991 related to 

“banking, the stock market,… investment, customs activity, the budget, price formation, 

taxation, property, land reform and employment” (Parrish (1998: 72). One can hardly imagine 

any subject excluded from this list. 

Even in the US, the president has such strategies in his disposal. For example, Bill 

Clinton introduced his controversial policy “don’t ask, don’t tell” about gays in the military by 

executive decree, threatening at the same time to veto legislation that would overrule his 

                                                 
72 See Ames (2001) chapter 7, and in particular tables 15 and 16 which provide pages of failed legislative agendas of 
Brazilian Presidents. 
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decision. Similarly George W. Bush altered many of Clinton’s policies by executive decrees. So, 

any agenda setting study should investigate the scope and frequency of executive decrees.73 

Another “hidden” presidential agenda setting power is the advantage presidents have vis 

a vis members of congress in staff positions to research, draft, and support their proposals. 

Londregan (2001) argues that administrative support increases the “valence” of presidential 

positions and make them difficult for members of congress to reject. This bureaucratic advantage 

may actually reduce de facto the agenda setting powers of congress. On the other hand, 

congresses may easily be able to alter or even reverse this advantage if they realize how much it 

matters.  

Conclusions 
Legislative power is correlated with agenda setting capacities. These capacities are 

attributed in general to governments in parliamentary systems and to parliaments in presidential 

ones as Chapter 3 argued. However, when one looks more in detail the agenda setting power in 

parliamentary systems varies. 

In minimum winning coalitions each one of the parties in government is a veto player and 

the outcome of votes in parliament (if parties can control their MPs) is identical to government 

proposals. In minority and oversized governments, the parties in government are politically but 

not arithmetically veto players. Minority governments require support from other parties and 

oversized governments can ignore the positions of parties not necessary for a parliamentary 

majority. Consequently, in minority or oversized governments the expectations presented in the 

first part of this book will hold but with higher levels of error than in minimum winning 

coalitions. 

                                                 
73 See Cheibub and Limongi (2001) about the use of these powers in Brazil. 
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Looking at the agenda setters in more detail indicates that the degree of institutional 

agenda setting varies. For example, the government in the U.K. enjoys significantly higher 

agenda setting privileges than the government of the Netherlands (see Table 4.1). I used all the 

available information and constructed an index of agenda setting power covering 18 countries of 

Western Europe. This index is based in actual procedures of legislating, as opposed to 

government duration and impressionistic assessments. 

Unfortunately, similar analyses do not exist for presidential systems. In the previous 

chapter I separated different regimes on the basis of agenda setting. Here I focused on the 

variance in each category, and we saw that if we want to understand the relationship between 

legislative and executive, we have to focus of specific questions of agenda control. If this 

becomes the focus of future research we will be able to identify similarities in decisionmaking in 

countries like Italy, the Netherlands, and the U.S. as well as similarities between Chile and 

Britain or France despite their official classification in different categories. Similarly, minority 

governments in parliamentary systems may appear to be quite similar to particular presidential 

systems where the president has strong institutional powers and weak support inside the 

congress. Indeed, in both minority governments and Presidential regimes the party in 

government and the party of the president have the priviledged position that they will be 

included in any possible coalition (in fact, that they will select the composition of the coalition). 

Studying agenda setting powers in both presidential and parliamentary regimes will 

significantly increase our capacity of understanding political institutions and comparing the two. 

Lijphart’s intuition that different political systems (presidential as well as parliamentary) should 

be ranked with respect to “executive dominance” is a big improvement upon the traditional 

distinctions of regime types. However it is not duration but agenda setting powers that are the 
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foundation of whose preferences will prevail. Government duration is not a good substitute for 

agenda setting powers not only because it does not apply to presidential systems, but also 

because it is not causally related to executive dominance in parliamentary systems either.  
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    TABLE 4.1 

COUNTRY Plen 
agen
t 

Fin. 
Init. 

Cmt Re-
write 

Time 
Table 

Fin. 
Vot. 

Lapse 
Bill 

Agenda 
Control 

Exec Dom 
(Lijphart) 

Austria 4 3 3 3 2 2 2 -0.044 5.47 
Belgium 4 3 3 4 3 2 3 -0.170 1.98 
Denmark 5 3 2 1 4 2 1 -0.106 2.28 
Finland 5 3 3 4 1 3 2 -0.148 1.24 
France 2 1 3 1 2 1 3 0.333 5.52(2.48) 
Germany 4 3 3 4 3 2 2 -0.126 2.82 
Greece 2 2 3 2 2 1 2 0.280 2.88 
Iceland 5 3 3 1 4 2 1 -0.170 2.48 
Ireland 1 1 1 4 1 2 2 0.519 3.07 
Italy 6 3 3 4 2 2 2 -0.219 1.14 
Luxembourg 3 3 3 3 2 2 4 -0.053 4.39 
Netherlands 7 3 3 1 4 3 4 -0.527 2.72 
Norway 4 3 3 4 2 2 2 -0.063 3.17 
Portugal 3 1 3 3 2 2 3 0.147 2.09 
Spain 4 1 1 4 2 2 2 0.221 4.36 
Sweden 5 3 3 4 4 3 4 -0.427 3.42 
Switzerland 3 3 3 4 3 2 4 -0.135 1 (8.59) 
U. Kingdom 1 1 1 1 1 1 1 0.690 5.52 

 

Columns 1-7 from Doering (1995) 
Agenda control as calculated in this study from Doering’s (1995) measures 
“Executive Dominance” from Lijphart Table 7.1 (1999:132)74 
 
 
 
 
 
 
 
 
 
 
 
 

                                                 
74 For France and Switzerland the first number is the one reported, while the one in parenthesis is the result of 
calculations regarding government duration. 
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CHAPTER 5: REFERENDUMS 
 

The mere possibility of a referendum introduces the preferences of the population in the 

policymaking process. I will argue that this is equivalent to the introduction of a new veto player, 

and the outcomes that prevail (whether the referendum is actually used or not) approximate 

better the preferences of the public. In addition, policy stability in principal increases by the 

introduction of a new veto player. 

However, the most interesting part of referendums is agenda control. I revisit themes 

developed in the introduction of this part, that is, whether the agenda setting process is 

competitive or exclusive. The agenda setting of the referendum process is divided in two parts, 

first who asks the question, and second who triggers the referendum. If both parts of the agenda 

are controlled by the same player (whether an existing veto player, or a different actor in popular 

initiatives) the referendum process eliminates all other veto players. So, the overall effect of 

referendums on policy stability depends on issues of agenda control. 

Finally, how much the preferences of the public are approximated by different types of 

referendums also depends on the specific provisions of agenda control: if an existing veto player 

controls both parts of the agenda (both asking the question and trigerring the referendum) he will 

simply use referendums to eliminate the input of other veto players; if agenda control is 

delegated through a competitive process, then the preferences of the public will be better 

approximated. 

The chapter is organized in five sections. Section I deals with the question of what 

difference it makes if there is a possibility of referendums. In other words, what happens if the 

people can participate directly in the legislative process? Section II deals with the institutional 

differences among referendum processes. Some of them are controlled by existing veto players, 
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others are delegated to popular initiative, and others split the agenda setting process into two 

parts (triggering and asking the question) and delegate each one of them to a different actor. The 

following three sections study each one of these processes more in detail. 

I. Direct and Representative Democracy 
What difference does it make if outcomes are selected directly by the people or indirectly 

by the people’s representatives in parliament?  For the proponents of referendums, decisions are 

by definition better if they are made by the people. The most famous argument to that effect 

comes from Rousseau (1947:85): “Sovereignty cannot be represented for the same reason that it 

cannot be alienated; its essence is the general will, and that will must speak for itself, or it does 

not exist; it is either itself or not itself; there is no intermediate possibility. The deputies of the 

people, therefore, are not and cannot be their representatives; they can only be their 

commissioners, and as such they are not qualified to conclude anything definitively. No act of 

theirs can be law, unless it has been ratified by the people in person; and without that ratification 

nothing is a law.” 

We will revisit this quote at the end of the chapter. For the time being let us be less 

normative and more abstract and claim that outcomes selected by parliament will be preferred 

over the status quo by the a majority in parliament, while outcomes selected by a referendum 

will be preferred by a majority of the population. The referendum result in a single dimension 

would be the preference of the median voter, but in multiple dimensions such a median voter 

very rarely exists. As we will see, the number of policy dimensions involved in a referendum is 

an open question. Sometimes multiple issues are lumped together; other times, efforts are made 

to separate issues and decide them one at a time. For example, referendums are sometimes used 

to approve (or disapprove) whole constitutions; on the other hand, the Italian Constitutional 



 175

Court has decided that it will exclude popular proposals containing “ such a plurality of 

heterogeneous demands that there was a lack of a rational, unitary matrix that would bring it 

under the logic of Article 75 of the Constitution” (Butler and Ranney 1994: 63-64).  

This section will first make the argument that the number of underlying dimensions 

makes very little difference for the argument: referendum selected results are extremely well 

approximated by a median voter argument.75 The second issue that we will address is that the 

preferences of this median voter may be significantly different from the policy selected by 

existing veto players. 

a. “Median voter” preferences in referendums. In Chapter 2 we demonstrated that the 

winset of the status quo when all people are voting is included in a circle (Y, d+2r), where Y is 

the center of the yolk of the whole population of voters, d is the distance between Y and SQ, and 

r the radius of the yolk of the whole population. An argument that I did not present in Chapter 2, 

but can be found in Ferejohn et. al. (1984), is that the winset of the status quo contains a second 

circle (Y, d-2r). As a result, the boundaries of the winset of the status quo are located between 

two circles; both of them with center Y and one of them with radius (d+2r), and the other with 

radius (d-2r)76. 

We have also said that when the number of voters increases the radius of the yolk (r) 

decreases on the average (Chapter 2). Consequently, for the millions of people who are the 

potential participants in a referendum in most countries or states r is (most of the time) 

                                                 
75 Throughout this chapter I do not discuss referenda that require qualified majorities. There are few cases that the 
law imposes a restriction to that effect (like a certain percentage of electors or voters (in Denmark up to 1953 45% 
of electors, in the Weimar Republic 50% of electors, in New Zealand form 1908-1914 60% of voters), or a 
congruence between majority of voters and majority of states (Switzerland, Australia)). In 1911 in New Zealand a 
54% yes for prohibition had no effect, because the requirement was 60% of votes (Butler and Ranney (1978: 17). 
All the arguments in the text hold for qualified majorities also as demonstrated in Chapter 2. 
76 Obviously, the small circle exists only if d>2r, that is if the status quo is in distance from the center of the yolk 
greater than the diameter of the yolk. 
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exceptionally small.  As a result, the winset of the status quo is contained between two circles 

that differ little from each other: 4r, when r becomes smaller and smaller.  

What the previous two paragraphs indicate is that for a large population, the median voter 

may not exist but all median lines pass through a very small area (of radius r), so an “as if” 

median can be very well approximated by the center Y of the yolk of the population. In addition, 

the winset of the status quo for such a large population is also very well approximated by a circle 

of radius d. In other words, the multiplicity of voters simplifies rather than complicates the 

problem of identification of the median voter and the winset of the status quo. Note that through 

this analysis the number of underlying policy dimensions becomes irrelevant. While in a single 

dimension there is a median voter, in multiple dimensions an “as if” median voter (the center of 

the yolk of the population) is a very good approximation. 

   INSERT FIGURE 5.1 

Figure 5.1 provides a visual representation of the argument. The yolk of the population is 

very small and has center Y. The winset of a point that has distance d from Y is the shaded area 

in the figure, and is located between the two circles with radii (d+2r) and (d-2r), so it can be 

approximated by the circle (Y, d).  

   INSERT FIGURE 5.2 

b. Direct and Mediated Democracy. Denmark provides a couple of interesting examples 

of the differences between direct and mediated democracy. As Vernon Bogdanor (1994: 72) puts 

it: “It may be seem a paradox that the Single European Act, which could not have gained a 

majority in the Folketing, received a majority in the country, while Maastricht, which enjoyed 

the support of parties with 80 percent of the seats in the Folketing, was rejected by the voters in 

1992.” Figure 5.2 helps us think the potential paradox through. Where would a parliamentary 
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decision be located? If we know nothing about the parliament’s decision making except that it 

requires a simple majority, then according to what we have said in this book it would be a 

collective veto player, and the winset of the status quo would be located inside the circle (Y, 

d+2r) where Y and r are the center and radius of the parliament’s yolk, and d is the distance 

between the status quo and Y. If we need more accuracy, we would look at the intersection of 

any three of the circles representing the different parties, that would lead to the shaded area in the 

figure. If we know some additional information about parliament’s decisionmaking we can 

incorporate it in the calculations, and identify the winset of the status quo more accurately. For 

example, if we know that there is one parliamentary party that is certainly not included in the 

parliamentary decision-making we can study the parliament as a collective veto player deciding 

by qualified majority. Or, alternatively, if we know the parties that form the government, we will 

identify the winset of the status quo by considering each one of them as a veto player and finding 

the intersection of their winsets. If the parties forming the government are A, B, and C the 

outcome will be in the heavily shaded lens in the figure. 

There is no reason to believe that the two processes (direct and representative democracy) 

will lead to the same outcome. Bowler and Donovan (1998) have made this point amply clear. In 

addition, Lupia (1992, 1993) has studied the information shortcuts that can inform voters about 

their interests in referendums. If we call Y’ the center of the yolk of the population, there is no 

guarantee that Y’ and Y will be identical. It depends on the electoral system whether every 

minority is represented in parliament. Even the most pure proportional representation systems 

like Israel or the Netherlands cannot guarantee representation for minorities of .5% for example. 

Systems with higher thresholds like Sweden’s 4% or Germany’s 5% exclude many more. 
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Finally, plurality electoral systems can severely underrepresented third parties or even eliminate 

them altogether.  

Let me use an example known as the referendum paradox (Nurmi (1998: 336-37)) to 

show one mechanism generating such a discrepancy. Suppose that there are 99 voters, and 9 MPs 

(each MP represents 11 voters). In addition, there are two parties, party A with 2/3 of the votes 

gets 6 MPs, and party B with 1/3 of the votes gets 3 MPs. This society has to vote on the 

question whether X should replace the status quo. Let us assume that supporters of party A are 

split 6 versus 5 in favor of the status quo, and that this pattern appears in every constituency, 

while proponents of party B are unanimous in favor of change. The parliament of the country 

would decide by votes 6 to 3 to preserve the status quo, while a referendum would have 

produced change with votes 63 against 36. The example indicates that a policy that is supported 

by almost 2/3 of the voters is rejected by 2/3 of their representatives in a country with a 

proportional representation electoral system! 

In the figure I have selected a different point as the median of the population. One can see 

that the possible solutions under the two procedures have several points in common, but because 

of the difference between Y and Y’ these solutions do not coincide. This is only part of the story 

because there is no guarantee that the coalition prevailing inside the voters would be politically 

the same as the coalition prevailing inside parliament. For example, if there is a government of 

parties A, B, C, the outcome would have to be located inside the heavily shaded area, while the 

outcome of a referendum could be anywhere inside the hatched area in the figure. 

So, the outcomes of direct and representative democracy may be different indeed. But, 

can we locate these outcomes? Or, can we have an algorithm that will help us understand in 

which areas the results will be? What we know from Chapter 1 is that the more veto players, the 
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smaller the winset of the status quo, and the more the position of the corresponding median will 

be respected. But this statement compares outcomes within procedures, not across direct and 

representative democracy. For example, if a single party had a parliamentary majority in our 

Figure 5.2 the outcome would be located in its own ideal point. If parties A, B, and C are veto 

players and share control of the parliamentary agenda the winset of the status quo shrinks and the 

heavily shaded area is closer to the parliament’s median.77 

There are lots of debates in the literature about the presumed or potential advantages and 

disadvantages of the two procedures. For proponents of direct democracy there are two main 

advantages: The first, relates to outcomes that closer fit the people’s preferences (see quote by 

Rousseau above). The second is relevant to the education of citizens to democratic values. De 

Tockqueville has expressed this idea best by claiming: “Town meetings are to liberty what 

primary schools are to science: they bring it within the people’s reach, they teach men how to use 

and how to enjoy it.” For critics, from Plato to Stuart Mill, to Schumpeter, to Sartori the major 

question is whether the average citizen has information and expertise to judge what best 

advances collective interests. Riker (1982) has added one additional issue: who controls the 

agenda is of major importance when questions are asked. Finally, legislation by referendums has 

raised objections on the basis that minority rights may be taken away. Gamble (1997) makes 

such a claim empirically, while Bowler and Donovan (1998) and Frey and Goette (1998) 

disagree on the magnitude of his results. 

My goal in this section (or in the whole book for that matter) is not to make a statement 

about which procedure is better, but to claim that there are differences in their outcomes and 

                                                 
77 This argument is identical to Kalandrakis’ (1999) formal result that in equilibrium coalition governments will be 
less extreme than governments from two party systems. It is also consistent with the empirical results presented by 
Huber and Powell (1994) that multiparty governments are more representative of the median voter than single party 
majoritarian governments. However, both these studies do not differentiate between the parliament’s median and the 
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study the effects of such differences for decisionmaking in political systems. If a parliamentary 

decision has to be ratified by the population (as is frequently the case in constitutional matters) 

then the outcome has to be located in the intersection of the parliamentary and the popular 

winsets. In other words, referenda create one additional veto player in the decisionmaking 

process: the people. There are two results from this introduction of a new veto player: First, in 

principal, it becomes more difficult to change the status quo, as I argued in Chapters 1 and 2. The 

qualifier “in principal” is because as we shall see below sometimes existing veto players are 

eliminated by the referendum process. Second, the final outcomes will approximate the 

preferences of the median voter better when the possibility of a referendum exists (whether the 

actual decision is made by a referendum or not). 

Most of the traditional literature on referendums does not accept these points. In fact, it 

sees stability as contradictory to the will of the median voter; so, preferences on referendums 

reflect either one or the other. Here is how Butler and Ranney (1994: 21) summarize the 

conventional wisdom: “As Magleby concluded in Direct Legislation, people who believe in 

undiluted representative democracy place the highest value on the virtues of stability, 

compromise, moderation, and access for all segments of the community, regardless of how 

small, and seek institutional arrangements that insulate fundamental principles from short-term 

fluctuations in public opinion. People who believe in coming as close as possible to direct 

democracy place the highest value on the virtues of change, participation, competition, conflict, 

and majority rule and seek institutional arrangements that maximize rapid and full responses to 

what popular majorities want.” 

There is empirical evidence in the literature in favor of both my expectations. With 

respect to the protection of the status quo, both Immergut (1992) and Neidhart (1970) argue that 

                                                                                                                                                             
voters’ median. 
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popular referendums empower its defenders. Immergut argues that after a policy proposal failed 

due to a referendum in 1911 in Switzerland, politicians became prudent and only minor reforms 

were possible. The federal government and the legislature remained hostage to powerful interest 

groups that could threaten a referendum challenge. For Neidhart referendums have transformed 

Swiss democracy into a bargaining democracy where the government introduces legislation to 

interest groups first in order to avoid the referendum process. 

The first scholar who provided empirical evidence of the respect of the will of the median 

voter was Pommerehne (1978). He discovered important differences in direct legislation and 

mediated legislation communities in Switzerland. Pommerehne built an econometric model 

based on a demand function of the median voter to study expenditure patterns in Swiss 

municipalities. He found that the model performs better for communities with direct legislation 

than for those without. In a similar study Feld and Savioz (1997) argued that direct legislation 

provides a check against politicians' wasteful spending habits. Matsusaka (1995) has produced 

similar results with Feld and Savioz with data from the American states. For the period 1960-

1990, his analysis suggests that states with popular initiatives had lower expenditures, taxes, and 

deficits. His model controls for economic and demographic factors, and includes a dummy 

variable for initiative states.  The coefficient on the direct legislation dummy turns out to be 

negative, indicating that spending levels in initiative states are significantly lower. There is a 

significant political difference in the interpretation of these studies. The first, shows evidence in 

favor of proximity to the interests of the median voter; the other two demonstrate a specific 

political outcome (regardless of the median voter’s preferences).  However, Matsusaka (2000) 

extended his analysis backwards in time (covering the first half of this century),  and found that 

spending was actually higher in initiative states. He concluded: "This seems to imply that the 
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initiative is not inherently a device that reduces the size of government" (Matsusaka, 2000). 

However, both of Matsusaka’s findings could indicate proximity of outcomes to median voter 

preferences. Similarly, Elizabeth Gerber provides evidence that legislation on teenage abortion 

(Gerber 1996) or death penalty (Gerber 1999) approximates better the preferences of the median 

voter in states with referendums than in states without, regardless whether the legislation was 

actually introduced by a referendum or not. Finally Hug (2001) developed new statistical 

techniques to estimate models of direct legislation and confirmed the theoretical expectation of 

proximity of outcomes to median voter preferences even in cases where the evidence used to be 

inconclusive. This analysis exhausts the similarities among all types of referendums. Now I will 

focus on the differences that relate to who controls the agenda of the referendum process.  

II.  Institutions regulating referendums. 
Most of the literature on referendums agree that “the referendum label includes a variety 

of situations and usages that bear only a superficial similarity to one another” (Smith 1975: 294), 

and that different forms of referendums may imply very different consequences (Finer 1980: 

214). However, the similarity of conclusions ends there. Disagreements arise when different 

authors try to classify different kinds of referendums or draw the consequences that each kind 

implies.  

For example, Smith (1975 and 1976) uses two criteria to elaborate a “matrix of functional 

variance of referendums” on the one hand “control” and on the other “hegemonic effect.” Butler 

and Ranney (1978) use four different categories: (1) government controlled referendums, (2) 

constitutionally required referendums, (3) referendums by popular petition, and (4) popular 

initiatives. Pier Vincenzo Uleri (1996) emphasizes legal aspects of referendums and multiplies 
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the classification by using terms like Mandatory Referendum, Optional Vote, Initiative 

Referendum, Decision-Promoting or Controlling, Rejective Vote, Abrogative Vote etc.  

More recently, researchers have focused on the strategic aspects of referendums, that is, 

on the degree that some player controls the agenda. My analysis is very similar to such 

approaches, and I use a classification similar to the one introduced by Hug (1999), following 

Mueller (1996), following the dichotomous criteria proposed by Suksi (1993).  

Hug distinguishes referendums on the basis of three dichotomous criteria. First, whether 

or not they are required. Second, the non-required are subdivided into two categories on the basis 

of whether they require an initiative to be undertaken by the people or not (active and passive). 

Third, the active referendums are subdivided on the basis of who controls the agenda, that is, 

whether the proposition on the ballot originates from the government or the opposition.  

I agree with the logic behind Hug’s classification, but his criteria do not generalize very 

well to different countries. For example, who is in government and who is in opposition is not 

clearly defined in a presidential regime, while who are the existing veto players is. I make the 

following distinctions. Referendum agendas include two distinct issues to be decided: First, the 

decision whether or not there will be a referendum which I will call “triggering” in the remainder 

of this chapter. Second, the exact wording of the question. Figure 5.3 provides the underlying 

algorithm for my classification. 

   INSERT FIGURE 5.3  

(1) Required referendums. “Required” means that the government is obliged to submit a 

policy to the voters. No referendum initiative is undertaken. A particular document has to be 

ratified by the people in order to be enacted. In many countries, required referendums apply to 
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constitutional changes. Such referendums exist at the state level in the United States and at the 

national level in Switzerland. 

(2) Veto player referendum. If a referendum is not required, an actor has to decide to hold 

a referendum. A first possibility is that the decision to hold a referendum belongs to one of the 

existing veto players. It could be the parliament (a collective veto player), or the government 

(one or more than one veto players) of a country, or some other particular veto player, like the 

President of the French V republic.78 This referendum has often been labeled  “plebiscite.” 

(3) Popular veto. It is possible that an existing veto player formulates the question, but 

the triggering of the referendum is a prerogative of a different agent. Such referendums are 

essentially vetoes on the policies decided by existing veto players. The triggering actor may be 

the population at large (through a signature process like in Italy on certain laws (Bogdanor 

1994), in Switzerland for most federal legislation, and in the United States as  “popular 

referendums” at the state level), or some minority in parliament (Denmark). 

(4) Popular initiative. It is possible that the proposal placed on the ballot does not 

originate in existing veto player legislation, but is a proposal written by some political group that 

collected the required signatures to be placed on the ballot. This type of referendum exists at the 

state level in the United States and also in Switzerland. Hug and Tsebelis (2001) present the 

exact actors that trigger referendums and ask the question in all countries of the world. In the 

following sections I will point out the strategic consequences of different types of non-

mandatory referendums. 

                                                 
78 As we said in Chapter 4 the French President is not a veto player in terms of legislation because he has no 
legislative veto. However, if the parliamentary majority is on his side he is actually the leader (or one of the leaders) 
of this majority. For example, no political actor disputed that De Gaulle, or Pompidou, were the leaders of the 
majority when they were in power. No political actor disputed that d’ Estaing was the leader of one of the two 
coalition partners in the government. Similarly, Mitterrand was the leader of the majority as long as there was a left 
wing majority. So, when the President’s legislative party is part of the majority he is a veto player (although not an 
additional one). The constitution of the Vth Republic does not allow a president to proclaim a referendum against 



 185

I will first focus on the case where both issues of the agenda are in the hands of one of the 

existing institutional or partisan veto players, and then I will investigate the case of a competitive 

agenda setting process corresponding to referendums by popular initiative. Finally, I will 

examine more complicated institutions where the two issues of agenda setting are controlled by 

different players (one triggers the referendum and the other proposes the question). 

III. Veto player Referendums. 
Let us first assume that a single veto player controls both parts of the referendum agenda: 

he can ask the question and trigger the referendum. Let us focus on Figure 5.2 and see under 

what conditions different possible agenda setters would actually call for a referendum. The 

referendum agenda setter has to calculate whether he prefers to select his most preferred point 

from W’(SQ) or take his chances with W(SQ). In order to simplify our calculations here, let us 

assume that a referendum has no political costs for the agenda setter. Obviously, this is an 

incorrect assumption, but one can address it easily by adding such costs in the calculations. 

I will consider two different cases of parliamentary decisionmaking: first that there is a 

stable coalition of parties A, B, and C (I will call this situation “parliamentary” government in 

what follows); second that any possible winning coalition among A, B, C, D, and E is possible (I 

will call this situation a “presidential” system). In each one of these cases I will consider two 

possible agenda setters: party A and party E (the first is part of the parliamentary system 

government, the second is not).79 

Under complete information the referendum agenda setter is guaranteed to get his most 

preferred point from the popular winset of the status quo (W’(SQ) in the picture). Given that 

both A and E are located outside W’(SQ) they can achieve the points A’ and E’ respectively 

                                                                                                                                                             
the will of his government. 
79 In this case E is not a veto player. I include this counterfactual case for reasons of completeness. 
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when they control the referendum agenda. The question is, can indirect democracy offer to the 

referendum agenda setters a more attractive alternative? In order to answer this question we have 

to calculate the winset of the status quo of these two points W(A’) (see Figure 5.4) and W(E’) 

(see Figure 5.5). 

    INSERT FIGURE 5.4 

Figure 5.4 presents exactly the same configuration of players as Figure 5.2, and identifies 

the point A’, which is the best outcome the referendum agenda setter can achieve (A’ is the 

intersection of the line AY with the circle (Y, YSQ)). Figure 5.4 also identifies the winset of A’ 

(instead of W(SQ)), since player A can introduce a referendum and obtain A’ as the outcome. 

Out of this winset A will consider only the points included in the circle (A, AA’), and trigger a 

referendum for any point further away than A’. There is only one possible coalition that can 

approve points inside the (A, AA’) circle: A, D, and E. Consequently A has to select this 

coalition in order to get an outcome which prefers over A’ (preferably A”). In our idealized 

“presidential” system this is what will happen. In the case of a “parliamentary” system with A, 

B, and C in government the situation is more complicated. Note that there is no point that all 

three A, B, and C prefer to A’ because A’ is in the unanimity core of A, B, and C. A has to chose 

between keeping the government in place or leading to a government resignation. Similarly, 

parties B and C may offer to approve outcome A’ and avoid a referendum, or they might prefer 

to delegate their disagreement to a referendum. These calculations lead to three possible 

outcomes: Government ABC remains in power and adopts A’ without a referendum. 

Government ABC remains in power and A’ is adopted by referendum. The government resigns, 

and is replaced by another coalition which selects a feasible point from W(A’). 

    INSERT FIGURE 5.5 
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Figure 5.5 presents exactly the same configuration of players as before, but identifies the 

winset of point E’ instead of SQ, since player E can introduce a referendum and obtain it. Out of 

this winset only the points included in the circle (E, EE’) can be considered, because E would 

prefer to trigger a referendum than to accept a point further away than E’. There are three 

possible coalitions that can approve points inside the (E, EE’) circle: (ABE), (ADE), (CDE). 

Consequently E has to select one of the available coalitions. In the case that any coalition is 

possible (the “presidential” system above) E will select his own ideal point supported by (ADE). 

In the counterfactual case of a “parliamentary” system with (ABC) in government the situation 

would be more complicated. E could use his advantage of referendum agenda setting to try to 

negotiate a different government: indeed players A, D, and E may prefer a new coalition 

government. If the parties in government want to stick together, E will trigger a referendum and 

the government will lose. 

In all these calculations a presidential system where parties can shift coalitions on the 

basis of the subject matter under consideration was a more flexible system than a parliamentary 

one, where the existing government coalition was unable to adapt to the new policy environment 

generated by the referendum, even when agenda setting belonged to an existing veto player (A).80 

A parliamentary system can produce similar outcomes by delegating a political issue to a 

referendum, and leaving it outside the political conflict of the main parties. For example, in the 

UK the referendum on participation in the EU had this special treatment because both parties 

were divided and could not handle the issue without serious damage to their unity. 

Given these calculations, strategically thinking parties in the legislature (particularly if, 

for some reason, they want to avoid a referendum) can assure the referendum agenda setter that 

they will do anything in their power to make the legislative process end up in an area that is at 
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least as good for him as the result of a referendum. These mental experiments lead to the 

following conclusions. First, the position of referendum agenda setter translates into significant 

policy advantages. We made this point in the first two chapters, but here we go a step further: if a 

veto player controls the referendum agenda, he cancels other veto players as such. The reason is 

that the veto player with agenda control of a referendum can select whether to use the procedures 

of direct or indirect democracy, and all other players have to provide him with the most 

advantageous solution. This is a very different analysis than the one presented by referendum 

advocates who consider referendums the expression of the will of the people (see quote by 

Rousseau above). Second, (and this is a consequence of the first) the legislative outcomes of 

representative democracy are altered if direct democracy is possible. 

Let me use some examples from real referenda to show that the first conclusion is 

consistent with real political processes, not just mental exercises. I will deal with the second 

conclusion (the modification of outcomes of parliamentary process) in section IV.  

In France the President of the Republic can proclaim referendums under two different 

articles of the constitution. According to Article 11 “On the proposal of the government during 

parliamentary sessions, or on the joint proposal of the two Assemblies, published in the Journal 

Officiel the president of the republic may submit to a referendum any government bill dealing 

with the organization of the public authorities... which... although not in conflict with the 

constitution, would affect the working of institutions.” The right to propose constitutional 

amendments according to Article 89 “belongs concurrently to the president of the republic, on 

the proposal of the Prime Minister, and the members of parliament. The amending project or 

proposal must be passed by the two assemblies in identical terms.” 

                                                                                                                                                             
80 And of course in the counterfactual case where a non-veto player (E) controlled the agenda. 
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During his tenure (1958-69) De Gaulle proclaimed five referenda. He never waited for 

the government or the Prime Minister to propose any referendum to him. The proposal was 

always coming after De Gaulle’s announcement. In addition, De Gaulle used Article 11 instead 

of the appropriate 89 for constitutional amendments like the referendum of 1962 when he 

changed the mode of election of the president from indirect to direct elections. There was no 

support for this action by almost any constitutional expert, but after the proposal was accepted, 

the question of constitutionality became mute. So, De Gaulle ignored the constitutional 

restrictions, and used the referendum initiative as his proper power.  

What is more interesting is how he was bundling the proposed questions, so that he 

would not “accept no for an answer.” In fact, his method had an 80% of success. He lost only the 

last out of five referendums he proposed. Here is how De Gaulle was bundling issues to be 

decided by referendums. The April 1969 referendum asked the question: “do you approve of the 

bill dealing with the creation of regions and the reform of the Senate?” “The bill was over 

fourteen tightly printed pages, comprised sixty-nine articles, and involved the modification or 

replacement of nineteen articles of the constitution” (Wright 1978: 156). In addition, De Gaulle 

asked a question of personal confidence. On April 10th he told the French people, “there cannot 

be the slightest doubt... the continuation of my mandate or my departure obviously depends on 

the country’s answer to what I ask... What kind of man would I be ... if I sought ridiculously to 

stay in office?” (Wright 1978: 158). Maybe the packaging of the question was unusual for De 

Gaulle in 1969, but certainly not the association of the referendum result with whether he would 

remain in office. In 1961 he has stated that “a negative or uncertain result would prevent me 

from pursuing my task.”  In1962 he stated: “your replies will tell me whether I may and whether 

I must continue my task.” Of the two statements the first was much more instrumental, since the 
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president of the republic is also the commander in chief of the armed forces, and it was made in 

the middle of a colonial war! 

It appears that it was the threat of resignation when there was no alternative that was the 

most instrumental part of De Gaulle’s referendum packages. The first time that an alternative 

occupant of the presidency appeared was when Georges Pompidou, who as prime minister had 

excellent credentials, made a statement that he would be available to serve his country if need  

be; the French people decided to let the referendum package (along with the agenda setter) go. In 

1969 they voted no, and the General resigned.  

What has not been underlined in the literature covering these events is that all these 

maneuvers are instances of agenda control, which is the power of the actor who asks the question 

in referendums. This power had De Gaulle’s opponents so frustrated that one of them (the ex 

prime-minister Pierre Mendes-France) said: “Plebiscites? You do not discuss them: you fight 

against them.” Another was more calm and philosophical but equally negative in his evaluation. 

De Gaulle (1971: 325) cites this way the thoughts of Vincent Auriol president of the IVth 

Republic: “The referendum is an act of absolute power…. While ostensibly making obeisance to 

the sovereignty of the people, it is, in fact, an attempt to deprive the people of its sovereignty, for 

the benefit of one man.” 

IV. Popular Initiatives. 
So far, I dealt with referenda where the agenda setter enjoys monopoly power. Now I 

focus on referenda that delegate agenda setting powers to the winner of a competitive process. 

The argument I will advance here echoes the argument presented in Chapter 3 about the 

difference between democratic and non-democratic regimes. 
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If different groups can become agenda setters in a referendum by winning the right to 

present their question to the electorate (signature collection), the legislative outcome will depend 

on how competitive the selection process is. If all potential players are included in the selection 

process and if voters are informed the only way that one can select proposals that will not only 

defeat the status quo but other proposals as well is to make proposals that are supported by a 

majority, which means that the process will converge towards the preferences of the median 

voter. This result is a multidimensional generalization of the argument presented in Chapter 3 

and it is possible because the winset of the status quo can be approximated by a circle as I 

demonstrated in Figure 5.1. 

If some of the potential agenda setters are excluded from the process, then the remaining 

ones may be more extreme and the legislative outcome may be further away from the 

preferences of the median voter, if no group with similar to the median voter preferences was 

allowed to enter the agenda setting process. Remember what we said in Chapter 1: there is 

significant power in agenda setting.  

As a consequence of this analysis, we have to focus on the process of selection of the 

agenda setter, and assess how competitive it is. If, for example what is required is signature 

selection by volunteers, then, demands that are supported by a majority of the population are 

likely to get the volunteers necessary for their placement on the ballot, and initiatives that do not 

have enough volunteers are not likely to be supported by a majority. Consequently, such a 

process is a competitive one, and one can expect that the outcome will be located close to the 

preferences of the median voter. 

If, however, what is requested for an issue to be placed on the ballot is signature selection 

by remunerated professionals, organized groups (even with ideal points far away from the 
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median voter) are the only ones able to participate. In this case the selection process for agenda 

setting will translate in outcomes that may be away from the preferences of the median voter. In 

all cases, the selected outcome has to be closer to the preferences of the median voter than the 

status quo.81 So, again, despite the fact that the median voter makes the final decision, the result 

depends crucially on the preferences of the agenda setter. 

Like veto players referendums eliminate the existing veto players in legislatures, so do 

popular initiatives. In fact, through popular initiatives the whole legislative process is replaced 

by referendums. It is possible that existing veto players will try to avoid referendum challenges. 

However the only points cannot be successfully challenged are the ones close to the “as if” 

median voter (the center of the yolk of the population). Again, this point might not even be part 

of the winset of the status quo, which means that the existing veto players are cancelled because 

the same player controls the whole referendum agenda. 

V. Popular vetoes. 
Non-mandatory referenda will be triggered by the actors with jurisdiction as a function of 

their own preferences. Existing veto players will select a referendum if they want to cancel other 

veto players as I argued in section II. Non-veto players will select a referendum if the 

government proposed result is not inside the winset of the median voter. Actually, if they believe 

so as the following story of the Italian divorce referendum indicates. 

In December of 1970 the Divorce Law was enacted in Italy for the first time. The most 

important provision of this law was that if the partners had been “legally separated” for five 

years they could obtain a divorce. The response of the Catholic Church was immediate. The 

Pope revealed that he had send diplomatic notes to the government, and the clericals rose the 

                                                 
81 I have to repeat here that the radius of the yolk is assumed 0 otherwise, the selection of a point that is further from 
the center of the yolk than the status quo by up to 2r could not be excluded. 
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issue of a referendum to “abrogate” the new law. In practice, although such referendums were 

specified by Article 75 of the Italian constitution, they had never taken place, and there was no 

legislation on its procedures. The government bowing to Vatican pressures passed such a law 

before the Divorce Law itself, so that Catholics could force a referendum to “abrogate” such a 

law when it passed. In fact, in February 1971 the Italian Bishops issued a declaration that 

marriage was indissoluble and 1.4 million signatures were collected by June (compared to the 

required 500,000).  

What is interesting to see is the reaction of the political establishment to this threat of a 

referendum that was not welcome by the leadership of either the Communists or the Christian 

Democrats. First, there was an attempt to put forward a bill (in July of 1971) to make 

referendums on laws protecting ethnic and religious minorities or on marriage inadmissible. 

Then, the Communists introduced a new divorce bill improving the law in the hope that the new 

bill would replace the status quo (the existing divorce law) so that the process would have to start 

over again. When this maneuver failed (mainly because of the parliamentary timetable) the 

parliament was dissolved a year early in order to avoid the referendum being held in 1972. The 

new parliament had a slight right wing majority, but the Christian Democrats did not try to repeal 

the law because they did not want to replace their alliance with the socialists with an alliance 

with the fascists who were also against the Divorce Law. Finally, the referendum took place in 

1974, three years after the signatures were collected (Butler and Ranney (1994)). The result was 

not foreseen by the proponents of the referendum, or by the Italian political establishment. It was 

a 60-40 defeat of the abrogation procedure, a humiliating outcome for the clerical coalition. 

This account indicates that while the triggering player can force a referendum, the 

existing veto players can postpone it so that the balance of forces will improve in their favor, or 



 194

modify the status quo so that the referendum will be either cancelled or postponed further. These 

reactions of exiting veto players aim at capturing the preferences of the median voter. 

The accounts I have presented so far mainly assumed well informed voters. The situation 

is altered significantly under the more realistic assumption of incomplete information. For Wolf 

Linder (1994: 144) writing on Swiss Democracy “Money is... the single most important factor 

determining direct legislation outcomes.” According to his account campaign spending 

inequalities rise to ratios of 1:20 or 1:50, and “in Switzerland as in the American states, the high 

spending side wins 80-90 per cent of the campaigns. It is exceptional for underdogs to win 

against ‘big money’.” Lowenstein (1982) refines this claim for American States and argues that 

when the side supporting the status quo significantly overspends the proponents of change, the 

odds are strongly in favor of the status quo. These arguments can be captured by an incomplete 

information model, according to which money is spent to persuade an uninformed median voter 

that one proposal is closer to his ideal point than another (regardless of the actual location of the 

three points). 

V. Conclusions 
Referendums, that is, the possibility of direct legislation, significantly alter the rules and 

the outcomes of the legislative process. The mere possibility of introducing a legislative choice 

to the approval of the people introduces one additional veto player into the decision-making 

process: the median voter of the population. Although in multiple dimensions such a voter does 

not exist, as I argued in Section I an “as if” median voter can be identified the predictions will be 

very accurate approximations of the results. If the same player controls both triggering and the 

question of a referendum then traditional legislative veto players are eliminated from the 

decisionmaking process as we saw in sections III and IV. Indeed the analysis indicated that 



 195

instead of the winset of the status quo the relevant calculations involved the winset of the point 

that the referendum agenda setter can achieve. 

The differences among referendums depend on who controls the agenda (triggering and 

question). If it is an existing veto player it strengthens him at the expense of the others. If it is 

popular initiative, it favors the groups that can affect the agenda. If the agenda setting process is 

competitive, it favors the median voter. As a result, existing veto players have to consider not 

only the winset of the status quo, but the preferences of the “as if” median voter as well. 

Proponents of direct democracy argue that it expresses the will of the people, while 

opponents discuss the lack of information of the population that prevents it from making right 

decisions. We saw that the preferences of the median voter in parliament and in the population 

may not coincide, and that the coalitions formed inside each one of these bodies may be different 

so that the outcomes of direct and representative democracy may be different. 

As for the argument that the will of the people is expressed through referendums that we 

saw made by Rousseau it is at least widely optimistic.82 It does not take into account the role of 

agenda setting (triggering and asking the question). These two aspects of agenda setting may 

belong to the jurisdiction of a single player (veto player referendums, popular initiative) or be 

shared by two different players (mandatory referendums, popular vetoes).  

As we saw, if the agenda setting is delegated to one veto player it strengthens this actor 

vis a vis the other veto players. If the process of agenda setting becomes competitive, then the 

preferences of the median voter become more respected. As a result of this analysis the median 

voter’s preferences will be approximated better in countries or states with popular initiative. 

                                                 
82 Or, more to the point that it was incorrect. It would have been optimistic if Rousseau was referring to popular 
referendums. However, I was very surprised to learn that he was in fact speaking so highly of referendums 
organized by the government as Manin (2001) documents. In this case maybe V. Auriol’s assessment cited earlier is 
more accurate.  
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Countries with popular veto will be more distant from the median voter’s preferences but not as 

much as countries or states with mandatory referendums, or with veto player ones. 
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CHAPTER 6: FEDERALISM, BICAMERALISM, AND QUALIFIED MAJORITIES  

The term “federal” is used for countries where: “ 1. two levels of government rule the 

same land and people. 2. each level has at least one area of jurisdiction in which it is 

autonomous, and 3. there is some guarantee (even though merely a statement in the constitution) 

of the autonomy of each government in its own sphere.” (Riker 1964: 11) 

Researchers have focused on the effects of federalism on different policy outcomes, both 

at the theoretical and the empirical level. However, little agreement has emerged. For example, 

with regard to one of the most intensely studied matters in political economy, fiscal federalism 

there is no agreement whether decentralization has beneficial consequences or not. Riker (1975: 

144) has made the argument that there should be no policy differences between federal and 

unitary countries, while Rose-Ackerman (1981) and Dixit and Londregan (1998) provide 

arguments why legislation will be different in these two types of states. In terms of the direction 

of potential differences, on the one hand scholars like Tiebout (1956), Buchanan (1950), Oates 

(1972) and Weingast (1995) have described economic benefits of decentralization. On the other 

hand, Davoodi and Zou (1998), Prud’homme (1995), Tanzi (1995) and Treisman (2000a and b) 

point out to problems associated with decentralization. Most of this literature is examining the 

(beneficial) results of economic competition among states. 

This book takes a different tack on federalism. I focus on the institutional structure of the 

federal government. There I observe frequently at least one of two different features: either the 

use of bicameralism with a second chamber having effective veto power over legislation, or the 

use of qualified majorities in policymaking. I argue that each one of these two institutional 

structures generates more veto players, so that federal countries have ceteris paribus more veto 

players than unitary ones. As a result, federal countries will exhibit higher levels of policy 
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stability, as well as the other structural characteristics (independence of judiciary, of 

bureaucracies, and government instability if they are parliamentary) that follow the existence of 

multiple veto players. 

While bicameralism (with effective veto of the second chamber) and qualified majorities 

are more frequent in federal countries, they are not exclusively used by them. For example, Japan 

has an upper chamber with the right to veto legislation proposed by the lower one although it is 

not a federal country. Similarly in France (a unitary country) the government has the power to 

decide whether a bill will be decided by agreement of both chambers, or whether the lower 

chamber will overrule the upper one. Similarly with qualified majorities, while they may not be 

constitutionally required in many countries, they frequently become the result of the political 

game as we will see in the third section of this chapter. Since neither of these two features is 

necessarily linked with federalism, I will study them independently of each other and federalism. 

The chapter is divided in four parts. The first discusses why federalism has been such an 

elusive independent variable, and focuses on its implications on veto players. The second 

discusses bicameral institutions. The third analyses qualified majority decision-making. The 

fourth addresses the combination of bicameralism and qualified majorities.  

I. Federalism 
Several analyses have pointed out important characteristics that unite or separate federal 

countries. For example, all federal countries involve constituent units which compete with each 

other for the attraction of citizens (Tiebout 1956). On the other hand, some federal countries 

have agencies for implementation of national policies at the federal level (US) while others at the 

local level (EU, Germany).83 In this part I will concentrate on two issues, fiscal federalism and 

veto players. Fiscal federalism dominates the economics literature. Here I argue that while the 
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theoretical arguments in favor of decentralization may seem compelling, the empirical evidence 

does not seem to support these theories. The second is derivative of the veto players approach 

developed in this book: I focus on the institutions that most frequently prevail in different federal 

countries.  

a. Fiscal federalism 
On the basis of Riker’s definition cited above federalism is a balance between constituent 

units willing to participate in the federation (and not depart from it), and the central government 

not taking away their autonomy. If either one of these conditions does not hold, the federation 

will collapse (either transform itself to a group of independent states, or become a unitary state). 

However, Riker (1975: 144) did not believe that there would be policy differences between 

federal and non-federal countries because of this balance between center and periphery. In fact, 

he proposed a thought experiment where eight pairs of countries (one of these pairs was 

Australia and New Zealand) were divided by the “federalism” variable but had very similar 

policies in most dimensions. 

But economists studying federalism pointed out two important differences between 

federal and unitary countries. First, Hayek (1939) suggested that because local governments and 

consumers have better information about local conditions and preferences they will make better 

decisions than national governments. Second, Tiebout (1956) focused on the effects of 

competition among jurisdictions since people can “vote with their feet” and argued that 

federalism provides people with the choice among different menus of public goods. 

However these early approaches ignored the question of incentives of politicians to 

provide public goods and preserve markets. Weingast (1995: 24) focused on the following 

fundamental problem: “Markets require protection and thus a government strong enough to resist 

                                                                                                                                                             
83 See an excellent article by Scharpf (1988) on the issue. 
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responding to the inevitable political forces advocating encroachments on markets for private 

gain. The fundamental political dilemma of an economic system is that a state strong enough to 

protect private markets is strong enough to confiscate the wealth of its citizens.”  

This problem of production of institutions strong enough to produce certain desirable 

outcomes, yet not able to abuse their strength has appeared several times in the literature. For 

Przeworski (1991: 37) stable democracy “requires that governments be strong enough to govern 

effectively but weak enough not to be able to govern against important interests.” For Weingast 

(1997) the rule of law is another mechanism that provides for strong but limited governments. 

For the founding fathers of the American Constitution checks and balances was such a 

mechanism. For Ackerman (2000) it is a limited separation of powers (that as I argued in the 

introduction is a limited number of veto players). Weingast applied the same analytic approach 

to the issue of federalism, and created the concept of “market preserving federalism.” 

Market preserving federalism adds three characteristics on Riker’s definition of political 

federalism: “1. Subnational governments have primary regulatory responsibility over the 

economy; 2. a common market is ensured, preventing lower governments form using their 

regulatory authority to erect trade barriers against the goods and services from other political 

units; and 3. the lower governments face a hard budget constraint, that is, they have neither the 

ability to print money nor access to unlimited credit” (Weingast 1995: 5 emphasis in the 

original). 

The originality in Weingast’s analysis is that the conditions of market preserving 

federalism are explicitly introduced as opposed to being derived as characteristics of federalism. 

So, in Weingast’s analysis not all federal countries present or tend towards these characteristics, 

while in other more theoretical analyses fiscal competition increases the cost of a financial 
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bailout and consequently serves as a commitment device for the federal government, and the 

combination of monetary centralization and fiscal decentralization hardens the budget constraint 

(see Qian and Roland 1998). For Weingast in contrast, countries like Argentina, Brazil, and India 

while federal are not market preserving federal countries and have low economic performance. 

Unfortunately, Weingast has not yet produced a list of countries that meet his “market 

preserving federalism” criteria. The classification of countries in this category is not 

straightforward because the US, according to Weingast’s analysis, qualifies as “market 

preserving” only up to the 1930s, while contemporary China qualified by Weingast as market 

preserving federalism is not federal, strictly speaking. As a consequence, Weingast’s intuitions 

cannot be tested directly. However, empirical analyses of economic performance of federal 

systems seriously questions the conclusions of economic analyses (at least of the first generation: 

Hayeck(1939), Tiebout (1956) and Oates (1972)). In the most recent of these empirical analyses, 

Treisman (2000b) creates a data set including 154 countries and defines five different types of 

decentralization depending on the political institutions prevailing in a country, the number of 

tiers that different units can be classified, the size of the lower level units, etc. His conclusions 

are that countries with higher level of decentralization have higher levels of corruption, and 

lower levels of provisions of public goods indicating “quality of government” like children 

inoculation and reduction of adult illiteracy. He concludes: “The Tieboutian idea that decreasing 

the size of government units will strengthen competition between governments for capital, thus 

stimulating greater efficiency and honesty, is not supported. Countries with smaller first-tier 

jurisdictions tended to be perceived as more corrupt” (Treisman 2000b: 1). The same result holds 

with other measurements of decentralization as well: decentralization and corruption are 

positively correlated in Treisman’s data. 
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b. The institutions of federalism 
Riker’s definition of federalism has been the starting point for the study of the institutions 

of federalism. Hicks (1978: 175) uses essentially Riker’s definition and takes his points one step 

further in terms of their institutional implications: “If we agree that a federal system has the dual 

purpose of creating a nation and preserving the identity of its units, it is clearly essential that 

Constitution and institutions must be appropriately devised for both purposes….. The 

Constitution will provide for: (1) a probably large Assembly representative of all citizens and 

chosen from the units (or States), most likely in proportion to their relative populations; (2) a 

House of States or Senate, considerably smaller but normally providing strictly equal 

representation of all States…” 

Similarly, Bednar, Eskridge and Ferejohn (2001: 9) discuss the institutional design of 

federalism: “Opportunism by the national government is best constrained by fragmenting power 

at the national level. By making it harder for a national will to form and be sustained over time, 

these mechanisms will tend to disable national authorities from invading state authority, 

especially as to controversial political issues (the most tempting target for national cheating on 

the federal arrangement). The foregoing fragmentation may be accomplished through a formal 

system of separation of powers and extra requirements (such as bicameral approval and 

presentment to the chief executive for veto) for legislation” They also point out the significance 

of two additional mechanisms: one informal, the fragmentation of the party system84 and one 

formal, an independent judiciary to control federal opportunism. Let us discuss these three 

mechanisms one at a time.  

Most analysts associate federalism with “strong bicameralism” (to use Lijphart’s 

                                                 
84 According to Bednar, Eskridge and Ferejohn this fragmentation is produced by the appropriate electoral system. 
As we saw in Chapter 3 other mechanisms (the lack of vote of confidence in Presidential systems) can also produce 
fragmentation. 
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terminology), that is, a system where the second chamber has formal veto and does not have the 

same composition as the first one. Indeed, most federal countries have such a strong second 

chamber. What is not well known is that the bicameral constitutional form, which after the 

adoption of the US Constitution became very frequent in federal countries, was not the first 

institutional arrangement characteristic of federalism. European federations like the United 

Netherlands, the Swiss Cantons, and the German Confederation were deciding by bargaining 

among the representatives of the different states (Tsebelis and Money (1997: 31). On the basis of 

these experiences Montesquieu’s ideal confederal republic was an association of small 

homogenous states making decisions by unanimity (Inman and Rubinfeld (1997: 76)), while 

Condorcet’s way of avoiding the problems of majority cycling that he had discovered was 

decision-making by qualified majorities (Tsebelis and Money (1977: 38)).  

In philosophical terms, Montesquieu’s conception of federalism was based on the small 

units that represented similar preferences, and the unanimity or qualified majority rule that 

reduced the probability of imposition of one state’s preference on another. For Condorcet, 

bicameralism did not have any advantage that could not be achieved in an easier and more secure 

way by qualified majorities in one chamber.85 

Madison developed his model of the federal republic set forth in The Federalist 

(especially 10 and 51) by criticizing the vices of the articles of the confederation, with respect to 

two main weaknesses: “first, the external and internal weaknesses of a government based on a 

compact among number of small sovereign republics; and second, the heart of his case, the 

                                                 
85 In “Lettres d’un bourgeois de New –Haven a un citoyen de Virginie” (written in 1787) he claimed: “But it is easy 
to see (and this matter can be rigorously demonstrated) that there is no advantage, with respect to the truth of 
decisions, in multiplying the legislative bodies, that one would not get in a simpler and more secure way by asking 
for a qualified majority in one chamber.” (Condorcet (1968 vol 9: 76) my translation from the original). In other 
parts of his work he gave examples of what one can call type I and type II problems of bicameralism: If a decision 
needs to be made by simple majority it might be frustrated by the lack of congruent majorities in two chambers, and 
if a decision requires a qualified majority it may be obtained with a lower number of votes in a bicameral system 
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danger of majority tyranny within such small states. These two lines of argument controvert the 

two elements of Montesquieu’s model of confederate republic: the compact solution and the 

small republic theory. The remedy for both failings Madison finds in the sovereignty of the 

people in the large compound republic” (Beer 1993: 245). Madison’s argument also contradicts 

Condorcet’s analysis which provides equal weight to all possible majorities or qualified 

majorities, a point that we will return to in the conclusions of this chapter.  

Consequently, both qualified majorities and bicameralism have been used as bases of 

federalism, but over time, it is the second that replaced the first. In contemporary federations, the 

European Union has employed qualified majority (or unanimity) decision-making to guarantee 

the preferences of its members. In fact, in the period before the European Parliament was elected 

(1979), and before it received formal powers (1987), qualified majority or unanimity decision-

making in the Council was the only mechanism protecting the interests of countries members. 

Since 1987 the EU applies a combination of bicameralism and qualified majorities (see Chapter 

11). As we will see in the fourth section of this chapter, the US uses a similar combination of 

qualified majorities and bicameralism for political decisionmaking. In fact, it would probably be 

more appropriate to discuss “multicameralism” instead of bicameralism in the case of the US and 

the EU, because besides the two parliamentary institutions (the two houses in the US case, and 

the Council and the Parliament in the EU case) there is a third actor with veto powers: the 

President in the US, and the Commission86 in the EU. 

Why do qualified majorities and bi- or multi-cameralism increase the number of veto 

players? Because if we consider the legislature of a country as a single collective veto player 

deciding by majority rule, then both bicameralism and qualified majorities introduce additional 

                                                                                                                                                             
(“Est-il Utile de diviser une Assemblee nationale en plusieurs chambers?” in Condorcet (1968 vol. 9: 333-63)   
86 For exceptions and more detailed discussion see chapter 11. 
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constraints, by specifying that some or all of the simple majorities are not sufficient to make a 

decision. As a result, some parts of what used to be the winset of the status quo are not valid 

anymore, and the winset of the status quo shrinks. 

   INSERT FIGURE 6.1 

Figure 6.1 provides the answer for the case of bicameralism. Suppose that there were six 

actors in a parliament, and consequently, four of them were necessary for a majority decision. 

Any combination of four out of the six players would be sufficient to replace the status quo. Now 

suppose that we divide the six initial players into two groups, the group L1, L2, and L3 

(representing the lower house), and the group U1, U2, and U3 (representing the upper house). If 

the requirement for a replacement of the status quo becomes congruent majorities in the two 

houses, some of the previous majorities (like (L3U1U2U3) in the figure) are now invalidated, 

because they do not represent majorities in both houses. Figure 6.1 shows the winset of a 

bicameral system with dark shade, and the winset of a unicameral but not bicameral legislature 

with light shade. 

A similar argument can be made if instead of bicameralism one would introduce qualified 

majorities. If we consider the case of a 5/6 qualified majority, Figure 6.1 demonstrates that the 

winset of the point selected as status quo is empty. There is no coalition including five out of the 

six players that agrees to a replacement of the status quo. In the sections that follow I will focus 

on each one of these methods of increasing the number of veto players: bicameralism and 

qualified majorities.  

A different mechanism that “makes it harder for a national will to form and be sustained 

over time” according to Bednar, Eskridge and Ferejohn is the fragmentation of the party system. 

The idea that a fragmented party system will not be able to decide or to sustain its decisions may 
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seem plausible but it is not necessarily correct. As we have seen in Chapter 2 the winset of 

collective veto players may include points that are not included in the winset of an individual 

veto player. As a consequence fragmented party systems may produce outcomes that non-

fragmented ones could not (by taking some dissidents from one party and forming a majority). 

Fragmentation per se may make bargaining among different fractions more difficult, but does not 

preclude outcomes.  

Finally, another mechanism that weakens the central government according to Bednar, 

Eskridge and Ferejohn is the existence of a strong and independent judiciary. As we will see in 

Chapter 10 there is indeed an association between federalism and independent judiciary, 

however it is not clear which is the direction of causation. Is it that federal countries create 

constitutions with strong judiciary, or is it that the judiciary in federal countries becomes more 

independent and important since it has to adjudicate among different branches of government? 

In conclusion, federalism is an elusive independent variable. It does not seem to cause the 

beneficial effects that the fiscal federalism literature predicted. It does not have any unique or 

necessary institutional feature (whether bicameralism, or qualified majorities, or fragmentation 

of parties, or independent judiciary), yet it is associated with most of these characteristics. My 

contention is that whether it is through bicameralism, or through qualified majorities (the most 

frequent associations over time) the number of veto players increases, and the characteristics 

associated with veto players (policy stability, government instability, independence of 

bureaucracies, the  judiciary, etc.) become more pronounced.   

II. Bicameralism 
Around one third of parliaments in the world are bicameral (Tsebelis and Money (1997)). 

In these bicameral legislatures the composition as well as the power of the second chamber 
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varies, the rules of how agreement is achieved (if necessary) differ. I will deal with all these 

preliminary issues first, and then focus on decisionmaking under one set of rules which requires 

special analysis on the basis of veto player theory: the case where both chambers have veto 

power, and are composed of weak parties. 

a. Bicameral and multicameral diversity 
The power of the second chamber varies from country to country. Sometimes the 

agreement of the upper chamber is necessary for the adoption of legislation (US, Switzerland, 

Italy), sometimes not (UK, Austria). It is quite frequent that federal countries have upper 

chambers with the right to veto legislation. 

Another feature of bicameral countries is that the second chamber may have a similar 

political makeup to the first, or quite different. Reasons for the differences in policy positions 

may be that the two chambers are elected from different constituencies (frequently in federal 

countries one represents the population and the other the states), or with different electoral 

systems, or they may simply have different decision-making rules. An example of different rules 

is provided by the American Congress with the Senate’s filibuster rule (that does not exist in the 

House): as a result of this rule, a qualified majority of 3/5 is needed for legislation to clear the 

Senate, while a simple majority is needed for the House. I will analyze this case in detail below. 

Even if both chambers have the same partisan composition it does not follow that 

differences between them are eliminated. It took the Italian legislature composed by two almost 

identical politically chambers 17 years to adopt legislation on rape (violenza sessuale). The 

major issues were whether it is possible to have rape in a marriage, and whether the victim 

should always be the one who decides whether and when to go to court. There were different 

positions within the various female associations and female MPs. As a result, party leaderships 
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did not want to interfere into the dispute, and legislation that was first introduced in 1977 was 

adopted in 1995/6.87 

So, bicameral legislatures may introduce a second institutional veto player (if the second 

chamber has the possibility to veto legislation). I will focus on cases fulfilling this veto 

requirement. However, it would be incorrect to assume that second chambers without veto power 

do not affect legislation. Tsebelis and Money (1997) have demonstrated that such chambers can 

influence outcomes, and sometimes can even abort legislation (like the House of Lords when it 

suspends legislation just before an election which leads to the abortion of bills). 

Finally, while we are speaking about bicameralism, from the point of view of this book, it 

is easy to generalize to any number of chambers. For example, the American political system 

because of separation of powers between the president and the legislature on the one hand, and 

and federalism on the other, is de facto a tri-cameral system (requires the agreement of three 

institutional veto players instead of two). In Chapter 2 I presented Figure 2.5 identifying an area 

containing the winset of the status quo of the US tricameral system when one veto player 

(president) is individual, while the other two (House and Senate) are collective. Similarly, one 

way of passing legislation in the EU is by agreement of the Commission, the European 

Parliament and a qualified majority in the Council of Ministers, which means also that this 

system may be understood as a tri-cameral system.88 I analyze the EU system under all different 

sets of rules in Chapter 11. 

If parties are cohesive, the different number of chambers may increase the number of 

veto players, but does not complicate the analysis. For example, if the same majority controls 

both upper and lower chambers and if the parties have the same ideal points then cases like the 

                                                 
87 Gianfranco Pasquino, personal communication. 
88 Braeuninger (2001) studies theoretically multi-cameral systems, although his example addresses decision-making 
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disagreement between the Italian chambers will be rare, and one can perform the analysis in one 

chamber alone (technically the veto players of the second chamber are absorbed). If a certain 

coalition controls the majority in one chamber but not in the second, then the parties required to 

form a majority in the second chamber have to be considered additional veto players. For 

example, as we saw in Chapter 3, in Japan and Germany if the ruling coalition does not control 

the Senate one has to add as veto player the party required to control the upper chamber whether 

the new veto player is included in the government coalition (as they did in Japan in 1999) or not 

(as is the case in Germany).89  

The one case that we have not covered in this preliminary discussion is the case where 

both chambers have veto power over legislation, and the parties in each one of them are not 

cohesive, as it usually happens in bicameral presidential regimes. 

b. Strong bicameralism with weak parties 
When parties are weak, the majorities that prevail in each chamber are not stable and the 

majorities of the two chambers do not necessarily coincide. As a result, a veto player analysis 

cannot move beyond the institutional level. Figure 6.2 provides a visual representation of the 

argument in a very simple case. 

    INSERT FIGURE 6.2 

The two chambers (lower represented by L, and upper represented by U) are drawn in 

two dimensions, and located away from each other. Any coalition in each one of them is 

possible, and they decide by congruent majorities. Under the above conditions, first there are 

some points that cannot be defeated by the decision-making rule in place. They are called the 

bicameral core. These points are along the segment LU. Indeed, any point over or under this 

                                                                                                                                                             
in international organizations. 
89 A prior question for the case of Germany is whether parties are cohesive to be considered as having the same 
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segment can be defeated by its projection on the LU line. In addition, any point to the left of L 

can be defeated by L1, L3, and a unanimity of Us. Similarly, any point to the right of U can be 

defeated by U1, U3, and a unanimity of Ls.90 

Figure 6.2 also presents the winset of one particular position of the status quo. The 

calculation has been performed in two different ways, exactly and by approximation. For the 

exact calculation I consider the individual members of the two chambers and identify all the 

points that command congruent majorities in the two chambers (heavily shaded area). For the 

approximate calculation I use the concept of collective veto players introduced in Chapter 2, 

draw the wincircles of each chamber, and consider their intersection. This intersection is lightly 

shaded in the figure, and as expected contains the winset of the status quo. 

The location of the bicameral core in this analysis is important, because as we see in 

Figure 6.2 the bicameral winset is divided in half by the bicameral core. As a consequence, the 

closer the status quo to the bicameral core, the smaller the winset of the status quo (policy 

stability increases). In addition, the bicameral core is the major dimension of bicameral conflict. 

Given that points outside the core can be defeated (by congruent majorities) by their projection 

on the core, the real dispute between the two chambers is reduced to the adoption of a point in 

the L*U* interval. 

However, the bicameral core is not guaranteed to exist particularly in high dimensional 

spaces (see Chapter 2). Tsebelis and Money (1997) have demonstrated that even in the absence 

of a bicameral core the strategic situation is not modified significantly. They calculated the 

uncovered set of a bicameral legislature and showed that it includes the line that connects the 

centers of the yolks of the two chambers. So, if the decision is made within the uncovered set 

                                                                                                                                                             
preferences in both chambers. The most recent empirical research on the issue (König 2001) indicates that they are. 
90 See Hammond and Miller (1987) and Tsebelis and Money (1997). The latter mistakenly the core further than 
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(see Chapter 2), one has to locate the outcome using very similar calculations (the line that 

connects the centers of the two yolks, and the wincircles of the collective veto players). 

For these reasons Tsebelis and Money (1997) have come to the conclusion that 

bicameralism shapes the conflict between the two chambers into a conflict along one privileged 

dimension (the one that connects the center of the yolks of the two chambers). This analysis is 

not significantly different than the analysis proposed in this book. As a result of either analysis 

the larger the distance between the centers of the yolks of the two chambers, the smaller the 

possibility of change. Another conclusion that the two analyses share is that the outcome of 

bicameral negotiations depends on which chamber controls the agenda. In the analysis of this 

book, I identify the outcome when one of the two chambers controls the agenda setting process. 

However, as Tsebelis and Money demonstrate, the actual agenda setting is a significantly more 

complicated process. Figure 6.3 addresses this issue. 

   INSERT FIGURE 6.3 

As we discussed in Chapters 1 and 2 when one chamber makes a proposal to the other, 

they select the point closest to them from the winset of the status quo, so, the outcome will be L1 

(or around L1) in the case when the lower chamber is the agenda setter, and U1 (or around U1) if 

the upper chamber controls the agenda. However, most countries have adopted more complicated 

rules, which are called the “navette”91 system. The bill shuttles from one chamber to the other 

either until agreement is reached92 or until some other stopping rule is applied. In some countries 

prolonged disagreement leads to the formation of a conference committee (France, Japan, 

Switzerland), in others the lower house makes the final decision (UK, Austria), in others there is 

a joint session of the two chambers (Australia). 

                                                                                                                                                             
points L and U. 
91 Navette is the French word for shuttle. 
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Tsebelis and Money have identified the differences in policy outcomes produced by these 

institutional arrangements. In their analysis they use the “impatience” of each chamber as an 

additional variable. Their argument is that each chamber prefers an immediate agreement over a 

postponement, and in order to reach this immediate agreement it is willing to make some 

concessions. The qualitative implications of this argument are presented in Figure 6.3. If the 

lower chamber makes an offer and there is the possibility of a new round of negotiations after a 

rejection, it will move to point L2 in order to avoid this rejection. If there are two rounds of 

negotiation, it will move even further to point L3 etc. Similarly, if the upper chamber controls 

the agenda, and there is one round of negotiations in case of disagreement, it will propose U2 in 

order to avoid these negotiations, if there are two rounds of negotiations it will propose U3 in 

order to avoid them etc. Note that all these institutional intricacies are covered by the veto player 

theory presented in this book, because here I have adopted the more general argument that the 

outcome is located within the winset of the status quo, and I do not attempt to fine tune the 

prediction any further. 

I can make the same argument with respect to conference committees. They control the 

legislative agenda, and they decide which particular outcome from the intersection of the winsets 

of the status quo of the two cambers will be selected. So, the final outcome will be located inside 

the winset of the status quo of the two chambers, but what is the exact location depends on the 

composition and the decision-making rule inside the conference committee. The reader can refer 

to Figure 2.9 to visualize how a conference committee identifies the area within which it will 

make its proposal. 

The analysis in this section leads to similar conclusions with the “divided government” 

literature in American politics. Some researchers (Fiorina 1992, Sundquist 1988) have argued 

                                                                                                                                                             
92 This means that the number of rounds is potentially infinite (Italy). 
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that divided government will cause a reduction in significant legislation. Indeed, “divided 

government” in the terminology of this book is equivalent with “ the two institutional veto 

players have significantly different preferences.” However, empirical evidence collected by 

Mayhew (1991) on significant laws does not corroborate the divided government expectation.93 

Mayhew finds that there is no significant difference in legislation between periods of unified and 

divided government. There has been one important empirical response to Mayhew’s finding. 

Sarah Binder (1999) has made the argument that Mayhew’s data set requires “a denominator,” 

that is the set of potential laws some that were not passed because of divided government or 

other reasons. She identifies the set of such laws, and when she takes the ratio of actual 

legislation over this set of laws she finds that the distance between the two parties as well as the 

distance between the two chambers have significant negative impact on the percentage of bills 

that become laws. Consequently, the most recent findings in the American literature are in 

agreement with the argument of this book. There is however, a more theoretical response to 

Mayhew’s argument which focuses on the question of qualified majority requirements in US 

decision-making. I will address this argument in the last section, after having a detailed 

discussion on qualified majorities. 

III. Qualified majorities 
As we saw in the first part of this chapter Condorcet who did not believe in the virtues of 

bicameralism was arguing that qualified majorities can produce the same outcomes of policy 

stability in a simpler and more certain way. In this section, I will show two points: first, how 

qualified majorities can increase policy stability; second, how pervasive they are even if not 

explicitly specified by formal institutions. 

                                                 
93 For a debate on the Mayhew data set, see Kelly 1993 and Mayhew 1995. 
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a. Core and winset of qualified majorities 
Let us consider a collective veto player composed of seven members (1, …7), who 

decides by a 5/7 qualified majority. We can divide this collective veto player several times the 

following way: we can select any five points, (say 1,…5), and then consider the pentagon 

composed of these five points (the unanimity core of these 5 players). Any point included in this 

pentagon cannot be defeated by a unanimous agreement of the five selected players. If now we 

select all possible such combinations of five players, and there is an intersection of their 

unanimity cores, it means that any point in this area cannot be defeated by any 5/7 qualified 

majority. 

INSERT FIGURE 6.4 

Figure 6.4 presents the intersection of the unanimity cores of all possible five member 

combinations. This area is the 5/7 core of the collective veto player. Such a core does not always 

exist, however, it is more frequent than a bicameral core. Indeed, Joseph Greenberg (1979) has 

shown that such a core always exists if q>n/(n+1) where q is the required majority and n is the 

dimensionality of the policy space.  

The reader can verify that the unanimity core always exists (regardless of the number of 

policy dimensions)94, and that for points outside the core the winset of the status quo is not 

empty. In addition, if the qualified majority core exists and the status quo approaches this core, 

the winset of the status quo shrinks (policy stability increases). 

A comparison of the bicameral core and the qualified majority core in an n-dimensional 

space (assuming that they both exist) indicates that the first is a single dimensional object, while 

the second is in general in n dimensions. And the shape of the core, affects the size of the winset 

of the status quo (that is, policy stability). For the winset of the status quo to be small in a 
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bicameral system the status quo has to be located close to one particular line, while under 

qualified majority rule, if the status quo is located centrally within the collective veto player, its 

winset will be small or empty (policy stability will be high). 

What is the implication of this difference? A qualified majority decision-making is likely 

to leave centrally located policies either unchanged, or produce incremental changes to them. 

Qualified majority decision-making is also likely to produce outcomes centrally located in space. 

The outcomes of bicameralism are more random. If the two collective veto players in a bicameral 

system are located in opposite sides of a policy question, bicameralism will focus the discussion 

on the issue. If however the two veto players are in agreement on the policy question, the issue is 

not likely to be discussed in a satisfactory way between the two chambers.95 Let me produce 

some examples: if one chamber of a bicameral legislature is more rural and the other more urban, 

questions of agricultural subsidies are likely to be discussed, and a compromise on the issue 

identified. If, however, both chambers represent younger or older voters, a discussion of the 

social security issue or a compromise taking both sides of the issue into account may not occur. 

b. Pervasiveness of qualified majorities 
As we saw in Chapter 2, qualified majority requirements impose additional restrictions 

on the winset of the status quo. First, as the required qualified majority threshold increases, the 

winset of the status quo shrinks. Second, unlike the majority winset of the status quo, that is 

almost never empty, the qualified majority winset of the status quo may be empty. Third, 

extremely important for the size of the qualified majority winset of the status quo (if it exists) is 

the q-cohesion of the collective player. As conjecture 2.3 states, policy stability increases when 

q-cohesion increases. 

                                                                                                                                                             
94 This is because n points define at the most an (n-1)-dimensional space. 
95 It may or may not be discussed inside each one of the chambers, depending on the attitude of the majority. 
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When collective veto players are deciding by qualified majorities, all these calculations 

are necessary in order to identify the location of the winset of the status quo. For example, this is 

the case for the Council of Ministers of the EU, for the override of a presidential veto in the US, 

for legislatures with respect to constitutional issues (Belgium), or for the lower chamber to 

overrule the upper in some countries like Chile and Argentina (see Tsebelis and Money 1997 for 

examples). However, what is not obvious is that the qualified majority calculations are necessary 

for some additional cases, which I will call: “qualified majority equivalents”. Let me discuss 

such cases. 

1. Non-constitutional requirements. While the American Senate formally makes decisions 

by simple majority of its members, the possibility of filibuster modifies the situation 

significantly. If a Senator decides to filibuster a bill, the only possibility to end his efforts is a 3/5 

vote of the Senate. Consequently, 40 Senators can prevent legislation from being adopted. For 

any significant legislation to pass the United States Senate, an agreement of the minority party is 

required (unless this party does not control 40 seats). In other words, the American Senate is a 

qualified majority (or supermajoritarian) institution. We will see the difference this “detail” 

makes in section IV. 

2. Absolute majorities and abstentions. Sometimes, constitutional requirements specify an 

absolute majority of the members of a Parliament. For example, the European Parliament has to 

propose amendments by the absolute majority of its members in certain legislative procedures. 

Similarly, the French National Assembly can vote a non-confidence vote only by the absolute 

majority of its members. The German chancellor is invested (and replaced) by an absolute 

majority of the members of the Bundestag. If all the members of a legislative body are present 

and nobody abstains, then an absolute majority and a simple majority coincide. If, however, there 
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are absentee members, or if certain members abstain from the vote, then, the absolute majority 

requirement is equivalent with a qualified majority of the members who participate in the vote. 

Consider that the percentage of abstentions and/or absentee votes is a, and of the 

remainder the percentage of “yes” votes is y (and the remainder (1-y) is “no” votes). An absolute 

majority requirement translates to y>(1/2)/(1-a). This relationship gives the following “qualified 

majority threshold equivalents.” If 50% of MEPs are absentees or abstain, unanimity of votes is 

required for an amendment to pass. If 33.3% do not vote or abstain, the required threshold is ¾; 

if the percentage of non participants is 25%, a decision requires 2/3 of the present MEPs, etc. 

Since the absolute majority requirement translates to a qualified majority equivalent threshold in 

the European Parliament, this institution is sometimes unable to introduce amendments desirable 

to an (absolute) majority of its members.  

3. Unwilling or undesirable allies and simple majorities. In the French IV Republic 

(1945-1958), in the height of the cold war, governments often made the statement that if the 

Communist party voted in their favor they would not count the Communist votes. A statement of 

that form is equivalent with taking a percentage of votes away from the “yes” column and 

moving it to abstentions. Again, we are talking about qualified majority equivalence. 

Alternatively, some parties may refuse to support any possible government. They are known in 

the literature as “anti-system parties.” The mere existence of such parties transforms simple 

majority requirements to qualified majorities. Think for example that a new party is added to the 

five parties of a parliament (like the ones presented in Figure 2.4), and that all parties have the 

same number of votes (16.67%). If the new party is an anti-system party, that is, a party is voting 

“no” on every issue, then, in order to obtain a majority four out of the six parties are needed to 

vote “yes.” Since party six is voting always no, then, the required majority is in fact 4/5 (four of 
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the remaining five parties have to agree). Applying the reasoning I presented in Chapter 2 section 

III, this qualified majority equivalence substantially decreases the winset of the status quo. In 

fact, it may make any change of the status quo impossible. 

Modeling some Latin American legislatures may require this technique of qualified 

majority equivalence. The reason is that Latin American parties are more disciplined than US 

parties, but less than European parties, and consequently, winning coalitions may exclude some 

parties (that never support prevailing policies) but use different parties each time. In this case the 

analyst has to exclude the parties that never participate in majorities and see how the remaining 

parties form qualified majorities in order to produce the required votes. 

Finally, as I said in Chapter 4 oversized governments in parliamentary systems may be 

modeled as qualified majority equivalents, because all coalition members are not needed for a 

particular policy to be adopted. Strom’s (2000) arguments discussed in Chapter 4 would lead to 

such an approach. However, as the reader will verify from the empirical results of Chapter 7 I 

did not need such an approach to model the effects of oversized coalitions on issues of workers’ 

time and working conditions. 

To conclude, while qualified majorities per se are not a very frequent requirement, 

knowledge of the political reality prevailing inside different institutions or political systems, may 

lead the researcher to use qualified majority equivalents, and the analysis introduced in Chapter 2 

section III to model particular institutions or political systems. Whenever qualified majorities 

become the decision-making rule (whether de facto or de jure), policy stability should increase, 

and outcomes should be expected to converge towards the center of the location of veto players. 

IV. Bicameralism and qualified majorities combined. 
What happens if bicameralism is combined with qualified majorities? That is, if one of 
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the two chambers of a bicameral legislature decides by simple majority, but the other decides by 

qualified majority? This is the case of the US institutions if we consider that the Senate has to 

make important decisions by filibuster proof majorities (so that a 3/5 majority will use the 

cloture rule and avoid filibusters). This is also the case of EU institutions, because the Council 

decides by qualified majority or unanimity. 

   INSERT FIGURE 6.5 

Figure 6.5 replicates Figure 6.2 with the only difference that decisions in the upper 

chamber are taken by unanimity. There are two major consequences of these more stringent 

requirements of decision-making in one of the two chambers as shown in Figure 6.5. First, policy 

stability increases (since the winset of the status quo shrinks). Second, outcomes shift in favor of 

the less flexible chamber (whether one considers the whole winset of the status quo or simply the 

intersection with the core or the line connecting the centers of the two yolks (in the figure out of 

all the points L*U* only one survives)). I will use these results to analyze decision-making in the 

EU in Chapter 11.  

If we restrict the above analysis in one dimension, then the core of the bicameral system 

expands, and it is more difficult to upset the status quo. In particular points between U1’ (the 

projection of U1 on the bicameral core) and U3 that could be modified under congruent 

majorities, are now invulnerable under the new decision-making rule.  

This is the essence of the argument that Keith Krehbiel (1998) presents in his influential 

book Pivotal Politics.96 Krehbiel at the theoretical level introduces a one dimensional model and 

identifies the “pivots” of decision-making (the 40th and 60th Senator for filibuster and the 34th 

and 66th senator for veto override) and the size of the area included between the two pivots (the 

                                                 
96 See also David Jones (1998), (2001). 
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“gridlock area”).97 Empirically Krehbiel identifies changes in the “size of the gridlock area” by 

using the size of the majorites in each chamber and calculating whether the support for the 

president increases (in which case the gridlock area shrinks) or decreases (in which case gridlock 

increases). 

Krehbiel uses his model to reevaluate Mayhew’s findings. Mayhew had identified two 

major variables accounting for legislative productivity: the first was the first half of a presidential 

term (Mayhew 1991: 176-77), and the second “activist mood” which is an “elusive” in 

Mayhew’s terms way of capturing the idea that “in lawmaking, nothing emerges more clearly 

from a postwar analysis than that something special was going on from the early or mid-1960s 

through the mid-1970s” (Mayhew 1991: 177). Introducing the size of the gridlock area in a series 

of regressions Krehbiel (1998:70-71) is able to demonstrate that the statistical significance of 

Mayhew’s variables disappears even if one considers alternative measures for these variables. 

The contribution is significant, because as Krehbiel modestly claims, it moves the analysis “a 

step beyond anecdotal support which is characteristic of much of the presidency theory” 

(Krehbiel 1998:75). 

Krehbiel’s results are completely consistent with the theory presented in this book, but I 

want to introduce one important point of comparison. It is the dimensionality of the underlying 

space. For Pivotal Politics the policy space is one dimensional. In fact, the very title of the book 

and the definition of pivots implies a single policy dimension. In Krehbiel’s analysis “among the 

n legislators… two players may have unique pivotal status due to supermajoritarian procedures.” 

(Krehbiel 1998: 23). 

   INSERT FIGURE 6.6 

                                                 
97 For a similar one dimensional model taking into account committee positions see Smith (1989). For 
multidimensional models see Shepsle (1979) and Shepsle and Weingast (1981), (1984), (1987).  
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However, if one adds even a single policy dimension into the underlying model, the 

pivots multiply. In Figure 6.6A I present the single dimensional argument, according to which 

the pivots are always the same no matter where the status quo is and no matter where the 

alternative proposal is. (see also Krehbiel 1998: 23). In Figure 6.6B I add a second dimension, 

and consider only three voters A, B, and C. Depending on where the alternative proposal is, the 

pivotal player may change (proposal PA makes voter A pivotal, proposal PB makes B pivotal, 

while proposal PC makes C pivotal). One can increase the dimensions and the alternatives to the 

status quo, and almost any one of a particular group of players will become “pivotal.” This 

fundamental change from one to more than one dimensions is not an unusual feature of voting 

models or of Krehbiel’s model. In fact, speaking about all spatial models Krehbiel (1988) has 

argued: “Simply expanding the dimensionality of choice space from one to two has profoundly 

destabilizing consequences.” It is a distinctive feature of veto player theory that its conclusions 

hold in any number of dimensions and regardless of whether veto players are individual or 

collective. The price I pay for this ability to generalize is that sometimes I have to restrict 

proposals in the uncovered set, and my conclusions hold only approximately (Chapter 2).  

Is it reasonable to expand the dimensionality of space? Theoretically the answer is a clear 

“yes” because we cannot rely on one-dimensional models if their results do not generalize. But 

even if theoretically this is the case, why not stick with a parsimonious model that works in one 

dimension? After all Congress is a bicameral legislature, and as I have claimed in section II, the 

bicameral core or in its absence the line connecting the centers of the yolks of the two chambers 

is the dominant dimension of conflict. So, why not report everything to this dimension?  Because 

besides the positions of the different members of the legislature it is important to know the 

positions of the president which are simply assumed in Krehbiel’s model. Indeed, as Krehbiel 
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argues, he assumes that the position of the president “is exterior to the legislative pivots” 

(Krehbiel 1998: 73) or more generally: “to shift probabilistically between designated intervals of 

the policy space” (Krehbiel 1998: fn.27). If the president is not assumed, but his preferences are 

included a one-dimensional model is not sufficient, because there is no reason to assume that his 

position is on this dimension. Braeuninger (2001) demonstrates that when n groups negotiate the 

underlying space is of n-1 dimensions, which would mean, in the American case (with 3 veto 

players) a two dimensional analysis. Given that the models in veto player theory hold in any 

number of dimensions, in the empirical chapters that follow I will undertake both single and 

multiple dimension estimations (Chapters 7 and 8). What Krehbiel calls “the gridlock area” is 

nothing but the core of the decision-making rule in multiple dimensions. In addition, in Chapter 

11 I will examine another case of three institutional veto players (the EU) and produce 

multidimensional models of the core of quite complicated procedures. 

To summarize my argument, it is true that government in the US is not just united or 

divided as several researchers have claimed, but it is also supermajoritarian because significant 

legislation cannot pass without clearing filibuster obstacles in the Senate, and most of the time 

the minority party controls the required 40 seats. This means that divided government is built-in 

in US institutions not because of the requirement that all three veto players agree on a particular 

change of the status quo, but because of the filibuster rule which essentially prevents partisan 

legislation from passing the Senate. Krehbiel’s (1998) contribution was to point out the 

significance of supermajoritatian procedures in order to understand American politics. I use the 

term “supermajoritarian” instead of “pivotal” because the latter presupposes a single dimension, 

that cannot be taken for granted. His empirical results are an important first step, but they have to 

be replicated on the basis of multidimensional models.  
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Conclusions 
Federalism has been studied both in the Political Science and the Economics literature. 

The expectation was that decentralization would lead to decisions more appropriate for the 

people that they concerned. The empirical evidence does not corroborate this expectation. 

I studied the institutions of federalism, and found out that two particular rules as well as 

their combination are used most frequently in federal countries: bicameralism and qualified 

majorities. Each one of these procedures as well as their combination increases the number of 

veto players, and consequently increases policy stability. The expectation is that federalism will 

not only increase policy stability but have the structural consequences associated with multiple 

veto players: independence of bureaucracies and the judiciary, government instability, etc. It is of 

course possible that federalism has independent consequences as well. For example, federalism 

may increase the independence of the judiciary not only because the number of veto players 

increases but also because judges are asked to adjudicate among different levels of government. I 

will discuss such effects in the corresponding empirical chapters. 

While both bicameral and qualified majority institutions increase the number of veto 

players, there is a significant difference between the two: bicameral institutions work well only if 

the underlying dimension of conflict is captured by the centers of the yolks of the two chambers; 

qualified majorities are likely to preserve outcomes located centrally in the collective veto 

player. 

All four chapters in this part (II) covered phenomena central in comparative political 

analysis: regime types, interactions between legislative and executive, referendums, federalism, 

bicameralism, and qualified majorities. I re-examined the existing knowledge and sometimes 

ended up in agreement with the literature (democracy and competition), sometimes in conflict 

(government power is derivative of agenda setting power not equivalent to government 
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duration), sometimes explained existing disagreements (role of agenda setting in different types 

of referendums) and other times introduced a different angle of analysis (institutions of 

federalism instead of fiscal federalism, government composition instead of party system 

analysis). I will not review the findings here. Instead I will focus on different mechanisms to 

increase or decrease the number or the distances of veto players examined in this second part. 

In Part I of the book I considered the number and distances of veto players as given and 

looked at the implications on policy stability. In Part II I studied different institutional 

configurations and their effects on the constellation of veto players of a polity. While it is clear 

that the policy positions of veto players affect policy stability either because of absorbtion (some 

veto players do not affect policy outcomes) or because of the ideological distances of veto 

players (if they converge policy stability decreases) there is one additional source of variation 

that I have discussed in each chapter but I want to highlight as part of the conclusions. Specific 

institutional provisions may not have always the same result on veto players. The same 

institution may add or subtract veto players, or, it may keep their number the same but alter their 

distances thereby affecting policy stability. 

We made some of these points explicit in the chapters of this part. For example 

referendums always add a veto player (the “as if” median voter), but depending on their agenda 

setting rules they may eliminate existing ones. Indeed, when the same player controls both the 

question and triggering of a referendum the existing veto players are eliminated. We showed that 

in veto player referendums the position of the status quo ceases to be relevant, and the agenda 

setter can obtain an outcome in the winset of the “as if” median voter. We also saw that in 

popular initiative referendums the different potential agenda setting groups will concentrate on 

attracting a majority of the public and ignore the existing veto players. 
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Similar arguments can be made about bicameralism: the second chamber may or may not 

have veto powers. For example, the German Bundesrat has veto powers over legislation that has 

consequences on federalism, but not on other pieces. With respect to qualified majorities, 

different issues may require different thresholds. 

In presidential systems the President has usually the power to veto legislation, but most 

of the times there are provisions for a veto override of the legislature. To the extend that such 

provisions can be achieved, the veto override conditions reduce policy stability, since they 

provide a mechanism that the status quo can be changed despite the objections of the president. 

But the most complicated (from a veto player perspective) institutional provision is the 

one of executive decrees. This institution usually subtracts veto players, but it can also add veto 

players, or leave the number of veto players the same but alter their ideological distances. The 

archetypal case of executive decrees would be a Presidential decree in a presidential system 

(Carey***): the President bypasses the other veto players, and makes the final decision in an area 

of his jurisdiction.  

However, there are cases where government decrees add a veto player to the existing 

ones: in France the President of the Republic is part of the government (in fact, presides over it), 

so he has to agree on a government decree. With respect to ordinary legislation he has no veto so 

he can be bypassed by the parties in government (assuming different presidential and 

parliamentary majorities). We will discuss this point further in the empirical analysis of Chapter 

7.  

Finally, government decrees may preserve the number of veto players, but alter their 

distances. For example the Italian government often used executive decrees as a way of 

bypassing parliament (Kreppel 1997). However, as we argued in Chapter 4 the parties members 
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of government are veto players in a multiparty system. Why is it easier to pass government 

decrees than parliamentary legislation of the veto players are the same? Kreppel’s answer is that 

the members of the government are ideologically closer to each other than the leadership of the 

corresponding parties, so policy stability decreases. Proposition 1.4 and Figure 1.7 make the 

same point in the most general case: if the decisionmakers are closer to each other, the winset of 

the status quo expands, and policy stability is reduced. 

In conclusion, while veto players theory comes sometimes to similar conclusions with 

existing literature there are also lots of disagreements. But most important, there is no direct way 

of translating existing institutions into the number and distances of veto players. Some 

institutions have similar effects (federalism increases the number of veto players), others alter 

their impact on veto players on the basis of specific institutional provisions (who controls the 

agenda on referendums, executive decrees). Most important however is the fact that the results of 

veto player analysis depend on the ideological positions of veto players: some of them may be 

absorbed; even if they are not absorbed they may converge or diverge and this will have serious 

implications on policy stability. 

I want to conclude by underlying the consistency of the veto players approach. I 

discussed different influential approaches in each chapter: regime types, party systems, 

ministerial influence, executive dominance, fiscal federalism, pivotal politics, to mention but a 

few. Each one of them was based on different assumptions and led to conclusions relevant to the 

subject matter it was developed for. By contrast, veto players is based on the same set of 

principles developed in Part I and it is these principles that led us to all the agreements or 

disagreements with the literature, as well as all the conditional or qualified statements on 

institutions. 
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FIGURE 6.6B
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PART III: POLICY EFFECTS OF VETO PLAYERS 
 

The basic set of propositions introduced in Part I use policy stability as the dependent 

variable and the number and distances among veto players as the independent variables. I have 

explained why increasing the number of veto players (Proposition 1.1) and the unanimity core of 

them (Proposition 1.4) leads to higher policy stability. This Part will test these propositions. 

There are several problems with empirical tests of these expectations. They stem from the 

relationship between legislative policies and legislative outcomes. The crux of the problem is 

that legislators have to design policies, but have preferences over outcomes. Let me be more 

specific. When the legislators of a country passes legislation on a specific issue they take a series 

of steps: they define the problem they want to resolve; they define the conditions under which it 

occurs, or the specific set of conditions that they will address; they define the means by which 

they will interfere, and the extent by which they will use these means. As a result a series of 

policy related outcomes occurs. In terms of unemployment legislation for example, some people, 

but not others, receive unemployment compensation; select individuals receive healthcare even if 

they are not employed; a certain number of administrators, and medical personnel are used to 

address these problems; and they cost a certain amount of money to be found in the budget. All 

these outcomes are the issues legislators care about, and they had in mind when they were 

designing the unemployment policy.  

However, it is possible that some of these results were not anticipated when the 

legislation was introduced: the definition of unemployment may have been so inclusive as to 

permit to a series of private citizens to ask for unemployment compensation while they had some 

kind of employment, or may have provided exactly the same amount of healthcare coverage so 

that the number of required doctors increases, or unemployment may have increased for reasons 
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not considered by the legislature. As a result of any of these conditions, the number of 

administrative personnel, or of medical personnel, or the amount of money required may be 

different than the preferences of the legislators. In this case the legislators may decide to 

introduce new legislation amending the policies specified in the past, so that they will 

approximate the preferred outcomes better.  

This may be a more or less accurate description of how policymaking works, but how are 

we going to introduce in this picture the variable of policy stability we are interested in? Are we 

going to focus on the act of legislating, and producing new laws and see whether these laws 

differ from the previous ones even if the outcomes do not, or are we going to focus on outcomes 

regardless of whether they were produced by legislation or by exogenous shocks? Suppose that 

the legislature changes the definition of unemployment, but because unemployment is so low it 

makes little difference on the budget. Is this a significant policy change or an insignificant one? 

Alternatively, suppose that unemployment increases while legislation has remained exactly the 

same. Is this an indication of policy stability or of policy change?98  

In the two chapters that follow I will use both interpretations and try to focus on each one 

of them controlling for the other. In addition, the two chapters present models with different 

number of dimensions of the underlying policy space. In Chapter 7 the dependent variable maps 

well on the Left-Right policy axis, so I estimate a single dimensional model. In Chapter 8 the 

dependent variable is clearly multidimensional, so the model I discuss uses multiple dimensions. 

Chapter 7 deals with working time and working conditions legislation and focuses on 

significant legislative changes. I will define how I assess such significant pieces of legislation 

and use an intersubjectively testable measure for this definition. I have taken every possible step 

                                                 
98 The distinction I am making here between legislation and outcomes is very similar to the one made in the 

political economy literature between instruments and outcomes (Alt and Crystal (1985)). 
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to define significant policy changes in a way that will be persuasive, and will certainly not 

depend on my own measurements. However, no matter how accurate this measure is, it is 

completely possible that two countries start from and arrive at the same policy outcomes, one by 

using significant policy changes and the other not. For example, if one country introduces a 

comprehensive piece of legislation on unemployment compensation it is likely that any observer 

would consider this a significant piece of legislation. On the other hand, if the second country 

introduces several dozen legislative pieces for different social groups (agricultural workers, 

public sector, industry etc.) on specific aspects of unemployment benefits (duration, conditions, 

amounts, healthcare etc.) chances are that none of these pieces of legislation will be considered 

important. Chapter 7 will be open to the “outcomes” criticism of policy stability. While I will 

demonstrate that one country produces significant legislation and the other does not, it is possible 

that there is no difference in the outcomes over a long period of time. 

Chapter 8 addresses macroeconomic policies and focuses on outcomes, without 

addressing the issue of policies directly. The outcomes considered are budget deficits, inflation, 

and the composition of budget of different countries. There is no way to see directly whether 

these outcomes were due to direct government design, or to other government policies (like 

deterioration of trade because of foreign policy reasons), or to random events (changes in 

unemployment because of international conditions), or to a high or low sensitivity of the budget 

to outside factors. I will try to control for some of these possibilities by introducing dummy 

variables for each country, so that whatever the policy reason affecting the budget structure it is 

controlled for. However, this analysis is not immune to a “policies” objection to policy stability 

argument. It is possible that these changes in budget outcomes do not reflect changes in budget 

policies. 
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The independent variables for both chapters describing the over time constellation of veto 

players in different countries can be found at: http://www.polisci.ucla.edu/tsebelis/. The findings 

that these two chapters produce are congruent. Policy stability increases as a function of the 

number of veto players increases, or, more precisely as the range of a government coalition (the 

size of the unanimity core in a single dimension, and some different but equivalent measure in 

multiple dimensions) increases. Policy stability decreases as the alternation (ideological distance) 

of each coalition to its predecessor increases. So, the argument made in this section is that policy 

stability, whether measured in outcomes or in policies, depends on veto players the way Part I 

specified. 
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CHAPTER 7: LEGISLATION 
 

The theory I presented in this book predicts that policy stability (defined as the 

impossibility of significant change of the status quo) will be the result of many veto players, 

particularly if they have significant ideological differences among them. This chapter aims at 

making a direct and cross-national test of production of significant laws as a function the number 

and the ideological distances of veto players. I will test these predictions using a new dataset of 

“significant laws” on issues of “working time and working conditions.”99 

Working time and working conditions is a legislative dimension highly correlated with 

the Left-Right dimension that predominates party systems across Europe. Consequently, we can 

find the ideological positions of different parties on the Left-Right dimension and use them as 

proxies of the ideological positions of parties with respect to working time and working 

conditions. According to this approach, given that all parties are located along the same 

dimension, one can identify the two most extreme parties of a coalition, and all the others will be 

“absorbed” since they are located inside the core of the most extreme ones (Proposition 1.2). The 

result of this analysis is that the ideological distance of the two most extreme parties in a 

government coalition, as we will say from now on the range of this coalition, will be our 

independent variable. The number of significant laws will be a declining function of range. In 

addition, the number of significant laws will be an increasing function of the distance between 

the current government and the previous one, as we will say from now on alternation. The reason 

is because each government will try to modify the policies that it disagrees with and the larger 

the distance between the two governments, the larger the distance between the current veto 

players and the status quo is likely to be. Also, the longer a government stays in power, the more 

                                                 
99 I thank H. Doering for providing me with this dataset. 
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likely it is to produce significant legislation in the area under consideration (Tsebelis (1995a: 

105)).  Finally, as I explained in Figure 1.8 the variance of the number of significant laws will be 

higher when the range of a coalition is small and lower when the range large.  

The chapter is organized into three sections. The first presents the dataset that combines 

information about significant laws in different West European countries with data about 

government coalitions (composition of governments and ideological positions of parties on a 

left-right scale). In this part, I explain how the different variables used in this study are 

generated. The second part presents the results with governments being the unit of analysis and 

shows that the expectations of the model are corroborated. The third part uses countries as the 

unit of analysis and points out the inverse relationship between significant legislation and overall 

pieces of legislation that are produced in a country. 

I. THE DATA 
In order to test whether the number and ideological distance of veto players affects the 

production of significant laws I created a dataset by merging data on significant legislation (laws 

and decrees) on “working time and working conditions” in fifteen countries of Western Europe 

for the period 1981-1991 with data on coalition governments for the same countries and the same 

period.100 In this section, I will explain what was included in the original datasets as well as the 

additional manipulations for the construction of specific variables. 

1. Significant legislation. Doering and his team identified the number of significant laws 

for all Western European countries in the area of labor legislation (legislation on “working time 

and working conditions”) for the period 1981-1991. For that purpose they used the computerized 

database NATLEX that has been compiled by the International Labor Organization (ILO), 

                                                 
100 I received the data on significant legislation from Herbert Doering, and the data on government coalitions from 
Paul Warwick. 
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located in Geneva. While this database started being collected at the beginning of the 1970s, the 

dataset became complete only since the beginning of the 1980s. Consequently, the beginning of 

the dataset that I analyze is January 1, 1981. This dataset has been indexed by subject matter, so 

that one can identify all laws put to a vote and all decrees issued on any specific topic in all 

European countries. While this database is of excellent use in identifying any subject in labor 

legislation and has been used by Doering and his team to generate reliable numbers of pieces of 

legislation in different areas, it provides no indication of “significant” legislation, the dependent 

variable for a test of the veto players theory. 

The next step would have been to identify some proxy for importance. Such a proxy 

should not be size or length of legislation because a law can be written to enumerate areas of 

applicability (in which case length is correlated with significance) or areas of exception (in 

which case length is negatively correlated with significance). The alternative proxies that come 

to mind are: the size of the budget needed for implementation, or the number of people affected 

by its enactment. Both criteria would indicate that a bill on euthanasia or on same-sex marriage 

would not be significant. This short discussion indicates that criteria for selection of “significant” 

laws have an important ingredient of subjectivity that can undermine the results of any analysis 

for a reader who does not share the same criteria for selection. 

In the face of this problem, Doering had the brilliant idea of using the Encyclopedia of 

Labor Law to generate the variable “significant laws.” The encyclopedia is edited by Roger 

Blanpain and was written for labor lawyers originating in one European country who wanted to 

practice law in another. According to the introduction, “National Legislation intends to make 

available to the subscribers and users of the Encyclopedia pertinent provisions of the most 

important acts of Parliament, governmental decrees, national, and interindustry wide major 
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collective agreements, or other legal sources, where they cover a country as a whole . . .” 

(Blanpain Suppl. 194 (July 1997): subsection 5; emphasis in the original). Each country is 

covered by a 150- to 250-page monograph authored by a law professor or a judge and explaining 

to readers the significant legislation in the area. The monographs have a common pattern that 

facilitates subject matter identification. Norway and Iceland are not covered by the 

Encyclopedia. Laws that were in the intersection of both sources (NATLEX and Encyclopedia) 

are considered “significant,” while laws existing only in the NATLEX database were considered 

non-significant. 

Blanpain’s Encyclopedia provided a validation test for the NATLEX database, since for 

the 1981-91 period, all the laws mentioned in Blanpain were included in NATLEX. This was not 

true for the period before 1981, which, in turn, validates the cutoff point for the study.101 The 

dates of promulgation of the significant laws of each country were compared with the dates that 

governments were in power, so that laws were attributed to the governments that sponsored 

them. 

2. Governments.  The dataset on governments included the dates of beginning and end of 

governments in the 16 countries of the study (Austria, Belgium, Denmark, Finland, France, 

Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden, 

Switzerland102, and UK). The dates of beginning and end of the study (January 1, 1981, and 

December 31, 1991) were considered the dates of beginning or end of the government in office 

                                                 
101 These choices are described in more detail, along with legal questions that arise when a law is inadequately or 
insufficiently described in Blanpain, in an essay co-authored by the Georgios Trantas, the lawyer who following 
Doering’s idea actually identified the intersection of Blanpain and NATLEX (Scholtz and Trantas 1995). 
102 This chapter follows closely Tsebelis (1999). One of the important differences is that I have now included 
Switzerland. The addition is important because Switzerland is the only one of these countries that is not a 
parliamentary system, and consequently its inclusion with no substantive difference in results makes the veto players 
argument more credible. 
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at that date.103 On the basis of these dates of beginning and end of different governments, I 

calculated the duration in years of each one of them. 

 The dataset on governments used conventional methods to account for beginning and 

end of governments. Warwick (1994: 27) is explicit about what constitutes beginning: “A 

government typically begins when it is appointed by a head of state.” As for ending, he adopts 

the criteria proposed by Browne, Gleiber, and Mashoba (1984:7).104 However, the variable that 

matters for the veto players’ theory is the partisan composition of government. Therefore, two 

successive governments with identical composition should be counted as a single government, 

even if they are separated by an election, which changes the size of the different parties in 

parliament.105 The reason is that the variable that enters into a veto players’ analysis is not the 

relative strength of different parties in government or parliament, but the fact that each one of 

them needs to agree in order for legislation to pass.  

In order to operationalize the above argument, I created a dataset of “merged” 

governments, in which successive governments with the same composition were considered a 

single government regardless of whether they were separated by a resignation and/or an election. 

Obviously, merging affects the values of duration and the number of laws produced by a 

government. To account for this change, I added the number of laws produced by different 

governments to be merged and credited the resulting government with this total number of laws. 

Duration was recalculated as the sum of the duration of consecutive governments (this excludes 

                                                 
103 As a result the governments of each country at the beginning and ending of the period have been truncated (they 
lasted longer than indicated, and may have produced legislation outside the period of this study).  
104 According to Browne et. al. “A government is considered terminated whenever: (1) parliamentary elections are 
held, (2) the head of government changes, (3) the party composition of the government changes, or (4) the 
government tenders its resignation, which is accepted by the head of state” (Warwick (1994: 28). On this fourth 
point Warwick presents a variation and counts as termination even resignations that are not subsequently accepted 
by the head of state. 
105 For a similar argument concerning Italian governments that succeed each other while the party (and sometimes 
the person) composition is the same, see Di Palma (1977: 31). 
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possible caretaker governments and periods when a resigned government waits to be replaced 

that would have been included if I recalculated on the basis of the new beginning and ending 

dates). As a result of merging, the number of cases in the dataset decreased to 59.106 

The difference between the merged government dataset used in this study and the 

traditional method of counting governments, becomes clear in the following two cases. First, in 

Greece, the Socialist government (PASOK) came into power in 1981 and, according to the 

dataset, it produced four significant laws in the area of “working time and working conditions.” 

In 1985, the Socialists were reelected and the new government produced two additional 

significant laws. According to the merged government dataset, the two PASOK governments are 

counted as one that did not complete its legislative program in the first period and continued 

changing the legislative framework of the right wing governments of 1974-1981 during its 

second term. 

The second example is drawn from France. After Francois Mitterrand was elected 

President of the Republic in 1981, he appointed Pierre Maurois as the Prime Minister of a 

coalition government that included the Socialists and the Communists. That government 

produced four significant laws in the area under study. In 1983, a second Maurois government 

with the same party composition replaced the existing Maurois government. This second 

government stayed in power for one year, until the Communists dropped out of the coalition 

because of the austerity policies that Mitterrand was about to impose in order to remain in the 

European monetary system. The second Maurois government did not produce any new laws on 

“working time and working conditions.” In my dataset, the two governments count as one: in a 

                                                 
106 It would have been 58, but I count the French government twice during the cohabitation period of 1986-88: I 
consider only the two participating parties as veto players with respect to legislation, but I add the President when I 
consider a government decree that they issued. This produces a conservative estimate because I omit all the times 
that a cohabitation government produced 0 decrees as a result of its ideological divisions. 
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three-year period the Socialist-Communist coalition produced four significant laws. Implicit in 

my account is that the second Maurois government did not produce any laws because the first 

had completed its work in this area.107 

3.Ideology. The government dataset included also the composition of different 

governments (the parties participating in government coalitions to which I added the positions of 

the President of Portugal and France and the Bundesrat in Germany in the cases indicated in the 

first part of this article) and their “ideological scores” on the basis of three indices. The first was 

from Paul Warwick’s (1994) Government Survival in Western European Parliamentary 

Democracies (Warwick expanded the dataset collected by Browne et.al. 1984, who had 

expanded the dataset collected by Dodd 1976).  This index was generated from forty different 

measures that were developed from experts, party manifestos, and survey sources. Of the 

governments included in this dataset, the index ranged from a low of -6 (left) to a high of 5 

(right). 

The second index was provided by Castles and Mair (1984) in “Left-Right Political 

Scales: Some ‘Expert’ Judgments.” These ideological scores were generated from a 

questionnaire survey of more than 115 political scientists from Western Europe and the United 

States (Castles and Mair 1984: 75). The questionnaire asked each respondent to place all of the 

parties holding seats in his/her national legislature on the left-right political spectrum ranging 

from zero (ultra-left) to 10 (ultra-right), with 2.5 representing the moderate left, 5 the center, and 

7.5 the moderate right. Castles and Mair present the results from those countries that had at least 

three respondents. The ideological score reported for each party was the average of available 

responses. Given the ten-point scale, the potential range of responses was (0,10). Of the parties 

                                                 
107 All the calculations in this article were replicated with the traditional way of counting governments, and led to the 
same qualitative results. 
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analyzed here, however, the low score was 1.4, received by the Communist Party of France, and 

the high was 8.2, received by the Gaullist party. 

The third index was drawn from Laver and Hunt’s (1992) first dimension variable, 

“increase services vs. cut taxes.” Respondents were professional political scientists (Laver and 

Hunt 1992: 38-41, 122). Each respondent was asked to locate the policy positions of both the 

party leaders and voters for each party in his/her country on the left-right spectrum. In addition to 

the parties that won seats in the most recent election, respondents were asked to evaluate every 

party that won at least 1 percent of the national vote, as well as any significant regional parties. 

The scale adopted by Laver and Hunt was a 20-point scale (to accommodate for the fact that the 

countries included in their study contained up to 14 parties to be placed on the scale). For the 

first dimension -- taxes vs. public services, respondents assigned each party a score ranging from 

1 (“promote raising taxes to increase public services”) to 20 (“promote cutting public services to 

cut taxes”). Among the cases included in the dataset, the Laver Hunt (first dimension) variable 

ranged from a low of 2.1 to a high of 17.4. 

Switzerland was not included in any of the datasets. It has had a government including 

the four major parties (socialist, liberal, Christian democrat, and farmers party) throughout the 

period under study. I used the data generated for a similar government in Finland (four veto 

players including the Social Democratic Party, the Rural and Agrarian parties, and the People’s 

party) for the missing data on Switzerland. On the basis of Sani and Sartori’s (1983) data 

reported in Laver and Schofield (1990: 255, 265) the Swiss government had a range of 3.4 

(=(7.1-4.7) in their scale) while the Finnish larger108 than 2.4 (=(6.3-3.9)). 

                                                 
108 Sani and Sartori do not report the position of all parties included in the Finnish government, so I could not make 
the exact calculation. 
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Laver and Hunt included the remaining 15 countries in their study. Warwick did not code 

the parties of France V, and Greece. In addition, some government parties in Ireland, Italy, 

Spain, and Sweden were not scored. Castles and Mair did not include Luxembourg, Portugal, and 

Greece. 

On the basis of each one of these measures of ideology, I was able to construct new 

variables representing the “range” of each government according to the index, as well as the 

“alternation” from one government to the next. The range variable was created by taking the 

absolute value of the distance between the most extreme parties of a coalition. These two parties 

were usually (but not always) the same for different indices. However, the correlations among 

the range variables calculated on the basis of the cases covered by all three indices were quite 

high.109 

The alternation variable was calculated by finding the mid-range position of each 

government, and taking the difference between two successive governments.110 Because this 

measure was calculated using the previous government, I needed information on the government 

preceding the one that was in power in 1981. Again, the three different indices produced highly 

correlated values of alternation for the cases covered by all three indices.111 

4. The new “range” and “alternation” variables. These three range and alternation 

variables covered different countries, and were calculated on the basis of different questions that 

were relevant to the left-right division. In order to preserve the size of my dataset, as well as use 

all the available information, I constructed new measures of range and alternation, based on the 

                                                 
109 The correlations between any two of these indexes were above .8. 
110 The formula I used was the following: (maxgovt1+mingovt1) - (maxgovt2+mingovt2), where max- and min-
govt1 are the ideological scores of the preceding government, and max- and min-govt2 are the ideological scores of 
the “current” government. For instance, if a government succeeded (or “replaced”) a government with the same 
party structure, then all of the alternation variables would equal zero. 
111  The correlations between any two of these indexes were also above .8 
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values of all available indices. To accomplish this, I standardized each one of the indices and 

then took the average of the standardized scores that were available for each case government. 

For standardization, I used only the values of the variables for the countries covered by all three 

indices. This procedure was run separately on all three range and alternation variables, resulting 

in three standardized range and three standardized alternation variables. The average range and 

alternation variables used all the available information in the following way: In the case that all 

three indices existed, the average was calculated on the basis of all three; for countries with two 

indices only the average was calculated on the basis of the two standardized indices; in the cases 

covered by one single analyst (Greece), I used that one standardized score. In the regressions I 

used the absolute value of alternation as calculated above, because it makes no difference 

whether a left wing government is replaced by a right wing government, or vice versa. 

II. VETO PLAYERS AND SIGNIFICANT LEGISLATION 
In this section, I will test all the predictions made in the introduction of this chapter.  I 

test whether range affects negatively the number of significant laws while at the same time 

producing a heteroskedastic relation. I construct the variable RANGE (average normalized 

ideological distance of extreme partners of a government coalition, corrected for institutional 

rules like the President of Portugal, or the Budesrat in Germany). I test whether this relationship 

is both negative and heteroskedastic (see Figure 1.8). I test whether alternation and government 

duration affect positively the number of significant laws by introducing a series of additional 

variables:  ALTERNATION (absolute value of the average normalized difference between two 

successive governments), DURATION (years of a government in office), as well as others that 

turn out not to be significant (as predicted). 

   INSERT TABLE 7.1 HERE 
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Testing for the negative effect of range and for heteroskedasticity.  The expected 

relationshp between RANGE and LAWS is that the first is a necessary but not sufficient condition 

for the second: a large range will prevent significant legislation, but a small range will not 

guarantee the existence of significant legislation. As we said in Chapter 1 the implication of this 

analysis is that RANGE and LAWS will be negatively correlated, and the squared (or the absolute 

value of) residuals of the estimated relationship will be also negatively correlated with RANGE. 

Heteroskedasticity has a negative impact on the signifiance of statistical coefficients (since it 

generates high standard errors). However, the existnace of predicted heteroskedasticity should be 

in favor my theory, not against it. In other words, the appropriate test for a theory predicting a 

sufficient but not necessary condition is a combination of a test of means (regression) with low 

statistical significance and a test of the variance (residuals) for heteroskedasticity. If both 

predictions turn out to be corroborated (as they are), then the confidence to the theory that 

predicted both relationships ought to be significantly higher than the p-value of any one 

coefficient. 

Table 7.1 tests for these two expectations with a multiplicative heteroskedastic regression 

model. 112  The following two equations are tested simultaneously by maximum likelihood 

estimation: 

Equation 1: LAWS =  a- bRANGE +??

Equation 2: ?????exp(p- qRANGE ) 

As Table 7.1, indicates both the coefficients of RANGE for equations 1 and 2 are highly 

significant. However, the null hypothesis is that both coefficients are 0. For this reason I estimate 

a second model omitting RANGE as an explanatory variable from both equations and perform a 

                                                 
112 In a previous version (Tsebelis (1999)) I had estimated three independent models: one the average number of 
significant laws, one estimating the error term, and one “correcting” for heteroskedasticity. The development of 
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likelihood ratio test which provides a chi2 = 17.85, which gives a p-value of .0001.  

   INSERT FIGURES 7.1 AND 7.2  

More visual evidence is provided by Figures 7.1 and 7.2. Figure 7.1 presents the 

relationship between LAWS and RANGE. In this figure I have separated minimum winning 

coalition governments (indicated by o in the figure) from minority governments (?  in the figure) 

and from oversized coalitions (?  in the figure). The reason for this distinction was explained in 

Chapter 4. The political logic in all these cases indicates that the parties in government are veto 

players. However, the arithmetic constraints are different between minimum winning coalitions 

where the support of all parties is arithmetically necessary, minority governments where more 

votes are necessary, and oversized coalitions where all the votes are not necessary. My 

expectation (Chapter 4) was that the veto player argument will hold in an approximate way in the 

case of minority and oversized governments. The data overall confirm my expectations. I present 

four bivariate regression lines. The top line summarizes the relationship between laws and range 

occurring in minimum winning coalitions. The relationship is very strong and significant. The 

two intemediate lines summarize the overall relationship and the oversized coalitions. Both 

relationships are statistically significant. The last line reperesnts minority governments and has a 

negative but very weak and not statistically significant slope. This result indicates that knowing 

the exact conditions of each one of these minority governments as Strom argues (see Chapter 3) 

would be preferable.113 Comparison of Figure 7.1 with Figure 1.8 (that I used in Chapter 1 to 

indicate what to expect from empirical results) indicates the high degree of fit between theory 

and data (that also appeared in the regressions of Table 7.1).    

                                                                                                                                                             
multiplicative heteroskedastic regression models permits simultaneous testing. 
113 For example, it would be interesting to know whether support for government proposals was sought most of the 
time among the same parties, in which case the number of veto players increases. 
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Figure 7.2 gives a graphic representation of the absolute value of the residuals from 

Model 1 in Table 7.1. I selected the absolute value for this Figure because the graphic of squared 

residuals is visually misleading (it eliminates small residuals and exacerbates large ones). Again, 

I divided governments into minimum winning coalitions, minority governments and oversized 

coalitions, but this time there is no difference between the regression lines representing the 

whole dataset and each one of the two parts. We can see that the slope is negative and very 

significant, exactly as expected.  

   INSERT TABLE 7.2 

Test for alternation and government duration. The models in this section are multivariate 

and introduce a series of control variables. According my analysis two additional control 

variables (DURATION and ALTERNATION) are expected to have positive signs. 

ALTERNATION (the difference between the midpoints of the current from the previous 

government) is one way to introduce a proxy for the status quo in case legislation was introduced 

by the previous government. Of course, there is no guarantee that this was actually the case (see 

above).  

Model 1 in Table 7.2 introduces both control variables in their linear form. Model 2 

introduces the idea of a declining rate of production of significant laws by using the natural 

logarithm of duration as an independent variable. This model corroborates all the expectations 

generated by the veto players’ theory. This is why I subject it to three additional tests. The first 

test is to examine whether the findings hold for different subsets of the data. Models 2A, and 2B 

2C separate the different governments into minimum winning coalitions (23 cases), and minority 

government (15 cases), and oversized coalition (21 cases) and re-test the model for each one of 

these categories. The second test is to introduce a series of control variables in order to test for 
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spuriousness of the results. Model 3 introduces three plausible control variables: AGENDA 

CONTROL, CORPORATISM, and LEFT IDEOLOGY of the government. The existing literatures 

suggest these as alternative explanations for the findings. The last test is to rerun the model both 

with and without control variables as a negative binomial regression  (given of the fact that my 

dependent variable is “count” the OLS coefficients may be biased). 

As Table 7.2 shows all the hypothesized relationships come out with the correct sign 

(negative for range, and positive for alternation and duration). On the basis of Model 2, one can 

say that the production of significant laws is affected negatively by the range of government, 

positively by the difference between current and previous government (alternation), and that 

duration increases the number of laws but at a declining rate. 

Models 2A, and 2B, 2C replicate the analysis for minimum winning coalitions, and other 

governments respectively.  All the signs of the coefficients are as hypothesized, but conventional 

levels of statistical significance are lost, except for the case of minimum winning coalitions.114 

Let me now discuss Model 3 that introduces three different control variables. The first of 

them is AGENDA CONTROL. Doering (1995b) has identified the importance of government 

agenda setting for both the quantity and quality of legislation produced in a country. In a 

nutshell, his argument is that government control of the agenda increases the number of 

important bills and reduces legislative inflation (few small bills). Doering defined agenda control 

in two different ways: qualitatively, and quantitatively.115 He hypothesized a positive relationship 

                                                 
114 I thank an anonymous referee for the suggestion of subdividing the dataset. The division applied the standard 
criteria in most countries. However, in Germany I had to take into account the Bundesrat if controlled by the 
opposition, in Portugal the President if his party was not included in the government, and in one case of a 
government decree in France I took into account the President of the Republic. In all these cases the standard status 
of the government was altered to take into account the veto players’ theory: for example, in Germany a minimum 
winning coalition government was coded as oversized if the support of an opposition controlled Bundesrat was 
required. 
115 The qualitative measure of agenda control is the first of the indicators defined by Doering (see discussion in 
Chapter 3). The quantitative comes from my calculations in the same chapter and can be found in Table 4.1. In my 
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between significant laws and agenda control. However, Doering was discussing countries as 

units of analysis, and his measures (which I use) refer to countries. Consequently, the variance of 

significant legislation within each country cannot possibly be captured by Doering’s variables. I 

will discuss his analysis more in detail in the next section. 

CORPORATISM was the second variable introduced for control purposes. I introduced 

CORPORATISM both as a trichotomous variable (with Belgium, Germany, Luxembourg and 

Switzerland as ambiguous cases), and as a dichotomous one (with the above countries considered 

corporatist). Like AGENDA CONTROL, it is considered constant by country. In this respect, I 

follow most of the literature on corporatism, despite the fact that contemporary research finds 

significant fluctuations in the variables that comprise the concept over time (Golden et. al., 

1999). 

In corporatist countries, the argument goes, peak associations of employers and unions 

negotiate the subjects covered by this article; and only if they do not agree does parliament step 

in and legislate or the Government issues decrees. Because of this, corporatist countries (where 

government ranges are generally high) presumably produce less significant labor legislation. 

There are two problems with this argument. First, in corporatist countries legislation is produced 

whether the social partners agree or not. If they agree, the parliament or the government issues 

legislation or decrees confirming the agreement. If they disagree, the legislative institutions of 

the country decide on the disagreement. For example, at the end of the 1980s the problem in both 

Norway and Sweden was the need to cut wages to prevent unemployment from rising. In 

Norway, the social partners (unions and employers) agreed to a wage freeze and asked the social 

democratic minority government to put it into legislation so that it would be universally binding. 

The legislation was passed by Parliament, while the independent unions (i.e., those not affiliated 

                                                                                                                                                             
analyses I used both measures with similar results. 
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with the main confederation) complained that they were being victimized, wages declined and 

unemployment did not grow very much.  In Sweden, at the same time, the social partners failed 

to agree to control wages, so the social democratic minority government introduced legislation to 

freeze wages.  In the Swedish case, all of the unions protested, the proposal was defeated, the 

government fell, wages continued to rise rapidly and unemployment went much higher than in 

Norway. Second, if the argument were correct, one would expect less overall labor legislation in 

corporatist countries, not just less significant legislation. However, corporatist countries have 

more overall legislation in the area of working time and working conditions. 

The third variable was the ideology of each government. Since the dependent variable is 

labor legislation, one may assume that left-wing governments produce more of it. In my view, 

this interpretation ignores the possibility of right-wing governments repealing labor laws, or 

undoing what left-wing governments have done. LEFT IDEOLOGY was measured exactly the 

same way as RANGE and ALTERNATION, so it varies by government and the empirical results 

will be conclusive. 

As Model 3 indicates, none of the three control variables above has any impact on the 

results of Model 2. The additional three variables come out very close to zero and completely 

insignificant. In addition, there is no increase in the R2 of the model, and the adjusted R2 shrinks. 

It is safe to say that statistically these variables do not explain anything (although conceptually 

one has to refer back to the discussion in the previous paragraphs to understand why it is so). 

In order to make sure that these results are not generated because of peculiarities in any 

one country, I examined the points of highest leverage (the four cases (three points, but one of 

them is double) in the upper left quarter of Figure 7.1) in order to make sure that they do not 

reflect unusual situations. These four points represent governments of Belgium, Sweden, Greece 
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and the UK. In the case of the first two countries, the governments produced an extraordinary 

amount of laws because their range was unusually small. In the case of the second two countries, 

the rule was single party governments, and two of them (both comprised of two or more actual 

governments) produced a high number of significant laws. Even without these cases, the 

negative relationship between range and significant laws is preserved, although statistical 

significance is lost. 

Finally, the negative binomial regression models do not alter in any way the conclusions 

of the previous models. Given that the interpretation of linear coefficients is easier and more 

intuitive, and given that additional control variables do not improve upon it, one should draw 

conclusions from Model 2. I caution the reader that the numbers will appear “small” because I 

am dealing with a single area of legislation. One would have to aggregate across different areas 

to find the overall effect.116 

Given that the coefficient of the natural logarithm of duration is positive we can say that 

the effect of duration on government legislation is twofold. On the one hand, duration has a 

positive effect on legislation; on the other, the rate of law production declines with duration. 

Let us examine the policy significance of these findings. The empirical findings taken 

together indicate that large range coalitions are unlikely to produce significant legislation, while 

small range coalitions and single party governments may or may not produce such laws and 

decrees. In other words, policy stability is the characteristic of the first, while the possibility of 

significant policy change is the characteristic of the second. So, the findings of this section are 

                                                 
116 In this aggregation, one would have to replicate the logic of this analysis, not extrapolate mechanically the 
results. For example, the positions of government parties on environmental issues should be considered in order to 
predict environmental legislation, not the left-right scale used here. So, it is perfectly reasonable to expect that a 
government composed of parties close to each other on the left-right scale and produces many significant laws on 
labor may produce few significant environmental laws if the veto players are far away from each other in the 
environmental policy dimension. Alternatively one would have to perform a multidimensional analysis (Chapter 8). 
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that, depending on government composition (or on institutional structures that consistently 

produce single or multiple veto players), one can get either policy stability or the potential for 

policy change, but not both.117  

III. VETO PLAYERS AND INCREMENTAL LEGISLATION  
Having established the relationship between veto players, range, and significant 

legislation (lack of policy stability), we now turn to the incremental (non-significant) legislation 

and the total number of laws. My expectation is:  “Ceteris paribus, significant and non-

significant laws should vary inversely, because of time constraints. The ceteris paribus clause 

assumes that the parliament has limited time and uses it to pass legislation (either significant or 

trivial). If there are other uses of time like questions to ministers, general debates, etc., or if the 

time of meetings is itself variable, controls must be introduced for these factors” (Tsebelis 

1995a: 104). In this section, the unit of analysis becomes the country instead of the government, 

because data at the government level are not available.  

We have already discussed Doering’s analysis of government agenda setting in 

parliamentary democracies in Chapter 3. Doering (1995b) has established the importance of 

government agenda setting for both the quantity and quality of legislation produced in a country. 

In a nutshell, his argument is that government control of the agenda increases the number of 

important bills and reduces legislative inflation (few small bills).  

Doering (1995 c) used actual legislative data to test his insights. The tests not only 

corroborated the intuition that government agenda control reduces legislative inflation, but they 

also eliminated other plausible explanations (including a country’s population size, electoral 

                                                 
117 Unless a single-party government finds a technology to commit credibly: by appointing an independent agency 
and assigning jurisdiction, or by claiming that the status quo is its own ideal point, etc. I am not going to enter into 
the discussion of commitment technologies, but the bottom line is that multiparty governments have difficulty 
changing the status quo, while single-party governments do not (see discussion on taxation in Chapter 8). 
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barriers for party entry, number of parties in parliament, additional legislation at the sub national 

level, etc.) along the way. So, from a different perspective, Doering has come to the same 

conclusions as the veto players theory: as the number of significant laws increases, legislative 

inflation goes down; but for him, it is government control of the legislative agenda that connects 

the two. 

In order to revisit Doering’s findings I will use the composite measure of government 

control of the legislative agenda that I created in Chapter 4 out of Doering’s seven indicators. 

(See Table 4.1). However, everything I say holds also if one uses Doering’s first indicator of 

government agenda control, or his quantitative index. 

   INSERT TABLE 7.3 

Table 7.3 introduces a series of variables for each country: the number of significant laws 

and decrees (the sum of such legislative instruments for the whole period under examination), 

the average number of laws per country (from Table 18.1 of the Doering (1995a) book), an 

average number of veto players per country, as well as my index of government control 

calculated on the basis of Doering’s seven indicators. 

 Some explanations of these data are necessary. For the number of laws per country 

variable, Sweden has two numbers: one taken from Table 18.1 of Doering and the other, the 

average number of new laws provided by Ingvar Mattson of the Department of Political Science 

of Lund University (Doering 1995: ***). Apparently in Sweden they count each amendment as a 

separate law. So the number in Doering’s Table, as he discusses in his text, although technically 

correct, is inflated by comparative standards.  In terms of veto players, I have used two different 

variables. One provides the average of veto players for the period I examine. The other is a 

qualitative measure of veto players established the following way: countries with single-party 
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governments receive a score of 1, countries with a mixture of single and up to two parties in 

government receive a score of 2, and countries with more than 2 parties in government receive a 

score of 3. These scores reflect the situation prevailing in these countries for a substantially 

longer period than the 10 years we have been studying so far. The only country requiring 

additional explanation is Germany. The number 3 reflects the fact that, while the government 

coalitions since the beginning of the 1950s involve only two parties, the Bundesrat has been 

controlled by an opposing majority for significant periods of time.  

   INSERT TABLES 7.4A, B, AND C 

Table 7.4 presents the correlation coefficients of the variables included in Table 7.3. The 

three versions depend on whether Sweden is included with 375 annual laws (Table 7.4A), with 

56 such laws (Table 7.4B), or excluded from the data set altogether (Table 7.4C). The reader can 

verify that the correlation between all laws and significant laws is negative in two of the three 

versions of the table, most notably the one that excludes Sweden. So, in two out of the three 

versions, the expectation of negative correlation between significant and overall legislation is 

corroborated.  

More interesting, however, are the relationships between veto players and the number of 

laws, as well as the relationship between veto players and agenda control by the government. 

veto players correlated positively with the number of all laws, and negatively with the number of 

significant laws in all three versions of Table 7.4. Similarly, as Doering has convincingly 

demonstrated, agenda control by the government is negatively correlated with legislative 

inflation (the number is positive in Table 7.4 because higher numbers indicate less control by the 

government). Finally, the most interesting finding is that the number of veto players is highly 

correlated with (the lack of) agenda control (again, in all versions of Table 7.4). 
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How can we interpret these findings? I think the positive correlation of veto players and 

(lack of) agenda control with the total number of laws and the negative correlation of the same 

variables with the number of significant laws point toward a difference in the very concept of 

“law” among countries. “Laws” in countries with many veto players and low government agenda 

control produce incremental changes of the status quo, while in countries with few veto players 

and significant government agenda control, they produce sweeping changes. 

But why is (lack of) agenda setting by the government correlated with the number of veto 

players? The reader should refer back to Figure I in the Introduction, where I made the argument 

that many veto players lead to the lower significance of agenda setting, because the winset of the 

status quo is smaller, and so agenda control loses significance. Are the findings here in support 

of this proposition? The answer to this question is negative, because Doering’s (1995a,b, c) 

indicators refer to the institutional structure of these countries, not on the frequency specific 

governments use such agenda control measures (to the extent they exist).  

Is there any different argument for the correlation between veto players and government 

control of the agenda? In fact, is it a coincidental relation or a causal one? Several arguments can 

be made that it is not a mere correlation. While a causal argument attributing the existence of 

veto players to the lack of agenda control is difficult, a strategic argument going from agenda 

control to veto players is possible. In countries with strong government agenda control, party 

negotiations for coalition governments will end up in a minority government or a government 

with few veto players. Conversely, in countries without government agenda control, parties will 

form oversized government coalitions in order to control the legislature. On the other hand, a 

causal argument going from veto players to agenda control is straightforward: the existence of 

many veto players makes them incapable of passing through parliament the many and significant 
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pieces of legislation required for agenda control. This argument considers agenda control to be a 

collection of significant pieces of legislation. Consequently, we expect not to see it in countries 

with many veto players. Finally, a third argument can be made: that veto players and agenda 

control have common origins. The same sociological and historical factors that fragment a 

country into many competing parties (none of which has a majority) make these parties 

sufficiently suspicious of each other, so that they reject the idea of allowing whoever is in 

government to have significant control over legislation. 

Which one of the three explanations is closer to the truth? This is a major question for 

further investigation. In order to address this question, one would have to collect data on the 

adoption (and possible repeal) of the different agenda control mechanisms and analyze them in 

relation to the governments that produced them. In other words, one would have to replicate this 

study with agenda control as the subject matter. 

Finally, how about the actual use of agenda control measures by different governments? 

The expectation introduced in this book (Figure I) is that more veto players reduce the 

significance of agenda control, consequently governments with more veto players would make 

less use of such measures. Is there any empirical evidence to support this expectation? Again the 

reference is in the work of Doering who more recently expanded his research to the actual use of 

agenda control measures. Doering (2001) examining some 500 pieces of legislation from 18 

West European countries multiparty governments (whether majority or minority) make less use 

of agenda control measures (13.7%) than single party governments (20.7%).118  

 

CONCLUSIONS 

                                                 
118 Recalculations from Doering 2001: table 9. 
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I have presented the implications of the veto players theory when parties are located in a 

one-dimensional space and analyzed data on significant pieces of legislation in sixteen Western 

European countries. All the relevant expectations of the theory presented in the Introduction and 

in Chapter 1 were corroborated by the data: The number of significant laws varies inversely with 

the range of governments that produce them and in direct proportion to the difference between 

ideological positions of the current and previous government. Duration of governments increases 

the number of significant laws, but with declining returns. In addition, the residuals of the above 

relationship are heteroskedastic and vary inversely with the range of the government coalitions. 

The reason for this relationship is that a wide range is a sufficient (but not necessary) condition 

for the absence of significant legislation. 

The number of veto players is positively correlated with the number of overall pieces of 

legislation in a country. This generates the expectation that the very concept of “law” differs 

from one country to the next, with countries with a large number of veto players implementing 

more incremental legislation. The positive relation between veto players and total pieces of 

legislation and the negative relationship between veto players and significant pieces imply an 

overall negative relationship between total number of laws and significant pieces of legislation. 

The conclusion from this analysis is that now the missing empirical link between veto 

players and a series of important features of parliamentary systems has been established. Many 

veto players with big ideological distances between them means that legislation can only be 

incremental. If an exogenous shock occurs, a government with many veto players with big 

ideological distances among them cannot handle the situation and cannot agree on the necessary 

policies (except if the public opinion is unanimous on the subject). Finally, the relationship 

between veto players and agenda control that we identified here along with the relationship 
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between agenda control and executive power identified in Chapter 4 lead to the conclusion that 

many veto players affect the relationship between government and parliament in Western 

European countries. Many veto players are correlated with lack of institutional agenda control by 

the government and lack of agenda control means weaker governments and stronger parliaments. 

The reasons for the relationship between veto players and agenda control by the government 

have to be more thoroughly investigated in the future. Finally, few veto players lead to the use of 

the existing agenda control arsenal more frequently than many veto players, because the 

significance of agenda setting declines with the number of veto players since the winset of the 

status quo shrinks (policy stability increases). 
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FIGURE 7.1  

Number of Important Laws by Ideological Range of Coalition 
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   All Governments: [Numbers of Laws = 1.21 –0.54RANGE] 
   Minimum Winning Coalition: [Numbers of Laws = 1.44 –0.73RANGE] 
   Minority Government: [Numbers of Laws = 0.93 –0.14RANGE] 
   Oversized Government [Numbers of Laws = 1.17 –0.56RANGE] 
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    FIGURE 7.2  

Residuals (Absolute Value) of Important Laws by Ideological Range of Coalition 
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   All Governments [ |residuals| = 1.26-0.44RANGE]  
   Minimum Winning Coalition [ |residuals| = 1.14-0.51RANGE] 
   Minority Government [ |residuals| = 1.44-0.37RANGE] 
   Oversized Government [ |residuals| = 1.27-0.47RANGE] 
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    TABLE 7.1  
     
Multiplicative Heteroskedastic Regression model of Significant Legislation  

 

 MODEL 1 
(includes RANGE) 

MODEL 2   
(excludes RANGE) 

Dependent Variable: Number of Significant Laws 

Constant 1.1935***    

(.2017)     

1.2711***    

(.2246) 

RANGE -.4837***    

(.0133)      

 

Dependent Variable:  The Squared Error Term of Number of 
Significant Laws 

Constant .7110***     

(.1852) 

1.0910***     
(.1841) 

RANGE -.7471*** 

(.1919) 

 

N  59 59 

Prob > 2?  0.000 0.000 

Likelihood-ratio test: 2
2? =  17.85     Prob > 2

2?  = 0.0001 

 

standard errors in ( ) 

*       significant at the .05 level 
**     significant at the .01 level 
*** significant at the .001 level 

 All tests are one tailed. 
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     TABLE 7.2 

Multivariate Models of Significant Legislation  

(linear and ordered probit) 

 

Variable Model 1 
 

Model 2 
 

Neg. 
Binom.

M2 

Model 2A 
MWC 

Model 
2B 

Minority 

Model 
2C 

Oversized 

Model 3 
 

Neg. 
Binom.

M3 
Constant -.18 

(.26) 
.25 
(.24) 

-.89*** 
(.26) 

-.27 
(.47) 

.29 
(.85) 

.81*** 
(.36) 

.25 
(.25) 

-.9*** 
(.27) 

Range -.27* 
(.17) 

-.33** 
(.18) 

-.20* 
(.15) 

-.63** 
(.33) 

-.06 
(.50) 

-.57* 
(.36) 

-.35** 
(.19) 

-.24* 
(.17) 

Abs(Altern) .54*** 
(.23) 

.65***           
(.23) 

.23* 
(.16)  

.85*** 
(.33) 

.73 
(.83) 

-.08 
(.42) 

.65*** 
(.24) 

.25* 
(.18) 

Duration .35*** 
(.06) 

            

Ln(Duration)  .84***        
(.16)  

.83*** 
(.16) 

.91*** 
(.27) 

.73* 
(.45) 

.84*** 
(.23) 

.85***     
(.17) 

.83*** 
(.17) 

Agenda       -.19 
(.80) 

-.09 
(0.69) 

Corporatism       .01 
(.27) 

.07 
(.24) 

Left       -.01 
(.16) 

.01 
(.11) 

N 59 59 59 23 15 21 59 59 
R2 .525 .504  .635 .299 .493 .506  
Adjusted R2 .499 .477  .577 .108 .404 .449  
Pseudo R2   0.205     0.207 

 
standard errors in ( ) 
*       significant at the .05 level 
**     significant at the .01 level 
*** significant at the .001 level 
MWC: minimum-winning coalition 

           All tests are one tailed.  
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     TABLE 7.3 

NUMBER OF LAWS, IMPORTANT LAWS, VETO PLAYERS, AND GOVERNMENT 

CONTROL OF LEGISLATIVE AGENDA 

 

Country import. 
laws 
(work. 
time) 

laws/year veto 
players 
(qual) 

veto 
players 
(numer) 

agenda 
control 
(qual) 

agenda 
control 
(numer) 

Austria 3 121 2 1.79 -4 -.044 
Belgium 7 49 3 4.29 -4 -.170 
Denmark 5 165 3 3.57 -5 -.106 
Finland 4 343 3 3.89 -5 -.148 
France 8 94 2 1.57 -2 .333 
Germany 2 83 3 2.19 -4 -.126 
Greece 10 88 1 1 -2 .280 
Ireland 2 35 2 1.78 -1 .519 
Italy 1 264 3 4.70 -6 -.219 
Luxembourg 6 66 2 2 -3 -.053 
Netherlands 1 134 3 2.13 -7 -.527 
Portugal 5 69 2 2.34 -3 .147 
Spain 3 56 1 1 -4 .221 
Sweden 9 375 

(56 new) 
2 1.82 -5 -.427 

Switzerland 3 32 3 4 -3 -.135 
UK 6 62 1 1 -1 .690 

 

numbers important laws from this study;  
numbers of laws, qualitative agenda control (with opposite sign) from Doering (1995) 
veto players average 
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     TABLE 7.4A 
 Impor. laws Laws/year veto players 

qual. 
veto players 
ave. 

Ag. contr. 
(qual) 

Ag. contr. 
(Table 4.1) 

Import. Laws 1.000      
Laws/year 0.084 1.000     
veto players 
qual. 

-0.454 0.285 1.000    

veto players 
ave. 

-0.307 0.305 0.836 1.000   

Ag. contr. 
(qual) 

0.386 -0.594 -0.620 -0.490 1.000  

Ag. cont. 
(Table 4.1) 

0.213 -0.529 -0.704 -0.528 0.889 1 

Sweden included with 375 bills/year 
 
      TABLE 7.4B 
 Impor. laws Laws/year veto players 

qual. 
veto players 
ave. 

Ag. contr. 
(qual) 

Ag. contr. 
(Table 4.1) 

Import. Laws 1.000      
Laws/year -0.278 1.000     
veto players 
qual. 

-0.454 0.436 1.000    

veto players 
ave. 

-0.307 0.506 0.836 1.000   

Ag. contr. 
(qual) 

0.386 -0.552 -0.620 -0.490 1.000  

Ag. cont. 
(Table 4.1) 

0.213 -0.328 -0.704 -0.528 0.889 1 

Sweden included with 56 bills/year 
 
     TABLE 7.4C 
 Impor. laws Laws/year veto players 

qual. 
veto players 
ave. 

Ag. contr. 
(qual) 

Ag. contr. 
(Table 4.1) 

Import. laws 1.000      
Laws/year -0.235 1.000     
veto players 
qual. 

-0.461 0.430 1.000    

veto players 
ave. 

-0.279 0.496 0.835 1.000   

Ag. contr. 
(qual) 

0.527 -0.606 -0.654 -0.534 1.000  

Ag. cont. 
(Table 4.1) 

0.424 -0.419 -0.791 -0.623 0.893 1 

Sweden excluded 
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 CHAPTER 8: MACROECONOMIC POLICIES 
 

This chapter discusses issues like deficits, budgets, inflation, and growth. A more 

appropriate title would have been “macroeconomic outcomes.” The reason is that the phenomena 

covered in this chapter are the results not only of conscious government choices (like 

environmental or labor policies), but also of a series of other factors, that escape the control of 

national governments. For example, unemployment policies decided by a previous government 

might under specific conditions strain the budget of a country, increase the deficit, increase 

inflation, etc., without any action by the government in power. Similarly, an exogenous shock 

like the change in the price of oil may have an impact on unemployment without the interference 

of any specific government decision. 

While in the previous chapter we were able to focus on government lawmaking and 

ignore the specific outcomes, here we will do the opposite. We will look at outcomes directly, 

and try to infer the effect of specific policy decisions (instruments) by introducing a series of 

control variables to eliminate as much of the noise as possible. 

In this chapter there are two important results of the veto players theory as presented in 

the previous two parts. First, that policy stability does not refer only to legislation, but also to 

outcomes (states of the world). Second, that the veto players theory enables research not only on 

single dimensional phenomena, but also on multidimensional ones. Indeed, while most of the 

studies referred to in this chapter are in fact single dimensional empirical tests of the veto players 

theory, one particular phenomenon that we will study in this chapter, the structure of budgets, is 

multidimensional. The study of the structure of budgets will reveal that one-dimensional 

approximations may sometimes produce weak or mistaken conclusions. This finding supports the 



 273

point made several times in this book that multidimensional spaces need to be studied as such, 

and cannot always be reduced to a single dimension. 

This chapter is based on existing literature and will be divided in three parts. The first 

focuses on budget deficits. The second and longer part, addresses the composition of budgets. 

The last part reviewes the effects of veto players on growth, taxation, and inflation. 

I: COLLECTIVE ACTION VS. INERTIA EXPLANATION OF BUDGET DEFICITS. 
In the late 1970s and 1980s almost all OECD countries started trying to reduce the budget 

deficits generated by the oil shocks. Some of them “stabilized” their policies and reduced their 

deficits faster than others. The macroeconomics literature studied stabilization, and produced a 

series of explanations, that I will classify into two major approaches. The first (I will call 

collective action), argued that the more parties participated in government, the higher the budget 

deficits, because each one of them wanted to serve its own privileged constituency, and as a 

result, increased spending (and deficits) was the only possible compromise among different 

government partners. The second (I will call inertia), argued along with the thesis presented in 

this book that more government partners find it more difficult to change (reduce) the size of the 

deficit and stabilize. It is interesting to note that the first approach makes sharper predictions than 

the second: according to collective action, more government partners implies higher deficit (and 

debt), and fewer implies lower deficit and debt; however inertia expects more government 

partners slow down the pace of adjustments. Because the period under study was characterized 

by an attempt to reduce deficits, the empirical implications of the two theories were identical, 

and some times researchers do not pay attention to the underlying theoretical differences. 
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1. Collective Action Approach: 
The key notion in the collective action literature is the common pool problem. The 

essence of the common pool problem is that in a decentralized policy-making government, where 

each spending ministry only has authority over his own portfolio, the cost of over-spending is 

shared with other ministries. Therefore, each ministry is motivated to over-spend to please his 

constituency at the expense of other ministries. In other words, since each ministry internalizes 

only part of the cost of rising spending on their own goods, all of the groups have an incentive to 

spend more than the optimum so as to appropriate more resources for their benefits. Thus, 

individual rationality leads to a collective irrationality, where the resultant budget deficit is 

radically different from the cooperative solution. In sum, the collective action literature argues 

that the more dispersed the decision-making authority, the higher the budget deficit will be. The 

proposed solution, accordingly, is to completely centralize decision-making authority by 

delegating the decision-making power to an independent agent, such as a strong minister of 

treasury.    

The collective action approach has received some empirical support. For example, in a 

panel study including 20 OECD countries from 1960-1995, Kontopoulos and Perroti (2000) 

found that government spending and public debt are significantly higher in countries where there 

are more coalition partners and spending ministries in the government. Roubini and Sachs 

(1989b) argue that coalition governments will have a bias towards higher levels of government 

spending relative to majority party government. Moreover, the idea of the common pool problem 

has also been widely studied in budgetary procedures. For instance, the empirical evidence in 

von Hagen and Harden (1995) and Hallerberg and von Hagen (1999) suggest that countries in 

which budgetary decision-making authorities are centralized are less likely to suffer from budget 

deficits.   
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2.  Policy Inertia Approach: 
Unlike the collective action approach, which is based on an n-person prisoners dilemma, 

the policy inertia approach emphasizes the possibility that there may not exist a consensus to 

change an unsustainable status quo when there are too many parties in government. Alesina and 

Drazen (1991) first developed a “war-of-attrition” model of delayed stabilization and 

demonstrated the difficulty in reaching a collective decision to implement fiscal adjustments due 

to the disagreement among different social groups about how to distribute the fiscal burden. 

Spolaore (1993) extended the war-of-attrition model to coalition government and shows that a 

coalition government is more likely to delay fiscal adjustment than a single-party government. 

The rationale is that unlike the ruling party in a single-party government, which can easily shift 

costs to outside members, governing parties in a coalition government will likely disagree or 

veto any fiscal policy that is against their constituencies’ interests. Accordingly, the policy 

inertia approach argues that delays in the adjustment or the elimination of existing deficits might 

result from struggles between coalition partners (or the social groups they represent) about who 

will bear the necessary costs/cuts in budget spending, even if these players agree that current 

debt requires adjustments. In short, the distributional struggle among different groups leads to 

deadlock in the policy-making process, which, in turn, delays the implementation of policing 

aimed at eliminating the budget deficit. Moreover, it predicts that delayed stabilization and 

prolonged deficits are more likely to occur in fragmented and polarized social/political system.   

The empirical evidence in favor of the policy inertia approach is strong but by no means 

unanimous. Roubini and Sachs (1989 a) found that large deficits are positively associated with 

weak governments in OECD countries. Cosetti and Roubini (1993) and Alesina and Perotti 

(1995) expand Roubini and Sachs structure model and confirm Roubini and Sachs’ finding.  
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With respect to American politics, Poterba (1994) and Alt and Lowry (1994) presented 

evidence on the effect of divided governments in the states. They considered the policy response 

to fiscal shocks and found that the adjustment is slower in states with divided control than in 

states with unified control. Their results are remarkably similar in spirit to those of Roubini and 

Sachs on OECD economies: in both cases, coalition or divided governments do not create budget 

deficits, but rather, procrastinate the adjustment to shocks. Krause (2000) focused on the fiscal 

performance of the United States. He finds that the degree of ideological policy divergence 

among political institutions (the President, the House and the Senate) plays a notable role in 

explaining fiscal budget deficits in the United States during the post-war period. 

On the other hand there is some empirical evidence that disputes Roubini and Sachs’ 

findings. For example, Edin and Ohlsson (1991) only found a positive relationship between 

public debts and minority governments. Furthermore, DeHaan and Sturm (1997) re-examined the 

finding of Roubini and Sachs (1989) and Edin and Ohlsson (1991), and found contradictory 

results: the growth of government debt and the level of government spending are not related to 

the Roubini-Sachs power dispersion index, nor to the variant thereof as suggested by Edin and 

Ohlsson.   

Given that the set of countries studied by both the collective action and the stabilization 

literature were aiming at reducing budget deficits the empirical results of both theoretical 

approaches were identical.  However one particular study was able to produce an empirical result 

that contradicts the collective action literature. Robert Franzese, (1999) who covers 21 countries 

over 35 years, came to the conclusion that multiple veto players delay changes to budget deficits 

regardless whether these deficits were high (in countries like Italy) or low (in countries like 

Germany and Switzerland). Given the scope of Franzese’s analysis I will discuss it more in 
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detail. First, Franzese tests seven different political economy theories of public debt. Second, he 

operationalizes the veto players variables in a precise way and in agreement with what I have 

described in this book. Third, he produces a particularly significant finding I will describe below. 

A. Different political economy theories. Franzese presents the following theories: First, 

the government composition and delayed stabilization theories. In these theories he includes two 

different variations: the “influence” theory according to which the parties in government exercise 

an influence proportional to their size, and the “veto-actor” theories which are the ones presented 

in this book. Second, the wealth and age distributions and the inter- and intra- generational 

transfer of debt. Third, the electoral and partisan political-budget cycles. Fourth, the strategic 

manipulation of debt to alter future government policies. Fifth, the multiple constituencies and 

distributive politics. Sixth, the tax structure complexities and fiscally- alluded voters. Seventh, 

the central bank autonomy and reduction of debt financing. 

Given that these theories are non-nested, that is, none can be expressed as a restriction of 

the other by setting some of the coefficients to zero, Franzese uses J-tests (Davidson and 

MacKinnon (1981)) to compare their predictive power. The procedure for J-tests is the 

following: for two models Z=f(X,*) and Z=g(Y,*) one estimates first Z=f(X,*) and includes its 

predictions ^Z in the estimation of the second Z=g(Y, ^Z, *). If the coefficient of ^Z is non-

significant, then the second hypothesis encompasses the first, that is, there is no additional 

significant information covered by the first hypothesis. The procedure is repeated by reversing 

the two theories. It is possible that both theories encompass each other, or none of them 

encompasses the other. So, the only conclusive test is when one of them encompasses the other 

but not vice versa. Given that the theories tested by Franzese discuss completely different aspects 

of budget deficits, it turns out that the most frequent comparative result is that each of the models 
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does not encompass the others, or, to use Franzese’s terms: “the data insist that each of the 

theories adds explanatory power to any of the others.” There are, however, some exceptions, and 

I will present one of them in Franzese’s terms (1999: 155): “First, and most theoretically 

interesting, the data do not reject that the veto-actor conception of the weak-government model 

encompasses the influence conception; conversely, the data easily reject that the influence 

conception encompasses the veto-actor. Moreover, reading across the first two rows, the veto-

actor conception more strongly rejects being encompassed by any of the others, while, reading 

down the first two columns, it is less strongly rejected as encompassing the others. Thus, 

Tsebelis’ (1995) veto-actor conception of fractionalization and polarization clearly dominates the 

influence conception.”  

In my opinion, the reason for this clear result in favor of my theory is that my model is 

more general than other competing explanations like influence, bargaining, or exclusive 

jurisdictions of ministers. Indeed, each one of these theories imposes additional restrictions and 

comes to sharper predictions than veto players (see Introduction, p.7).  

B. Operationalization of veto players. While most of the literature treats minority 

governments in an idiosyncratic way ((some as a dummy variable (Edin and Ohlsson 1991, de 

Haan and Sturm 1997), some as a worse case of coalition governments (Roubini and Sachs 

1989)), Franzese uses either the number or the distance of different veto players in a single 

dimension as his independent variables. As a result, his analysis is consistent with the arguments 

in this book, and his findings corroborate the veto player theory. 

C. Effects of “fractionalization” and “polarization.” These are the names that Franzese 

gives to the number of veto players and the range of the government coalition (in a single 

dimension). Franzese tested for both variables at the same time, and found that deficit adjustment 



 279

is a negative function of the number of veto players, but does not depend on the range of 

government coalitions. Given that the two variables are correlated, it may be the case that each 

one of them would be significant if tested alone. It may also be the case that the underlying 

phenomenon is multidimensional (in this case the number of veto players may be a better proxy 

than the range of a coalition in a single dimension). 

But the most interesting result is that when testing for the size of a deficit as a function of 

the size of debt (which in fact is nothing but accumulated deficits) he concludes (199: 173) that 

“a standard deviation increase in fractionalization (+1.2 parties) centered on the mean (i.e. from 

1.5 to 2.7 parties) increases deficits .18% of GDP, but the same number of parties increase 

produces a .19%GDP deficit reduction (emphasis in the original) at low debt.” In other words, 

Franzese finds that multiple parties in government preserve the status quo more effectively 

whether this means that deficits will continue to be high (in countries like Italy) or low (in 

countries like Switzerland). This finding is evidence against the collective action theories and in 

favor of the inertia approaches. Given that both approaches were tested with data from a period 

when governments were attempting to reduce deficits, crucial experiments between the two 

approaches are very difficult to be found, so Franzese’s study is the only one with this additional 

attribute.   

While the above literature focuses exclusively on the size of the deficit (with the 

exception of Alesina and Perotti (1995)), one can focus instead in the composition of the budget 

and see how different items are financed as a function of the composition of the government. I 

will devote the major part of this chapter to this point, because the composition of budgets is by 

definition a multidimensional phenomenon, and as a result, is likely to require multidimensional 

indicators for its study. 
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II. THE STRUCTURE OF BUDGETS. 
Veto players expects budgets to change from year to year at slower pace as the size of 

government coalitions expands and their ideological distances increase. Along these line of 

argument Bawn focused on specific items in the budget of the Federal Republic of Germany 

form 1961 to 1989. She analyzed the budget into two digit categories, and from these categories 

she identified items favored by the SPD and the CDU-CSU. In the first category she included 

spending on educational grants and loans, professional education, art and cultural education, 

labor market policy, sports, the environment, municipal community service, urban renewal, 

mining and manufacturing, and aid to East Germany. In the second, she included defense, non-

university R&D, housing, improvements in agricultural structure, infrastructure investments, 

roads, rivers and harbors, aviation and shipping (all the last items on the grounds that they are 

infrastructure/business pork items). She also identified a series of ambiguous items, but these did 

not affect her analysis. 

The Liberal Party was assumed to want to minimize spending throughout this analysis. 

As a result, on SPD items the preferences ranged from the Liberals (low) to the Christian 

Democrats (middle), to the Socialist (high), while on CDU-CSU items the preferences ranged 

form Liberals (low) to Socialists (middle) to Christian Democrats (high). Bawn’s analysis 

identified the range of each one of the coalition governments, and identified the items for which 

an increase or decrease in budget was to be expected with a change in government. For example, 

when the SPD enters in government in 1966 replacing the Liberals, budget items in the SPD list 

are expected to increase because the country moves from a coalition desiring low spending in 

these items to a coalition requiring high spending. On the contrary, when the SPD, CDU-CSU 

coalition is replaced in 1969 by the SPD, Liberal Coalition, no change in the SPD budget items is 

expected (despite the fact that the SPD controls now the Chancellorship). Bawn forms a series of 



 281

expectations on the basis of this veto players analysis in a single dimension. Several of them are 

counterintuitive. All of her expectations are corroborated in her empirical analysis.  

König and Tröger (2001) essentially replicate Bawn’s findings for a longer period of 

time, and using estimated preferences of the different parties. Their approach is an improvement 

upon Bawn because instead of assuming that the Liberals want to minimize spending they take 

them at their own word, and estimate that they are willing to spend on some budget items. 

However both Bawn’s and König and Tröger’s analysis cover only one country, and through the 

astute selection of budget items they reduce the policy space into a single dimension. Such a 

choice is impossible when one considers all the budget items. Tsebelis and Chang (2001) 

considered this problem. 

For Tsebelis and Chang (from this point forward, referred to as TC) the composition of 

budgets is altered in two different ways. The first one is deliberate in the sense that the current 

government wants to increase or decrease the size of spending (the budget) and spend a higher or 

lower percentage of it in some area: for example, by increasing the defense budget, or by shifting 

expenses from defense to education. The second one is automatic, in the sense that existing 

legislation (whether introduced by the current or previous government) has economic 

consequences: increasing unemployment affects the composition of the budget because of 

specific provisions in the social security legislation. Of course, the size of the budget change will 

depend on the specific provisions of legislation in each country.  

In order to differentiate between the deliberate and automatic structural change of 

budgets, TC include a series of control variables in their study. First, they include inflation, 

unemployment, percentage of dependent population (individuals over 65 years old), and rate of 

growth because fluctuations in these variables may affect the Social Security component of the 
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budget. Second, they include a series of country dummy variables, because legislation in one 

country may provide  different solutions and have different effects on the countries budget. Their 

basic finding is that the deliberate change in the structure of budgets (that is, government 

spending) in advanced industrialized countries depends on the composition of governments and 

the ideological distance between the previous and the current government. Specifically, the more 

diverse the government coalition (the bigger the ideological distances among parties), the less 

change occurs in the structure of budgets. In addition, the bigger the alternation, the more 

significant the change in structure. These findings are consistent with the findings in Chapter 7 

but there is one significant difference: the study by Tsebelis and Chang is multidimensional. 

Indeed they consider the party positions in two different dimensions, and calculate “ideological 

differences” and “alternation” of veto players in a two dimensional space. 

According to Proposition 1.4 (and as Figure 1.7 indicates) if the unanimity core of a 

political system contains the unanimity core of another political system, changes in the status 

quo will be more difficult in the first case than in the second. In addition, given that budgets are 

determined by the government in place, it is easy to identify the position of the “status quo” as 

far as budgets are concerned. So, for the problem at hand, TC were able to test whether the 

possibility of change is a function of the position of the status quo. In fact, the further away the 

status quo is located from the preferences of the veto players, the bigger the possible departure 

from the status quo.  

The dependent variable used in the TC study is the changes in the structure of budgets in 

advanced industrialized countries. The budget of each country allocates resources in a series of 

areas, so it was conceptualized as a vector in an n-dimensional Euclidean issue space. It consists 

of a sequence of percentages (in order to control for its size) allocated to different jurisdictions: 
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(a1, a2, …..,an). Each year there is a different budget allocation, so TC indexed each sequence by 

the time it was selected. As a consequence, the difference between two budgets can be 

represented by the distance between the composition of the budgets of two successive years.  

TC tested whether the differences in the annual composition of the budgets of each country 

were a decreasing function of the ideological distances of the existing veto players (ID), and an 

increasing function of the ideological distance between successive governments, that we called 

alternation (A) in chapter 7. Note that ID is the multidimensional extension of what we called 

“range” in the previous chapter. 

The reason that they use current government characteristics instead of the characteristics of 

the government in power the previous year (which voted the budget) because according to the 

literature, the current government has means to alter the existing budget. In particular, a 

comprehensive study of budget rules in European Union countries by Hallerberg et. al. (2001) 

identifies a series of ways a current government can amend the budgetary structure. First, 

Finance Ministers in most  EU countries119 can either block expenditure or impose cash limits.  

They also have the to power to allow funds to be transferred between chapters, and the 

disbursement of the budget in the implementation stage has to be subject to Finance Ministers' 

approvals.  Second, there is a set of formal rules that enable governments to deal with 

unexpected expenditure and revenue shocks. In particular, 11 of 15 EU states grant governments 

the power to take necessary actions if they encounter unexpected fiscal shocks. For example, 

Denmark requires governmental action to correct the structure of the budget  if either 

expenditure is higher than expectation or revenues are less than expectations.  Finally, most EU 

countries (with the exception of Finland, Greece, and Luxembourg) allow a carryover of funds 

into the next budgetary year.  Hallerberg et. al. (2001) also note that the degree of governmental 
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discretion over the current budget can be very substantial: in theory, the UK simply allows 

100percent of unspent funds to be moved forward into the following year.  

Hallerberg et. al.’s findings are replicated in presidential systems. In the study of state 

governments’ budgetary policy in the US, Alt and Lowry (1994) and Porteba (1994) suggest that 

it is the current government that determines the final formation of budget allocation.  Their 

argument is that after a budget is passed, revenues and expenditures may diverge from 

expectations and lead to unexpected deficits.  Under such a scenario, the current government can 

alter the budget decision so that the unexpected deficits can be avoided.  Specifically, Porteba 

suggests that many state constitutions prevent state governments from running deficits, and states 

also vary in the policies that are available to eliminate a deficit and satisfy balanced-budget rules.  

For example, some states are allowed to borrow and close the current budgetary gap.  Some 

states can also draw down their general fund balances to cover budget deficits.  Similarly, Alt 

and Lowry argue that the states have a variety of balanced-budget laws that might influence 

fiscal policy, and some of the laws explicitly nullify unfunded expenditures120. So, in the TC 

study each government is considered responsible for the budget realized during the year it was in 

power.  

TC derived their dependent variable from the Government Finance Statistics Yearbook of 

the International Monetary Fund.  In this dataset, all budgetary expenditures for each individual 

country are itemized into nine main categories: general public service, defense, education, health, 

social security and welfare, housing and community amenities, other community and social 

services, economic services and others.   

                                                                                                                                                             
119 This happens in 11 out of 15 EU countries.The exceptions are Finland, the Netherlands, Spain and Sweden. 
120 Actually, they tested both current and previous year’s governments and did not find any association between 
previous government and current budgets, which can be explained because budgets change very slowly (at the 
margin) and current governments clearly have the means to impose such modifications.  
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The independent variables were constructed exactly as in the previous chapter. In 

addition to the data concerning the first dimension, TC also used a second dimension from Laver 

and Hunt (1992). Laver and Hunt scored parties on the basis of their “pro friendly relations to 

USSR vs. anti.” Note that this dimension is different from the left-right dimension. In fact, the 

pair-wise correlation between the ideological distances based on these two dimensions in the 

dataset only slightly above 0.5. However, parties scoring high in this second dimension are 

parties of the left.121  

The two-dimensional “ideological distance” and “alternation” variables. On the basis of 

Proposition 1.4 we needed to know whether the unanimity core of one government is included in 

the unanimity core of another. In a single dimension this is an easy task: one compares the length 

of the core of two coalitions (the “range” as we did in Chapter 7). In two or more dimensions, 

however, such a straightforward measure does not exist. For example, it is not true that if the 

unanimity core of coalition A covers a larger area than the unanimity core of coalition B then A 

necessarily includes B (that is the relevant criterion according to Figure 1). For example, if a 

coalition has two distant members, (which by definition means that its unanimity core is a 

straight line and therefore covers an area of zero) it can make decisions more easily than a 

coalition with three members located close to each other (which covers a small but positive area). 

As a result, TC approximate the ideological distances of different coalitions in two dimensions 

by using the range of these coalitions in each dimension, and calculating their average. For 

alternation, the selection of the indicator was easier because we knew the position of the middle 

                                                 
121 Some  examples from our dataset: in 1988 when the Schluter cabinet in Denmark experienced a government 
reformation from a coalition of the Conservatives, the Liberal and the central Democrats to a coalition of the 
Conservatives, the Liberal and the Radical Liberals, we find that the ideological range in the second index changes 
from 1.6 to 5, while the ideological range in the first index only changes from 5.6 to 4.9.  Similarly, in Australia, 
1983, when the Fraser cabinet (which consists of the National party and the Liberal party) was replaced by the 
Hawke cabinet (the Labor party), the ideological position of government in the second index shifted from 12.59 to 
7.29, while the ideological position in the first index only changed from 14.86 to 10.10.  
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point of the range in each dimension, so the distance between two governments could be 

calculated by the Pythagorean theorem.122 Note that this formula produces positive distances 

regardless of whether the successor government is to the left or to the right of the predecessor in 

the first dimension, or their relative positions in the second dimension. 

It is interesting to compare this approach to the one used in Chapter 7. In Chapter 7 the 

problem was one-dimensional, and as a result it was possible to calculate range and alternation 

exactly. Here the problem is multi-dimensional, ideological distance (the equivalent of range) is 

calculated by approximation. Indeed, there are multiple possible measures of the variable, and 

none of them captures the information required in Proposition 1.4 exactly. While it is more likely 

that a veto player configuration with higher ID score (as calculated by TC) will include one with 

smaller ID score, inclusion is not guaranteed. So, multiple dimensions do not lead according to 

my approach to “chaos” as in the social choice literature, but to a more complicated model which 

preserves the one dimensional intuitions, just like collective veto players in Chapter 2 led to a 

more complicated analysis that can be approximated quite well by the analysis of Chapter 1. 

    INSERT TABLE 8.1 

The first test TC performed was for negative effects of ideological distances on the change 

of budgets along with heteroskedastic outcomes (high variance associated with low ideological 

distances). They used multiplicative heteroskedastic regression (like in Chapter 7) and estimated 

two models, the first including ideological distance, and the lagged dependent variable (to take 

care of the time component) for the expected value of budget distance, and the ideological 

distance for the error term.  As evident from Table 8.1, ideological distance has a negative 

                                                                                                                                                             
 
122 2

2
2

112 AAA ?? where A1 and A2 are alternation in the first and second dimension. 
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coefficient both for the expected value of budgetary distance and the error term as predicted. The 

second model includes the same variables with the exception of ideological distance (in both 

equations). A likelihood-ratio test indicates that the probability that the expectation of negative 

coefficients in both equations is false is less than 5 percent.  

   INSERT TABLE 8.2 

TC then introduced two kinds of control variables to isolate deliberate budget 

modifications from automatic ones: first, they introduced (differences in) unemployment, 

growth, inflation, and the size of dependent population (individuals over 65 years old). Second, 

they introduced dummy variables for all countries in order to eliminate automatic modifications 

of the budget due to existing legislation.  

The results of estimation are summarized in Table 8.2. The results are consistent with the 

predictions of the veto players theory: both coefficients of ideological distance and alternation in 

this model are significant and signed according to expectation. Moreover, the size of 

standardized coefficients of ideological distance (-0.18) and alternation (0.17) suggests that the 

effect of the veto players structure is not only statitically significant but also substantively 

important. Droping the variables ? POP65, ? GROWTH, ? INF (since these coefficients in Model 

1 are insignificant) and rerunnig the regression to check for robustness presents exactly the same 

results (model 2).   

In conclusion, all the empirical evidence presented by TC validates the hypothesis that 

despite the factors that account for the automatic change of budgetary structure, the deliberate 

change of budgetary structure can be explained by governmental ideological distance and 

ideological differences between governments. Specifically, a government coalition is associated 

with more significant change in the budget if the members of this government are less 
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ideologically diverse or if its ideological position is more divergent from the previous 

government.  In other words, the budgetary structure tends to lock itself into the existing pattern 

in political systems with ideologically distant veto players; in contrast, the budgetary structure 

tends to be more flexible in political systems with ideologically similar veto players.    

    INSERT TABLE 8.3 

TC also investigate how the ideological distance and alternation affect budget structure in a 

disaggregated level.  Their results, that are summarized in Table 8.3 suggest that the ideological 

distance and alternation also explain the change in each budget categories well. In fact, there is 

only one out of the nine budget items (Housing and Community Amenities) with wrong signs 

(but not significant) and all the rest have the expected signs. One out of the eight remaining cases 

(other community and social services) has the expected sign but no significance; and in all other 

cases both coefficients have correct signs and at least one of them is significant. Ideological 

range significantly affects six out of nine budget categories; and alternation has a significant 

effect on four out of nine budget categories.  In particular, they find that among these nine 

budget categories, the change of education, health and social security are especially sensitive to 

both the effects of ideological distance and alternation. 

    INSERT TABLE 8.4   

Finally, TC replicate their model checking for each one of the underlying dimensions 

separately, and find that the two-dimensional model significantly outperforms the one 

dimensional models. As shown in Table 8.4, the addition of the second dimension improves 

significantly the results of the alternation variable in the first dimension. Conversely, the addition 

of the first dimension improves significantly the results of both the ideological distance and the 

alternation variables in the second dimension. In short, the results in Table 8.4 suggest that the 
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structure of budget is better captured and described by our two-dimensional veto players 

indicators than by any one of these dimensions.   

 

III. OTHER MACROECONOMIC OUTCOMES 

In this part I will present three different studies with different dependent variables: 

inflation, taxation and gorwth. The expectation of veto players theory is the same regardless of 

the dependent variable: significant changes of outcomes will be associated only with few and 

ideologically congruent veto players. Among the independent variables used in these studies 

there is one that is highly correlated with veto players. In addition, the arguments in these articles 

are either implicitly or explicitly related with the arguments made in this book. I will present 

these studies sequentially, and explain the relationship between their findings and the theory 

presented in this book.  

A. Federalism and Inflation. The theoretical expectation generated from the analysis in 

this book is that changes in inflation will be lower in federal countries than in unitary ones. 

Indeed, as we saw in chapter 6 federalism is associated with an increased number of veto players 

(ceteris paribus). Treisman (2000c) studied inflation in 87 countries during the 70s and 80s. He 

was comparing three different expectations for the relationship between federalism and inflation 

generated by different theories (in his words, commitment, collective action, and continuity). The 

“commitment” theories expect lower inflation in decentralized countries, because the multiple 

actors involved in decisionmaking reduce the ability of central government to inflate for political 

purposes. The “collective action” theories expect higher inflation in federal countries, because 

the multiple actors involved will engage into local fiscal free riding. What Treisman calls 
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“continuity” theories is the veto players theory we have already described.123 Treisman’s 

concludes early in the article: “strong support for the continuity hypothesis. In general, average 

inflation rates tended to rise during the 1970s and 1980s in both unitary and federal states. 

Although there was a general upward drift, the rise was less in federations with low inflation in 

the previous period compared to similar unitary states, and the rise was greater in federations that 

started from high inflation compared to similar unitary states.” (Treisman 2000c: 844). The rest 

of the analysis aims at identifying the mechanisms for accounting for these outcomes. According 

to Treisman there are two major reasons. First, “Federal structure by increasing the number of 

veto players required to change the system of control over central bankers, tends to lock the 

degree of central bank independence, whether high or low.” Treisman (2000c: 851). Second, 

political systems differ in the degree to which imbalances are pushed from the local to the 

regional and then the national level (which Treisman calls “fiscal conductivity”). 

“Decentralization… appears to reduce change in the degree of conductivity, whether high or 

low.” (Treisman (2000c): 853). 

B. Taxation and Veto Players. According to the theory of this book, any significant 

change in taxation will be possible only with few veto players. Hallerberg and Basinger (1998) 

studied the change in taxation that occurred in OECD countries in the late 1980s. All OECD 

countries reduced taxes for the highest income individuals, and for enterprises. Considering the 

size of each one of these two reductions as a dependent variable Hallerberg and Basinger try to 

identify the cause of this change. In their analysis they consider a series of variables from the 

economic literature that should have an impact on theoretical grounds.  First, they include capital 

mobility since countries may be forced to lower their tax rate to prevent capital flight as capital 

becomes more mobile (Tiebout 1956).  Second, they take into account trade dependence since 

                                                 
123 In fact, Treisman uses the veto players terminology frequently in this article. 
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open economies tend to be more sensitive to changes in tax rates than closed economies.  Finally, 

they also control for inflation and economic growth.  From the political science literature the 

possible relevant variables were: veto players (included in their analysis as a dummy variable) 

and partisanship, the latter because practically all political science literature argues that right 

wing parties reduce taxes for high income brackets and corporations, while the left raises taxes 

with these two groups as its privileged targets. 

Only two of these variables produced consistent results for both tax reductions (the 

personal and the corporate one): veto players and real growth. Hallerberg and Basinger interpret 

their veto player result the following way: “…The finding with regard to veto players were 

extremely encouraging.  A move to two or more veto players from one veto player reduces the 

change in corporate rates by 18.4 points and reduces the change in the top marginal income tax 

rate by 20.3 points.” 

The use of a dummy variable by Hallerberg and Basinger (1998) is consistent with the 

argument presented in this book. As we saw in Chapter 7 in a single dimension what matters is 

the ideological distance among coalition partners. While single party governments have by 

definition range of zero, the range of two or multiparty governments is not necessarily related to 

the number of partners.   

C. Growth and veto players. The theory I present in this book does not make any 

predictions about a relationship between veto players and growth. As I said in the introduction 

the underlying assumption of many economic arguments is that many veto players create the 

possibility for a political system to “commit” that it will not alter the rules of the economic game, 

confiscate wealth through taxation etc. Conversely, the underlying assumption of most political 

analyses is that political systems should be able to respond to exogenous shocks. I have simply 
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connected the two arguments and said that high level of commitment is another way of saying 

inability for political response. It is not clear whether many veto players will lead to higher or 

lower growth, because they will “lock” a country to whatever policies they inherited, and it 

depends whether such policies induce or inhibit growth.  

Witold Henisz (2000) tested the standard economic argument, that many veto players 

create a credible commitment for non interference with private property rights which “is 

instrumental in obtaining the long term capital investments required for countries to experience 

rapid economic growth” (Henisz 2000: 2-3). 

The careful reader will recognize that this argument adds one important assumption to 

my analysis: that more credibility leads to higher levels of growth. Henisz (2000: 6) recognizes 

that more stability might also lock a bad status quo: “The constraints provided by these 

institutional and political factors may also hamstring government efforts to respond to external 

shocks and/or to correct policy mistakes… However, the assumption in the literature and in this 

article is that, on average, the benefit of constraints on executive discretion outweigh the costs of 

lost flexibility.” 

For the empirical test Henisz (2000) creates a dataset covering 157 countries for a 35 year 

period (1960-1995). He identifies five possible veto players: the executive, the legislature, a 

second chamber of the legislature, the judiciary, and federalism. He constructs an index of 

political constraints taking into account whether the executive controls the other veto players 

(legislature, judiciary, state governments), and the fractionalization of these additional veto 

players, and averages his results over five year periods. He then re-examines Barro’s analysis of 

growth introducing his new independent variable. His results are that the “political constraints” 

variable has additional explanatory power and its results are significant: a standard deviation 
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change in this variable produces between 17 and 31 percent of a standard deviation change in 

growth. 

Heinsz’s independent variable is conceptually very closely correlated with veto players, 

and covers an overwhelming number of countries. However, the empirical correlation between 

“political constraints” and either the number or the distances among veto players is questionable. 

For example, the judiciary does not always have veto power (see Chapter 10), and federalism 

seems to be double counted because it is included in the second chamber of a legislature. In 

addition, legislative constraints are included while taking into account all parties in parliament. 

Such an approach may be correct for presidential systems with coalitions created around specific 

bills; but in parliamentary systems the government controls the legislative game (as discussed in 

Chapter 4) because it is based (at least most of the time) on a stable parliamentary majority. As a 

result, opposition parties impose no constraints on legislation.  

These different rules of counting produce significantly different assessments of countries. 

For example, Henisz finds that Canada has very high political constraints, while in this book the 

classification is very different (the second chamber representing also local governments is weak 

or controlled by the same party as the first, the judiciary is not so strong), while in my analysis 

Canada has a single veto player. Similarly, Germany and Belgium are considered to have very 

high “political constraints” while in my analyses Germany is an intermediate range of veto 

players (only when the Bundesrat is controlled by the opposition is the ideological distance of 

veto players high). 

In sum, the big advantage of Henisz dataset is that it covers the highest number of 

countries reported in this book; the disadvantages are that some constraints are introduced 

without reflecting the actual decision-making process, and that while a plausible mechanism 
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(according to which constraints affect credibility of commitments, affect investment, affect 

growth) is identified only the first and last step of the process are shown to be correlated.  

 
IV CONCLUSIONS 
 

This chapter discussed empirical studies of a series of macroeconomic outcomes. All of 

them seem to be correlated to the structure of veto players in an important way: the more veto 

players and/or the more distant they are, the more difficult is the departure from the status quo. 

Indeed, budget deficits are reduced at a slower pace (when their reduction becomes an important 

political priority), the structure of budgets becomes more viscous, inflation remains at the same 

levels (whether high or low), tax policies do not change easily. All these results indicate high 

stability of outcomes. In addition, reviewing the literature, we encountered the empirical 

corroboration of an outcome expected in the economic literature: the existence of many veto 

players may reduce the political risks associated with an active government, increase investment, 

and lead to higher levels of growth. 

Most of the analyses discussed in this chapter use either some measure correlated to veto 

players (like Treisman’s (2000c) federalism, Hallerberg and Basinger’s (1998) veto dummy) or a 

one dimensional indicator (Bawn (1998), Franzese (1999)). One study however, Tsebelis and 

Chang (2002) makes use of the multidimensional analysis presented in the first part of this book 

and produces results that are significantly better than one-dimensional analyses (whether of the 

first or of the second axis).  
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     TABLE 8.1 

Estimated Results on Budget Structure in 19 OECD Countries, 1973-1995  

(simple model estimated by multiplicative heteroskedastic regression). 

 

 MODEL 1 MODEL 2    

Dependent Variable: The Expected Value of Budget Distance 

Constant .2746*** 

(.0198) 

.2820*** 

(.0201) 

Lagged BD .1503*** 

(.0349) 

.1360*** 

(.0351) 

Ideol. Distance -.0189 

(.0168) 

 

Dependent Variable:  The Error Term of Budget Distance 

Constant -2.5671*** 

(.0776) 

-2.524***   

(.0769) 

Ideol. Distance -.2087*** 

(.0883) 

 

N  338 338 

Prob > 2?  0.000 0.000 

Likelihood-ratio test between Model 1 and Model 2:  
2
2? =  5.96     Probability > 2

2?  =     0.050 

 

 

Note: Standard errors in parenthesis.  

* significant at 10%; ** significant at 5%; *** significant at 1%, all tests are one-tailed.   
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TABLE 8.2   

Estimated Results on Budget Structure in 19 OECD Countries, 1973-1995 (Complete 
Model Estimated by Fixed-Effect Cross-Sectional Time-Series Model with Panel 
Correction Standard Errors). 

 MODEL 1   
Coefficient 

MODEL 1         Stand. 
Coefficient 

MODEL 2 

Lagged BD 0.0588 (0.0483) 0.0890 (0.0731) 0.0628 (0.0474)* 

Ideol. Distance -0.0615 (0.0277)** -0.1838 (0.0828)** -0.0620 (0.0278)** 

Alternation 0.0472 (0.0158)*** 0.1755 (0.0587)*** 0.0477 (0.0158)*** 

? unemployment 0.0304 (0.0204)* 0.0849 (0.0570)* 0.0307 (0.0204)* 

? age>65 0.0227 (0.1360) 0.0101 (0.0605)  

? GROWTH 0.0018 (0.0042) 0.0261 (0.0609)  

? INF 0.0060 (0.0067) 0.0416 (0.0465)  

Australia 0.1474 (0.0518)***  0.1652 (0.0447)*** 

Austria  0.1048 (0.0381)***  0.1213 (0.0280)*** 

Belgium 0.2615 (0.0884)***  0.2871 (0.0838)*** 

Canada 0.1694 (0.0509)***  0.1876 (0.0429)*** 

Denmark 0.2783 (0.0514)***  0.2934 (0.0473)*** 

Finland 0.2906 (0.0764)***  0.3085 (0.0710)*** 

France 0.2053 (0.0971)**  0.2151 (0.0929)** 

German 0.1345 (0.0509)***  0.1505 (0.0374)*** 

Iceland 0.3863 (0.0833)***  0.4236 (0.0700)*** 

Ireland 0.1656 (0.0460)***  0.1794 (0.0440)*** 

Italy  0.4881 (0.0904)***  0.5102 (0.0807)*** 

Luxembourg 0.2710 (0.0391)***  0.2932 (0.0303)*** 

Netherlands 0.2109 (0.0738)***  0.2239 (0.0698)*** 

New Zealand 0.2540 (0.0643)***  0.2814 (0.0557)*** 

Norway 0.1519 (0.1104)*  0.1652 (0.1092)* 

Portugal 0.5030 (0.1032)***  0.5315 (0.0975)*** 

Spain 0.4638 (0.1912)***  0.4751 (0.1883)*** 

Sweden 0.2515 (0.0607)***  0.2731 (0.0512)*** 

UK 0.1397 (0.0602)***  0.1572 (0.0566)*** 

N  336 336 336 

R2 65.32% 65.32% 65.21% 

Prob > 2?  0.0000 0.0000 0.0000 

* significant at 10%; ** significant at 5%; *** significant at 1%, all tests are one-tailed.   
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   TABLE 8.3 
Estimated Results for Each Budget Category 

BUDGET CATEGORY IDEOLOGICAL 
DISTANCE 

ALTERNATION 

General Public Services  -.0895 (.0526)** .0118 (.0334) 

Defense -.0157 (.0245) .0176 (.0136)* 

Education -.1242 (.0735)** .0433 (.0320)* 

Health -.2550 (.1076)*** .1566 (.0584)*** 

Social Security and Welfare -.2915 (.1082)*** .0965 (.0724)* 

Housing and Community Amenities .0224 (.0468) -.0193 (.0399) 

Other Community and Social Services -.0125 (.0130) .0044 (.0060) 

Economic Services -.1574 (.1301)* .0602 (.0528) 

Others -.2156 (.1728)* .0883 (.1014) 

Note:  Estimated coefficients for country dummies, change in unemployment 
rate and lagged dependent variable are surpassed to facilitate the presentation.  
Panel-correction standard errors are in parentheses. * p<0.1, ** p<0.05,         
*** p<0.01; all tests are one-tailed.   
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TABLE 8.4 

Comparison of Explanatory Power of Single-Dimensional analysis and Two-Dimensional 

analysis.  

Improvement Budget 
 

I. D. 
in 1st 
Dim.  

Alt. 
in 1st 
Dim. 

I. D. 
in 2nd 
Dim 

Alt. in 
2nd 
Dim.  

I D. in 
Two- 
Dim. 

Alt. in 
Two-Dim.  

ID 
1st 
? 2  

Alt 
1st    

? 2 

ID 
2nd   
? 2 

Alt 
2nd   
? 2 

Total ** C ** *** ** ***  ?    

General Public 
Services  

** W C W ** C  ?  ?  ?  

Defense 
C * C C C *    ?  

Education 
** W C C ** *  ?  ?  ?  

Health 
*** ** ** *** *** ***   ?  ?   

Social 
Security and 
Welfare 

** *** *** * *** * ?  ?    

Housing  
C * W W W W ?  ?    

Other 
Community 
and Social 
Services 

** W C W C C ?  ?   ?  

Economic 
Services 

* W C C * C  ?  ?   

Others 
C W * C * C ?  ?    

Note:* denotes the level of significance: * p<0.1, ** p<0.05, *** p<0.01. C denotes “correct 

sign”,        W denotes “wrong sign”, ? denotes improving results whereas ? denotes worsening 

results.  
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PART IV: SYSTEMIC EFFECTS OF VETO PLAYERS    
    

In this last part we discuss the structural outcomes of policy stability. Why should we 

care if it is easy or difficult to change the status quo? As we said in the introduction, one way of 

conceiving policy stability is like a credible commitment of the political system not to interfere 

in economic, political, or social interactions and regulate them. Another way is to conceive 

policy stability as the inability of the political system to respond to changes occurring in the 

economic, political or social environment. Both these aspects are intrinsically linked, and 

inseparable. Some analysts may prefer one way of thinking to the other, until the moment that 

institutional structure praised for its ability to make credible commitments is unable to respond to 

some shock, or the political system with admirable decisiveness was not able to make credible 

commitments. The argument so far, was that particular institutional structures will produce 

specific levels of policy stability, and it is not possible to have credibility some of the time and 

switch to decisiveness when you need it. Deciding an institutional structure locks the situation to 

a certain level of policy stability. But what are the results of different levels of policy stability? 

Policy stability has multiple effects. First, in presidential regimes if policy stability is 

high regime instability increases (as we saw in Chapter 3): it is possible for the president or the 

military to turn against the democratic institutions that are unable to solve the problems of the 

country. In the three chapters of this part we will examine more in detail other results of policy 

stability.  

The first result of policy stability that we will study in Chapter 9 is government instability 

in parliamentary democracies. As we saw parliamentary systems have the flexibility of 

government change when there is a political impass. The government decides to challenge 

parliament with a question of confidence and loses, or resigns because it cannot pass its 
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legislation through parliament, or the parliament that disagrees with the government removes it 

from power. A significant disagreement between government and parliament leads to a new 

government coalition that may (or may not) resolve the political impass. What is interesting in 

this story is that what is perceived as “political impass” by the players is what we have called 

policy stability throughout this book. Consequently, policy stability increases the probability of 

replacing governments, or as we will say from now on government instability. 

Chapter 9 addresses the question of government survival. While most of theoretical and 

empirical analyses explain government instability by characteristics prevailing in the parliament 

of a country, veto players focuses on the composition of governments to explain government 

survival. As has been demonstrated in the work of Warwick (1994) explanations based on 

government composition are more accurate empirically. What this chapter will show is that this 

analysis is consistent with the veto players framework introduced in this book. I will show that 

the veto players theory combined with a theoretically informed understanding of the concept of 

“status quo” can account for all the puzzling findings of the empirical literature. 

Chapter 10 deals with the independence of bureaucracies and the judiciary. I explain why 

policy stability leads to higher independence of these two branches, and present empirical 

evidence corroborating the expecations. I compare my findings for both bureaucrats and judges 

with other theoretical or empirical work. If different theories generate different expectations, I 

explain the reasons for the differences as well as look to the empirical evidence for 

corroboration. 

Chapter 11 applies the veto players theory to an unusual case: the European Union (EU). 

According to Alberta Sbragia (1992: 257) the EU is "unique in its institutional structure, ... 

neither a state nor an international organization." The EU has also changed its constitution 
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several times in the last 15 years. These peculiarities have led students of the EU to characterize 

it as a “sui generis” system (Westlake (1994: 29), Nugent (1994: 206)). Finally, EU institutions 

include very complicated provisions. Decisions in the Council of ministers are made by a triple 

majority, while two more institutions the European Parliament and the Commission participate in 

the decisionmaking process quite frequently as veto players. For these reasons, I consider a 

successful analysis of this fluid and unusual system as a demanding test for the theory in this 

book. Should veto players analysis provide us with interesting and accurate insights about the 

EU, the theory will have gone through a quite demanding test. The reader will see that the 

structure of the legislative process has changed several times shifting power among the main 

institutional actors. In addition, these changes have affected the role of other actors, like 

bureaucracies and the judiciary, exactly the same way as in other countries as the first half of this 

book has led us to expect, and exactly as the previous chapters of the second half have 

demonstrated. 
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CHAPTER 9: GOVERNMENT STABILITY 

As we saw in Chapter 4 government stability is an important variable for the study of 

parliamentary systems. For example, Lijphart (1999: 129) considers government duration as a 

proxy for “executive dominance” and differentiates his approach from what he calls the 

“prevalent” point of view according to which “cabinet durability is an indicator not just of the 

cabinet’s strength compared with that of the legislature but also of regime stability.” Huber and 

Lupia (2000) argue that government stability increases ministerial efficiency because a minister 

expected to stay in place will be respected by the bureaucracy.  

Actually the formation of government coalitions and the duration of the corresponding 

governments has probably been one of the most prolific branches in the literature of politics in 

advanced industrialized democracies. Starting with the work of Riker (1962) coalition theorists 

discovered the significance of “minimum winning coalitions”124 and then proceeded to define a 

series of other concepts useful for the study of coalition formation: “minimum size,” “minimal 

range,” “minimum connected winning,” “policy viable.”125 Empirical work on the durability of 

different governments flourished (Dodd (1976), Sanders and Herman (1977), Robertson (1983), 

Schofield (1987), Laver and Schofield (1990), Strom (1988), King et. al. (1990), Warwick 

(1994)). Some of this work was based on the “numerical” composition of different governments 

(number of seats they controlled, majority or minority status) other parts included the policy 

positions of parties (either all of them, or only the ones composing the government), most of it 

included additional information relevant to government formation (whether the government had 

to receive an investiture vote from parliament, how many attempts at government formation were 

made before a successful government). 

                                                 
124 Coalitions stop controlling a majority of seats in parliament if they lose a party member. 
125 See Lijphart (1999: 91-96) for definition and discussion of all these concepts. 
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I will review this literature, point out the latest findings, and confront it with the main 

expectation generated by the veto players theory: that policy stability leads to government 

instability. In order to be able to generate specific predictions from the theory I will have an 

extensive discussion of a fundamental (in game theoretic models) but elusive (in empirical work) 

concept: the “status quo.” I will develop the difference between policies (like the ones we studied 

in Chapter 7) and ouctomces (like the ones I did in Chapter 8) further, and explain why what 

used to be a satisfactory situation in a country in the past may now require significant changes. 

From this starting point I will study the implications for government survival. Governments are 

the actors who are responsible for such adjustments, and since their composition affects their 

capacity to act, it ultimately affects their probability of survival. As a result of this analysis, 

government duration in parliamentary regimes will be linked to the configuration of veto players. 

Once this link is established, I will revisit Lijphart’s analysis of the connection between 

government duration and executive dominance introduced in Chapter 4, and explain why 

government duration empirically correlates with executive dominance despite the fact that there 

is no logical connection as we saw in Chapter 4.  

This chapter is organized in three parts. The first part reviews the literature on 

government duration and examines whether it depends on characteristics of the parliament or the 

government of a country. The second uses the theory presented in this book to explain the 

empirical findings. The third uses the findings in previous chapters of this book to explain why 

government duration correlates with executive dominance although they are not logically related. 

I. The Literature on Government Stability 
Most of the literature on government duration correlates it with parliament characteristics 

like the number of parties and their ideological distances from each other. More recent analyses 
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focus on government characteristics. In this section I will compare and contrast the two 

approaches, but I will start by explaining what the literature measures when it discusses 

“government stability.” 

1. Government stability. While many authors have written about government stability, 

they have not applied the same defining conditions for what a government replacement is. For 

example, different authors do not agree if the situation where a government is replaced by 

another with the same party composition should be counted as a single government or two 

different ones. 

More precisely, there are four different criteria used in the literature: whether the party 

composition of a government changes, whether there is a formal government resignation, 

whether there is a change in prime minister, and whether there is an election. While all authors 

accept the first criterion, variations exist with respect to all the others. Dodd (1976) and Lijphart 

(1984) accept only the first criterion as a necessary and sufficient condition for the change in 

government. The second most frequently used criterion for government termination is an 

election. Laver and Schofield (1990: 147) justify this criterion because an election changes party 

weights in parliament, and consequently modifies the bargaining environment where coalition 

formation takes place. The other two criteria have serious drawbacks for comparative analysis: 

formal resignation is required in some countries and not in others, and resignation of a prime 

minister may or may not be for political reasons, so there is wider disagreement with respect to 

these two criteria. 

Which one of these criteria is the most appropriate? I think that every author selects a 

criterion that makes the most sense on the basis of his view of how the process works. For 

example, if the view is that government composition depends on the relative power of different 
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parties, inclusion of elections as a criterion is a very reasonable choice. If it is perceived that 

most prime minister (PM) resignations are political events even if actors involved are claiming 

that they resign “for personal reasons” inclusion of PM resignation makes sense too. In Chapter 7 

I adopted the Lijphart (1984) and Dodd (1976) criterion of party composition of governments by 

creating a list of “merged” governments but replicated the calculations with the more traditional 

definitions with the same qualitative results. Lijphart (1999) averaged the duration results 

generated by his own criterion with the criteria applied by most of the literature and used 

“average duration” generated this way to calculate his “executive dominance” index. We will 

return to that point in the last section of this chapter. 

2. Palriamentary features affect government stability. No matter what the criterion of 

duration, it is usually correlated with parliamentary characteristics. For example, even in the 

initial impetus for the development of coalition theories (Riker (1962) based on cooperative 

game theory) a series of “policy blind” models were assuming that the coalitions formed would 

be “minimum winning” in parliament so that ministerial portfolios would not be allocated to 

parties that were not needed for a majority in parliament. 

Subsequently, policy position criteria were introduced, and the underlying model 

revolved around improving one’s position in the cabinet. Most of the time this meant increasing 

a party’s portfolio share, although some analysts like De Swaan (1973: 88) maintained that “an 

actor strives to bring about a winning coalition in which he is included and that he expects to 

adopt a policy that is as close as possible… to his own most preferred policy.” 

The implicit or explicit argument in all the approaches was that different parties will 

force a government to resign when they have good chances to be included in the next 

government and obtain better position. As a result, the characteristics of the parliament that 
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produce the governments enter into play. If a party was centrally located in the parliament, if it 

were large, if other parties were dispersed or clustered were good predictors of the probability 

that a party will be included in the next government. Here are the variables affecting government 

duration on the basis of this literature: the number of parties in the political system (Duverger 

(1954)), the “effective number of parties” in a system, the presence of anti-system or other 

“extreme” parties, the degree of ideological polarization or “cleavage conflict” (all of these 

conditions make it more difficult to form and maintain governments). Finally, a formal 

investiture requirement eliminates some governments that might have survived for a while 

otherwise (Laver and Schofield (1990: 147-48)). With respect to characteristics of the 

government itself, the results of empirical analyses indicated that “minimum winning” status 

increased government longevity, while Sanders and Herman (1977) and Schofield (1987) did not 

find evidence that ideological compactness of the government affected its longevity.  

All these approaches leave according to Laver and Schofield (1990: 155): “Two 

important loose ends… The first is that there is considerable unexplained variation between 

systems in the average duration of cabinets. The second is that the duration of cabinets seems to 

be unrelated to policy matters, despite the fact that party policy greatly enhances our ability to 

explain the formation of governments in the first place.” In order to address these two problems 

Laver and Schofield introduce “bargaining environment” as an independent variable. They show 

that in single dimensional policy space (left-right) one can divide different countries in unipolar 

centrist, unipolar off center, bipolar and multipolar. They then demonstrate that countries with 

centrist unipolar bargaining system (like Luxemburg and Ireland), or with bipolar system (like 

Austria and Germany), have governments that last significantly longer than countries with 

multipolar bargaining environments (like the Netherlands, Finland, Italy); countries with 
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unipolar (off center) systems (like Norway, Sweden, Iceland) have intermediate levels of 

government longevity. Laver and Schofield (1990) were one of the last “deterministic models”126 

of government duration, and they pushed the method as far as it has reached.  

The deterministic approach was criticized by the “events approach” models that are based 

on the idea that actual dissolutions of governments are caused by random events that could not 

have been anticipated by the actors (Browne et.al. (1984)). The initial attempt of the events 

approach was not to focus on the causes of government duration, but to explicitly model its 

randomness. Events models focused on the conditional probability that a government will be 

terminated given that it had survived for a certain period of time. This conditional rate of 

termination (hazard rate) assumed to be constant across countries became the dependent variable 

in most of the analyses, but the empirical results were poor: hazard rates were different across 

countries (the only exceptions were Belgium, Finland, Italy, and Israel). 

King et al (1990) were the first to present a model that unified the two approaches. It 

included the causal arguments of deterministic approaches along with the superior methodology 

of the events approach: the model made hazard rates a function of the characteristics studied by 

the deterministic models. In other words the new model was assuming that governments fall as a 

result of random events, but the capacity of different governments to survive was a function of 

different characteristics prevailing in the party system of the country. The results of this unified 

model indicate that fragmentation of the party system and the polarization of the opposition are 

the regime attributes the most strongly associated with cabinet duration.  

As a result of the King et al. findings, Laver and Schofield (1990: 161) conclude: “…we 

note that the fragmentation and polarization of the party system appear as the important variables 

in an analysis that controls for a wide range of matters and even takes account of the impact of 

                                                 
126 Models that assume government duration to be a function of the independent variables included in model. 
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random shocks. These, of course, are the variables we identified as being important parameters 

of the stability of the bargaining system and therefore liable to have an impact on cabinet 

stability.” 

In conclusion, the introduction of more advanced methodology did not alter the 

conclusions of the coalition literature by 1990: the two main characteristics that affect 

government survival in parliamentary systems are features of the party system of a country: 

fragmentation and polarization. Both of these variables represent characteristics determined by 

the parliament that selects the different governments, and both of them have to do with the 

bargaining environment prevailing in this parliament. 

3. Government features affect government stability. Several years later Paul Warwick 

(1994) presented a serious criticism of the above results, and an alternative specification of the 

underlying model. He moved the explanation of government survival from the parliament to the 

government. He criticized both the parliament polarization variable and the parliament 

fragmentation variable, and replaced them with similar variables describing governments.  

With respect to polarization, Warwick argued that it did not necessarily affect the 

complexity of the bargaining environment. In fact, it had the opposite effect: “Laver and 

Schofield believe that the polarization variable reflects the overall complexity of party positions 

in the party system; the more complex this array, the more vulnerable the distribution of 

bargaining power to slight perturbations. But what the variable actually measures is the 

proportion of parliamentary seats held by extremist parties, and since extremist parties are 

normally considered unsuitable coalition partners by prosystem parties – “non-coalitionable” in 

Laver and Schofield’s (1990: 200-1) terms – their presence should narrow the range of coalition 

alternatives, other things being equal” (Warwick (1994: 46)). Warwick’s alternative explanation 
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of polarization: “Given the noncoalitionable status of extremist parties, governments formed in 

such systems usually must either encompass an ideologically diverse array of prosystem parties 

and/or settle for being minoritarian; either way, they are vulnerable to early collapse or 

termination. Apart from accounting for the sign of the polarization coefficient, this explanation 

has the advantage of locating the proximate cause of government survival in a particular 

government attribute, rather than associating it with a general feature of the larger parliamentary 

environment” (Warwick (1994: 47)).  

With respect to fractionalization, Warwick argued that the measure should reflect the 

situation inside the government: “King et. al.’s interest in size or fractionalization extended only 

to the size of the party system; they never tested the size of government. Once government size is 

taken into consideration, however, it eliminates the significant role played by effective party 

system size, indicating that large party systems tend to experience greater instability because the 

governments they produce are themselves large. This refinement on the King et. al. model 

implies that if there is validity to the bargaining-environment idea, it is the bargaining 

environment within the government that matters, not the larger parliamentary bargaining 

environment” (Warwick (1994: 47)).   

Warwick introduces the variable “ideological diversity” that is similar to what I called 

“range” in Chapter 7 and “ideological distances” in Chapter 8. It measures the ideological 

diversity of the government coalition on the basis of a series of indicators including left-right, 

clerical-secular, and regime support. The introduction of this variable turns polarization (that is, 

the size of extremist parties) into an insignificant independent variable for majority governments. 

For minority governments the opposite is true: while the ideological diversity of the government 

is not significant, polarization is. Warwick (1994: 66)) explains the difference as follows: 
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“Although polarization shows a highly significant impact on government survival in both 

majority and minority situations before ideological diversity is introduced (Models 1 and 3), a 

comparison of Models 2 and 4 shows that it survives the introduction of ideological diversity 

index only in minority government situations. Correspondingly, the significant effect conveyed 

by the ideological diversity index is confined to majority governments.” 

To summarize the arguments: Most of the literature up to 1990 was explaining 

government duration in parliamentary democracies on the basis of characteristics of the party 

system mainly ideological diversity and fractionalization. The reason that they were focusing in 

characteristics prevailing in the parliament that was producing each government was that the 

underlying argument was that parties would determine their behavior on the basis of the 

probabilities they had to be introduced in the new government, and these probabilities are 

determined by characteristics of the party system. Warwick (1994) performed crucial 

experiments and introduced both characteristics of the parliament and of the government. The 

result was that the number of parties in parliament was replaced by the number of parties in 

government, that was in itself replaced by the ideological distances between parties in 

government for majority governments. For minority governments (that are usually single party 

governments) the ideological diversity of parliament remains a strong explanatory variable. 

Warwick interprets his findings as indicating that what determines survival is bargaining within 

governments. I will go over these findings on the basis of veto players theory. 

II. Veto players and Government Stability   
So far in this book I have been presenting results on the basis of spatial models without 

being specifically concerned about the position of the status quo. At the theoretical level 

(Chapters 1 and 2) I generated propositions that held for every position of the status quo, while at 
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the empirical level I used two shortcuts. In Chapter 7 I explained why it was difficult to identify 

the status quo and used the position of the previous government as a proxy. In Chapter 8 I used 

the same approximation but the justification was more appropriate, since it is quite frequent that 

the default solution for not voting a budget on time is the automatic or quasi automatic adoption 

of the previous year’s budget.  

I explained that any attempt to include the status quo in empirical work has to be a 

posteriori, that is define what the status quo is only after the new legislation passes. The reason is 

that new legislation in an area (say social security) may or may not include provisions modifying 

several bills. For example, the new Social Security bill may include provisions about mental 

health. This subject may have existed in other pieces of legislation, or it may not have been 

addressed legislatively in the past. If such provisions are included in the new bill, then the status 

quo is determined not only by the provisions of the previous Social Security bill, but also by the 

provisions of other bills specifying the appropriate definitions, conditions etc, related to mental 

health. If mental health is not included in the new bill, then the status quo should not include 

provisions on mental health. In addition to the difficulties of identifying the specific policy 

position of the status quo discussed in the previous paragraph, there are more serious theoretical 

problems with the concept that are related to the issues of government duration, and I will 

address now. 

The “status quo” is an essential element of every multidimensional policy model like the 

ones I have presented throughout this book. One first assumes the positions of the status quo and 

the ideological preferences of different actors, and then identifies how each one of these actors 

are going to behave. While the concept of “status quo” is essential in all theoretical models, little 

attention has been paid into how the concept corresponds to actual political situations. Usually 
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models assume a policy space, complete information and stability of the status quo, just like all 

the models I presented in the first part of this book. Such models may be sufficient when 

discussing simple situations like legislation in a specific policy area. However, they are 

inadequate when one discusses more complicated issues like government selection or 

government survival. 

I want to introduce two elements of uncertainty that will be essential in understanding the 

mechanism of government selection and duration. The first element is the uncertainty between 

policies and outcomes, the second is over-time uncertainty. Let me analyze each one of these 

elements. 

Uncertainty between policies and outcomes. Several models have assumed that there is 

uncertainty between policies and outcomes (Gilligan and Krehbiel (1987), Krehbiel (1991)). 

According to these models actors have preferences over outcomes, but have to select policies. 

The modeling implication is that actors are located on the basis of their preferences in an 

outcome space, but they cannot select outcomes directly. They have to select policies, that 

include a random element in them. Only some experts have specific knowledge of the exact 

correspondence between policies and outcomes, and as a result decision-makers have to extract 

this information from them (I say “extract” because experts may not want to reveal it and act 

strategically). However, these models do not study any further variations in outcomes; once a 

policy is selected it has always the same outcomes. But this is a simplification that has been 

disputed by the “events approach” to coalition formation. 

Uncertainty between current and future outcomes. The “events approach” highlighted the 

fact that unexpected events might challenge governments and divide the coalitions that support 

them. The reason that these events are unexpected is because they are either exclusively 
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determined by happenings in the environment or jointly determined by such happenings and the 

policies of governments. However, such outside events modify the position of the status quo in 

the outcome space even if the policy does not change. For example, when there is an oil crisis, 

the government budget (which could have been a perfect compromise at the time it was voted) 

appears completely inadequate because the price of energy increases dramatically. Such 

variations of outcomes (while policy remains constant) are additional sources of uncertainty. The 

uncertainty between policies and outcomes was dealt with at the time of the vote of the budget, 

but now the same policy produces very different outcomes than before. 

Similarly, import or export policies may have different results when a trade partner 

modifies some component of his behavior, or when outside conditions change. If a country is 

dumping its products in the international market, or if it is exposed to say radioactivity because 

of a nuclear accident, trade restrictions may become necessary, while such measures were not 

even considered before.  

If parties know that they are going to be confronted with both kinds of uncertainty, when 

forming a government how are they are going to address the situation? First they will consider 

the distance between coalition partners a very significant factor to be taken into account. 

Reducing the distances between veto players enables governments to produce a policy program 

before they form and respond to subsequent exogenous shocks. 

    FIGURE 9.1 

How would negotiations among potential veto players take place? Figure 9.1 presents an 

outcome space with three potential veto players. They would discuss their government program 

and include in it all the cases where the outcomes (produced by existing policies) are far away 

from their preferences. For example, if the status quo was in the position SQ they would move it 
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in some point within W(SQ), and if it were at SQ1, they would move it inside W(SQ1). They 

would be able to include more items in the government program the further away the status quo 

is, and the closer they are to each other as we have seen in the first part of this book. In particular 

Figure 1.7 and Proposition 1.4 demonstrate that what matters is not the number of veto players 

but the size of their unanimity core. 

Now, suppose that some exogenous shock replaces an existing outcome. The underlying 

assumption in the “events approach” literature is that the size of the shock matters, and some of 

them are too big for certain governments to handle. I will show that this is an inaccurate way of 

thinking about the problem. In my model there are two possibilities: this movement can be 

“manageable” or “non-manageable.” By manageable movement I mean a replacement of SQ that 

either is very close the government program (that is, the shock in effect simulates government 

policy, so no further action is necessary), or, the new SQ moves away from its previous position, 

so that the government program is still included in W(SQ). In Figure 9.1 moving the status quo 

from SQ1 to SQ1’ or vice versa is a manageable situation, because the coalition can respond by 

leaving SQ1’ or moving back to SQ1’ as the case may be. What is of interest in this example is 

that the size of the shock is not necessarily related to whether the situation is manageable. It is 

possible that large shocks are easily manageable.127 

By contrast, the situation is non-manageable if the change in status quo has made an 

agreement among veto players impossible. For example, if SQ is moved to SQ’ in Figure 9.1 an 

agreement to go back to whatever solution was included in the government program (it had to be 

within W(SQ)) is impossible. Again, non-manageable situations are not necessarily the result of 

large shocks. 

                                                 
127 For example, if the new position of SQ is covered (see definition in Chapter 1) by the old one the situation is 
manageable. 
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What are the implications of this analysis for government formation and duration? For 

government formation, if there is a cluster of parties that are close to each other and they have a 

majority of seats in parliament they are likely to become the government coalition. If there is no 

such cluster, either a majority government will form out of parties with larger differences, or a 

minority government will form. Minority government will be more likely to form when the 

opposition is divided (otherwise the government could have been formed by the opposition also). 

These expectations are confirmed by the empirical analysis of Martin and Stevenson (2001: 41) 

who find that “any potential coalition is less likely to form the greater the ideological 

incompatibility of its members, regardless of its size.” They also find that the probability of 

formation of minority governments increases when the opposition is divided. 

In terms of government duration Warwick has performed all the crucial tests implied by 

the above analysis: he has demonstrated that the standard variables measuring parliamentary 

characteristics (fractionalization and polarization of the party system) are replaced by the 

ideological distances of parties in government, except for minority governments where 

parliamentary polarization has a significant impact.  

Finally, one additional reason why polarization of parliaments may have an independent 

impact on government survival is what was discussed in Chapter 6 under the title “qualified 

majority equivalents.” The existence of anti system parties essentially increases the required 

majority for political decision-making form simple to qualified majority, and as a result reduces 

significantly the winset of the status quo. 

III. Government Stability and Executive Dominance  
On the basis of the previous discussion government duration is proportional to the 

government’s ability to respond to unexpected shocks, and this ability is a function of the veto 
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player constellation: on the basis of Proposition 1.4 the size of the unanimity core of the veto 

players. According to my explanation there is no logical relationship between government 

duration and executive dominance as argued by Arend Lijphart (1999) (see discussion in Chapter 

4). 

However, in Chapter 4 I only argued that government duration and executive dominance 

were logically independent, and left their high correlation (the basis of Lijphart’s argument) 

unexplained. Now I come back to examine the reasons of the correlation between government 

duration and executive dominance. My argument is that it is a spurious correlation, and I will 

explain which way the causal arrows go. 

In Chapter 4 I presented evidence that executive dominance is a function of government 

agenda setting powers. Indeed, while every parliamentary government has the possibility of 

attaching a question of confidence to any particular bill, or, equivalently to make the 

commitment that if a particular bill is defeated it will resign, this is a weapon of high political 

cost and cannot be used frequently. Of more everyday use are institutional procedures that 

restrict the amendments on the floor and the more of those weapons the government controls, the 

more it can present the parliament with “take it or leave it” questions, and the more as a result 

will it have its legislation accepted. So, Chapter 4 established a causal relationship between 

government agenda setting and one of Lijphart’s variables: executive dominance. 

The current chapter establishes a causal relationship between veto players and the other 

variable used by Lijphart in his analysis: government duration. The argument was that the closer 

the veto players, the more they are able to manage policy shocks, and consequently the longer 

the duration of the government. In fact, my argument moves one step further and makes 
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predictions about government formation: the closer different potential veto players the higher 

probability that they will form a government. 

What needs to be established is a relation between veto player and government agenda 

control. But this issue was addressed in Chapter 7. There I pointed out the strong correlation 

between the two variables at the national level, and provided the reasons why this correlation is 

not accidental. I was not able to establish the direction of causation but I pointed out at three 

different arguments that can account for the relationship. The first was a causal argument going 

from veto players to government agenda setting: multiple veto players cannot introduce 

important legislation, and therefore countries with coalition governments have not been able to 

introduce such agenda setting rules. The second was a strategic argument going from agenda 

setting powers to veto players: if agenda setting powers are present, coalition negotiations are 

easier because governments can do what they want with bare majorities or even with minorities 

of votes. The third was historical, that the same sociological reasons that generated multiple veto 

players also made them suspicious of each other, so that they refuse to provide agenda setting 

powers to the winners of the coalition formation game. Whichever argument is empirically 

corroborated, provides the direction of the causal relationship. For the time being this is an open 

question. This is why in Figure 9.2 I have included an arrow pointing in both directions between 

veto players and agenda setting power. 

   INSERT FIGURE 9.2 

As this figure indicates, in different parts of the book I examined the relationships 

between the different variables, and established the causal links between agenda setting and 

executive dominance (Chapter 4), veto players and government duration (Chapter 9) and veto 
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players and agenda setting (Chapter 7). So, Figure 9.2 traces the origins of the correlation 

between government duration and executive dominance. 

Conclusions 
 

Government formation and duration in parliamentary democracies has been a subject of 

numerous studies. While the empirical literature had identified party system characteristics as the 

defining variables of government duration, veto players focuses on the composition of 

governments. The crucial experiments performed by Warwick demonstrate that government 

characteristics, particularly the ideological distances among parties in government are better 

explanatory factors of government duration than parliamentary (or party system) characteristics. 

In addition, Warwick demonstrated that the ideological distances among parties in government 

are better predictors of government duration than the number of parties in government, a result 

that is directly presented in Figure 1.7 (and Proposition 1.4).  

As a result the prediction of veto players theory that government duration is a function of 

the constellation of veto players is corroborated. In addition, the distances among parties are 

good predictors of government formation, which is consistent with the idea that parties are 

implicitly or explicitly using reasoning consistent with veto players analysis when they 

participate in the government formation process. Finally, since government duration is not an 

indicator of executive dominance as I argued in Chapter 4, I explained why these two variables 

had a strong correlation among them. 

In the introduction to this book I referred to A. Lawrence Lowell’s (1896: 73-4) “axiom 

in politics”: “the larger the number of discordant groups that form the majority the harder the 

task of pleasing them all, and the more feeble and unstable the position of the cabinet.” The first 

two sections of this chapter demonstrated that one hundred years later we confirm half of this 
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axiom (the part about veto players and government instability). The other half may or may not be 

correct depending on the interpretation of the word “feeble.” If feeble means a cabinet that 

cannot make important shifts in policy, it is exactly what the second and third parts of this book 

have demonstrated. But if it means lack of “executive dominance” it is based on a spurious 

correlation as the last section of this chapter indicates. 
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CHAPTER 10: JUDICIARY AND BUREUCRACIES 
 

In the introduction I connected the legislative game and the capacity of political actors to 

change the status quo with the independence and significance of the judiciary and bureaucracy in 

a country. The reasoning was simple: both the judiciary (when making statutory interpretations) 

and the bureaucracies can be legislatively overruled if they make choices the (legislative) veto 

players disagree with, so they are likely to avoid such choices. In fact, both the judiciary and the 

bureaucracy will try to interpret the law according to their point of view (interests?) while 

eliminating the possibility that they will be overruled. So, high policy stability will give more 

discretion to both bureaucrats and judges. 

In game theoretic terms I describe a sequential game were the bureaucrats or judges make 

the first move (interpret the existing laws) and the veto players make the second (decide to 

overrule or not and how). This description can be found in the literature quite frequently.128 I am 

discussing only the mechanism of legislative overrule, and I am not addressing other factors (like 

length of tenure) that presumably also affect independence. 

In this chapter my goal is to discuss this literature and present empirical evidence 

corroborating the expectations. It should be noted that we are in the beginning of the empirical 

search, and we have advanced more on judges in a comparative perspective than on bureaucrats. 

So, the empirical analysis will depend either on indicators developed as proxies, or assessments 

by experts which sometimes turn out to be conflicting. My presentation will be in three parts: the 

first presenting the decision-making problem of the first mover when he chooses with the 

possibility of being overruled, the second applying the model to the judiciary, and the third to 

bureaucracies. 

                                                 
128 Gely and Spiller (1990), Mikva and Bleich (1991), Ferejohn and Weingast (1992a, 1992b), Eskridge (1991) 
Cooter and Drexl (1994) and Bednar, Ferejohn and Garrett (1996) about judges; McNollgast (1989), Hammond 
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1. How to Avoid Legislative Overrule. 

Let us assume that there are three legislative veto players. The triangle 123 that they 

define is their core, that is, the set of points that they cannot agree to change. Consequently, if the 

first mover selects one of the points of the core, there will be no legislative overrule. Figure 10.1 

presents three different possibilities. In the first two cases the first movers’ ideal points J and K 

are outside the legislative core and they select the closest core point to them (J’ and K’ 

respectively). Despite the fact that these two choices are significantly different from each other, 

the veto players are incapable of changing either of them. In the third case, the first mover is 

located inside the legislative core but changes her mind and moves from point L1 to point L2. 

Since the first mover is inside the core she can select her own ideal point. 

   INSERT FIGURE 10.1 HERE 

These idealized stories are close to political realities.  Think about the following cases:  

In the United States (a country with three veto players) the Supreme Court decided on several 

extremely important issues that in most other countries would have been the prerogative of the 

legislative branch. Desegregation and choice come immediately to mind. But in the (near?) 

future tobacco and guns may join the list of political decisions delegated to courts because the 

political system is unable to legislate on the issue. 

As an example of the change in mind of the first mover consider the issue of sexual 

harassment where the burden of proof requirements changed. In the past she needed to show that 

as a result of the behavior of a superior or co-worker she was very disturbed, she lost days of 

work, she visited doctors etc.  After the Harris v. Forklift Systems (1993)129 court decision any 

behavior that would have disturbed an average person was defined as sexual harassment. 

                                                                                                                                                             
(1996), Hammond and Knott (1999) about bureaucrats. 
129 I thank Eugene Volokh for the reference. 
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However, the model I present here is very simple, and the theoretical argument needs to 

be buttressed (on top of the supporting stories). The first question is what happens if the veto 

players are not individual but collective, the dimensionality of the policy space high, and, as a 

consequence, there is no core as in Figure 10.1. Then, no point is invulnerable from a legislative 

overrule. Does this mean that the first mover (judiciary or bureaucracy) has no agenda setting 

power? Not exactly.  

In the case of absence of a legislative core the winset of the status quo is not empty but, 

as demonstrated in Chapter 2, it can be quite small for certain positions of the status quo. A 

bureaucratic or judicial decision that has such a small winset may not be worth the effort of 

legislative overrule. Indeed, there are serious transaction costs for every legislative decision: take 

the initiative to present a bill, put together a coalition to support it, eliminate opponents who may 

have a different opinion by buying them out, or by solidifying your allies etc. etc. If the 

difference between the judicial or bureaucratic decision and the outcome a particular veto player 

is likely to obtain is not big enough, such an enterprise may not be worthwhile. 

The discussion of existence of the core brings us to another interesting point: the 

legislative overrule may require different majorities in which case the legislative core may have 

significant size. For example in the US, think of decisions of the Supreme Court that are 

constitutional instead of statutory interpretations. After President Clinton signed the Freedom of 

Religion Act into law (an act that he had practically initiated and commanded almost unanimous 

support in both Houses of Congress), the Supreme Court decided that the law violated the 

Constitution because it was legislating in an area that was the jurisdiction of States. All the 

proponents of the law changed their course of action and decided to introduce fifty such laws, 

one in each state, rather than try to modify the law. The reason is that very few people think that 
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a modification of a Supreme Court Constitutional decision can come in any other way but from a 

change in the Court’s collective mind (think of Roe vs. Wade the only way to change it is either 

to wait for the Court to change its mind, or with a constitutional amendment).130   

There are two more objections concerning the above simple game theoretic account 

raised in the literature. The first is that given that the first movers in the game presented above 

will be able to select a policy close or identical to their own ideal point, what will the legislative 

branch do to prevent this event from materializing? There is extensive literature arguing that 

legislation will be more restrictive when there are many veto players (McCubbins, Noll and 

Weingast (1987), (1989), Moe (1990), Moe and Caldwell (1994), Epstein and O’Halloran (1999) 

etc). I will demonstrate that my analysis only appears to contradict this argument. The second is 

that there may be significant differences between parliamentary and presidential systems with 

respect to delegation of powers: presidential veto players some of the literature argues (Moe 

(1990), Moe and Caldwell (1994), Strom (2000), Ackerman (2000)) have explicit assignments to 

oversee the bureaucracy, while parliamentary veto players practice oversight collectively. As a 

result, this view contends that political systems differ from each other not because of the number 

of veto players but because of regime type.  

It is interesting to note that these objections have been raised only about bureaucrats and 

not about judges. To my knowledge while many American researchers have made the argument 

that more detailed legislation is designed to restrict the role of bureaucrats, none has made the 

same argument about the role of judges.131 Similarly, the difference between presidentialism and 

                                                 
130 I will make the point that Constitutional interpretation may turn the Court into an additional veto player in the 
following section. 
131 For a European exception see Fritz Scharpf (1970) who has made precisely this argument about the German 
legislature. His point is that German law is very detailed for a series of resons among which the restraint of judges 
(who decide on both procedural and substantive grounds) as well as the restraint of state bureaucracies (who are 
independent from the federal government). In Scharpf’s analysis American courts do not have substantive review of 
bureucratic decisions, and there are federal bureaucracies. These differences may account for the absence of the 



 326

parliamentarism has appeared in the literature on bureaucracies and not in the literature about the 

judiciary. Given that my presentation on bureaucracies and the judiciary was symmetric, I do not 

know the reason for this differential treatment in the literature. However, I will respect it, and 

address these points in the third section on bureaucracies. 

II. Veto players and the Judiciary 

a. Traditional Theories of the Judiciary. The usual distinction in comparative 

law is in common law and civil law tradition countries. In common law countries (UK, and all its 

ex-colonies like US, Australia, New Zealand, Ireland, Malta etc) "laws" are seen less as the acts 

of parliament and more as the accumulation of decisions and interpretations of the judges. The 

central rule in common law countries is stare decisis (let the decision stand), the Latin words for 

the importance of precedent. Decisions made by previous judges in similar cases are binding for 

a judge. As a result, judges create the law as well as apply and interpret it. 

In countries that follow the civil law tradition, the foundation of law is a comprehensive 

and authoritative legal code. It is upon this code that legislatures build a superstructure of 

statutes. The most frequently used of such codes is the Napoleonic Code (used in France, 

Belgium, Greece, Luxembourg, Netherlands, Italy, Spain, and Portugal). A second such code is 

the German Civil Code (used in Germany, Norway, Sweden, Finland, Denmark, Iceland). In 

civil law countries the judges interpret the law, they do not make it. 

According to this classic distinction, the role of the judiciary should be more important in 

common law countries. However, more recent analyses indicate convergence of the two systems. 

Gallagher, Laver and Mair (1995: 62) cite a series of authors who explicitly discuss convergence 

                                                                                                                                                             
argument that detailed legislation restricts judges in the US. 
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(Waltman and Holland (1988: 85)), or describe the behavior of the judiciary in civil law systems 

in terms of “precedent”, and discuss “statutes” in common law systems. 

Convergence theories agree with the analysis in the first section of this chapter. 

According to the veto players theory what matters for the independence and significance of the 

judiciary is not the legal system of a country, but whether courts are constitutional or not and the 

difficulty of the political system to overrule a statutory or constitutional interpretation. 

We already discussed the issue of statutory interpretation as a matter of policy stability of 

the corresponding political system; let us now focus on the question of constitutional 

interpretation. This is a major issue, because if courts can interpret the constitution and base their 

decisions on it, they cannot be overruled by the political system. The only exception would be by 

a modification of the constitution, which would mean that the judiciary of a country would be a 

veto player, since a decision by the judiciary could invalidate a law. 

b. Are judges veto players? While it is clear that the judiciary of a country is not 

a veto player when performing statutory interpretations because it can be overruled by 

legislation, the opposite is true with respect to constitutional interpretation. Indeed, a rejection by 

a constitutional court is sufficient to abrogate legislation approved by the legislature. Some 

countries like France have a priori and abstract review of legislation, invalidating laws on 

constitutional grounds before they are applied. In this case, the Conseil Constitutionel of France 

acts as an additional chamber of Parliament and can abort whole pieces of legislation or parts of 

them just before this legislation is signed into law by the President of the Republic (Stone 1992).  

Stone Sweet (2000) argues that the introduction of scrutiny by constitutional courts has 

profoundly altered the role of both courts and legislatures, and has introduced a constant 

interaction between the two institutions. According to this interaction the legislatures are always 
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aware that their actions can be overruled by constitutional courts, and sometimes even ask the 

courts for instructions in order to immunize their decisions from judicial abortion. According to 

Stone, as courts become increasingly more elaborate in different areas, the discretion of 

legislatures is reduced. As a result, we are in the process of the formation of a government of 

judges. Volcansek (2001) makes similar arguments in the Italian case, and explains how and why 

the Italian constitutional court has made important interventions in the questions of divorce and 

executive decrees.  

The essence of these arguments is correct: constitutional courts can abort legislation, and 

consequently they are veto players. However, the conclusions and predictions about governments 

of judges seem exaggerated. Why? My answer is based on the discussion of the absorption rule 

in Chapter 1. While constitutional judges are veto players, most of the time they are absorbed. 

As we discussed in Chapter 1, for a veto player to make a policy difference it has to be 

located outside the unanimity core of the other existing veto players (see Proposition 1.3). I will 

argue that Constitutional Courts very often are located inside the unanimity core of the other veto 

players. The main reason is the appointment process to the highest positions. The only major 

country without any restrictions to a purely politicized appointment process is France, where the 

nine members of the Conseil Constitutionel are appointed by the President of the Republic 

(three), the President of the National Assembly (three) and the President of the Senate 

(three)without any specified qualifications or approvals. 

In the US the President’s nominees have to be approved by the Senate. In Italy one third 

of the members of the Constitutional Court (five) are appointed by the President of the Republic, 

one-third by the Judiciary, and one-third by the Parliament by a 2/3 majority in a joint session of 

the Chamber of Deputies and the Senate; all appointments have to be judges with 20 years 
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experience or tenured law professors. In Germany eight members are elected by the Bundestag, 

and the other eight by the Bundesrat with 2/3 majority; all members must be qualified to be 

federal judges (and 6/16 must actually be federal judges). In Spain two of the 12 judges are 

appointed by the Government, two by the judiciary, and four by each chamber of Parliament by 

3/5 majority; their judicial competence must be well known (Stone Sweet 2000: 49). 

The restrictions imposed upon the selection of members of the highest institution of the 

judiciary eliminate extreme positions, and practically guarantee that the median of the court will 

be centrally located in the policy space. However, the means used by American political 

scientists and judicial scholars to study the US Supreme Court are unavailable for other courts 

because deliberations are secret and most of the time dissents (if any) remain unknown and 

certainly are not signed and published. 

The above account generates another question: how is it possible for constitutional courts 

to ever veto legislation under these conditions? That is, under what conditions is the median of 

the supreme court not included in the unanimity core of the existing veto players? I will provide 

two plausible answers to this question, and remind the reader that plausibility is the most one can 

expect unless the black box of judicial deliberations opens. 

First, judges are selected for competence and for their (known) policy positions. Some of 

their positions may be unknown because they have not deliberated on every issue, and some 

positions may be considered secondary so that they are not subject to litmus tests. One of these 

issues may become important someday and controversial, like the issue of gay marriages or 

euthanasia, and on this issue the Supreme Court may be in disagreement with the policymakers, 

but this was not the criterion of selection in the past. In fact, this is likely to be a new dimension 

that cuts across party lines. 
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Second, a veto by the Supreme Court should not necessarily be considered as opposition 

to government action. It may be the expression of procedural preferences (Rose-Ackerman 

(1990) and Ferejohn and Weingast (1992a)), like the introduction of technical restrictions. The 

court may be indicating to the government that this particular way of reaching its goal violates 

the constitution, so a different course of action is necessary. Stone (1992) provides several 

examples when the French Parliament asked the Constitutional Council to provide specific 

wording so that legislation would survive the Court’s Constitutional scrutiny. Finally, courts 

through their own interpretation of the law might also provoke new more desirable legislation. 

This is the way Van Hees and Steunenberg (2000) explain the famous decision by the Dutch 

Supreme Court permitting euthanasia under the specific conditions that occurred in the case 

under review, which then provoked additional legislation on the issue. 

In conclusion, judges are not veto players when they take statutory decisions. They are 

veto players when they make constitutional interpretations, but most of the time they are 

absorbed by the existing political veto players. The only exceptions would be if the existing veto 

players are located in extreme policy positions (the case of France under the first Mitterrand 

government (1981) comes to mind where the government wanted to implement a series of 

significant policy changes while the constitutional court had been appointed by right wing 

governments), or if new issues come under consideration. In these cases constitutional courts 

should be counted as additional veto players. However, given the black box that contains 

decision-making by the judiciary it would be impossible to attribute to this veto player policy 

positions. As a result, I have not included the judiciary (not even in the form of constitutional 

courts) as a veto player into my accounts in this book. 

c. Empirical evidence. If the judiciary is not an additional veto player, then we can 
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study judicial discretion as a dependent variable. As I have argued in this chapter political 

systems that exhibit policy stability will have also independence of the judiciary. Is there any 

empirical evidence to support this claim? Several empirical studies have tried to measure 

independence of the judiciary. Some of them have tried to test predictions similar to the ones 

introduced in this book. 

Lijphart (1999:225-26) has introduced a measurement of strength of judicial review 

“based, first on the distinction between the presence and absence of judicial review and, second, 

on three degrees of activism in the assertion of this power by the courts.” [emphasis added]. He 

also determines the difficulty by which the constitution of a country is amended (by higher than 

2/3 majority, by “2/3 or equivalent,” “between 2/3 and ordinary majorities,” and by ordinary 

majorities). He scores the 36 countries he studies on the basis of these two variables, and finds 

that “judicial review” has a moderate but statistically significant correlation with constitutional 

rigidity. 

Similarly, Nicos Alivizatos (1995) has introduced a fourfold typology of what he calls 

“judicial politicization,” that is, the extent to which judges “influence the decision-making 

process”. For this purpose he determines a dependant variable on whether a country has a 

constitutional court or not, and whether the judges are considered activists or not.132 Countries 

with a constitutional court and activist judges are scored four, countries with a constitutional 

court and non-activist judges are scored three, countries with no constitutional court but active 

judges two, and countries without a court or judicial activism are scored 1. He introduces a series 

of possible independent variables to assess what causes “judicial politicization.” First, he 

classifies countries as decentralized or not (actually using three categories one for federal 

                                                 
132 To use the author’s specification: “depending on whether their courts have actually given unambiguous signs of 
judicial activism as opposed to judicial self-restraint.” 
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countries, one for de facto federalism, and one for unitary countries); second, he assesses the 

degree of left-right polarization (in two categories); third, he introduces a qualitative variable 

expressing veto players (scored one for single party, three for multiparty, and two for mixture of 

the two); fourth, he introduces a variable assessing parliamentary anomalies (civil wars or 

dictatorships); fifth, a variable indicating degree of integration in the EU (at the time some 

countries were members, some were about to become members, and others were not). He finds 

that the decision to have a constitutional court depends mainly on two variables: whether the 

country is federal and whether in the past there were parliamentary anomalies. “Judicial 

politicization” on the other hand depends on decentralization, polarization, and veto players (at p 

levels less than .05). 

Finally, Robert Cooter and Tom Ginsburg (1996) have used a scale of “judicial 

discretion” generated by a series of experts. A second and far more creative way of assessing 

judicial discretion is through the move to restrict liability. “We found that courts with high 

predicted daring were willing to innovate in this area of private law more than other courts. 

Courts with low predicted daring, by contrast, were content to wait for legislative adoption of the 

new standard.” In fact, the two authors classify different countries on the basis of whether the 

courts introduced strict liability standards before the legislature, or whether they simply reversed 

the burden of proof from the plaintiff to the defendant, or waited for the legislature to change the 

law. 

Cooter and Ginsburg use two independent variables. The first is “the number of 

legislative vetoes” that is determined the following way: “in unicameral parliamentary systems, 

where the government is formed by the majority coalition in the legislature, there is essentially 

one veto on legislation…. Other systems have two vetoes on new legislation. Such would be the 
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case in either a bicameral parliamentary system (as in Germany), or an essentially unicameral 

parliamentary system with a strong president (as in France).” The second independent variable 

that they use is the duration of government coalition as “a simpler indicator of party dominance” 

(1996: 299). They find that both these independent variables affect judicial discretion, whether 

measured by the judicial expert assessments or by the strict liability test. 

The careful reader may have already identified problems with each one of the two 

independent variables used by Cooter and Ginsburg. The variable “number of vetoes” uses what 

I called the “numerical criterion” in Chapter 1.  I stated there that this is a questionable basis for 

comparative statics across countries. It ignores differences in the ideological positions of 

different veto players, that may be very important form one country to another. In addition, the 

particular scores do not adequately reflect the institutions of the different countries. For example, 

France is scored with two, although the President has no veto power; the Netherlands or Austria 

with two, although their respective upper chambers are very weak (in fact, Austria’s is weaker 

than the UK’s which is scored as one veto). Israel and Denmark received a score of one because 

they are unicameral, despite the fact that they usually have coalition governments etc. The 

variable “duration” as a measure of dominance of one sort or another has been criticized in third 

section of Chapter 4, so I will not repeat my objections here. 

These studies have used different ways of measuring judicial independence, and have 

correlated it with different independent variables, some of which were connected with veto 

players, some of them not, and yet others supposedly connected but incorrectly so. I will use the 

independent variables in each one of these studies: judpol for Alivizatos’ “judicial politicization” 

judrev for Lijphart’s “judicial review” experts and strict liability for Cooter and Ginbsburg’s two 

different measures of judicial independence. I will correlate these variables with the qualitative 
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measure of veto players introduced in Chapter 7. I have extended this measure for the countries 

covered by Cooter and Ginsburg, but not for the 36 countries of Lijphart. So, some of the tests 

will cover the 18 countries in the Alivizatos dataset, some the 20 countries in of Cooter and 

Ginsburg, and others all 24 countries included in the table.  

   INSERT TABLE 10.1 

Table 10.1 introduces the data to be analyzed. The missing data are generated because 

Alivizatos covers only West European countries while Cooter and Ginsburg have a significant 

intersection with these countries but cover other countries as well. Only Lijphart covers all 24 

countries. Table 10.2 produces the Pearson correlations as an easily interpretable measure of the 

association among the different independent variables. The reader can verify that while 

Lijphart’s data correlate very well with Alivizatos’ assessments in the subset of West European 

countries, they have significant differences with the expert judgments when we go to countries 

outside Europe. In particular, Israel is classified as a very weak judiciary by Lijphart (one) and 

very strong by the expert reports (4.5 is even higher than the US Supreme Court), Australia and 

Canada are coded as very independent in Lijphart (three), but not strong by the expert reports 

(2.33). Finally, another country of disagreement is the Netherlands where the judiciary is 

considered very independent by the experts, not at all by Lijphart, and intermediate by 

Alivizatos. These remarks are made to indicate that even experts disagree with some 

assessments. It is possible that these disagreements are based on different underlying properties 

of the variable that each one of them examines (as the different names they use indicate). If one 

eliminates these four countries of disagreement, the correlations between the expert judgments 

become significantly higher. Given the scarcity of countries and data, I do not intend to drop the 

countries where experts disagree from the empirical tests. 
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  INSERT TABLES 10.2A AND 10.2B  

Table 10.3 presents the relationship between the different measures expressing the 

independence or importance of the judiciary and the corresponding dependent variables, one of 

which is always a qualitative expression of veto players. While all the literature under review 

uses OLS estimation, the technique is inappropriate given that the dependent variable is 

composed of only three or four groups of countries. In the estimations that follow I use an 

appropriate ordered probit technique whenever the dependent variable has discrete values. The 

rows marked by *** refer to OLS estimations because the dependent variable is continuous. For 

comparison purposes I have estimated the data generated by Alivizatos twice: once by the correct 

procedure (ordered probit) and once by the traditional one (OLS). Note the difference in pseudo 

R2 of the probit estimation in the first row from the adjusted R2 of the OLS technique in the last. 

   INSERT TABLE 10.3 

I have estimated different models. In each case I started by including two variables: veto 

players and political decentralization. I discussed the “veto players” variable in Chapter 7. The 

variable decentralization is measuring whether a country is unitary, federal, or in-between. I have 

included this variable because the judiciary in federal countries may be asked to adjudicate 

conflicts among different levels of government, so there is an additional source of significant 

decisions to be made by the judiciary. In fact, as we saw in Chapter 6 the independent judiciary 

is considered by some authors (Bednar, Eskridge and Ferejohn (2001)) as a condition for 

federalism. Like some of the literature (Alivizatos) I have added the variable “polarization.” This 

is essentially a qualitative version of the variable “alternation” that we used in Chapters 7 and 8. 

However, it is not clear that this variable will have a positive or negative effect on the role of the 

judiciary. It can be argued that the judiciary will moderate extremes of different governments, or, 
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that it will be intimidated by the perspective that it can almost always be overruled. As a matter 

of fact his variable comes out positive or negative depending on the model. When it comes out 

non-significant I re-estimate the model by dropping “polarization.” In the case of the two 

independent variables from the Cooter and Ginsburg article I also integrated a model including 

the variable “government duration” because according to the authors’ expectations it should be 

significant. It turns out that it was not. Finally, I do not include in the table tests of the judicial 

system (civil law vs. common law), because none of them comes out statistically significant, and 

some of them even have the wrong sign. 

The results presented in Table 10.3 lead to the following conclusions. In all the models 

except for two the statistical significance of veto players is high (above .05 in one tailed tests). 

The two exceptions are the one using Lijphart’s independent variable with no statistical 

significance,133 and the one testing Cooter and Ginsburg’s hypothesis on the basis of strict 

liability data (significance at the .10 level). 

In addition, most of the time decentralization is statistically significant. On the other 

hand, polarization does not appear to be significant except for Alivizatos’ indicator and comes 

out several times with the a different sign. Consequently, the empirical evidence corroborates the 

expectation that independence of the judiciary increases as a function of veto players. In 

addition, most of the time there is empirical support for the idea that federal countries will have 

more independent judiciary than unitary ones. There is no evidence that the judicial system of a 

country (common vs. civil law) or the polarization of political forces in it affect judicial 

independence. 

                                                 
133 Even with Lijphart’s variable the z-statistic doubles when one drops the 4 countries where the legal experts 
significantly disagree with Lijphart’s scoring. 
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III. Veto players and bureaucracies 

In this section I will first discuss the different arguments about bureaucracies presented in 

the literature. I will single out and focus in particular on two arguments that come to different 

expectations from the theory presented in this book. The first has to do with the independence of 

bureaucracies, whether it increases or decreases with veto players; the second with the 

independent variable that explains bureaucratic independence: is it veto players or regime type? 

 

a. Theories of bureaucracies 
Mathew McCubbins, Roger Noll and Barry Weingast have written a series of articles that 

compose probably the most influential study of administrative law. In two of the most important 

of them (McCubbins, Noll and Weingast (1987), (1989)) the authors (from now on McNollgast) 

focus predominately on how legislatures create administrative law that effectively restricts the 

bureaucracy to perform the duties prescribed by the enacting coalition. The basic problem 

according to them is moral hazard, that is, the possibility for bureaucracies to choose policies 

that differ from the preferences of the enacting coalition. 

In order to avoid moral hazard, legislatures can create administrative law, which has three 

major characteristics: First, the enacting coalition should create for the bureaucracy an 

environment that mirrors the politics at the time of enactment. Second, they should stack the 

deck in favor of the groups that are the most affected and the most favored by the coalition. 

Third, agency policies should exhibit an autopilot characteristic, that is, enable policy changes as 

the preferences of the interested groups change. 

This analysis has certain consequences for the model developed in the first part of this 

chapter: Given that the first movers in the game I presented above will be able to select a policy 

close or identical to their own ideal point, the legislative branch will stack the deck to avoid this 
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possibility. McNollgast (1987, 1989) argue that no political actor will enter an agreement unless 

their interests are protected, and as a result, legislators will seek to create such protection to 

themselves when they write administrative law.  

On the basis of the arguments and findings of this literature, Terry Moe (1990) and David 

Epstein and Sharyn O’Halloran (1999) have argued that legislation will be more cumbersome 

when the legislative body is more divided because they will try to lock into the legislation the 

intents of the coalition that produced it, leading to a reduction of the independence of 

bureaucracies. This argument seems to contradict my account, and I need to address it in detail. 

My argument is based on what may happen after the bureaucratic decision (ex post), 

while the McNollgast arguments are based on what the legislature will do before  (ex ante). I 

expect that keeping legislation constant bureaucrats and judges will be more independent from 

government when there are many veto players. McNollgast’s “deckstacking” argument does not 

keep legislation constant; in fact, the essence of this argument is to compare the different kinds 

of legislation produced under different veto player configurations. In addition, the “decksacking” 

argument concerns independence of bureaucrats from the coalition enacting legislation. These 

are two different arguments; let me take them one at a time.  

First, let me give my own expectation for administrative legislation as a function of veto 

players. Given the freedom of courts and bureaucrats to interpret legislation freely when there 

are multiple veto players, these veto players will prefer to restrict them ex ante, that is, would 

like to include procedural restrictions inside the legislation itself (exactly as McNollgast argue).  

Would they be able to do so? It depends on their preferences for this kind of legislation. If their 

preferences are similar then they will be able to do so.  If, however, they have preferences as to 

how to tie the hands of different bureaucrats (one party wanting to empower citizens to blow the 
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whistle, the other to have strong and independent monitoring agencies to use a well known 

example (Schwartz and McCubbins (1985)), there may not be agreement. So, in case of multiple 

veto players the actual prediction depends on the preferences of the existing veto players. On the 

other hand, single veto players can overrule bureaucrats or judges at any time (assuming no 

transaction or political costs). As a result, such governments would not care about introducing 

additional restrictions into legislation.  

This argument expects cumbersome bureaucratic legislation to be sometimes the outcome 

of multiple veto players, while simple legislation to be always the outcome of single veto 

players. In other words, multiple veto players are a necessary but not sufficient condition for 

cumbersome bureaucratic legislation. As a result, on average, one would expect more 

cumbersome legislation in the case of multiple veto players (as McNollgast predict), but would 

also expect higher variance in the case of multiple veto players, exactly as the argument 

presented in Chapter 1 specifies (see Figure 1.8). Huber and Shipan (2000) and Franchino (2000) 

have found different average levels of restrictive legislation, but have not tested for the variance 

component of this argument. 

My second point is that the “deckstacking” argument is talking about bureaucratic 

independence from the enacting coalition, while I am interested in independence from 

government, or from the political principals at the time of the decision. It may be the case that 

the enacting coalition was successful in restricting bureaucrats through ax ante restrictions built 

into law, but if this coalition is replaced, then the new principals will not be able to force the 

bureaucrats to obey their wishes. In order to do that they may have to change the law, and a multi 

veto player coalition may be unable to do so.  

The distinction between enacting and current coalition may not be significant in the US, 
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because divided government has been the rule for decades, and given supermajoritarian 

restrictions in the Senate (Chapter 6) even the periods of one party government almost disappear. 

However, in other countries one cannot eliminate the distinction between enacting coalition and 

coalition in power, and it is independence from the current political leadership that defines 

bureaucratic or judicial independence. 

In conclusion, my argument is that, keeping legislation constant, bureaucratic 

independence from current veto players increases with the number and distances among veto 

players. In addition legislation becomes more cumbersome on the average (although the variance 

of this prediction is a function of veto players). Under the same conditions, the deckstacking 

argument expects more cumbersome legislation, and less independence of bureaucrats from 

enacting coalitions. The two arguments are different from each other and not incompatible.   

The second issue raised by the literature on bureaucracies is whether there are specific 

problems of multiple principals associated with the presidential regime as opposed to veto 

players. There are several articles that make the claim that parliamentarism has a unity of 

direction of bureaucracies compared to presidentialism. The argument has been made by Moe 

and Caldwell (1994) who compare the British and the American system, by Ackerman (2000) 

who criticizes the bureaucracies of the US, and by Strom who analyses not just bureaucracies but 

more generally the delegation characteristics of parliamentary systems. Out of these three pieces, 

the first two make arguments that do not identify the causal connections. It is indeed possible 

that the US system presents problems of unity of direction of bureaucracies (as both Ackerman 

and Moe and Caldwell claim) and that the British system has unity of direction (as Moe and 

Caldwell argue) but the reason for these features is the distinction between single and multiple 

veto players, not the difference in regimes. This argument however, cannot be made about 
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Strom, who explicitly compares the two systems and addresses the veto players argument, so I 

will focus on his presentation and address the question of bureaucratic independence on the basis 

of his analysis. 

According to Strom the major characteristic of a parliamentary regime is the simplicity of 

its structure of delegation. Indeed, from elections, to selection of prime minister, to the selection 

of ministers, to the instructions to bureaucrats the whole political life is a series of delegations 

from individual or collective principals to individual or collective agents. By contrast, delegation 

in presidential systems ignoring the issue of individual or collective actors, takes place from 

single principles to multiple agents (the people select multiple institutions), from multiple 

principals to single actors (the different legislative institutions delegate to single agencies, or 

from multiple principals to multiple agents (sometimes the legislative institutions may have 

different agencies compete for some particular task). 

However, this is the ideal type representation of the two systems, and Strom recognizes 

that reality may come in different shades (in fact, he acknowledges that some of these shades 

determined by the veto players theory). I want to expand on these points, and argue that the 

single chain of delegation is a simplification that may be important in order to highlight 

characteristics of presidentialism like the explicit supervision of bureaucracies by the different 

principals, compared to the absence of similar hearings in parliamentary systems, but ignores 

decisionmaking inside the government who in case of multiparty governments may be a single 

principal only in a very abstract and black box-like way. 

Let us try to open the black box of government: according to Strom the prime minister 

delegates to the ministers, and the ministers delegate to the bureaucrats, so the bureaucrats are 
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part of the single chain of command. So, in the idealized version of Strom’s argument, the prime 

minister ultimately determines the behavior of bureaucrats. 

Let us compare this point of view with the Laver and Shepsle (1997) argument of 

exclusive ministerial jurisdictions discussed in Chapter 4. According to these authors, the 

minister decides what the bureaucrats are going to do. Not so, Thies (2001) would claim; he 

presents evidence of governments being composed of different parties not only across but also 

within ministries, so that the vice-ministers come from different parties from the minister in 

order to keep him in check. In Thies’ point of view the chain of command is not unambiguous. 

Let us now present a different point of view presented by Mark Hallerberg and Jürgen 

von Hagen (1999) who claim that with respect to budgets some countries delegate ultimate 

authority to the minister of finance in order to keep the budget at the level decided by the 

government.  Hallerberg and von Hagen present the institutional structures of different countries 

and demonstrate that in several delegations of significant policymaking powers belong to the 

minister of finance. Here the chain of command involves the minister and the minister of finance 

(it could involve the prime minister too). 

However, as the minster of finance may play a key role on economic issues, other 

ministeries may also participate in decisionmaking relevant to their jurisdictions. For example, it 

does not seem plausible that in an international conference on the environment, national 

delegations would include bureaucrats from the ministry of the environment without 

representatives of the ministry of foreign affairs.  In preparation of documents on women’s 

health, bureaucrats form health and labor are likely to be involved etc. 

Enter Wolfgang Mueller (2000) and his analysis of parliamentary systems as involving 

parties in every step of the delegation process. In Mueller’s account parties are more present in 
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the formation of government, less in the process moving from government to individual 

ministers, while interference in the delegation from ministers to civil servants is illegitimate: 

“Civil servants should merely implement general rules and should do so impartially” (Mueller 

2000: 311). Note that Mueller’s point here is normative (he tells us what should be happening, 

not what is happening); be that as it may, it seems to dispute the delegation principle at the level 

of bureaucracy altogether. 

My argument is that when we try to open the black box of delegation, several plausible 

theories emerge and each one of them identifies a different stream from “government” to 

“bureaucrats.” It may be from the minister to bureaucrats directly (Laver and Shepsle), or it 

might involve other actors prime minister (Strom), minister of finance (Hallerberg and von 

Hagen), other ministers, parties etc). My theory is the only one that encompasses all these 

possibilities without taking sides. It merely states that if things are important, any government 

actor involved will want his point of view respected, so the outcome will be acceptable by all of 

them. This is a minimalist position and does not take sides. It may be that the outcome will be 

located closer to the minister, or the prime minister or of any other of these actors. More likely, 

skillful bureaucrats will play each one of the principals against the others. 

As we have argued in Chapter 4 it is true that presidential and parliamentary systems 

differ in several dimensions (who controls the agenda, whether coalitions are fluid and address 

policies or rigid and form governments). Strom’s arguments add interesting variations on the 

theme of delegation, like that in parliamentary systems the ex ante selection of agents is more 

effective while in presidential systems the ex post controls are institutionalized, and that 

parliamentarism is characterized by more indirect delegation and accountability (since there are 

additional stages involving government selection). However, focusing on bureaucracies the 
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conclusions are based on the “ideal type” (or according to Strom “maximalist”) model, which 

ignores decisionmaking in government and replaces it by the principle: “civil servants have a 

single principal, their respective cabinet minister” (Strom 2000: 269). If we see that bureaucrats 

in coalition governments have multiple principals, then the more principals they have the more 

they can play them one against the other, and the more their independence increases. 

b. Empirical Evidence 

A series of empirical studies have tested the deckstacking argument of McNollgast, and 

found supportive evidence for it. Huber and Shipan (forthcoming), corroborated the argument 

with data from labor legislation in two different instances: on the one hand American States, and 

on the other European countries. They found that more veto players lead to more restrictive 

legislation. Similarly, Epstein and O’Halloran (1999) corroborated the argument in several 

occasions with US data. Francino (2000) analyzed EU legislation and found out more extensive  

delegation to the Commission (bureaucracy) when legislation is adopted by qualified majority in 

the Council than when it is adopted by unanimity. 

There is then a significant amount of evidence that deckstacking occurs, and that 

countries with multiple veto players have more cumbersome bureaucratic legislation. Is there any 

evidence that when legislation is fixed, bureaucrats interpret it in a more independent way when 

the number of veto players increases? 

This is a much more difficult proposition to demonstrate, because in order to run 

convincing tests one would have to include the preferences of bureaucrats as part of the analysis. 

Identifying the preferences of bureaucrats in different issues imposes an almost insurmountable 

problem for the analysis. However, there is one case where we can assume the preferences of 
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bureaucrats as known and see whether results approximate more or less such preferences. The 

case is the question of central bank independence. 

Here is my argument. Central banks have been assigned duties related to monetary 

policies, exchange rates, and inflation. The literature on central banks and their significance is 

vast and will not be reviewed here.134 A series of articles in economics have measured the 

independence of this particular branch of the bureaucracy. I will examine the part of this 

literature that connects central bank independence (CBI) to the predictions generated by the 

theory presented in this book. In particular I will examine whether central banks can exercise 

more independence when there are many (and more distant) veto players. 

There are two streams in the empirical literature. The first uses CBI as a dependent 

variable and correlates it with institutional characteristics of countries (Bernhard (1998), Lijphart 

(1999), Moser (1999), Hallerberg (2001a, 2001b)). The second correlates central bank behavior 

with institutional characteristics (Lohmann (1998), Keefer and Stasavage (2000a and 2000b)). 

Let me discuss each one of these streams separately. 

veto players and CBI.  While the papers on the effects of CBI are abundant in the 

economics literature very few of them have treated CBI as a dependent variable. The 

overwhelming majority look at the effects of CBI on a series of other variables, or on the 

robustness of different indicators of CBI.  

The existing CBI measures use some combination of institutional characteristics to assess 

the independence of central banks. They involve appointment and length of tenure of the bank’s 

governor, whether the bank participates in the formulation of monetary policy, whether price 

stability is the major objective for the bank, and whether the bank lends money only to the 

government. Positive answers to the above questions indicate higher CBI. 
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William Bernhard (1998) examined the CBI of 18 industrial democracies in the 1970-

1990 period and correlated it with a series of institutional characteristics. He used three different 

indexes of CBI generated by Grili et. al. (1991), Alesina and Summers (1993) and Cukierman 

(1992) but he reports results only on the basis of the average of all three. Among his independent 

variables were the Alford index (an indicator of class voting), strong bicameralism, a 

combination of polarization, coalition government and legislative institutions that he called 

“threat of punishment.” He found that all his variables were statistically significant. 

Similarly Arend Lijphart (1999) examined several different CBI measures and correlated 

them with two different variables: federalism, and executive dominance. Both these variables are 

correlated with veto players (see Chapter 3 which  explains the  positive  correlation between 

veto players and federalism and Chapters 4 and 7 that clarify the negative correlation with 

executive dominance). He found that there is a strong correlation of CBI with federalism but no 

correlation with executive dominance. 

Moser (1999) created a trichotomous variable which he called “checks and balances” and 

examined all OECD countries. His argument is that high checks and balances will generate 

independent banks because it will be difficult for the political system to modify the charter of the 

bank. He found strong corroborating results. However, Moser’s classification has been criticized 

as inconsistent. For example, Hallerberg (2001b: ***) argues: “The states Moser classifies as 

having strong checks and balances (Australia, Canada, Germany, Switzerland, and the United 

States) are the same OECD states Lijphart (1999) classifies as truly federalist states.  Yet one of 

them, Canada, should not be a case of “strong checks and balances” according to Moser’s own 

classification scheme, which emphasizes that chambers must have equal power and have 

different procedures to elect them for the checks to be strong… More generally, on Lijphart’s 

                                                                                                                                                             
134  See Berger, et. al. (forthcoming)) for a review covering more than 150 articles. 



 347

federalism scale from one to five, Moser’s “strong checks and balances” states all score a five, 

while the average of the remaining states is just 1.9. ” I agree with this assessments and in 

addition find that other countries like Portugal, Greece, Finland, and Iceland are misclassified in 

the intermediate category.135 I will infer from all this account that Moser’s result provides some 

additional evidence that federalism (but not the existence of partisan veto players) is correlated 

with CBI. 

Finally Hallerberg (2001b) provides a series of reasons why both overall veto players and 

federalism should increase central bank independence.136 According to his argument unitary 

states with single party governments prefer both dependent central banks and flexible exchange 

rates; unitary states with coalition governments prefer (moderately) independent central banks 

and fixed exchange rates; federal systems with a single party government (like Canada) prefer 

(moderately) independent central banks and flexible exchange rates; finally multiparty 

governments in federal states prefer independent banks and flexible exchange rates. Hallerberg 

finds strong empirical evidence for all his predictions, both on the independence of central banks 

variable and on the exchange rate regime.     

So, some of the empirical research (Bernhard 1998, Hallerberg 2001) identifies both 

institutional and partisan veto players as correlated with CBI, while others find the correlation 

valid only with institutional veto players (federalism). In order to see whether there is a 

distinction between the two, I used Bernhard’s (1998) four CBI indexes and correlated them with 

both federalism and veto players. 

   INSERT TABLES 10.4 AND 10.5 

                                                 
135 Portugal has a President with veto powers, so should be included in the countries with strong checks and 
balances, while the other countries have a government which agree with the Parliament, so should be classified as 
weak checks and balances. 
136 See also Clark and Hallerberg (2000). 
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Table 10.5 indicates that both federalism and veto players have independently high 

correlations with CBI. However, how can we interpret these correlations? All CBI indexes are 

mainly institutional variables, that is, describe mainly what is written in the laws of the 

corresponding countries. Nevertheless the laws are not always specific in all the questions the 

coding requires. If answers to questions are provided not by laws alone but also by prevailing 

practices, then the indicator is not a purely institutional measure.  

Depending on whether the CBI indexes involve behavioral characteristics or are purely 

institutional the interpretation of the empirical findings changes. The first possibility is that the 

measures involve also behavioral characteristics. In this case, the evidence in Table 10.5 

corroborates the veto players theory: the more veto players, the more independent this particular 

bureaucracy. I do not have an answer to why federalism in all empirical studies has an 

independent impact on CBI. One possible answer would be that in some countries (Germany, 

US), states participate in the appointment of board members of the central bank. However, this is 

not a universal practice. 

The second possibility is that the CBI measures represent purely institutional 

characteristics. In this case, CBI is not an answer to the question “if legislation is held constant, 

which central banks are more independent?” which is the question addressed in the first section 

of this chapter. The question pertinent to the CBI data would be “why do lawmakers in some 

countries prefer higher levels of central bank independence?” and the theory presented in this 

book provides no answer to this question. The answer requires a “genetic” kind of argument.137 

Hallerberg (2001b) is to my knowledge the only article providing reasons why different kinds of 

governments (federal vs. unitary) and different configurations of veto players (single vs. 

                                                 
137 Like the one presented by Alivizatos (1995) with respect to constitutional courts (see previous section) that 
ceteris paribus such courts are likely to be present in countries with serious human rights violations in their past. 
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multiple) would have difference preferences and generate different outcomes in terms of CBI 

and exchange rate regimes. His argument is completely independent form the argument 

presented in this book. 

veto players and Central Bank behavior. Let us now move to a more precise expression of 

independence: the behavior of the bank. Is this behavior affected by the political environment 

under which the bank operates? In an important empirical article Susanne Lohmann (1988) 

tested a series of theories related to the actual performance of the German Bundesbank. Her 

conclusions were: “The behavioral independence of the German central bank fluctuates over 

time with the party control of federalist veto points” (Lohmann 1988: 401). 

In order to reach this conclusion Lohmann examines five competing hypotheses. They 

were, first, that the central bank has full independence and is composed by technocrats; second, 

that the central bank has no independence (in which case it does not matter what it is composed 

of); third that the central bank has full independence and is composed by partisans; fourth that it 

has partial independence and it is composed by partisans, and fifth that it has partial 

independence and is composed by technocrats. Each one of these combinations of composition 

and level of independence produces a different time trajectory of money growth as a function of 

the composition of government and the timing of elections: left wing governments want 

expansion of monetary growth; partisan banks try to help a government of their party and hurt an 

opposed government particularly at the time of elections, while technocrats behave the same way 

regardless of who is in power; independent banks are not affected by approaching elections, 

while non-independent are.  

In order to test all her hypotheses Lohmann introduces a series of variables: economic 

(monetary growth, GNP growth, inflation, exchange rates), institutional economic (Bretton 
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Woods, European Monetary System), electoral cycles, government composition, upper house 

(Bundesrat) composition, central bank composition (who appointed the different members), and 

chancellor popularity. Her results support the following two conclusions: “German monetary 

policy is subject to electoral pressures. There is no evidence that partisan preferences are 

influential via the power of appointment. The Bundesbank Council is stuffed with partially 

independent technocrats whose independence decreases with the partisan support for the federal 

government in the Bundesrat….. The auxiliary hypothesis that the Bundesrat veto point protects 

the Budesbank’s independence is the only hypothesis that is consistent with the evidence 

compiled in both the case study and the regression analysis” (Lohmann 1988: 440) 

Lohmann’s findings are consistent with the theory presented in this book. However, as 

she notes, the composition of the Bundesrat in Germany is correlated with government 

popularity, so the institutional measures might in fact reflect  the ability of government to control 

monetary policy. This is a problem of co-linearity that cannot be resolved with a dataset covering 

one country and forty-five years. 

However, two more recent studies (Keefer and Stasavage (2000a and 2000b)) have much 

more expanded datasets. Philip Keefer and David Stasavage (2000a: 17) develop an economic 

model that leads to the following three predictions: “1. The presence of a legally independent 

central bank should have a negative effect on inflation only in the presence of checks and 

balances. 2. Political interference, such as replacement of central bank governors, is less likely 

when checks and balances are present. 3. The presence of a legally independent central bank has 

a more negative effect on inflation when different branches of government have divergent 

preferences over inflation.” All three predictions are consistent with the theory developed in this 
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book. In fact, Proposition 3 is testing not simply the number of veto players but also their 

ideological distances (see Proposition 1.4 of Chapter 1). 

To test their predictions Keefer and Stasavage use a dataset including 78 countries over 

20 years (for the 1975-94 period). Their dependent variable is inflation. Their independent 

variables include central bank independence and a series of institutional variables. They use as 

indicators of central bank independence both the “legal independence” measuring a series of 

institutional indicators (see previous section) and turnover rates of the governors of the central 

bank (a variable that is considered in the literature to reflect better the actual independence in 

developing countries). Their institutional variables can be found in a database on political 

institutions assembled by Beck, Clarke, Groff, Keefer and Walsh (1999). The variable “checks”  

is “based on a formula which first counts the number of veto players, based on whether the 

executive and legislative chamber(s) are controlled by different parties in presidential systems 

and on the number of parties in the government coalition for parliamentary systems” (Keefer and 

Stasavage (2000a: 19)). Polarization is measured “according to whether data sources indicated 

parties (the four biggest ones) as having an economic orientation that was left, center or right… 

the maximum difference between those entities that comprise the checks indicator explained 

earlier. This maximum constitutes the political polarization measure” (Keefer and Stasavage 

(2000a: 20)). 

The reader can verify that the method used for the identification of institutional variables 

is quite closely connected to the methods used in this book. The biggest difference is that 

ideological positions of different veto players are not accurately identified, which is compensated 

by their sample size. Keefer and Stasavage use interactive variables (CBI*veto players) in order 

to test whether institutions matter. In their analysis they find that central bank independence has 
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no effect on inflation when it enters linearly (a result reported quite frequently in the literature), 

but the coefficients of the interactive terms are negative and significant. They conclude: “More 

concretely, in a parliamentary system with three party governing coalition… a one standard 

deviation increase in legal central bank independence would be predicted to reduce annual rate of 

inflation by approximately 20 percent. In contrast, in a parliamentary system with a single party 

majority…the predicted change in inflation would be close to zero… This suggests an 

explanation for Cukierman, Webb, and Neyapti’s finding that CBI is significantly and negatively 

correlated with inflation in advanced industrial countries but not in developing countries: 

developing countries, on average, have lower levels of checks and balances.” ((Keefer and 

Stasavage (2000a: 23)). When the variable “political polarization” is included in the regressions 

the results indicate that “checks and balances make the biggest contribution to central bank 

effectiveness in more polarized societies” (Keefer and Stasavage (2000a: 33)).  

 

CONCLUSIONS 
In this chapter I developed a simple model, which generates the expectation that for any 

given legislation, the independence of bureaucrats and the judiciary will be positively related to 

the veto players (number and distances among them) that control the legislative process. This 

model was then tested with existing data on judicial and bureaucratic independence. 

At the theoretical level I made the distinction between countries with or without  

constitutional courts. I argued that constitutional courts are additional veto players (since for all 

practical purposes they cannot be legislatively overruled). However, because of the rules of 

selection of these courts most of the time they are absorbed as veto players by the existing 

political ones. The empirical findings about judges were based on four different indexes of 
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judicial independence generated by combinations of some 20 advanced industrialized countries, 

and corroborated the expectations of the model of the first section.  

With respect to bureaucracies I made the distinction between institutional and behavioral 

independence in order to differentiate the argument presented in this book from the standard 

arguments in the literature. I was able to identify a case (central bank activities) where the 

expectations generated from my argument could be tested. Examining empirical evidence I 

found out that central bank independence is correlated with both veto players and federalism. I 

argued that most likely CBI is an institutional variable and as a consequence the theory presented 

in this book cannot account for the reasons that central banks are more independent in countries 

with many veto players. However, focusing on behavioral independence (in the fight against 

inflation) I presented evidence that the expectations generated in the first part of this chapter are 

strongly corroborated by a dataset covering a large number of countries. 
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    TABLE 10.1 

  Data on Judicial Independence 

COUNTRY JUDPOL JUDREV EXPERTS 
STRICT 
LIABILITY DEC POL 

veto 
players DURATION 

Australia  3 2.33 1 3 1 2 9
Austria 3 3 2 3 2 2 8
Belgium 3 3 3.5 3 3 1 3 4.8
Canada  3 2.33 2 3 1 1 8
Denmark 1 2 1 1 1 3 8
Finland 1 1 1 1 1 3 4.8
France 4 3 3.7 3 1 2 2 6.8
Germany 4 4 3.46 2 3 2 3 6.3
Greece 2 2  1 2 1 
Iceland 1 2  1 1 3 
Ireland 2 2 1 1 2 2 6.4
Israel  1 4.5 2 1 2 2 2.4
Italy 4 3 3.33 2 2 2 3 1.3
Japan  2 2.17 1 1 1 1 9.4
Luxembourg 1 1 3 1 1 2 4
New Zealand 1 2 1 1 1 1 6
Norway 1 2 1 1 2 2 4
Portugal 3 2  1 2 2 
Spain 3 3 2 1 3 2 1 6
Sweden 2 2 2.5 1 1 2 2 4.2
Switzerland 2 1  3 1 3 
Netherlands 2 1 4.2 2 1 1 3 2.5
United Kingdom 2 1 2.1 1 2 2 1 8
US  4 4.42 3 3 1 3 6.9
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   TABLE 10.2 

Correlations between independent variables with and without Australia, Canada, Israel, 

and the Netherlands 

 

10.2A       10.2B 
 Judrev experts Strict 

liab. 
judpol  judrev experts Strict 

liab. 
judpol 

Judrev 
(Lijphart) 

1.000     1.000    

Experts 
 

.1261 1.000    .6446 1.000   

Strict 
liability 

.4003 .7912 1.000   .5286 .9132 1.000  

Judpol 
(Alivizatos) 

.8660 .3259 .5547 1.000  .8346 .7603 .6471 1.000 

 
Correlations among different indexes are similar whether the four countries are included 

or not, with few exceptions (noted in bold)
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TABLE 10.3 
 
Judicial Independence as a function of veto players 
 

Independent 
variable 

  Judpol 
(Alivizatos) 

Judrev 
(Lijphart) 

Strict 
liability 

Strict 
liability 

Strict 
liability 

Experts*** Experts*** Experts*** Judpol*** 
(Alivizatos) 

  veto players  
(z or t) 

1.292004**  
(2.049)  

.3405817    
(1.060) 

.6194123**  
(1.686)  

.6563661** 
(1.779)  

.5765635*     
(1.454) 

.8774138***    
(4.415)  

.7278529***    
(3.107)  

.8310000*** 
(4.297)  

.6307947** 
 
(2.095) 

Dependent 
variables 

Polarization 
(z or t) 

3.259719***  
(3.067)  

.8772162** 
(1.730)  

-.5285295    
(-0.954)    

- - -.1133333    
(-0.340) 

- - 1.674503*** 
(3.703) 

  Decentralization 
(z or t) 

.9234209***  
(2.543)  

.9548024***    
(3.172)  

.3997773*    
(1.360)  

.3580203     
(1.248) 

- -.232069    
(-1.279)   

- - .5092715*** 
(2.626) 

  Duration 
(z or t) 

- - - - -.0469358 
(-0.370)   

- -.06612     
(-0.807)    

- - 

#obs.   18 24 20 20 20 14 14 14 18

PseudoR2 or 
Adjust. R2 

  0.3712 0.2291 0.1389 0.1167 0.0818 0.5643 0.5605 0.5733 0.5565

-Columns with the independent variable marked by *** use OLS estimations (t-statistic and adjusted R2). 
-statistical significance determined by one-tailed tests (* significant at the .10, ** at the .05, and *** at the .01 level) 



    TABLE 10.4 

Data on Central Bank Independence (from Bernhard (1998)) 

COUNTRY DEC 
veto 
players 

Grilli et. 
al. (1991) 

Alesina 
Summers 
(1993) 

Cukierman 
(1991) Total 

Australia 3 2 0.6 0.5 0.31 0.47
Austria 3 2 0.6 0.625 0.58 0.6
Belgium 3 3 0.47 0.5 0.19 0.39
Canada 3 1 0.73 0.625 0.46 0.61
Denmark 1 3 0.53 0.625 0.47 0.54
France 1 2 0.47 0.5 0.28 0.42
Germany 3 3 0.87 1 0.66 0.84
Ireland 1 2 0.47 0.625 0.39 0.49
Italy 2 3 0.33 0.45 0.16 0.33
Japan 1 1 0.4 0.625 0.16 0.4
New Zealand 1 1 0.2 0.25 0.27 0.2
Norway 1 2 0.44 0.5 0.14 0.4
Spain 3 1 0.33 0.375 0.21 0.31
Sweden 1 2 0.44 0.5 0.27 0.4
Switzerland 3 3 0.8 1 0.68 0.83
Netherlands 1 3 0.67 0.625 0.42 0.57
United Kingdom 2 1 0.4 0.5 0.31 0.42
US 3 3 0.8 0.875 0.51 0.73
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   TABLE 10.5 

Different measures of Central Bank Independence (CBI) as a function of veto players and 

decentralization 

 

CBI Grilli et. 
al.(1991) 

Alesina + 
Summers 
(1993) 

Cukierman 
(1991) 

Total CBI 

veto players 
(t) 

.0998795**  
(2.361) 

.1175301** 
(2.451) 

.0703614*   
(1.563) 

.0976386**   
(2.379)    
 

DECENTRALIZATION 
(t) 

.0862651**   
(2.377) 

.0634337*  
(1.542) 

.0662048*   
(1.715) 

.0727952** 
(2.067) 

N 18 18 18 18

Adj-R2 0.3958 0.3115 0.2018 0.3612
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    FIGURE 10.1 
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K'

L1

L2

SELECTION OF A POLICY WITHIN THE CORE
BY FIRST MOVER (BUREAUCRACY OR JUDICIARY)

First mover outside core (J or K) selects
closest point inside core (J' or K');
First mover inside core (L1 or L2) selects
own ideal point.  
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CHAPTER 11: VETO PLAYER ANALYSIS OF EU INSTITUTIONS 
 

The European Community fascinates observers and scholars because it is a unique object 

of study. Because the institutional structure of the EU is new, a series of neologisms have been 

invented to describe it. It is "neither a state nor an international organization" (Sbragia (1992: 

257)); "less than a Federation, more than a Regime" (W. Wallace (1983: 403)); "stuck between 

sovereignty and integration" (W. Wallace (1982: 67)); a "part formed political system." (H. 

Wallace (1989: 205); "institutionalized Intergovernmentalism in a supranational organization" 

(Cameron (1992: 66)); the "middle ground between the cooperation of existing nations and the 

breaking of a new one" (Scharpf (1988: 242)). Some scholars have even seen advantages in the 

situation: Sbragia (1992: 258) approvingly quotes Krislov, Ehlermann, and Weiler claiming: 

"The absence of a clear model, for one thing, makes ad hoc analogies more appropriate and 

justifiable. If one may not specify what are clear analogies, less clear ones may be appropriate." 

In this chapter instead of using (appropriate or inappropriate) analogies, I apply the veto 

players theory and examine the logic and the outcomes of decision making generated by the 

different legislative procedures adopted in successive treaties, and compare my conclusions with 

other institutional analyses. As a result, this chapter has three important characteristics: first, it 

studies several different institutional structures that prevail in the same territory; second, it 

advances the application of the veto players theory, because the EU institutions are quite 

complex: they involve three legislative institutions, each one of them deciding by different 

formal or actual majorities, and the right to set the agenda sometimes includes restrictions, 

sometimes is shared, and sometimes shifts among actors; third, because the study of EU 

institutions and policies has progressed further than case studies, the predictions of different 

theories are sharper, and the data collected enable comparisons on relatively solid basis. In short, 

this chapter will make comparisons across different institutional settings (that involve the same 

geographic area), will push theory to cover more complicated institutions, and will use empirical 

tests to cooroborate more detailed empirical predictions than any of the previous chapters.   
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The chapter is divided into four parts. The first part discusses some of the issues studied 

in the literature on the EU. We will see that different parts of the literature focus on the national 

or supranational composition of different institutions, and they consider these institutions as the 

framework within rational actors pursue their goals, or as shaping the preferences and identities 

of these actors. The second part describes what is considered throughout this book to be the basis 

of an institutional approach to politics, the legislative system of the EU. The EU has adopted a 

series of different legislative procedures. These procedures are quite complicated and 

significantly different from other political systems (whether presidential or parliamentary) so that 

one cannot assume that the reader knows what exactly they permit and what they rule out. The 

third part analyses the anticipated distribution of power among the legislative institutions 

(Commission, Council of Ministers, and European Parliament), as well as implications of 

legislative rules on bureaucracies and the judiciary. The last part looks at available empirical 

evidence to assess the validity of different institutional theories. 

 

1. EU literatures.  

The literature on the EU is extensive. It is probably due to the fact that the EU is one of 

the few examples of ongoing real scale institutional development where observers and actors 

alike look at the effects of institutional provisions, and design the next step. It is completely 

impossible to summarize this literature in some pages. I will refer the interested reader to reviews 

synthesizing the literature. Some of them (Hix (1994)) multiply the different streams of thought 

dividing not only into approaches based in international relations and approaches based in 

comparative politics, but also into pluralist, realist, structuralist, sociological, rational choice etc. 

Others, (Pollack (2001), Aspinwall and Schneider (2000)) merge different approaches and divide 

studies into rational and constructivist. 

It is true that most of these studies adopt a rationalist framework assuming that 

institutions are rules within which actors develop their choices in order to achieve the best 
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outcome.138 I will narrow my discussion in this section to such studies, in particular 

Intergovernmentalism, neofunctionalism, and institutional analysis and explain their differences. 

I will focus on the institutional analysis literature in the last three parts of this chapter.  

At the risk of over-simplifying, intergovernmentalists focus on treaty bargaining, and 

treat the EU's institutional structure as the dependent variable. Moreover, this structure is 

conceived in general terms – such as Moravcsik’s (1998) focus on EU institutions as credible 

commitments to integration – rather than analyzed in terms of the detailed interactions among the 

EU’s four primary institutions and their likely effects on policy. However, the laser like focus of 

Intergovernmentalism on treaties requires a prior study of everyday EU realities that are 

generated (or likely to be generated) by the institutions generated by the previous treaties. As we 

will see the EU has changed its institutional structure very frequently, and as a result the 

influence of different actors as well as policy outcomes may vary over time. 

For neofunctionalists in contrast, the EU's institutions are not independent variables, but 

actors: the Commission, Court and Parliament undertake actions that affect the direction that 

European integration takes. More specifically neofunctionalists theory argues that integration in 

Europe is proceeding because “actors in several distinct national settings are persuaded to shift 

their loyalties, expectations and political activities towards a new center, whose institutions 

possess or demand jurisdiction of the pre-existing national states” (Haas (1961): 366-7). The 

motor behind this process is “spillovers,” that is, situations where “a given action, related to a 

specific goal, creates a situation in which the original goal can be assured only by taking further 

actions, which in turn create a further condition and a need for more, and so forth” (Lindberg 

(1963: 9)). As a result neofunctionalists eschew analysis of the strategies available to different 

                                                 
138 Other studies adopt a constructivist framework considering that institutions shape identities and preferences of 
actors as well. Thomas Christiansen, Knud Erik Jorgensen and Antje Wiener (1999: 529) have expressed the essence 
of the approach as follows: “European integration itself has changed over the years, and it is reasonable to assume 
that in the process agents’ identity and subsequently their interests have equally changed. While this aspect of 
change can be theorized within constructivist perspectives, it will remain largely invisible in approaches that neglect 
process of identity formation and/or assume interests to be given exogenously.” I will not deal with such approaches 
here, because as Moravcsik (1999) argues most of them have failed to construct distinctive testable hypotheses. 
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actors and the constraints under which they operate. That is, they do not analyze institutions in 

terms of generating particular equilibrium outcomes.  

Garrett and Tsebelis (1996) and Tsebelis and Garrett (2001) have differentiated the 

institutionalist approach from both Intergovernmentalism and neofunctionalism by discussing the 

most representative recent works in each one of these research programs. I will not repeat their 

arguments here, except for the major point presented in Table 11.1. 
   INSERT TABLE 11.1 

The table presents the two dimensions that differentiate among these three major streams 

of research. The first is whether one focuses alone on interactions among member governments 

as defining the integration process. Here, the institutional approach is closer to neofunctionalism 

than Intergovernmentalism. It avoids the – inappropriately – myopic focus of intergovernmental 

analyses on treaty revisions by paying close attention to the multitude of clearly important 

directives, regulations and court decisions that influence the course of European integration from 

day to day.  

The second dimension concerns the question of whether the course of European 

integration is the product of intentional choices by (and strategic interactions among) the relevant 

actors. For neofucntionalists, the law of unintended consequences (spillovers) is the basis of the 

analysis. For intergovernmentalists, in marked contrast, the governments that sign treaties are not 

only in the driver's seat, they also know exactly where they are going.  

The position of institutional analysis on this issue is more qualified. If actors operate 

under complete information (i.e. they know all relevant information about each other), they will 

design institutions that best promote their preferences – subject to the constraint that every other 

actor will behave similarly. Nonetheless, even under conditions of complete information, 
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institutional analysis suggests a different type of research on treaty bargaining than is typical in 

Intergovernmentalism. 

Intergovernmentalism treats the EU's institutional structure as a dependent variable; it is 

the product of treaty bargaining. Institutional analyses however argue that the study of 

institutional outcomes is logically prior to the analysis of institutional choice. To use Shepsle’s 

(1986) terminology one has to understand “institutional equilibria” before moving to the analysis 

of “equilibrium institutions.” The fact that intergovernmentalists typically eschew "institutions as 

independent variables" analysis significantly lessens their ability to understand institutional 

choice. Even if intergovernmentalists are right to assume that treaty bargaining takes place under 

complete information, the fact that they pay more attention to stated policy objectives rather than 

the institutions created to implement them is a serious weakness in this mode of analysis. 

But how appropriate is the complete information assumption for treaty bargaining? I 

think that reality is somewhere in between the black and white of the neofucntionalism-

intergovernmentalism divide. The complete information assumption is a strict one. As the reader 

will see, I use it only in the final stages of the EU's complex procedures. With respect to 

implementation and adjudication, the fact that the Barber Protocol was written into the 

Maastricht treaty to countermand a European Court of Justice (ECJ) decision is good evidence 

that the Court does not always accurately predict the reactions of member governments (Garrett, 

Kelemen and Schultz 1998). 

In the case of treaty bargaining, the threshold for complete information is even higher – 

because the governments are making decisions that will have long chains of effects into the 

indefinite future. If they do not know all relevant information about each other, or if they operate 

under cognitive pressures that restrict their ability to behave perfectly rationally, or if they expect 
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with some probability that shocks in the political environment will change the endowments of 

other actors, the strict complete information assumption is unlikely to be very helpful. 

But as an empirical matter, it is worth asking how much of the evolution of the EU since 

the mid 1980s that we will see in the next section was anticipated by the member governments 

during the treaty making processes, and how much was unintended. If one focuses on debates 

about reducing the democratic deficit through the reform of the EU’s legislative procedures –one 

of the most important features of European integration in the past twenty years – the balance 

seems to fall in favor of the complete information assumption. By and large (but as we will see 

not in all aspects), the institutional modifications introduced had the intended effect of reducing 

the Commission's role and increasing that of the Parliament.  

In sum, the purported “law of unintended consequences” has empirically been riddled 

with many more exceptions that most commentators on European integration suggest. Thus, 

focusing on the formal institutional interactions in the EU not only helps explain how the EU has 

operated in different epochs. It also gives us important insights into how the member 

governments have decided to pool their sovereignty in the integration process.  

2. Legislative Procedures in the EU. 

There are four major institutional actors in the EU: The Council of Ministers (CM), the 

Commission of the European Communities (C), the European Parliament (EP), and the European 

Court of Justice (ECJ).139 Three of these actors (CM, C, and EP) compose the legislative branch 

of the EU. The interaction among them has been defined by a series of treaties starting with the 

Treaty of Rome in 1957 and going on to Treaty of Nice (2001). A new European 

Intergovernmental Conference has already been scheduled for the year 2004.  

                                                 
139 To these four one should add the European Central Bank, created by the Maastricht Treaty (1991). 
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The Intergovernmental Conferences that introduced or altered legislative politics in the 

EU are the following: The Treaty of Rome (1957), the Luxembourg Compromise (1966), the 

Single European Act (1987), the Maastricht Treaty (1991), the Treaty of Amsterdam (1997), and 

the Treaty of Nice (2001). In some sense the EU has been constantly fine-tuning its political 

institutions: six revisions in its forty years of history, and four of them in the last fifteen years. I 

will focus on this fast paced revision period starting in 1987, where an institutional innovation 

was being produced every 3 years. But a small historical introduction first. 

a. From the Rome Treaty to the Luxembourg Compromise 

The Treaty of Rome (1957) was the codification of a compromise between the federalist 

and anti-federalist elements of the EU (at the time, “European Economic Communities”). The 

institutions designed in this treaty phased in a new legislative procedure called “consultation.” 

The Treaty of Rome specified that the unanimous decision-making in the Council of Ministers 

would be replaced by a qualified majority decision-making in some areas in 1966 (as the third 

stage of integration began (EEC Treaty, Art. 8, points 3-6)). In fact, according to the consultation 

procedure a proposal by the Commission would require a qualified majority in the Council to be 

accepted, but unanimity to be modified. This decision-making mode was providing the 

Commission with the authority to make proposals that was more difficult to reject or modify has 

been preserved in subsequent treaties, so we will study it more in detail in the next part. 

However, the specifications of the Rome Treaty were not applied in 1966 because of the 

objections of the French Government. The French government started objecting to the qualified 

majority provisions of the Rome Treaty shortly after General de Gaulle came to power in France 

in 1958. The General was a known opponent of Supranationalism, but he very much supported 

Intergovernmentalism and the close cooperation of independent sovereign nation states (de 

Gaulle, 1960, and 1971: 189-191). According to the Treaties of Rome, General de Gaulle made 

several attempts to have his ideas accepted by his European allies. The first two, under the name 
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of Fouchet Plan I and II, failed, while the third, known as the Luxembourg compromise, was 

successful. 

In 1966 de Gaulle succeeded in achieving a de facto end to majority voting that was to 

last until 1987. The battle, that led to the Luxembourg compromise, began over a proposed plan 

by the Commission to fund the newly agreed Common Agricultural Policy (CAP). The 

Commission proposed an amount that exceeded the needed amount significantly, and the 

Commission’s proposal suggested that this “extra” income could be used to finance projects 

other than those already accepted by the governments. In addition, the proposal called for 

increasing the budgetary powers of the European Parliament and indirectly the Commission. 

(Tsebelis and Kreppel (1998: 60-63)).  

De Gaulle seized the opportunity and argued that the episode illustrated a Commission 

attempting to exceed its powers to the detriment of the national sovereignty of the member-states 

(de Gaulle, Press Conference, 1965). Beginning in July 1965 after an inconclusive Council 

meeting over the impending budget crises, France began its so-called “empty chair” policy. In 

effect, France boycotted the Community for seven months, causing a profound crisis, which in 

the end was resolved only through the Luxembourg Compromise. The compromise itself had 

nothing to do with the financial proposals, which had purportedly inspired the crisis. Instead, the 

compromise dealt solely with the issue of majority voting in the Council, which was due to come 

into effect that same year. The compromise was an “agreement not to agree” (Marjolin, 1980: 

56-59). The text of the compromise reaffirmed the desire of the other five members of the 

Community to move forward with majority voting, although they were willing to delay decisions 

“when issues very important to one or more member countries were at stake.” The French 

however stated, “the French delegation considers that, when very important issues are at stake, 

decisions must be continued until unanimous agreement is reached.” (Extraordinary Session of 

the Council, January 18, 1966, EC Bulletin, 3/66, part b, paragraphs 1-3). This divergence of 

opinion was noted by all six member-states, and an agreement was reached that this difference of 
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opinion should not hamper the “the Community’s work being resumed in accordance with the 

normal procedure” (EC Bull. 3/66, part b, paragraph 4). 

The effects of the compromise were deep and enduring. Although initially the other five 

member-states opposed the requirement of unanimity, they came not only to accept it, but also to 

support and protect it against a series of attempts to regain majority voting. The Luxembourg 

Compromise heralded, “a change of ethos, at first rejected by the Five, but later, especially after 

the first enlargement, eagerly seized upon by all” (Dinan, 1994: 59).  

b. The cooperation procedure 

The Luxembourg compromise effectively governed the legislative process in the EU until 

the ratification of the Single European Act (SEA) in 1987. The SEA introduced the “cooperation 

procedure” among the three legislative institutions, the Commission, the Council of Ministers, 

and the (directly elected since 1979) European Parliament.  

The cooperation procedure did not cover all areas of community legislation (Lodge 

(1989: 69), Jacobs and Corbett (1990: 169)). It applied to some ten articles of the Rome treaty 

and constituted between a third and a half of Parliamentary decisions (Jacobs and Corbett (1990: 

169)). The procedure entails two readings of each piece of legislation (initially introduced by the 

Commission) by the EP and the Council of Ministers. The Council makes the final decision 

either by qualified majority or by unanimity. In the abstract, the procedure is reminiscent of a 

navette system between the two houses of a bicameral legislature where the upper house (the 

Council) has the final word.140  

The legislative process begins with the submission of a Commission proposal to the EP. 

At the same time, the Council may begin deliberating but cannot reach a decision until it receives 

EP's position. The EP in the first reading may accept, amend, or reject the proposal; it may also 

withhold its opinion by referring the legislation back to committee, thereby effectively aborting 

the proposal. Once EP decides, the proposal goes back to the Commission members, who may 

                                                 
140 See Chapter 6. For a detailed discussion of the navette system across countries see Tsebelis and Money (1997). 
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revise the initial proposal to accommodate EP. The Commission presents the proposal as 

amended to the Council.  The Council members adopt a "common position" by qualified 

majority (at the time (with 12 members) 54 out of 76 votes) if it agrees with the Commission 

proposal, or unanimity if it effectively amends the proposal. No time limits on deliberation exist 

in this first reading of the proposal. It is therefore obvious that any of the institutions can 

effectively abort legislation at this stage of the process. 

Once the Council adopts its common position, the second reading of the proposal begins. 

The Council sends its common position back to the EP, along with a full justification of the 

reasons why it adopted this position. The full justification of the Council's and the Commission's 

positions is required by Article 149(2b) of the Single European Act. However, in the early phase 

of application of the procedure, the Council provided extremely sketchy reasons or even no 

reasons at all. In one case it even apparently failed to notice that the EP had tabled amendments 

to the Commission proposal (Bieber (1988: 720)). Parliament formally protested, its President 

declaring on October 28, 1987 "as a minimum, the Council should provide a specific and 

explained reactions to each of Parliament's amendments" (Jacobs and Corbett (1990: 173). On 

November 18, 1987 the EP threatened the Council with legal action in two resolutions. (Bieber 

(1988: 720)). As a result the Council altered its approach, and provided an account of its point of 

view on each of the substantive issues raised by draft legislation (Jacobs and Corbett (1990: 

173). 

Parliament then has three months to select one of three options: to approve the common 

position of the Council (or, equivalently, take no action), in which case the Council adopts the 

proposal; to reject the common position by an absolute majority of its members (currently 260 

votes); or to amend the common position, again by an absolute majority of its members. In this 

second round, time is of essence. The clock starts when the President of the Parliament 

announces that s/he has received all relevant documents in all nine official languages.  

The Commission may or may not introduce legislation rejected by EP to the Council; if 

such legislation is introduced, the Council can overrule the rejection by unanimity. Amended 
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legislation is presented to the Commission, who within a month must revise the proposal. 

Parliamentary amendments that are accepted by the Commission can be adopted by the Council 

by qualified majority (54/76), whereas any other version requires unanimity in the Council. If the 

Council fails to act within three months (four, with the agreement of the Parliament), the 

proposal lapses. 

Once discussion is initiated by a Commission proposal, there are no restrictions on the 

amendments that EP can introduce in its first reading. In the second reading Parliamentary Rules 

specify that amendments have to be only on those parts of the text that have been modified by 

the Council and that seek to adopt a compromise with the Council or to restore EP's position in 

the first reading are acceptable during the second reading (Bieber 1988: 722).  

There is, however, a very important restriction on EP's second reading amendment 

power. Amendments require absolute majorities to be adopted. In practice, the 260 required 

votes constitute a two-thirds majority of members present. Moreover, given that MEPs of the 12 

(at the time) countries were organized into more than ten (cross national) parliamentary groups 

and that voting alignments occurred more frequently by political group and less frequently by 

country, and given too that voting discipline is weak, 260 votes is equivalent to a qualified 

majority requirement as we saw in Chapter 6.  

To summarize, according to the Cooperation Procedure, in its second reading, EP may 

make a proposal by an absolute majority of its members, which, if adopted by the Commission, 

may be accepted by a qualified majority (54/76) of the Council, but requires unanimity of the 

Council to be modified. This proposal may be anywhere between the EP's and the Council's first 

reading of initial legislation, including a reiteration of the EPs previous position. This is what I 

have called “conditional agenda setting power of the EP” and I will analyze its strategic 

properties in the next section. 

c. The codecision I procedure 
The Maastricht Treaty introduced a new decision-making procedure, which was named 

(in the literature and everyday debates, not in the Treaty itself) “codecision.” This procedure 
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essentially adds some new stages to the cooperation procedure after the second reading of 

legislation by Parliament. If in its second reading the Council disagrees with any of the 

Parliamentary amendments, the text is referred to a conciliation committee, composed of equal 

members of Council and Parliamentary representatives. If the committee comes to an agreement 

it has to be approved by a simple majority in Parliament and a qualified majority in the Council 

in order to become law. If there is no agreement, the initiative reverts to the Council, that may 

reintroduce its previous position, “possibly with EP amendments,” by qualified majority or 

unanimity (depending on the subject matter). Unless an absolute majority of the members of 

Parliament disagrees, the law is adopted. 

A comparison of the two procedures indicates several  major differences. First, 

Parliament has an absolute veto power in the codecision procedure, but needs an alliance with 

the Commission or at least one member of the Council in order to have its veto sustained in the 

cooperation procedure. Second, at the end of the codecision procedure it is the Council that 

makes a “take it or leave it” proposal to Parliament. Third, in the codecision procedure 

disagreement even over a single Parliamentary amendment triggers the conciliation procedure, 

while in the cooperation procedure the Council could modify only those Parliamentary 

amendments accepted by the Commission that had unanimous Council agreement (leaving the 

others intact). Fourth, according to the codecision procedure, in certain areas (including culture, 

and framework programs in R and D) decisions by the Council in the joint committee as well as 

in the final stage can only be made by unanimity. Fifth, in the conciliation stage of the 

codecision procedure the Commission is present, but its agreement is not necessary: if the EP 

and the Council come to an agreement the position of the Commission is irrelevant. 
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d. The codecision II procedure 
The EP intensely disliked the last steps of the cooperation I procedure: the fact that a 

disagreement in the conciliation committee did not mean the rejection of a bill, but enabled the 

Council to revert to its previous “common position” possibly including EP amendments. The 

EP’s point was adopted in the Amsterdam treaty where it was recognized that a failure of the 

conciliation committee to reach an agreement implied rejection of a bill. It is interesting to study 

how the EP was able to impose its will on the governments that signed the next Treaty. 

In order to make its preferences clear, the EP adopted a set of new rules after Maastricht. 

One of these rules (#78) specified the reaction of the EP if there was no agreement in the 

conciliation committee: “1.  Where no agreement is reached on a joint text within the 

Conciliation Committee, the [EP] President shall invite the Commission to withdraw its 

proposal, and invite the Council not to adopt under any circumstances a position pursuant to 

Article 189b(6) of the EC Treaty.  Should the Council nonetheless confirm its common position, 

the President of the Council shall be invited to justify the decision before the Parliament in 

plenary sitting.  The matter shall automatically be placed on the agenda of the last part-session to 

fall within six or, if extended, eight weeks of the confirmation by the Council …3. No 

amendments may be tabled to the Council text. 4. The Council text as a whole shall be the 

subject of a single vote.  Parliament shall vote on a motion to reject the Council text.  If this 

motion receives the votes of a majority of the component Members of Parliament, the [EP] 

President shall declare the proposed act not adopted.” 

Rule 78 was applied only once in the case of the draft directive on open network 

provision in voice telephony (ONP). On another occasion that a joint text could not be agreed in 

conciliation (on the draft directive on investment firms, credit institutions: capacity adequacy, 

securities field in 1998), the Council decided not to re-affirm its common position. 
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Hix (forthcoming) has inferred that “This vote revealed that Rule 78, backed by the EP 

leadership’s institutional preferences, was in fact a credible threat… This strategy paid off, as it 

established compromise in the conciliation committee as the actual game equilibrium.” On the 

basis of his analysis, Hix (forthcoming) concludes that the Amsterdam Treaty simply recognized 

a de facto reality, that there was only one way to get any piece of legislation to be accepted: have 

it proposed by the conciliation committee to both the Council and the EP (see also Corbett 

(2001a)). However, the elimination of the last stage of the codecision I procedure was not a 

trivial matter as Moravcsik and Nicolaïdis (1999) demonstrate. Until the last minute several 

governments were against the elimination of the last step of this procedure. 

We will discuss the difference between the two versions of codecision in the next section, 

and we will look on some of the empirical implications of this analysis in the last section of this 

chapter. 

e. Extending codecision II and the qualified majority requirement  
Finally, the Treaty of Nice extended the areas of applicability of the codecision II 

procedure, but at the same time increased the qualified majority threshold. The qualified majority 

required at Amsterdam (for a 15-membered EU) was 62/87 votes in the Council (q=.7126). Nice 

(among other things) altered the weigh of different countries in the Council. For example, the 

five largest countries141 had 48/87(=55%) votes up to the Treaty of Amsterdam. They142 receive 

143/237(=60%). However, the most interesting change that will occur in the future is that along 

with the enlargement of the EU to a 27 member union (by expansion to Eastern Europe) the 

required qualified majority threshold will be 253/345 (q=.7333).  

                                                 
141 Germany, France, UK and Italy had 10 votes each, and Spain 8 votes. 
142 Germany, France, UK and Italy have 29 votes each, and Spain 27 votes. 
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However this official increase in threshold is underestimating the situation. The actual 

requirement specified in Article 205(4) of the Nice Treaty is a triple majority: Besides the 

qualified majority threshold a Council decision has to be supported by a majority of the Member 

States, and if a Member State requires it has to be supported by Members totaling 62% of the EU 

population (Yataganas (2001)). All these restrictions raise significantly the qualified majority 

threshold for Council decision-making, and as I demonstrated in the second chapter, increase 

policy stability. I will analyze these modifications in detail in section 4. 

3. Veto players analysis of legislative procedures 
We will now study the implications of these complicated decision-making rules both in 

terms of the distribution of legislative power among the three different institutions, and in terms 

of the consequences on the decision-making discretion of other actors, like the European Count 

of Justice. So, this section will be divided in two parts, first the legislative consequences of 

decision-making procedures, and second the effects on bureaucracies and the judiciary. 

a. Legislative Consequences of Decision-making Procedures. 
In all legislative procedures agreement among the different institutions is sought. What 

differs is who is the institutional actor in charge of formulating the possible agreement (agenda 

setter) and what happens if such an agreement cannot be achieved (who has veto powers). 

In order to address these questions I will focus in the last stages of each procedure. The 

reason that I focus at the last stages is that any rational actor when called upon to decide will 

look down the road on the possible consequences of his actions, and will make the decision that 

will make him better off in subsequent stages of the game (and of course the final stage).143 If all 

the actors knew each other’s preferences and payoffs (the game theoretic term for such a 

                                                 
143 This is called “backwards induction” in the game theoretic literature. 
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situation is “complete information”) this way of thinking would lead to an immediate end of the 

legislative game: The Commission would propose a bill which would be accepted by all other 

actors. Indeed, the Commission would never make a proposal that would be ultimately rejected, 

and the other players would not raise objections if they knew they would not win in a 

confrontation. Given however that all these procedures unfold with moves and countermoves by 

each actor, that cooperation reaches the second reading and that codecision goes to conciliating 

committee meetings the most reasonable assumption to make is that the different players do not 

operate in the ideal world of “complete information.” Let us look at the last stage of each one of 

the procedures. 

The last stage of the cooperation procedure is clear: The EP proposes a series of 

amendments, the Commission incorporates all, some, or none of them into the final report it 

submits to the Council. The Council accepts the Commission’s proposal by qualified majority, or 

modifies it by unanimity. In other words, it is more difficult for the Council to modify a 

Parliamentary proposal (provided it is accepted by the Commission) than to accept it. “This 

procedure may enable EP to offer a proposal that makes a qualified majority of the Council 

better off than any unanimous decision. If such a proposal exists, if144 the EP is able to make it, 

and if the Commission adopts it, then the EP has agenda setting powers. If, however, these 

conditions are not met, the EP looses its agenda setting power. This is why I characterize EP's 

agenda power under the cooperation procedure as conditional.” (Tsebelis 1994: 131). 

   INSERT FIGURE 11.1 

I will provide an example of how the EP can make use of its conditional agenda setting 

powers. I will start with a one dimensional policy space, and then move to a two dimensional 

space where the results differ. 
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 The Council is represented by seven members (so that the required qualified majority 

can be approximated by five out of the seven members). The underlying dimension is 

integration, so that the EP and the Commission are to the right of the country members, while the 

status quo is to the left. The strategic calculations of the EP are as follows: It has to offer five 

members of the Council a proposal that will make them better off than anything that the Council 

can decide by unanimity (see Tsebelis 1994 and 1996).  

Other researchers (Steunenberg 1994, Crombez 1995, Moser 1996) argue that even if the 

EP behaves in the way described by Tsebelis (1994) in the second round, in the previous round, 

one of two things would happen: either the Commission liked some of the amendments and 

made them on its own, or, the EP knew that the Commission would reject  its amendments, and 

consequently did not offer them. Thus, the EP should not be making amendments either because 

its opinion is already incorporated in the text, or because any changes would be rejected. In 

Figure 11.1, the Commission and the Parliament have similar preferences, so the Commission 

should start the procedure by making the proposal X. Either the EP would understand that no 

improvement is possible, or that if it offered a different proposal (say its own ideal point), the 

Commission would reject the amendment. Crombez (1995: 218) puts it succinctly this way: 

“Proposition 3: Under the Cooperation procedure the Parliament's opportunity to amend the 

Council's common position does not affect the equilibrium policy.” As a result they expect an 

impotent EP, and argue that the agenda setting power is with the Commission. This is a 

difference in the identity of the agenda setter. 

Be that as it may, there is a second difference between my analysis and the expectations 

of Crombez (1995), Steunenberg (1994) and Moser (1996). They believe that the agenda setter 

will make a proposal that makes a qualified majority better than the status quo, while in my 

                                                                                                                                                             
144  The reader is reminded that 260 votes are required for a proposal.  



 377

analysis the proposal will make a qualified majority better than anything that can be promoted in 

the Council by unanimity. 

Figure 11.1 presents the differences of the two arguments. According to my argument, 

the Council can unanimously modify the status quo and select anything in the SQ’Y’ area. 

Consequently, if the EP offers X’, a proposal that member 3’ barely prefers over Y’, it will be 

accepted by the Commission and members 3’, 4’, 5’, 6’, and 7’ of the Council. According to 

Crombez (1995), Steunenberg (1994) and Moser (1996) the winning proposal will be located 

close to point 4’ (it is the symmetric of SQ with respect to the pivotal member of the Council: 

3’). In addition, the winning proposal will be made by the Commission, and the EP will make no 

amendment, because it cannot improve its situation (any amendment to the right of the 

Commission will be defeated, and any amendment to the left is less preferred). 

A third direction of research tried to reconcile the two approaches. Bieber et al (1986: 

791) argued that "With regard to the European EP, the Single Act is an inconsistent document: 

Where it increases the EP's powers of participation in decision-making the practical effect is 

either very limited or diminished because the exercise of the powers is conditional on the attitude 

of the Council and the Commission." Similarly, Fitzmaurice (1988: 391) argued that "despite the 

appearances of a co-decision model, the Council virtually retains the last word." Jacobs (1997: 6) 

explicitly criticizes the first approach by making two arguments: first, that there is a tendency for 

the Council to decide unanimously, and second, that the Commission has the tendency to “either 

side with, or at least not go against the most powerful actor, the Council, in the final stages of the 

procedure... even if it has supported Parliament amendments in first reading...”145 A similar 

                                                 
145 Strictly speaking, Jacobs’ argument is not a refutation of Tsebelis’ thesis: Tsebelis (1994) “conditional agenda 
setting” argument is predicated upon acceptance by the Commission, and absence of unanimity in the Council. He 
does not make any prediction about how often these conditions will obtain. However, if these conditions are rarely 
met, conditional agenda setting becomes less empirically relevant. For this reason we will examine Jacobs’ claims 
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argument is made by Corbett (2001a: 376): “Parliament’s powers under the cooperation 

procedure to formulate a “take it or leave it” position towards Council depend on so many 

conditions that, in practice, it does not usually apply.” Finally, Lodge (1987: 23) claims that the 

EP’s limited power stems from the threat to block decisions: "in an alliance with one or more 

member states prepared to thwart the attainment of the necessary majorities (qualified or 

unanimous) unless EP's views and amendments were accommodated." Tsebelis (1996) addressed 

the criticisms of the other two approaches by arguing that some of the no-impact or limited 

impact theories are based on unrealistic assumptions of complete information and single 

dimensionality of the issue space. Once these assumptions are relaxed, successful EP 

amendments are possible. Tsebelis enumerates several such examples. For instance, the 

Commission may be willing to compromise with EP because it acts as an 'honest broker', or to 

avoid friction. But, because of incomplete information about EPs preferences, the Commission 

may wait to observe the degree of EPs resolve first (indicated, for example, by a strong majority 

or the assignment of a highly competent rapporteur) and then adopt these amendments. Tsebelis 

also argues that the Commission may adopt EP amendments if the latter are introduced in a new 

dimension. The lower half of Figure 11.1 indicates how the introduction of a new dimension may 

make the Commission better off than its own initial proposal. 

Suppose that the Commission started with a one dimensional representation of the 

problem, and made the proposal X. The EP can now introduce an amendment on a different 

dimension, and generate a two-dimensional policy space. In this space, the preferences of the 

Council are presented by the numbers 1-7, while the EP and Commission (C) positions are 

indicated to the right. Again, the EP has to make the following calculations: find what the 

Council can do unanimously (anything in the area U(SQ)), and make a proposal that makes five 

                                                                                                                                                             
empirically below. 
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members better off than anything inside the area U(SQ). This is denoted by the heavily shaded 

area Q(U(SQ)) in the figure. Out of all the points in Q(U(SQ)), the Parliament selects the point 

closest to its own position, while the Commission has the choice of modifying this amendment 

slightly to Z or (if transaction costs are high) accepting it exactly the way it was written by the 

Parliament.   Comparing the top and bottom of Figure 1 indicates that the Commission prefers 

the proposal in a two-dimensional space (whether X or Z) to its own one-dimensional proposal. 

So, the EP by introducing an amendment in a different dimension generates a different 

strategic situation both for the Commission and the Council. For the Council, the new situation is 

generated by the difference in opinion between members 2 and 3 along the new dimension. 

Because 2 and 3 have significant differences in the two-dimensional picture (but not in the one-

dimensional projection) member 3 is willing to make many more concessions to the Commission 

and the Parliament than before. The Commission prefers the Parliament’s amendment because it 

makes the Commission significantly better off compared to its initial proposal. As a result, 

Parliament does make a proposal and its proposal is accepted (unlike the results in single 

dimensional complete information models). 

Figure 11.1 simplifies the decision-making procedure in a significant way. It assumes that 

the EP is a unified player, which for a Parliament representing fifteen nationalities and twelve 

ideologies is a heroic simplification indeed. However, as Chapter 2 has demonstrated the results 

do not change significantly if one replaces the false unified player assumption with the more 

realistic “cooperative decision-making” assumption. Tsebelis (1995c) makes the case that 

because of the organization of the EP, and in particular because of the “rapporteurs” of the 

different bills, cooperative decision-making is a reasonable assumption. 
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This is the second time that we find concrete cases where multidimensional models lead 

to different results rather than single dimensional ones, and where the case has to be made that 

decision-making follows certain rules for the conclusions to follow.146 These examples make a 

strong case in favor of the veto players theory, that is based on multidimensional policy spaces. 

We will see whether empirical evidence corroborates these expectations in the next section. 

The Codecision I procedure has two major differences. First, it eliminates the 

Commission from the last round of negotiations, and as a result reduces the influence of the 

Commission on legislation. The legislative influence of the Commission is not eliminated 

altogether as some researchers have argued (Crombez ***). The reason is that the Commission 

can make a proposal in the beginning of the process that will be accepted by the other two actors 

(the reader is reminded that the legislative process starts with a Commission proposal, so the 

Commission has agenda setting role). 

Second, there are two possible endings of Codecision I, depending on the outcome of the 

negotiations in the conciliation committee: 1) If the conciliation committee comes to an 

agreement, this agreement is introduced to both the Council and the EP; it is adopted if it 

receives a qualified majority in the Council, and an absolute majority in the EP; it fails 

otherwise. 2) If the conciliation committee fails to reach an agreement, the Council can make a 

proposal to the EP; this proposal is considered accepted unless an absolute majority of the EP 

votes against it, in which case it fails. The content of the proposal is the position “to which it 

agreed before the conciliation procedure was initiated, possibly with amendments proposed by 

the EP” (article 189b(6) of the Maastricht Treaty. Depending on which process is selected, the 

identity of the agenda setter differs. In the first case it is the conciliation committee itself (i.e. a 

combination of the Council and the EP), while in the second it is the Council alone.  

                                                 
146 The other was in the discussion on “pivotal” or “supermajoritarian” politics in Chapter 6. 
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The codecision II procedure eliminates the second path of codecision I, and considers the 

failure of the conciliation committee to reach an agreement equivalent to the abortion of a bill. 

There are two different interpretations of codecision I and codecision II. One considers that 

powers shifted away from the Council from Codecision I to Codecision II, the other argues that 

this difference is only in the formal rules, but not in reality. 

In a series of articles (Garrett (1995b), Tsebelis (1997), Garrett and Tsebelis (1996), 

(1997)) Geoffrey Garrett and I have made the argument that since the Council essentially decides 

which of the possible two endings of Codecision I will be selected (the Council can lead the 

conciliation committee to reach an agreement or not), in Codecision I the Council can ultimately 

make a take or leave it offer to the Parliament. The transition from cooperation to codecision 

entailed the Parliament’s exchanging its conditional agenda setting power for unconditional veto 

power. The impact of the exchange of conditional agenda setting (cooperation) for unconditional 

veto (Codecision I) varies with the relationship between the Parliament’s preferences and those 

of members of the Commission and the Council. If the EP and the Commission have similar 

positions (and so long as the members of the Council have different preferences themselves) the 

swap of the conditional agenda setting under cooperation for the unconditional veto of 

Codecision I was a bad deal for the Parliament – and for the pro-integration agenda. If on the 

other hand the Commission disagrees with the EP, or if the Council is unanimous, the EP has no 

conditional agenda setting powers, and consequently it is better off with a veto.  

A different argument is presented by Corrbett (2001a) and Hix (2001). They argue that 

because of the adoption of Rule 78 by the EP (see discussion above), the EP had de facto 

modified the rules of the interaction, and eliminated the possibility of the Council to make take it 
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or leave it offers to the EP. Consequently, Codecision II simply recognized what was already in 

practice since Codecision I.  

Regardless of this difference, there is wide agreement that under Codecision II the EP is a 

co-equal legislator with the Council. The reason is that the Council can no longer overrule the EP 

(not even unanimously, as in cooperation) and no longer can it present take-it-or-leave-it 

proposals to the Parliament (as was the case under the Maastricht Treaty). Rather, Council and 

Parliament must bargain on equal footing over the final legislative outcome, with no a priori 

bargaining advantage inhering to either institution. 

So, the only difference remaining in the literature on Codecision I and Codecision II is 

whether there was a significant shift of power in favor of the EP in Amsterdam, or whether this 

shift had already been achieved unilaterally with the adoption of Rule 78. We will return to this 

point in the last section of this chapter. 

The Nice Treaty modified the majority requirements of the codecision procedure, and 

introduced a triple majority in the Council. This modification is equivalent to increasing the 

number of veto players in the system.147 As a result decision-making in the EU becomes more 

difficult, and policy stability increases. 

What is interesting to note in these discussions is that different analyses disagree with 

respect to “nominal” or “actual” rights of different institutions, whether decisions are made under 

complete or incomplete information, in one or multiple dimensions. Some readers may find these 

questions important, and others too “technical.” For the latter, I have to point out that EU 

institutions are complicated, and these details have significant consequences on the distribution 

of power and on policy outcomes. Be that as it may, the more general picture is that the questions 

                                                 
147 More accurately, it will increase the distances among existing veto players. If additional veto players have 
smaller distances from the existing ones they will be absorbed, and if they are further away from the existing ones 
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asked and the inferences made in all these pieces of literature are on the implicit or explicit basis 

of questions studied by the veto players theory: who are the veto players, how do they decide, 

who controls the agenda, and how much.  

b. Legislative procedure consequences on bureaucracies and the judiciary 
Legislative decision-making in the EU changed in several dimensions: it started by 

unanimous decisions by the Council, then moved to a qualified majority inside the Council along 

with agreement of the other two institutional legislators (Commission, and EP), then it moved 

(and remains today) into a codecision stage where an agreement by the EP and the Council are 

sufficient for decisions to be adopted. 

All these changes have effects on the number and the ideological distances of veto 

players, and as a consequence and for the reasons we have seen in Chapter 10 they are likely to 

affect the discretion of bureaucrats and judges. Since the legislative procedures are quite 

complicated, we will have to look at the identities and distances of veto players more closely. I 

will start with a more realistic representation of policy dynamics in the EU than the simplistic 

version I started with in Figure 1. I will make use of a two-dimensional figures (Figure 2 and 

Figure 3) for at least two reasons. First, because as I have argued a one-dimensional 

approximation may be misleading. Second, because many important policy disputes in the 

contemporary EU appear to take place in an at least two-dimensional issue space – one 

dimension describes their preferences for more regional integration; the other is more akin to a 

traditional left-right cleavage (most notably on regulatory matters). (Hix (1999), Kreppel and 

Tsebelis (1999)). The analysis that follows is based on an article by Tsebelis and Garrett (2001). 

  INSERT FIGURE 11.2 HERE 

                                                                                                                                                             
they will not be absorbed. 
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The locations of the actors in Figure 11.2 represent plausible general preference 

configurations in these two dimensions. In both cases the Council and the Parliament are likely 

to be the more “extreme” actors, whereas the Commission is likely to be positioned somewhere 

in between them. On the left-right dimension the Commission is more likely to be closer to the 

national Governments that appoint the Commissioners; on the integration dimension, however, 

the Commission and the EP are more likely to be allied as pro-Europe actors.  

What emerges from these assumptions is that the locations of the three actors represent 

the corners of a triangle. Theoretically, this is the most general representation of all cases in 

which the three actors can have any position with respect to each other – except where two of 

them have identical or positions148, or where one of them is located exactly on a straight line 

connecting the central points of the other two. It should be emphasized, therefore, that the 

analytic thrust of this analysis holds regardless of the relative position of actors. 

   INSERT FIGURE 11.3 HERE 

Let us now rotate Figure 11.2 by 45 degrees (for presentational purposes only), and 

incorporate the fact that the all three institutional actors are in fact multimember bodies deciding 

by simple, absolute or qualified majorities (Figure 11.3). I present the preferences of a 

Parliament made up of 9 members to characterize what is a de facto super-majority threshold for 

voting in the Parliament under the absolute majority requirements for passage in the second 

reading of legislative bills. I incorporate this restriction into our model by requiring a majority 

higher than 5/9 for a bill to be adopted. As a result in Figure 3 there is no majority to the left of 

line E1E5, no majority above line E3E8 etc.149 As a result of this de facto supermajoritarian 

requirement there are some points located centrally in the EP that cannot be defeated by the 

                                                 
148 This was the case I presented in Figure 1. Even in the two dimensional Figure the Commission and the EP had 
almost identical positions. 
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required qualified majority. The Commission is presented with three members, deciding by 

majority of its members (two out of the three) since this is the formal decision rule for the 

College of Commissioners. Finally, again I analyze a seven member Council where five of its 

members represent the required qualified majority for decision-making.  

The central feature of Figure 11.3 is its description of the “core” of the EU’s legislative 

institutions under the various legislative procedures. The core of a legislative rule is the set of 

outcomes that cannot be overruled by the application of that rule. The core of the EU’s different 

legislative procedure describes the discretionary space available to the Commission in the 

implementation of legislation, and to the Court in statutory interpretation. As I have 

demonstrated in Chapter 2, the propositions that follow generalize to more than two dimensions, 

even if the core does not exist.150 It also assumed that the outcome of legislative interactions – in 

the long run – will select points inside the core. Indeed, no matter what the decision making rule 

is, some point inside the core can always defeat any point outside the core. Thus, in equilibrium, 

we would expect the legislative status quo to be inside the core, even if at particular times the 

actors cannot agree to such a move. 

Let us begin by briefly reinterpreting political dynamics where the Council decides by 

unanimity. In such cases, a unanimous Council is required for a change of the legislative status 

quo. Any point inside the C1 … C7 heptagon cannot be modified by unanimity because at least 

one member of the Council would object to any change in the status quo. The hatched area in 

Figure 11.3 (regardless of its shade) is thus the core of unanimity-based legislative procedures 

(and for treaty revisions). Turning to discretion, the Commission and the Court could therefore 

                                                                                                                                                             
149 Since there are only five points in the specified directions and the requirement is more than 5/9 of the votes. 
150 The core formally ceases to exist if one sufficiently increases the dimensionality of the policy space. However, 
we have seen in Chapter 10 that one can make similar arguments on the basis of veto players even when the core 
ceases to exist. 
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effectively implement or interpret a given piece of legislation (the status quo) in any way they 

wish – so long as the ensuing policy outcome remains within the core. This would be true even if 

the Commission’s implementation or the Court’s interpretation were inconsistent with the 

Council’s intent when it passed the legislation. 

The final observation concerns the spatial location of actors. It is obvious that preference 

convergence (e.g. if C1-C7 were clustered more tightly under unanimity, or if the distances 

among Council, Parliament and Commission shrank) would reduce the core and hence the scope 

of discretion in implementation and adjudication as well. Increasing heterogeneity would have 

the opposite effect. In the context of the EU, adding new members to the EU might be expected 

to increase heterogeneity in some cases (the southern accessions and, in the future, those from 

eastern Europe151), but decrease it in others (Austria, Finland and Sweden, on many issues). 

Moreover, there might be reasons to expect the distance among the institutions to be reduced, for 

example if citizens come to hold their MEPs more accountable (and then vote the same way in 

national and EP elections). 

Here I will hold preferences constant and analyze differences in the cores of EU 

legislation – and hence the scope for bureaucratic and judicial discretion – in terms of the 

procedures used to aggregate the preferences of legislative actors. Legislation can pass under the 

consultation and cooperation procedures in two ways. A decision can be taken with an agreement 

of the relevant actors, or by unanimity in the Council (acting alone). For consultation the 

“relevant actors” are a qualified majority of the Council and a majority of the Commission. For 

cooperation an absolute majority of the EP should be added to this list. Figure 11.3 has already 

shown the unanimity core of the Council. What constraints does the alternative rule (agreement 

                                                 
151 Bednar, Ferejohn and Garrett 1996. 
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of Commission for consultation, or the Commission and the Parliament for cooperation) impose 

on policy discretion?  

I concentrate on the cooperation procedure because of the additional complexities 

generated by the participation of the Parliament in legislation. Recall that we are assuming that 

the absolute majority requirement in the Parliament creates a de facto supermajority threshold of 

more than 5/9ths. In Figure 11.3, the 5/9ths core of the EP can be identified. Following the 

procedure described in Chapter 6, I connect each EP member with another so that three other 

members are on one side of the line and the other four members on the other side. Such lines are 

the pairs E1E5, E1E6, E2E6, E2E7 etc. These lines define a polygon inside E1…E9. This is the 

Parliament’s core under absolute majority. Call this specific set of outcomes the “5/9 EP core.” It 

is obvious that the EP cannot modify anything located in that core – even if it could act alone, 

without the support of the Council or Commission. The reason is that there is a majority of more 

than 5/9ths against moving away from any particular point of this nine-sided polygon. Similarly 

there is a core for the Council when it decides by 5/7 QMV. As Figure 3 indicates (and for 

similar reasons as for the Parliament) this “QMV core” is a heptagon located inside C1...C7. 

The lightly shaded area of Figure 11.3 – connecting what turns out to be the decisive 

Commissioner (#1) with the extreme points of the EP’s 5/9ths core and the Council's QMV core 

– is thus the core of legislation requiring a qualified majority in the Council, an absolute majority 

in the EP and a simple majority in the Commission.  

But this is not the core of the cooperation procedure because a unanimous Council can 

also pass legislation. The core of cooperation is thus defined as the intersection of the unanimity 

core of the Council (the hatched area) and the inter-institutional core (the shaded area). In the 

figure, the crosshatched area denotes this cooperation core. Note that this area is always smaller 
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than the Council’s unanimity core (which readers will recall defines the room for policy 

discretion under the Luxembourg compromise, treaty revisions and legislation still subject to 

unanimity voting). 

It is easy to calculate the consultation core, which is simply a subset of the cooperation 

core – since the salient difference between the two procedures is that the agreement of the EP is 

not required. This consultation core is represented in Figure 3 by the most heavily hatched area 

(regardless of shade). 

If the Commission or the Court wants to make a decision that will not be overruled under 

the cooperation procedure, they can implement and interpret legislation anywhere within the 

crosshatched area. How big this area is, of course, depends on the relative position of the 

Commission and the EP with respect to the Council (and the cohesion of individual actors’ 

preferences in these institutions). If, for example, the Commission were located close to E3, the 

core would shrink. One may think that given the selection mechanism for the Commission (that 

requires approval by both the Council and the Parliament) this is the most realistic position of the 

three actors most of the time. The core would expand, however, if the Council was located 

between the Commission and the EP.  

Both versions of codecision specify that at the end of the legislative game, an agreement 

by a qualified majority of the Council and an absolute majority of the EP can overrule other 

actors. In particular, they can bypass the Commission. Consequently, the heavily shaded area of 

Figure 3 that connects the 5/9ths EP core and the 5/7ths Council core represents the core of 

Codecision (I and II). The greater are the policy differences between the Council and the EP (and 

the greater the preference dispersion inside these institutions), the greater the size of the core, 
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and hence the greater the discretion available to the Commission in policy implementation and 

the Court in statutory interpretation. 

   INSERT FIGURE 11.4 

Figure 11.4 focuses on the effects of the Nice Treaty. As I discussed in section 2 the 

qualified majority threshold slightly increased, and the preferences of the new countries are 

likely to be less homogenous than those of the current 15 members. Both these changes tend to 

increase the core of the Council. However, here I will focus on the other two modifications, the 

requirement that legislation be supported by a majority of the countries members, and the 

requirement that winning proposals should be supported by countries totaling at least 62% of the 

EU population. Figure 11.4 starts from the core of the codecision procedure before Nice (as 

presented in Figure 11.3), and compares it with the core after. 

Because of the required triple majority in the Council, some of the qualified majority 

dividers under Amsterdam are replaced. For example, let us assume that C2C6 in Figure 11.4 

does not fulfill one of the two additional requirements. In order to calculate the qualified 

majority core of the Council, this line has to be replaced by the actual qualified majority dividers. 

Let us consider that these lines are C2C7, and C1C6.152 Recalculating the core of the Council 

under these assumptions indicates that it expands as Figure 11.4 indicates. As a result, the core of 

the EU legislative procedures expands also. 

Why did the countries members of the EU select such a convoluted process. Tsebelis and 

Yataganas (2001) trace the Nice negotiations and demonstrate that the large countries were 

essentially satisfied by the qualified majority decision-making in the Council, while the small 

                                                 
152 These lines should go further away from the center of the yolk in order to fulfill the additional requirements. It is 
possible that even these lines would not fulfill the additional requirements, and one would have to move to the lines 
C2C1, C1C7, and C6C7. In this case the difference between Amsterdam and Nice would be even more pronounced 
than the one I am about to describe. 
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countries wanted a to introduce a majority of countries requirement in order to increase their 

weight in the Council. The terms of this debate take us back to the differences between 

Condorcet and Madison with respect to qualified majority and bicameralism that we discussed in 

Chapter 6. Instead of resolving the issue Nice adopted all possible criteria, resulting to an 

overwhelming expansion of the legislative core.   

There is one more expectation resulting from the Nice Treaty that we should underline. 

Because the core of the Council expands, policy stability in the Council increases, and 

consequently it is more difficult for the Council to change the status quo or its previous position. 

As a result, in the conciliation committee of codecision, it will be more difficult for the EP to 

make the Council alter its previous positions, which implies at the institutional level a shift of 

power towards the Council (see Figure 6.3 and the discussion around it). 

In conclusion, the Nice Treaty expands further the size of the Council core, and the EU 

core. The result of these modifications is a shift of legislative power in favor of the Council, and 

an increase in the discretion of the Commission and the Court resulting from the reduced 

capacity of the EU to legislate. It is important to note that in the above discussion just like in 

Chapter 10 “discretion” refers to the behavior of the Commission and the Court, not to the 

institutional rules regulating their activities. 

On the subject of institutional rules regulating bureaucratic behavior, Francino (2001) has 

argued that when the legislative branch cannot overrule bureaucratic behavior (when the core of 

the EU is large), then they will be more restrictive ex ante, that is, they will write the legislation 

in a way of reducing Commission discretion. I have discussed this point in Chapter 10. 

4. Empirical Evidence 
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The institutional literature I reviewed shares several important assumptions with this book. 

All the authors consider institutions as constraints for the behavior of the different actors. As a 

result they expect outcomes to be dependent on the institutions under which they were produced. 

However, given the complexity of EU institutions they several times they come to different 

predictions with respect to specific procedures or outcomes. Let me present some of these 

differences as questions. 

Question 1: Does the EP have conditional agenda setting powers under cooperation? I have 

argued that it does (Tsebelis 1994), other researchers (Crombez (1995), Steunenberg (1994), 

Moser (1996)) that these powers belong to the Commission.  

Question 2: Regardless of who has agenda setting powers, will the outcome in the qualified 

majority winset of the Council be (Q(SQ)) as Crombez (1995), Steunenberg (1994), Moser 

(1996) expect, or only in the points that command a qualified majority over everything that the 

Council can do unanimously (Q(U(SQ)) as I have argued (Tsebelis (1994))?  

Question 3: Is there a difference for the influence the EP has between cooperation and 

Codecision I? Is this difference in favor of the EP when it has the Commission on its side and is 

not confronted with a unanimous Council (that is, when it has conditional agenda setting 

powers)? Garrett and Tsebelis ((Garrett (1995b), Tsebelis (1997), Garrett and Tsebelis (1996), 

(1997)) have provided an affirmative answer, while the conventional wisdom is that the EP 

gained power across the board with Codecision I (see Crombez (1995), Corbett (2001), Scully 

(1997) among others) 

Question 4: Has the Commission lost agenda setting powers under Codecision I (Crombez 

(2001)) or have these powers simply being reduced compared to cooperation (Tsebelis and 

Garrett (2001))? 
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Question 5: Do the Commission as a bureaucracy and the ECJ as the judiciary has constant 

powers, do their powers increase over time (as neofunctionalist theories argue), or do their 

powers vary as a function of legislative procedures? 

These questions about the way EU institutions operate are much more precise than other 

questions asked in this book. These differences of results are an indication of how far the 

collective enterprise of research can go when there is a group of people participating in the same 

research program. How can we corroborate one of the answers in each one of these questions? 

There have been hundreds of empirical studies on the EU. In fact, there are at least two 

journals dedicated exclusively to the study of the EU,153 but their publications tend to focus on 

case studies. Such studies may provide very important insights, but it is not clear whether the 

conclusions are general or hold exclusively in the set of cases they study. Also, the explanations 

proposed may be correct, but it is not clear how the same variables would be measured in 

different cases. Instead of trying to extrapolate from such studies I will describe the results from 

two different statistical analyses, and relate them to the questions I enumerated, one from 

Thomas König (1997) and the other by Tsebelis et. al. (2001). 

Thomas König (1997) combined two different data sources related to a set of 7 bills. On the 

one hand a list of issues debated in the Council (under cooperation procedure the amendments 

introduced by the EP and the Commission) upon the discussion of these bills. On the other, 

expert assessments on the positions of the different countries, the Commission, and the EP in all 

the issues discussed in Council. As a result, he was able to locate the position of actors, the status 

quo, and the outcome of several bills in a high dimensional space (he identified 78 issues 

(dimensions)). He then used multidimensional scaling to reduce the dimensionality of space and 

                                                 
153 The Journal of Common Market Studies, and European Union Politics, not to mention European Journal of 
Political Economy, European Journal of Political Research, and West European Politics which publish also articles 
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present the outcomes in two dimensions. He presents the following two figures (König (1997): 

187 and 189))154 

    INSERT FIGURES 11.5 and 11.6 

Figure 11.5 presents the average legislative outcome under decisions that required unanimity 

in the Council. Figure 11.6 presents the average legislative outcome obtained under cooperation. 

I have used copies of König’s figures and introduced some additional straight lines in order to 

calculate the predictions of the literature, and compare them with the actual outcomes. 

In Figure 11.5 I drew a straight line connecting the preferences of the two countries located 

closest to the status quo (Great Britain and Portugal). Given that all the countries are veto players 

(under unanimity rule), they will all be better off by replacing SQ by its projection on the 

unanimity core. The reader can refer to Figure 10.1 for a similar argument with respect to 

bureaucrats or judges. With respect to legislative studies this is not an uncommon argument. In 

particular, in the EU literature the common belief was that under unanimity the prevailing 

outcome was “the least common denominator” (Lange 1992). König’s study corroborates this 

expectation. 

Before analyzing the results of Figure 11.6, let me compare it with the theoretical picture I 

presented in Figure 11.1. First, notice the location of the status quo, the Council members and the 

EP and Commission. In both cases, the theoretical and the empirically constructed the status quo 

is located to the left, outside the unanimity core of the Council, the Commission and the 

Parliament are located on the other side and close to each other. The empirical picture very 

clearly corroborates a division among these actors as expected along the integration dimension. 

                                                                                                                                                             
on the politics of different European countries. 
154 I thank Thomas König for providing me with the electronic version of these figures that permitted subsequent 
graphic elaborations on my part. Because of their origin the Figures have German characters (D for Germany, K for 
Commission). 
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In Figure 11.2 I drew two lines, one connecting the ideal point of Great Britain and another 

connecting the ideal point of Portugal with the Commission (K) or the EP (P) (given their 

proximity it does not matter). The reason I drew these lines is to identify the location of a 

winning proposal by the EP and the Commission to the Council. According to Tsebelis (1994) 

and the argument I presented in the previous section the Parliament identifies all the outcomes 

that can defeat the status quo by unanimity, and the identifies the set of points that will make a 

qualified majority (q=5/7) better off than anything the Council can do unanimously (U(Q(SQ)). 

In Figure 11.5 there are no such points, so the EP will select the point it prefers from the 

unanimity set of the status quo (U(SQ)).155 Which is the most preferred point in (U(SQ))? 

In order to calculate this point I have drawn a line connecting the position of Great Britain (at 

the extreme left) with the position of the EP and the Commission (given that their ideal points 

are very close to each other I drew a line passing between these two points). On this line I 

selected a point SQ’ so that the distance SQ’GB is the same as the distance SQGB. This is the 

ideal point for the EP and the Commission among all the points of U(SQ). Indeed, this point 

belongs to U(SQ) since GB is indifferent it is located between it, and SQ and all other countries 

prefer it over SQ; in addition, the Commission and the EP cannot do any better because if they 

select a point closer to them, GB is going to veto it. 

In order to identify the Commission proposal following Crombez (1995), Steunenberg 

(1994), and Moser (1996) we have to find the most preferred point by the Commission inside the 

qualified majority (q=5/7) preferred set of the status quo Q(SQ). This point can be identified if 

the Commission makes a proposal to the qualified majority that has preferences as close as 

possible to its own, so if it ignores Great Britain (GB with 10 votes), Ireland (IR with 3 votes) 

                                                 
155 On that point the Tsebelis (1994) was mistaken to claim that under these conditions the EP will not have a 
winning proposal, because it can select the point in U(SQ) that it prefers instead of leaving the Council decide on its 
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and Spain (ES with 8 votes) and concentrates on the other 66 (=87-21) votes of the Council.156 In 

fact, the Commission has to make Portugal indifferent between the status quo and its own 

proposal, so it proposes SQ”. This is the best for the Commission point inside Q(SQ), since all 

countries with the exception of Great Britain, Ireland and Spain prefer it to the status quo, and 

any point closer to the Commission would be vetoed by Portugal. 

A comparison between the two predictions SQ’, SQ” and the actual outcome RE indicates 

that SQ’ is closer to RE than SQ”. So, my predictions are corroborated by König’s (1997) data. 

A problem with König’s data set is its size: it contains few bills with several hundreds 

amendments. One would prefer to have additional data. I think this problem will be addressed in 

the future by König and his collaborators. Another problem is that Figures 11.5 and 11.6 

aggregate different bills. In a more recent article (König and Pöter (2002)) König addresses this 

problem. In this article the data are disaggregated by bill, a new bill is added, along with a 

dimension by dimension method of comparison of the different theories. The disaggregation 

produces essentially the same results as the ones reported above. The one new case produces 

results far away form my predictions and approximating the expectations by Crombez (1995), 

Steunenberg (1994), and Moser (1996) better. The dimension by dimension comparison does not 

discriminate between the two approaches in terms of accuracy. However, as I have discussed 

several times in this book and in particular shown in section 3 and Figure 11.1 of this chapter 

reducing multidimensional problems into single dimensional ones is a poor substitute for 

multidimensional analysis.  

Tsebelis et. al. (2001) take a different empirical tack. They use only data from the 

amendments proposed by the EP to different bills and study the rate of adoption of these 

                                                                                                                                                             
own. 
156 The Commission cannot ignore Portugal with 5 votes because then it loses the required qualified majority of 62 
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amendments. Their method focuses only on the public disagreements among actors. There are 

disagreements that have been resolved in private before the Commission makes its initial 

proposal that are ignored by the analysis, and there are disagreements that may appear for other 

strategic reasons (position taking) instead for the purpose of being legislatively resolved. 

Tsebelis et.al. (2001) defend their approach by arguing that they cannot include “invisible 

politics” in their analysis and that position taking is not so frequent in EU legislation because the 

EU public is not paying attention to legislative politics as most of the literature indicates. So, 

they use the outcomes of the resolution of public disagreements as a proxy measure for the 

influence of different actors. The same approach has been taken by the EP which publishes the 

percentages of its successful amendments, and by most of the literature which reports these 

measure as an indication of the EP’s influence (Corbett et. al. (1995), Westlake (1994), Hix 

(1999)). For example in 1994 the Commission reported:  “Since the Single European Act came 

into force on July 1 1987, over 50 percent of Parliament’s amendments have been accepted by 

the Commission and carried by the Council. No national Parliament has a comparable success 

rate in bending the executive to its will” (Commission Press release 15 December 1994, quoted 

in Earnshaw and Judge (1996: 96)).  

Tsebelis et.al. (2001) data set produces the same aggregate results as the EP, namely that EP 

amendments are more frequently included into the final bill under Codecision I than under 

cooperation. The difference is around 10 percentage points. However, this aggregate measures 

may be not be appropriate for a comparison of the EP’s influence under conditional agenda 

setting or veto. For example, if the Commission disagrees with the EP, the Parliament is deprived 

of agenda setting powers. Similarly, there are not conditional agenda setting powers if the EP (or 

                                                                                                                                                             
votes. 
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for that matter the Commission) is confronted with a unanimous Council. Consequently, one has 

to introduce controls for these possibilities. 

Tsebelis et.al. introduced one prerequisite for conditional agenda setting – acceptance by 

the Commission in their analysis of 230 pieces of legislation involving 5000 amendments. They 

begin by controlling for acceptance by the Commission under the cooperation procedure (since it 

is a condition for conditional agenda setting) but not under codecision (since nobody has claimed 

that the Parliament needs the Commission’s support under this procedure). They find that the 

rejection rate by the Council of Parliament’s amendments that have been accepted by the 

Commission under cooperation is 20 points lower than for all Parliamentary amendments under 

codecision. 

However, one can argue that this is an unfair test, since EP proposals are treated 

differently in the two procedures (as I said, without any controls, the results are in the opposite 

direction). The relevant equation from Tsebelis et. al. (2001) estimating the impact of rejection 

by the Commission on final rejection by the Council, under both the cooperation and Maastricht 

codecision procedures: 

Rejection = .2708 -.0938SYN +.3987REJECTCOM + .3193SYN*REJECTCOM 

       (6.46)    (-1.71)    (4.11)       (2.66) 

 Where SYN is a dummy with the value 1 for cooperation and 0 for Codecision I; 

REJECTCOM is rejection by the Commission; and SYN*REJECTCOM is the interaction 

between the two variables (t-statistics in parentheses).  

This equation implies the following: First, rejection by the Commission has deleterious 

consequences for the survival of an EP amendment, and this is true for both cooperation and 

codecision (the coefficient is substantively large and highly significant). Second, the 



 398

Commission rejected more EP amendments under cooperation than under the Maastricht version 

of codecision (the coefficient of the interaction term is also positive and almost as large and 

statistically significant). Third, controlling for these two factors, the coefficient for amendments 

made under the cooperation procedure is negative (this means that there were fewer rejections by 

the Council of Parliament’s amendments under cooperation than under codecision). This is a 

smaller coefficient, and is not as significant as the others (significance at the .05 level using a 

one-tailed test), so I do not want to make a big issue out of it. However, it goes exactly in the 

direction I have expected. 

On the basis of the above statistical results Tsebelis et.al. (2001) calculate the percentage 

of times that the position of the Commission on an EP amendment is accepted by the Council. 

They find that on the average the Council conforms to the Commission 85% under cooperation, 

and 70% under codecision. As a result, the power of the Commission has been significantly 

reduced under codecision, but certainly not eliminated.  

Corbett (2001a: 373-74) has disputed the theoretical arguments on conditional agenda 

setting vs. veto.157 His major argument has been that Codecision I has been de facto altered by 

Rule 78 (see above), and consequently the Council has not made “take it or leave it” offers to the 

EP since 1994 in draft directive on open network provision in voice telephony (see above). He 

interprets the lack of such proposals by the Council as a de facto victory of the EP and does not 

see any difference between Codecision I and II. In his view the Amsterdam Treaty “did no more 

than entrench reality into the treaty” (Corbett (2001a: 374). What is mistaken about this analysis 

is that a successful maneuver by the EP is not equivalent to the text of a treaty, and the lack of 

take it or leave it offers by the Council may be due both to the fear of the Council and/or of the 

                                                 
157 For the whole debate, see Tsebelis and Garrett (2001), Corbett (2001a), Garrett and Tsebelis (2001), Corbett 
(2001b) 
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fear of the EP of a disagreement in the conciliation committee. Corbett believes that it was the 

Council that backed down, but I have found some evidence that can be interpreted otherwise. 

   INSERT TABLE 11.2 

Table 11.2 presents a breakdown of the 4904 amendments covered by Tsebelis et.al. 

(2001) into cooperation and Codecision I amendments. In addition, it divides these amendments 

into four groups: introduced for the first time in the second round, reintroduced with 

modifications, reintroduced verbatim, not reintroduced. This breakdown indicates that three 

quarters of the time amendments are not reintroduced. If they are however reintroduced the EP 

adopted a more aggressive attitude under cooperation than under Codecision I. Indeed, it would 

reintroduce amendments exactly the same way as in the first round 50% of the time (165/163) 

under cooperation and 40% of the time (98/148) under codecision. In addition, the Council was 

introducing modifications that provoked EP response more frequently under codecision 

(281/2038=.138) than under cooperation (272/2866=.095). Probably a better way to present these 

numbers is by focusing exclusively on the behavior if different actors in the second round. Under 

cooperation (see fourth column of Table 11.2), 45% of second round amendments are caused by 

modifications introduced by the Council, and of the remaining 55% of amendments half are 

reintroduced by the EP as they were in the first round, and the other half under a compromise 

amended form. Under codecision (see seventh column of Table 11.2), 53% of amendments are 

caused by modifications introduced by the Council, and the EP is reintroducing amendments as 

they were only 19% of the time. In other words, from cooperation to codecision we see an eight 

point increase of amendments caused by the Council, and an eight point decrease of the EP 

adopting an intransigent position. These numbers indicate a more aggressive attitude of the 

Council, not the EP under codecision.  



 400

 However, there is one additional interesting point in this debate: the data indicate small 

differences in the identity of the agenda setter. How can we account for that? It seems to me that 

the account of the EU I have presented leaves little doubts that there is a considerable 

multiplicity of veto players: Qualified majorities in the Council, combined with de facto 

qualified majorities in the EP, and sometimes requirement of agreement by the Commission. 

Going back to corollary 1.5.2, the significance of agenda setting declines with the introduction of 

additional veto players. 

Finally, in terms of the powers of the ECJ to interpret law and the Commission as a 

bureaucratic agent, the predictions above indicate that there will be fluctuations of their powers. 

There is little empirical work done on these points. Weiler (1992) suggests that there was a 

decline of the role of the Court in the mid eighties, however he is discussing cases where the 

Court referred to treaties while the argument deals with statutory interpretations. No work has 

been done with respect to behavior independence of the Commission, although Francino has 

produced several articles demonstrating that the institutional discretion of the Commission 

declines when decisions in the Council are taken unanimously, because the Council anticipates 

that the Commission would have more discretion ex post, so it restricts it ex ante. While he 

presents his findings as an “indirect” negative test of my expectations, it seems to me that he 

accepts the logic of my arguments, but does not test the implications.158 

To conclude, let us return to the five questions I asked in the beginning: 

Question 1: Does the EP have conditional agenda setting powers under cooperation? On the 

basis of empirical evidence it is the case that the EP gained conditional agenda setting powers 

with the Single European Act and the cooperation procedure: it introduced thousands of 

amendments and overall some 50 percent of them got accepted. 
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Question 2: Regardless of who has agenda setting powers, will the outcome in the qualified 

majority winset of the Council (Q(SQ)), or only in the points that command a qualified majority 

over everything that the Council can do unanimously (Q(U(SQ))? König’s (1997) data contain 

only cases where Q(U(SQ) is empty. In these cases, the results are located inside U(SQ) as a 

expect and not inside Q(SQ). 

Question 3: Is there a difference for the influence the EP has between cooperation and 

Codecision I? Is this difference in favor of the EP when it has the Commission on its side and is 

not confronted with a unanimous Council? The answers to both these questions are affirmative as 

the empirical results of Tsebelis et. al. (2001) demonstrate.   

Question 4: Has the Commission lost agenda setting powers under Codecision I or have these 

powers simply being reduced compared to cooperation? Tsebelis’ et.al. (2001) data set indicates 

that when the behavior of the Commission is controlled for acceptance rate of EP amendments is 

higher under cooperation. The unconditional rate of acceptance of EP amendments is higher 

under codecision than under cooperation because the Commission was more negative and more 

influential under cooperation than under codecision. 

Question 5: Do the Commission as a bureaucracy and the ECJ as the judiciary have constant 

powers, do their powers over time increase, or do their powers vary as a function of legislative 

procedures? There is no empirical evidence to corroborate my expectations in bureaucracies and 

the judiciary in the EU. Francino produces evidence that the institutional power of the 

Commission is reduced, but he does not address the point of behavioral independence of the 

Commission. Stone Sweet argues for an expansion of the role of the ECJ, while Dehousse (1998) 

for a reduction, however their arguments are based on constitutional decisions, not on statutory 

ones. 

                                                                                                                                                             
158 See the arguments I made about institutional and behavioral independence of central banks in chapter 10 
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Conclusions 

The EU is a complicated and fast changing polity. In fact, analysts disagree whether it 

resembles a presidential or parliamentary system at any point of its recent developments. Instead 

of using the similarities or differences of the EU institutions with any particular polity as the 

basis of my analysis, I described EU institutions (section II) and then modeled them on the basis 

of veto players theory, and came to a series of conclusions (section III), which were corroborated 

by the data (section IV). My expectations regarded not only the legislative system of the EU, but 

also the judiciary and the bureaucracies. 

At the macro level my basic conclusions are that the EU moved from a six or nine or ten 

or twelve veto player system (depending on the number of countries that participated under the 

Luxembourg compromise) to a three or two collective veto player legislative system (from 1987 

on). However, these collective veto players were deciding by qualified majorities each (an 

explicitly stated in the Treaties majority in the Council; and a de facto qualified majority 

(depending on abstentions) in the EP. As a result, policy stability is very high. The legislative 

rules may increase it, or decrease it as the analysis in the second half of the third section has 

shown (Figure 11.3), but we are moving around a very high level of policy stability (large core). 

All the consequences of policy stability are there: complaints about the important role of 

“Brussels” (the headquarters of the Commission) in all European countries, important role of the 

ECJ (in a comparative perspective). 

The Nice Treaty is likely to exacerbate these trends. The qualified majority in the Council 

is going to increase, and it is supplemented by two more required majorities: a majority of 

countries members, and a qualified majority (62%) of the people of the EU. All these features 

increase the core of the Council, and therefore of the EU. In addition, more countries will enter 

the Union, which is likely to produce more diversified interests, and as a result even bigger 

legislative core and smaller winsets of SQ. The consequences of these changes will be an 

increase in policy stability, and an increased role of the bureaucracy and the judiciary.  
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I am not making a normative judgment on whether such changes are beneficial or not. I 

have already stated that it depends on the position of the judge with respect to the status quo. 

However, whether we are talking about behavioral the independence of bureaucrats (as my 

models predict) or the institutional constraints imposed by more detailed legislation that Francino 

describes, it seems that Nice has placed the EU into a heavy bureaucratization orbit. 
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    TABLE 11.1 

 
         Three Approaches to European Integration 

 
 
 Intergovernmentalism Neofunctionalism Institutionalism 
Are governments 
the only (important) 
actors? 

YES NO NO 

Unintended 
consequences? 
 

NO YES NO (under complete 
information) 
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    TABLE 11.2 
Precentages of different Parliamentary responses in the second round of Cooperation and 

Codecision I Procedures.  
 
 

COOPERATION CODECISION 
 # % overall % of 

second 
round 

# % overall % of 
second 
round 

New 
Amend. 

272 0.095 0.453 281 0.138 0.533 

Modif. 
Amend. 163 0.057 

0.272 
148 0.073 

0.281 

Reintr. “as 
is” Amend. 165 0.058 

0.275 
98 0.048 

0.186 

Not Reint. 
Amend. 2266 0.791 

 
1511 0.741 

 

Total 2866 1 1 2038 1 1 
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FIGURE 11.1 

Location of outcome under cooperation procedure in one- and two-dimensional spaces 
(The EP may make a proposal acceptable by the Commission in a two dimensional space  but not 
in a single dimension). 
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    FIGURE 11.2 
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   FIGURE 11.3 
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    FIGURE 11.4 
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   FIGURE 11.5 
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   FIGURE 11.6 
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CONCLUSIONS         
 

This book introduced a new framework for the analysis of political institutions. While 

each of the claims made in particular chapters may have existed already (some of them, as I 

showed in the introduction, for centuries or even millennia), the combination provides a different 

view of institutional analysis. The areas of application of veto player theory are so diversified in 

terms of traditional institutional analysis (different regimes, parties and party systems, federal 

and unified countries) and in terms of subject areas (lawmaking, bureaucracies, judiciary, 

government selection and duration) that I was able to test an intellectually consistent set of 

predictions across many different situations and provide several pieces of evidence to 

corroborate the theory.  

Veto player theory focuses on legislative politics, and how lawmaking decisions are 

made, in order to explain a series of policies, and other important characteristics of democracies. 

Its advantage is that it traces the lawmaking process closely, so that its expectations are more 

likely to be accurate than existing typologies. For example, instead of asking the traditional 

questions about regime type, party system, types of parties etc., it focuses at the interaction 

between the lawmaking institutions, the veto players. The questions I address are: 

1. Who are the veto players? That is, who are the actors whose agreement is necessary for 

a change in the status quo? How many exist? What are their locations? Is any one of them 

located in the unanimity core of the others, in which case the absorption rule applies (i.e. a veto 

player does not “count” because he does not affect outcomes? 

2. How do these veto players decide? Are they single individuals or collective? Do they 

require simple majority, or qualified majority, or unanimity? Do they decide by a combination of 

the above (like EU institutions)? In each one of these cases how is the set of possible outcomes 
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affected? Do they have stable or shifting internal coalitions? And how do these features affect 

the winset of the status quo? 

3. How do veto players interact? Do we know a specific sequence of moves in which case 

we can restrict the set of outcomes; or do we only know that an agreement among them is 

necessary, and therefore, we have no grounds to select one particular point of the winset of the 

status quo over another? 

Answering these questions provides significant insights in the lawmaking process and its 

outcomes, as well as other structural features of different political systems. I will come to them 

shortly, but first let me address how standard questions and classifications introduced in the 

literature relate to these questions. 

Regime types differ in terms of their veto players’ configuration: presidentialism and 

parliamentarism differ in terms of the number of institutional veto players, as well as who and 

how much controls the legislative agenda. Federal and unitary countries also differ along the 

number of institutional veto players. Multiparty coalitions and single party governments differ in 

the number of partisan veto players. Strong and weak parties differ in terms of their party 

cohesion. All systems differ in terms of the distance among veto payers, which affects policy 

stability. 

However, while each one of the standard questions in the literature translates into some 

feature of veto players, this translation is not direct and straightforward. As I explained in 

Chapter 6 the same institutions may have different results on the veto player configuration of a 

country: referendums may increase (usually) or decrease (if both triggering and asking the 

question are prerogatives of the same player) the number of veto players. Executive decrees may 

decrease (usually) or increase (France) the number of veto players, or may simply alter the 
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distances among them. However the major reason why institutions cannot be directly translated 

into statements about veto players is the “absorption rule” that I introduced in Chapter 1. A veto 

player located in the unanimity core (the Pareto set) of other existing veto players is absorbed, 

that is, does not alter policy decision-making. A second chamber or a president with veto powers 

controlled by the same parties, as the government is not going to make a difference if the parties 

are cohesive, but it might make if they are not. A party located between other parties of a 

coalition in the left right dimension will not have an impact on legislation in this dimension, but 

it might have if legislation encompasses many different dimensions, etc. In fact the veto players 

analysis shows why just counting institutions without looking at their preferences, or assuming 

policy spaces to be single dimensional when they are multidimensional, or assuming that a 

country falls in one category (say multiparty system) when the composition of the government 

changes from a single party government to a multiparty coalition, might produce misleading or 

wrong results. 

Because of its attention to the legislative process veto players theory can make accurate 

predictions about policy outcomes as a function of who controls the agenda, who the veto players 

are, and the rules under which they decide. In addition, it provides explanations about the 

relationship between the legislative process and other structural features of a democratic polity, 

like the role of judges and bureaucrats, or government stability (in parliamentary systems) and 

regime stability in presidential ones. 

In terms of specific predictions the theory can identify expected outcomes quite 

accurately when the positions of all veto players, the agenda setter and the status quo are 

identified and known by all actors (perfect information). Indeed, as we saw in Chapter 11 the 
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agenda setter can select among the feasible outcomes the one that he prefers the most as long as 

he makes the relevant actors indifferent between the status quo and his own proposal.  

However, most often the identity or the preferences of the agenda setter are not known. 

Veto playes theory responds by identifying the set of all possible outcomes, the winset of the 

status quo, and expects actors to make inferences from the size of this set. For example, in 

parliamentary systems it is not clear who controls the agenda inside the government. As a result 

the predictions of veto players theory without this agenda setting information are not as sharp as 

other theories (for example bargaining theories among different actors (Baron and Ferejohn, 

Baron, Tsebelis and Money, Huber and McCarty), or situations where most of the decision-

making power is supposed to reside with one particular actor (like the prime minister (Huber, 

Strom) or the corresponding minister (Laver and Shepsle), neither can they be as objectionable 

or controversial as the above. Similarly in presidential systems, the congress makes a proposal to 

the president, but the Congress’ proposal depends usually on the compromise striken in a 

bicameral legislature.  

In the absence of such knowledge, veto palyers theory provides the contours of the 

possible outcomes on the basis of minimal assumptions: that every veto player will accept only 

solutions that it prefers over the status quo. It turns out that this assumption of imprecise identity 

or preferences of the agenda setter and veto players insisting upon having outcomes they prefer 

over the status quo is quite a good an approximation, so that the policy stability expectations of 

veto players theory turn out to be correct. It also turns out that other actors in the system 

(governments, bureaucrats, or judges) act upon this expected policy stability. 

So, while the initial advantage of veto players theory was the precise mapping of the 

legislative process, it turns out that it has additional derivative advantages: The first advantage 
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that the assumptions are minimal and not controversial. Indeed, it is very difficult to argue that 

rational actors will accept policies that they do not prefer over the status quo unless if one 

includes some form of side payments in the analysis. I do not want to argue that such payments 

are impossible. If they are introduced as a constant feature of the analysis however, most (if not 

all) outcomes become possible, and theories become so all encompassing that are impossible to 

be tested. 

Another advantage of the veto players theory is that the underlying models are 

multidimensional. As a result, I do not apply assumptions that generate median voter outcomes 

when such median voters may not exist. In fact, I do not generate equilibria when such equilibria 

might not be there. I just claim that any outcome has to be included in the intersection of the 

winsets of the different veto players, and study the properties of all these points. 

In the theoretical part of this book I started with the simplifying assumption that veto 

players are individual decision-makers, and identified the conditions under which they will count 

or will be absorbed (proposition 1.2), and the systems that produce more or less policy stability 

(proposition 1.4). All the propositions on policy stability were in the form of necessary but not 

sufficient conditions. While propositions identifying necessary but not sufficient conditions are 

very frequent in the social sciences their methodological implications have not been drawn. In 

this book I demonstrate that such propositions lead to expecatations not only about the mean of 

the dependent variable (policy staility) but also about its variance (heteroskedasticity). In 

chapters 7 and 8 I used the appropriate statistical technique to test both my predictions. 

I then expanded the analysis to collective veto players and focused on their decision-

making rules: majority, qualified majority, or unanimity. I demonstrated that most of the time the 

qualitative results are not altered if one approximates a collective veto player as if it were an 
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individual one, and that this result holds even when we are considering veto players deciding 

sequentially (one of them controls the agenda) as opposed to simultaneously. 

I applied these simple principles to the important theoretical questions of the comparative 

politics literature: regime types, federalism, bicameralism, qualified majorities, parties and party 

systems, and referendums. Here are some of the conclusions of this analysis.  

While the existing literature differentiates between presidential and parliamentary 

regimes, veto players finds a way to unify them and make information about one type of regime 

to inform us about what might happen in the other. While most of the literature focuses on the 

difference between collaboration and independence of the executive and legislative branches, I 

point out the importance of agenda setting and cohesion of veto players. Both these variables 

have effect on lawmaking, and in both these variables there is big variation inside each one of the 

regimes. 

However, not all literature differentiates between presidential and parliamentary regimes. 

Arend Lijphart had the sound idea of unifying the study of different regimes by introducing the 

variable “executive dominance” and locating most parliamentary systems higher than 

presidential ones on this dimension. While I think that Lijphart’s approach has important merits, 

the equation of executive dominance with government duration is theoretically untenable, and 

empirically weak. I demonstrated that executive dominance depends on government agenda 

setting powers, and suggested an exhaustive study on agenda setting powers in both presidential 

and parliamentary regimes. Such a study will improve our understanding of politics in both 

regimes. 

Referendums have been a very controversial institution, with some of the literature 

considering them as the essence of democracy, while other authors criticize the lack of 
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information of the people, as well as the fact that they might be a means of empowering 

particular actors. The veto players theory instead of focusing on the distinction between direct 

and indirect democracy, identifies the additional veto player who enters the decision-making 

process in countries with referendums (the “public” or some approximation of the median voter 

as I demonstrated in Chapter 5), and focuses on the process of agenda setting in order to 

understand the properties of different referendum structures. In fact, I have demonstrated that the 

different approaches of referendums in the literature are based on extrapolations of different 

agenda setting structures: the critics of referendums extrapolate from veto player referendums, 

while the supporters are speaking about popular initiatives. I have identified other intermediate 

types of referendums, where legislative power is divided between government and opposition, 

and where the people are called to decide when such disagreements exist (as in Denmark or 

Italy). 

Federalism has been associated with bicameralism after the creation of the American 

Constitution. However in the past it was associated with qualified majorities. Both institutional 

settings (qualified majorities and bicameralism) increase the number of veto players, and lead to 

more policy stability. Their difference is that bicameralism leads to the emergence of one 

privileged dimension of conflict, while qualified majorities protect all centrally located policies. 

The theoretical debate concerning the two forms of government can be found in the analyses of 

Montesqieu and Madison. Today federalism is more frequently associated with bicameralism 

than with qualified majorities (although polities like the US and the EU combine both). Qualified 

majorities are officially associated with certain important policymaking processes: when 

different veto players disagree, or when an issue is of high significance. However as I have 

demonstrated qualified majorities are much more pervasive and exist de facto when some parties 
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are excluded from decision-making or even when absenteeism in parliament turns simple to 

qualified majorities. 

The empirical chapters of this book demonstrate that policy stability is in fact related to 

veto players not only when one focuses on legislation (that is, legislative instruments), but when 

one studies macroeconomic policies (that is, legislative outcomes). Chapters 7 and 8 also 

demonstrated that moving from one to multiple dimensions may be necessary depending on the 

subject of the study, and that veto players enables research on any number of policy dimensions 

(if the data are available). This is a significant improvement over most existing theories which 

assume a single dimensional space as a good approximation. 

The last part of the book focused on structural differences generated in different 

democratic countries because of characteristics of their veto players configuration. In terms of 

government duration as well as government composition, veto players shifts the attention from 

party systems characteristics to government characteristics. As we saw, the ideological distance 

between parties determines who enters government, as well as how long governments last. These 

features of parliamentary systems can be explained by interpreting the “status quo” as an 

outcome dependent on only on policies adopted but on a series of other events prevailing in the 

political environment (shocks) and the veto players theory. 

My analysis indicates that governments are formed by veto players located close to each 

other, because such veto players will have more points to include in their government program, 

but will also be able to face exogenous shocks to the economic or political system. When such 

groups of players exist they will form a coalition government, while when party dispersion is 

high, minority governments may be the only solution. These minority governments are using the 

institutional provisions of government agenda setting more often than other types of government. 
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The issue of independence of the judiciary and bureaucracies was also studied on the 

basis of veto players. I distinguished between institutional and behavioral independence, and 

focused on the second. On the basis of veto players the underlying difference for the role of the 

judiciary play in a country is not the common law or civil law tradition, but the number (and 

distances) of veto players. Countries with low policy stability will have low judicial 

independence, and countries with high policy stability will have more independent judges. I 

provided empirical evidence to corroborate this prediction, along with evidence that federal 

systems will have more independent judiciary, since these judiciary will be called to adjudicate 

between different branches of government. I have a similar expectation for presidential systems, 

but no data to investigate it. I demonstrated that judiciary should be an additional veto player 

only in cases where there is judicial review, but I also argued that in most of these cases they get 

absorbed as an additional veto player because of their mode of appointment. 

With respect to bureaucracies I argued that it is easier to test institutional independence 

than behavioral independence, because the preferences of the bureaucracy is a necessary 

component of the analysis. The only case I found where the literature has been unanimous in 

making such an assumption was case of central banks, and for these particular bureaucracies I 

provided existing evidence that my expectation of behavioral independence is corroborated. 

Finally, a more global assessment of the veto players predictions could be performed on 

EU institutions, which change significantly and frequently over time. Veto players theory does 

not relay on “appropriate” or “inappropriate” analogies, but replicates the institutional structure 

of a polity and studies the policies that it is likely to produce. I demonstrated that the legislative 

power shifts with agenda setting, and provided the reasons for over time changes of the 

significance of the judiciary and the bureaucracies. I also demonstrated that single dimensional 
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models are not able to assess the powers of the parliament, as a result, claimed that a parliament 

that was making thousands of amendments and had one of every two amendments approved was 

considered by some of the literature as a weak parliament. Both the theories and the tests in this 

chapter were significantly more adnvanced than in the rest of this book because the institutions 

were more complicated and the theory had to be further developed to address questions like 

conditional agenda setting and the tests could be more precise because of the existence of sharper 

theoretical predictions in the literature. 

In conclusion, this book contains a series of theoretical arguments and specific 

expectations. These expectations are frequently different from most of the literature: for example 

on how well regime types explain differences among countries, whether party systems or 

government characteristics are more important explanatory variables for the study of different 

phenomena, on the role and the significance of referendums, on the importance and 

consequences of bicameralism, federalism, and qualified majorities. The policy predictions were 

corroborated both with respect to legislation (policy instruments), and macroeconomic policies 

(policy outcomes). The structural predictions were corroborated whether they were on 

bureaucracies, the judiciary, government composition and duration, or overall assessments about 

a variable institutional structure like the EU. On the basis of the arguments produced in this book 

and the diversity of the supporting evidence, veto players’ theory can become the basis of an 

institutional approach to comparative politics.  
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