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Abstract— In this paper, we present an initial design of an
interactive interface for a service robot based on multi sensor
fusion. We show how the integration of speech, vision and laser
range data can be performed using a high level of abstraction.
Guided by a number of scenarios commonly used in a service
robot framework, the experimental evaluation will show the
benefit of sensory integration which allows the design of a robust
and natural interaction system using a set of simple perceptual
algorithms.

I. INTRODUCTION

Our aging society will in the near future require a significant
increase in health care services and facilities to provide
assistance to people in their homes to maintain a reasonable
quality of life. One of the potential solutions to this is the
use of robotic appliances to provide services such as cleaning,
getting dressed, or mobility assistance. In addition to providing
assistance to elderly it can further be envisaged that such
robotic appliances will be of general utility to humans both
at the workplace and in their homes. A number of human-
robot interfaces have been built to instruct a robot of what
task to perform, ranging from basic screen input to natural
language communication [1]–[4]. It is not only necessary to
equip a service robot with technical means of communication,
but also to make those usable for inexperienced users, which
is related to the questions of “How should the communication
be performed?” and “How can the robot give feedback about
its state?”. To answer these questions we have decided to study
a set of typical use cases or communication scenarios.

One important issue for giving feedback while communicat-
ing with a user is an “attention” mechanism allowing the robot
to keep the user in the field of view. The three major problems
arising are i) representation (How to connect perception to
action?), ii) system’s design (What are the necessary control
primitives required to control the behaviour of the robot?),
and iii) sensory feedback (What types of sensors are needed
to achieve a natural way of interaction?). In this paper, we
deal with these issues.

Psychological studies presented in [5] have shown that
people have different attitudes towards automated systems,
often strongly related to system performance and the feedback.
A user study reported in [6] pointed out the importance of user-
friendly interfaces and the ability of the system to convey to
the user how it should be used or what type of interaction is
possible. More precisely, it is important to design a system
with the ability to show its state to the user. As an example,
while the robot is communicating with the user, a camera may
be used to keep the user in the field of view corresponding to

an “eye-to-eye” relation.
To achieve the above mentioned attention mechanism or

focusing ability for an “eye-to-eye” relation, a tracking system
is needed. We integrate vision and laser range data for robust
person tracking and user detection to establish the communi-
cation between a user and the system. We use a state based
approach to handle the different phases of communication.
Once the user is detected (the communication is established),
we integrate speech and gesture recognition for detailed task
specification. The modeled states are related to typical com-
munication cases that may occur between a service robot and
a user. We will show how integration of different sensory
modalities on a high level of abstraction may be used to design
an interaction system and describe the advantages of sensory
integration.

Related to the design and experimental evaluation both
in this paper and in general, we can distinguish between
interfaces from a strictly social point of view (evaluation of the
interaction system) and, so called, goal oriented interaction.
Our approach falls into the latter. The interaction is goal
oriented as it is used to specify robot tasks and explain
intentions.

The outline of the paper is as follows. We begin with a
general description of the system design. In section III we give
an overview of related work and use this to motivate some of
our design decisions in Section II. Section IV describes the
architecture and Section V the implementation. Experimental
results are presented in Section VI and a summary is given
together with some ideas for future work in Section VII.

II. SYSTEM DESIGN

The service robot is aimed at operation in a natural domestic
setting, performing fetch and carry type tasks. The system is
to be used by regular people for operation in an unmodified
setting, which implies that it must rely on sensory informa-
tion for navigation, interaction and instructions. This section
presents some of the general design principles used in our
approach and proposes a set of basic modalities and sensory
data types necessary to design an interactive interface.

A. Use cases

We have based our initial design on the four different
interaction principles or use cases common in a service robot
framework. These are presented in Figure 1:

• the user wants to provide the robot with information,
• the user requires information from the robot,
• the user gives an action command to the robot and



• the user wants to teach the robot which requires that the
robot observes the user’s actions.

User
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to System
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Fig. 1. The four basic use cases for an interactive interface

In all cases, the communication between the user and the
robot has to be established before any of the use case scenarios
can be initiated, and in all cases the communication has to be
ended. Thus, a whole scenario can be divided into three basic
phases: i) establish communication, ii) communication phase
(involving the use cases), and iii) terminate communication.

This has lead us to use a state based approach with a
finite state automaton described as {S, S0,X, δ,Sa}, where
the set S contains the states, S0 represents the start state of
the automaton,X is the accepted input alphabet and δ defines
the transition function. Sa is the set of accepting states.

In the simplest case, the set of basic states would consist of

• a “wait” state - the system observes the environment for
particular events (start and accepting states)

• a “start communication” state - the system actively
searches for a user and initiates the communication
sequence,

• a “communication” state - the user interacts with the
robot, possibly controlling some of its actions and

• a “stop” state - the system goes back to the “wait” state
which could, for example, involve moving back to a
“home” position.

Depending on the use case scenario, the “communication”
state can be modeled as a sub-automaton, with states that
represent the respective use cases. To handle unexpected
situations or errors an additional error state is introduced that
can be reached from other states in cases when the system
faces a specific problem.

B. Experimental Platform

The platform used for experiments is a Nomadics Technolo-
gies 200 with an on board Pentium 450MHz. On the top of the
turret there is a Directed Perception pan-tilt unit with a Sony
XC-999 CCD colour camera on it. A SICK PLS 200-114 laser
range finder is mounted at a height of 93cm. For low level
motor control and coordination the Intelligent Service Robot
(ISR, [7]) architecture is used.

III. MOTIVATION

This section gives a short overview of the related work. We
will concentrate only on systems that are based on sensory
modalities such as vision, laser and speech.

A. Integrated systems

An example of an integrated system, is presented in [1]. The
system integrates different modules in a state based control
loop where the modalities used for interaction are dialogue
and vision based face tracking.

Although dialogue and vision based tracking are run in
parallel, there is no specific integration of these modules.
In contrary to this, our systems integrates sensory input
depending on the current state. The basic design is similar
in that it uses a state based approach.

Another system that integrates different modalities is pre-
sented in [2]. The authors integrate language (command)
processing and gestures for deictic information. Both can be
given either “naturally” or by using a hand held PDA.

Our system is based on similar input modalities (language
commands and gestures), but considers also the laser data as
an additional input. In addition, our design is more general and
allows the use of different input states for sensory modalities.

The Nursebot, [3], [4], provides a framework for personal
robot assistants for the elderly and is divided into several
smaller systems each covering specific applications. Its control
architecture is a hierarchical variant of a partially observable
Markov decision process (POMDP). It coordinates different
functionalities and takes decisions for the interaction with
the user. Hierarchy is required to reduce the state space, as
stated in [4]. A user study has been conducted where the
authors claim that acceptance of the robot was fairly high and
problems were mostly caused by a poorly adjusted speech
system. This work made clear that it is extremely important
to maintain the principle of giving appropriate feedback to
the user at all times. Additionally, it states the importance of
focusing on the right user when a group of people is present.
Compared to this system, we have decided to follow a more
general design strategy.

B. Language processing and gesture recognition

Many different approaches to language processing, in this
case speech recognition and interpretation, have been pre-
sented over the years. For speech recognition, we use the
HMM-based system ESMERALDA [8]. In [9], [10] a method
that allows to set up a dialogue scheme based on clarifying
questions is described. To be able to determine missing or
ambiguous information, the user’s utterances are represented
in typed feature structures (TFS). We use structures inspired
by those TFS to assign spoken input to a predefined hierarchy
of utterance types.

For gesture recognition we use a face and hand tracker
based on skin colour detection, [11]. Here, a combination of
Chromaticity coordinates and a di-chromatic reflection model
is used to achieve robust skin colour based detection of hands
and face. The segmented regions corresponding to the face
and hands are tracked directly in the image space using a
conventional Kalman filter. The matching between images
is performed using a nearest neighbour algorithm, which is
adequate when the algorithm is run at 25 Hz.



IV. GENERAL ARCHITECTURE

Our general architecture is presented in Figure 2. The
control module, labeled with “Coordination and decisions”
represents the basic finite state automaton. The incoming
sensory data and input from the user are interpreted in the
respective modules in the interpretation layer. The control
module receives and handles already interpreted information,
which also depends on the current state of the system.
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Fig. 2. An architecture for interactive interfaces

A. Modalities

Considering the use cases and typical scenarios a service
robot has to handle, we have decided to integrate visual, laser
and speech data for interaction as one possible set of sensors
and modalities that satisfies our requirements.

To deal with the “attention” problem, we suggest a tracking
module based on laser range data. We also consider a camera
on a pan-tilt unit (head-neck motion) as an appropriate way
to give feedback to the user about what the system currently
focuses on. Since it is not possible to derive information about
the user’s face from laser range data, we use a combination of
laser data and image based face detection for more natural (in
terms of feedback) and robust tracking and detection of the
user.

The most complex use case in the system is the teaching
case which involves the ability of the robot to observe the
user’s actions and understand his/her explanations. Addition-
ally, some control inputs from the user has to be interpreted as
a pointing gesture. For this purpose, we use spoken language
interpreter and vision based (gesture) tracking.

1) User detection: In its initial state, the system observes
the environment until a user is detected. The robot directs
its attention to potential users by turning the camera in this
direction to try to verify the existence of a user. If the user
hypothesis is supported by the image data, the robot starts
the interaction by asking this person to verify the hypothesis.
If a confirmation is received from speech recognition and
interpretation, the hypothesis is marked as the user and system
state is switched into the communication state. If a rejection
is uttered or no response is perceived during a predefined time
period, the hypothesis is marked as no longer of interest and
the next hypothesis is chosen. During the verification and the
confirmation step the system continuously tracks not only the

hypothesized person to confirm as user, but all other person
hypotheses respectively.

2) Communication: When a hypothesis is confirmed to be
the user, the communication is established and the system
accepts various kinds of commands as input. Depending on the
received command or utterance, it switches into a certain sub-
state of the communication state. Figure 3 shows some of those
sub-states. As we are interested in handling a scenario that
involves observing the user’s actions, we have concentrated
on designing the integration of speech and vision based hand
tracking modalities for the “teach” sub-state.

Communication
established

Running commandTeaching

Actor is found Perceived "Good Bye"

Handling Questions

Simple
Question

"Dialogue" done

doneBasic
Command

done

Teach command

Teaching in progress part of action still to perform

Fig. 3. The communication state with sub-states.

As our approach is state based, it is possible to interpret
user’s actions – or gestures in general – within the respective
context of the scenario. This allows us to make the assumption
that an observed movement of one of the user’s hands can be
interpreted as a gesture. In some cases the system expects
a pointing gesture and an speech based explanation, see
Figure 4.
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Fig. 4. Integrating gesture and explanation in the respective state.

When the system switches into this particular state, an
explanation from the speech interpreter and a pointing gesture
from the visual tracking system are expected. If any other
spoken input is received, the system informs the user what is
the type of explanation or command it expects at this point.

3) Language processing: In our system, spoken input is
considered the primary control input which makes it necessary



to provide a representation that facilitates the control of the
basic automaton. Consequently, we have chosen to model
the control input using a taxonomy of speech acts. Every
utterance that is accepted as complete is considered as a
speech act. On the second hierarchy level of the system, we
propose the following basic speech types: ADDRESS, COM-
MAND, EXPLANATION, RESPONSE, and QUESTION. These
speech acts are represented in structures inspired by the typed
feature structures (TFS) presented in [9], which allows us to
assign features of arbitrary type to the speech act. Objects and
locations for the command type speech act are represented as
strings. This is sufficient to demonstrate the general way of
integrating different types of information in the structures.

For the interpretation, a word spotting approach is used
which is also implemented in form of a state automaton. This
is possible because the expected set of utterances for our pur-
pose consists of a small and regular subset of natural English
language. Additionally, this approach has the advantage that
unexpected input can be ignored. This, in its turn, reduces the
number of errors resulting from speech recognition.

V. IMPLEMENTATION

The implemented system is schematically shown in Fig-
ure 5. The ISR architecture allows us to use a connection to
the planning system for low level control of the robot.
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Fig. 5. The implemented system

Different types of connections for data transmission from
the interpreting modules of laser, speech and image data are
used. A push-type connection is used for laser data, which
means that laser data is sent to the system at a fixed rate.
Speech input is also received through a push-type connection.
In this case it means that as soon as there is some speech data
it will be sent to the system. Camera images are only grabbed
when required.

Figure 6 shows a schematic overview for detecting the user.
Two cues can trigger the system to start searching for the
user: a) motion, and b) a spoken command given to the robot.
When any of these events occur, a set representing all possible
person-like hypotheses is initialized and searched for the actual
user. This search is based on the assumption that the user

stands rather close to the robot. For each hypotheses from the
set, a verification step is performed. Apart from the correct size
in the laser scan, the verification relies on the image based face
detection.
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Fig. 6. Schematic overview of detecting the user.

A. Interpreting laser data

To obtain hypotheses about where there are people from
laser data, two cues are used: body shape and motion. As our
laser range finder is mounted on a height of 93cm, it is too
high to be used for detecting “leg-like” structures. Therefore,
we use the fact that a body causes a single convex pattern (see
[12]) of a certain size and we use this assumption to estimate
regions in which a person-like structure exist.

Movement detection can be derived from the subtraction of
two consecutive scans under the assumption that the robot is
not moving around in this state. This assumption seems natural
since, at this stage, we consider a scenario where the user has
to take the initiative of approaching and addressing the robot.
However, a method to detect moving objects by a moving
robot, as for example presented in [13], is one of the modules
that we are considering to integrate as a part of our future
work. The result of the motion cue is mapped to the observed
person-like objects from the shape cue. Moving objects are
then considered more likely being a person than static ones.

B. Interpreting visual information

To verify the hypotheses generated by processing the laser
data, visual information is used. Face and hand tracking which
is based on skin colour detection is used for the verification.
The segmented blobs are thresholded based on their approx-
imate size and position in the image. This is possible to
do since the distance between the person and the robot is
easily estimated from laser data. The interpreting module is
responsible for delivering information about the presence of a
face or the movement of the user’s hands in states that require
tracking and gesture recognition.

VI. EXPERIMENTAL EVALUATION

In general, our state based approach represents the three
phases of a natural communication between humans quite well.
We have performed a number of experiments with different
users and the overall results for detecting and verifying the



user are good. The following sections present some of the
example scenarios and show the advantages of our integrated
system.

A. Cue integration for verification of person hypotheses

Figure 7 shows a panoramic view of the room used for
experiments with hypotheses (marked with white crosses)
generated by our skin colour detector. Note here that we are
not using a panoramic camera - this image is just to show
a number of hypothesis generated in general by a colour
detector. The blobs are marked with crosses and are note
yet pruned depending on their size or position. So, using
colour based hypotheses generation without any additional
information would give (in this example) 43 hypotheses out of
which only one is correct (if only the person’s face is searched
for). The lower part of the figure shows a corresponding laser
scan of the same static scene displayed in polar coordinates
and connected to a polyline. In this laser scan, nine hypotheses
for convex objects are detected of which four remain after
the check for appropriate size. These are marked with arrows
pointing up.

Fig. 7. Generating hypotheses separately from laser and vision data.

Integrating the colour hypotheses with those delivered by
the laser data interpreter, the colour hypotheses are checked
for appropriate size and position. This allows the verification
of person hypotheses by combining respective information. In
this particular example, only two of the hypotheses remain.

As this example scene was static, no movement information
could be used to help elimination of the remaining false
positives. An additional problem here is that the false positive
arising from the chair is ranked as the strongest hypothesis due
to being closest to the robot. The following example shows
how the integration of speech helps to eliminate even this
hypothesis. The basic procedure is to verify the hypothesis
in a two-step process. This experiment shows the immediate
benefit of sensory integration even in case of completely static
scenes. In addition, it allows to keep the face of the user in the

focus of attention of the camera providing also the necessary
feedback to the user about the current state of the interaction
system.

The next experiment, presented in Figure 8, shows how even
better hypotheses verification can be performed when motion
information is available. It can be seen from the figure how
the ranking of hypotheses changes when one moving person
is present in the scene shown in Figure 7.
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Fig. 8. One person is moving, the other hypotheses represent static objects.
When the movement is detected, the ranking for the hypotheses is flipped.

In the following, we show an experiment that presents the
behaviour of the system in a scenario. The process is shown
as a sequence of images together with the transcript of user
utterances and output of the system. First, a new person set is
initialized and the user is detected.

New person set initialized
SEARCH_ACTOR

After detecting the user, the camera is focused on the user’s
face and she is asked for confirmation.

TALK: Can I do something
for you?

Now, the camera is oriented towards the user and the system
asks what should be done since no further information was
received. The user explains that she would like to show
something, which implies, that a pointing gesture is to be
expected.

TALK: What do you want me
to do?

The camera moves down to focus on the hands. The visual
tracker is initialized by assuming the hands in the lower
corners of the image and the face at the middle of the upper
bound, as indicated by the boxes in the images. From this
initial position it adjusts itself to the actual position of hands
and head. Both hands are tracked to determine which hand is



moving. The head is tracked too as to maintain the assumptions
required by the tracker (see [11]). One of those assumptions
is that the hands are always at a lower position than the head.

TALK:I am WATCHING
your hands

When the hand stops, the tracker is also stopped and the final
position of the moving hand is used to compute the position
relative to the robot (x - and y-coordinates in mm). This
demonstrates that it is sufficient to have a gesture recognition
running only when required by the communication state. If the
visual tracker and interpretation of its results had been running
in parallel to the attention part, it would have been obviously
very expensive in terms of calculation time. So one of the
general results for the integration of speech and gestures is,
that both support each other:

• Gestures give the missing deictic information and
• spoken input allows to start a gesture recognition only

when necessary.

When the tracker has stopped, the camera is directed to the
user’s face again and she is asked if something else should
be done. In the experiment the answer is “good bye”, which
makes the system return to the start state.

A comparable experiment with a second user who was
introduced to the system for the first time, has shown that
a very short explanation was sufficient to use the system.

To summarize, the experiments show that the combination
of very simple and therefore computationally inexpensive
modalities, helps to achieve an overall robust system that
allows to maintain the proposed interaction principles.

B. State based integration of speech and gestures

The approach used for gesture interpretation is a rather
simple one. Still, a very important result obtained was: With
the help of the context information, which can be derived from
the system state, the rate of false positives in terms of pointing
gesture recognition can be reduced drastically. The occurrence
of a specific gesture is expected only in certain states and the
advantage of this approach is obvious:

a) A computationally expensive gesture recognition system
can be initiated exactly when required, and

b) the likelihood of recognising a certain type of gesture
instead of some arbitrary gesture is therefore higher.

Our next step is to improve the design of the gesture recog-
nition module by using results from extended user studies.

VII. CONCLUSION

We have presented the initial design of our human robot
interaction system. The main contribution of our work is
threefold: i) consideration of perception-action loops and their
modeling, ii) design based on use cases, and iii) integration

of multiple sensory feedback to achieve flexibility and robust-
ness. A number of related systems have been presented and
compared to the proposed architecture. We have shown that,
by considering an integration framework, even rather simple
algorithms can be used to design a robust system that also
allows for a natural communication between the user and the
robot.

Our future work will concentrate on enhancing the tracking
abilities to tracking with a moving robot and further on pro-
viding additional algorithms that will allow for more complex
action of the robot. Some of them are manipulation of objects
where the need for object recognition and pose estimation is
an obvious requirement, [14].
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