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Abstract— Spatial knowledge constitutes a fundamental com-
ponent of the knowledge base of a cognitive, mobile agent. This
paper introduces a rigorously defined framework for building
a cognitive spatial map that permits high level reasoning
about space along with robust navigation and localization. Our
framework builds on the concepts ofplaces and scenes expressed
in terms of arbitrary, possibly complex features as well as
local spatial relations. The resulting map is topological and
discrete, robocentric and specific to the agent’s perception. We
analyze spatial mapping design mechanics in order to obtain
rules for how to define the map components and attempt to
prove that if certain design rules are obeyed then certain map
properties are guaranteed to be realized. The idea of this paper
is to take a step back from existing algorithms and literature
and see how a rigorous formal treatment can lead the way
towards a powerful spatial representation for localization and
navigation. We illustrate the power of our analysis and motivate
our cognitive mapping characteristics with some illustrative
examples.

I. I NTRODUCTION

An autonomous mobile agent needs to represent its sur-
roundings in order to reason an plan actions within it. The
typical spatial knowledge representations used in mobile
robotics are purely metrical and rely on information extracted
from simple, but accurate metric sensors. However, as the
robots are designed to perform human-like tasks in more
and more complex and dynamic environments [3], [8], [14],
metrical global maps become harder to control and observe
[5]. Moreover, it is not clear that the level of detail offered
by such maps is necessary, or even desirable, when the agent
is a cognitive system intended to interact with the world in
a human-like way [5], [14]. It is commonly accepted [5],
[8], [9], [14], that the spatial knowledge of a cognitive agent
should be abstracted in order to make it robust to dynamic
variations, easier to maintain and useful for spatial reasoning.
At the same time, the agent should be able to exploit sensory
information that might be complex and non-metric [3], [8],
[9], yet reflects crucial aspects of the environment.

This paper is motivated by desire to create a powerful
cognitive mapping framework, which is suitable for cognitive
conceptualization, encompasses complex spatial information,
and provides robustness against natural changes in the en-
vironment, while maintaining a description that permits for-
mal proofs and derivations. Although the literature contains
many algorithms for spatial mapping, there is little work on
the formal analysis of their fundamental requirements and
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properties. The idea of this paper, is to take a step back
and see how a rigorous formal treatment can lead the way
towards a powerful spatial representation for localization and
navigation.

The contribution of the work presented here is a cognitive
mapping framework that builds on the concepts ofplaces
andscenesexpressed in terms of arbitrary, possibly complex
features as well as local spatial relations. The resulting
map is topological and discrete, robocentric and specific to
the agent’s perception. We analyze spatial mapping design
mechanics in order to obtain rules for how to define the map
components and attempt to prove that if certain design rules
are obeyed then certain map properties are guaranteed to be
realized. Moreover, we suggest localization and navigation
strategies that can be applied in this framework. Finally, we
illustrate the power of our analysis and motivate our cognitive
mapping characteristics with illustrative examples.

The paper is organized as follows: after a general overview
of the framework, Section III presents the formal definition
of the map and its components. Then, Section IV gives a
method for expressing the map through a set of functions
and provides rules that must be obeyed in order for the
map to be valid. Sections V and VI propose methods for
performing navigation as well as probabilistic localization
within the framework. The paper concludes with a summary
and a brief discussion.

II. A N OVERVIEW OF THE FRAMEWORK

The role of a cognitive map is not to represent the world
as accurately as possible, but rather to allow the agent
to act in an environment despite uncertainty and dynamic
variations. Such a map does not need to provide perfect
global consistency as long as the local spatial relations are
preserved with sufficient accuracy. In our framework, the
map is represented as a collection of basic spatial entities
calledplaces.

A place is defined by a subset of values of arbitrary,
possibly complex, distinctive features and spatial relations
reflecting the structure of the environment. The features
provide information about the world and can be perceived by
an agent when at that place. In this sense, the places build on
the perception of the agent and are based on its perceptual
capabilities. Additionally, we introduce the concept of a
scenewhich facilitates the generation of places by providing
groupings of similar feature values. In addition to this, a
scene provides a segmentation of space that serves as a basis
for defining spatial relations.

The structure of the framework and its formalization
described in the next section represent a certain view on



a cognitive map. First, the map is defined in terms of the
agent’s perception of space and adapts to its perceptual
capabilities. Second, the perceived features can be abstract
and non-metric and describe for instance visual propertiesof
the world. In this sense, the map is subjective and robocentric
as the robot’s observations do not have to be expressed in
terms of any objectively defined quantities or any global
coordinate system. The map is fragmented (consists of a
set of independent places), topological and does not require
maintaining global spatial consistency.

This framework is designed so that a robot can build
from the bottom-up a cognitive map of the environment
which follows certain cognitive principles. The idea is that
such principles can actually lead to better performance in
localization, navigation and loop-closing for robots moving
in large-scale environments; e.g. see the practical demonstra-
tions in [5], [8]. The work of [5] involves a similarly designed
mapping framework to the one analyzed in this paper and
motivates the need to take a step back and analyze what
desirable properties of the cognitive map can be provably
obtained. The next section provides a formal definition of
the place map and each of its components.

III. D EFINITION OF THE PLACE MAP

Consider a set{fi}
nf

i=1 of featuresfi defined as

fi (x, t) : C × R → Fi ∈ R
n (1)

whereC represents theconfiguration spaceof the agent (e.g.
C = R

2 if only position in a 2D metric space is considered
andC = R

2 ×SO(1) if the value of features can depend on
both position and heading),t ∈ R represents time, andFi is
the range of values of the featurefi. Features thus provide
information about the world as it would be perceived by an
agent located at the configurationx ∈ C. Each feature can
be time-varying.

An example feature-type is Euclidean distance,fi(x, t) =
‖x−y‖2, with Fi = [0,∞), which maps every point inC to
a value dependent on how farx ∈ C is to a specific landmark
located aty ∈ C. Features do not necessarily have to describe
metric properties of the world (such as distance or size).
Consider for instance a visibility-type feature for whichFi =
{0, 1}, which relates every posex ∈ C to a binary output
depending on whether or not a specific landmark is visible in
that pose. Another example would be a featurefi(x, t) with
Fi = [0, 1], which represents the average hue perceived by
the robot’s visual sensor, or even the full HSV color space,
in which caseFi = [0, 1]× [0, 1]× [0, 1]. Such features may
be time-varying e.g. due to changes in illumination.

Other, more abstract, feature types are possible in this
framework. An example could be features typically em-
ployed in visual topological localization [3], [5], [9] such
as clouds of image keypoints characterized by the local
SIFT [7] or SURF [2] descriptors. Features such as the “gist”
of a scene [13] (principal components of outputs of spatially
oriented image filters) or other global image features applied
for visual place classification [9] could also be used in this
framework in a straightforward manner. In such case,fi(x, t)

is a vector representing local descriptors for theN strongest
keypoints or the global descriptor.

Given the definition of features, we can now introduce the
feature space

F = F1 ×F2 × . . . ×Fnf
, (2)

in which each tuple(ζ1, . . . , ζnf
) of the feature valuesζi =

fi(x, t) corresponds to a single point. We are now ready to
define the concept of ascene.

Definition 1: We introduce a set{Si}
ns

i=1 of scenesSi

defined as
Si =

{

(ζ1, . . . , ζnf
)
}

⊆ F (3)

such that∀iSi 6= ∅ and ∀i6=jSi ∩ Sj = ∅. In other words,
scenes are (non-overlapping) collections of tuples of features
that could be perceived by the robot. Then, it is possible to
specify the extent of a scene in the configuration space at
time t:

CSi
(t) =

{

x ∈ C :
(

f1(x, t), . . . , fnf
(x, t)

)

∈ Si

}

(4)

It is important to note that no assumptions need to be made
about the properties or structure of the feature functions in
order to determine if a pointx ∈ C is within the spatial
extent of a sceneSi at time t. In particular, a closed-form
expression is not required as long as the feature values can
be obtained. This has important practical implications as it
permits the use of more complex features.

The definition of scenes gives raise to a segmentation of
the configuration space. Depending on the features, however,
this segmentation may not reflect the spatial relationshipsin
the world that constitute a large portion of the spatial knowl-
edge. Intuitively, the definition of scenes leads to a division
of metric space into regions based on properties such as
appearance. As such, two distant disconnected regions could
share similar properties (see e.g. Figure 1(a)). Additional
power to distinguish between such regions can be attained
using knowledge about spatially neighboring regions.

Consider a set{ri}
nr

i=1 of spatial relationsri defined as

ri (x, t) : C × R → Ri ∈ R
m, (5)

where Ri is the range of values of the relationri. Each
spatial relationri is defined with respect to the set of scenes
{Si}i and describes the spatial relation of the pointx in
the configuration spaceC at time t to some or all of those
scenes. Relations permit discriminating between points using
region-based concepts such as the region connection calcu-
lus, RCC [10], often applied in qualitative spatial reasoning.
Moreover, in many cases, the values of relations can be
estimated in practice by performing a dynamic action in
the environment (e.g. the agent moving between points in
configuration space that correspond to different scenes).

Consider, for instance, the adjacency relation for which
Ri = {1, 0}. The adjacency relationrSi

(x, t) of a point
x ∈ C to the regionCSi

can be expressed in terms of the
RCC-8 [10] predicateEC (externally connected) as

rSi
(x, t) =

∨

Sj

x ∈ CSj
∧ EC(CSi

, CSj
). (6)



Alternatively, a relation could be defined based on the
minimum distance between a regionCSi

and a pointx in
the configuration space as follows

rSi
(x, t) = min

y∈CSi

‖x − y‖. (7)

We have now defined scenes and spatial relations, the main
building blocks of the spatial entities constituting our map.
Analogously to the feature space, we can introduce theplace
descriptor space

D = F ×R1 ×R2 × . . . ×Rnr
, (8)

in which each tupleD = (ζ1, . . . , ζnf
, ρ1, . . . , ρnr

) of the
feature values and relation valuesρi = ri(x, t) corresponds
to a single point.

Definition 2: Let us define theplace mapas a set

M =
{

P1,P2, . . . ,Pnp

}

(9)

of placesPi defined as

Pi = {D} ⊆ D (10)

such that∀iPi 6= ∅ and∀i6=jPi ∩ Pj = ∅.
In other words, similarly to scenes, places are groups
of values of features; however, they encompass additional
knowledge about the structure of the world encoded in the
values of relations.

As a result, it is possible to specify the extent of a place
in the configuration space at timet, as follows

CPi
(t) = {x ∈ C : (f1(x, t), . . . , fnf

(x, t),

r1(x, t), . . . , rnf
(x, t)) ∈ Pi} (11)

Note that not every pointx ∈ C is necessarily assigned to
a placePi. The set of pointsQ(t) = C /

⋃

{CPi
(t)}

np

i=1 is
denotedunassigned spaceat time t. Again, no assumptions
have to be made about the structure of the functions used
to obtain the values of features and relations in order to
determine if a pointx ∈ C is within the spatial extent of a
place at timet.

Let us discuss the properties of places in the configuration
space. Places are defined exclusively in terms of the values
of features and spatial relations that are in functional relation
to (x ∈ C, t ∈ R). Moreover, places do not overlap in the
descriptor space. As a consequence, places do not overlap in
configuration space:∀i6=j,t∈R CPi

(t) ∩ CPj
(t) = ∅.

Also, if features and relations are time-invariant, the
extents of places will be time-invariant as well. Typically, the
nature of relations will mean that they are time-invariant as
long as the features are. Note that if the configuration space
reflects both position and heading, the places might spread
across several positions and only a subset of headings.

A. Example 1 - Abstract Features and Relations

Consider a simple example of a small environment pre-
sented in Figure 1(a) consisting of 4 rooms characterized by
the color of the floor. We define a single featuref1(x, t) :
C×R → F1 that corresponds to the hue of the floor color at
the locationx ∈ C = R

2. Then, the feature space is simply

(a) Map of the environment and metric extents of places.

(b) Scenes defined in the feature space.

(c) Places defined in the descriptor space.

Fig. 1. Illustrative example of an environment and definitionsof places in
the descriptor space.

defined by the range of the hue values e.g.F1 = [0, 255].
If we divide the feature space into regions as presented
in Figure 1(b), we can differentiate between three scenes:
red (S1), yellow (S2) and green (S3). We can clearly see
that the sceneS1 corresponds to two separate rooms which
could be distinguished if we consider their relations to other
scenes. Let us define an adjacency relation with respect
to the sceneS3, r1(x, t) : C × R → R1 = {1, 0} as
explained in Section III, and create the place descriptor space
D = F1 × R1. In that space, we can create four non-
overlapping placesP1-P4 by dividing the sceneS1 into two
places, one of which is adjacent to the sceneS3 and the
other is not. This division is reflected in the clustering of the
descriptor space presented in Figure 1(c).

IV. SPACE SEGMENTATION USING APPLICABILITY

The division of the feature space and descriptor space that
gives rise to scenes and then to places can be expressed in
many different ways. This section describes the segmentation
in terms of real-valued functions over space, which encode
the degree of belonging to the different places or scenes.

This view imposes certain restrictions on the functions and
thereby on the features and relations used, but given that
these are satisfied it is shown that a consistent segmentation
results. As will be demonstrated in Sections V and VI, this
information can also be used to support both navigation and
localization. We describe these functions both for scenes and
places, denoting the feature/descriptor space (as the casemay
be) by A, and an arbitrary point in that space byA. The
reasoning is analogous for both cases.

We introduce a set{gi}
ng

i=1 of applicability functionsgi

defined as

gi(A) : A → Gi ⊆ (R+ ∪ {0}), (12)



Definition 3: Given the set of applicability functions
{gi}

ng

i=1, we define a clusterKi ⊆ A as

Ki = {A ∈ A : gi(A) > gj(A) > 0,∀i 6= j} (13)

and note especially thatgi(A) = 0 ⇒ A /∈ Ki.
Definition 3 suggests that we can think of the functionsgi(A)
asmeasuresof how applicable a pointA is to the clusterKi.
The clusters are non-overlapping inA: ∀i6=jKi∩Kj = ∅. We
now examine the requirements this places on the spatially
defined feature and relation functions.

To do this let us introduce an additional function

χi(x) = gi(A) = gi(a1(x, t), . . . , ana
(x, t)) (14)

which represents the applicability over the configuration
space. (Here, theai may be features only or features and
relations, depending on whetherA = F or A = D.) As a
result, it is similarly possible to specify the extent of a place
in the configuration space at timet, as follows

CPi
(t) = {x ∈ C : χi(x) > χj(x) > 0, ∀i 6= j}

Q(t) = {x : χi(x) = 0,∀i} (15)

However, this leaves parts ofC undefined wherever noχi

is greater than any other. If this occurs anywhere but on an
infinitesimal borderline between places/scenes, it represents
an ambiguity. To avoid this we introduce the following:

Definition 4: Let µ(S) ≥ 0 denote the Lebesgue measure
of the setS and∆ the set of all points not defined by Eq. 15.
If µ (∆) = 0, the spatial segmentation by{χi} is said to be
consistent.

Proposition 1: Suppose thatχi is a piecewise analytical
function, i.e. thatχi = {χi,α, if x ∈ Di,α} ,∀α whereα is
a countable index and where eachχi,α is a real analytic
function on its open domainDi,α for all t. Assume that
µ(Di,α) > 0 and {

⋃

α cl(Di,α)} = C where cl(Di,α) is
the closure ofDi,α in C. In the same way, letχj =
{χj,β , if x ∈ Dj,β} ,∀β in the same way. Now assume that
χi andχj are not identical on any entire intersection of their
analytical pieces (except where both are identically zero):

∀α∀β : Di,α ∩ Dj,β 6= ∅ ⇒

⇒ χi(x) 6≡ χj(x) ∨ χi(x) ≡ χj(x) ≡ 0 on Di,α ∩ Dj,β

If the above holds for all pairsi 6= j, the segmentation of
space into place via Eq. 15 is consistent, as per Definition 4.

Proof: The functionχi − χj , is real and analytic on
each non-emptyDij,α,β , Di,α ∩ Dj,β Because of this, on
Dij,α,β the zeros ofχi−χj are isolated unlessχi andχj are
equivalent functions, which is disallowed by the assumption,
except where both functions are identically zero. Thus, the
Lebesgue measure of the zero set ofχi − χj is zero (the
borders of theDi,α,β also have measure 0). The proposition
follows immediately.

A simple, but useful, corollary of this proposition is as
follows.

Corollary 1: The segmentation of space into places via
Eq. 15 is consistent, as per Definition 4, ifχi and χj are
real analytic functions on the domainC, andχi 6≡ χj on C.

If ai are piece-wise analytic functions and each applica-
bility function gi is analytic onA, then χi is piece-wise
analytic on a partitioning ofC (where the partitioning is a
function of the domains on whichai are analytic).

The requirement thatχi, ∀i are real analytic functions
on all of C is sufficient but not necessary. In some cases
this requirement is too restrictive; e.g. it prohibits binary
(true/false) type features. The following result providesan
useful augmentation.

Proposition 2: Suppose thatχi = (χd
i + χa

i )χb
i andχj =

(χd
j + χa

j )χb
j , whereχa

i and χa
j are real analytic functions

on C, andχd
i andχd

j are piecewise constant onC. Moreover,
χb

i and χb
j are functions taking values in{0, 1} over all C.

Assume thatχa
i − χa

j 6≡ C where C is a constant. Then
the segmentation of space into places is consistent, as per
Definition 4.

Proof: Note first that with no loss of generality we
can ignore the effect ofχb

i and χb
j and consider only the

remaining functions.χd
i is a constant functionχd

i ≡ Cα

on each open domainDi,α, where{
⋃

α cl(Di,α)} = C, and
analogously forχd

j . Then,χi−χj is a piecewise real analytic
function on each non-emptyDij,α,β , Di,α∩Dj,β , andχi−
χj ≡ χa

i − χa
j + Cα − Cβ on Dij,α,β . The zero set of this

function can only have a non-zero Lebesgue measure ifχa
i −

χa
j is constant, which is disallowed.
The last proposition accounts for discrete-valued feature

types to be used in admissibility functions as a special
case (given that they are accompanied by a continuous
component).

Features of the typefi(x, t) : C → {0, 1} are useful since
so-called visibility features are of this type. That is, a point
y
∗ ∈ C is either visible (1) or not visible (0) from another

pointx ∈ C. The support of a visibility featurefi(x, t) : C →
{0, 1} belongs to the class of so-called star-shaped sets; e.g.
see [4].

In the final corollary, we show how two useful classes
of feature functions can be combined in an applicability
function to provide a consistent segmentation of space:

Corollary 2: Assume that

χi = Ωi

(

{ab
k}k∈Mb

)





∑

k∈Md

λikad
k + χa

i



 (16)

where ab
k are binary-valued features fromA, and ad

k are
piece-wise constant functions taken fromA. Ω is any logical
expression on theab

k. Assume thatχa
i − χa

j 6≡ C whereC
is a constant. Then the segmentation of space into places is
consistent, as per Definition 4.

A. Example 2 - Distance and Visibility Features

As a theoretical illustration, consider a small office with
three desks (see Figure 2(a)). The desks each have a com-
puter screen and one additionally a framed picture. They are
partially surrounded by partitions which block the view.

Four places have been assigned, all defined by different
features (t omitted for clarity):
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(a) Configuration 1
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(b) Configuration 2

Fig. 2. Two configurations of an office and their consequent place regions.

• P1 - “Close to door object”
χ1(x) = fdoorc

(x) = 1

1+‖p
door

−x‖
• P2 - “Close to picture and picture visible”

χ2(x) = fpicv
(x) · fpicc

(x) = fpicv
(x) · 1

1+‖ppic−x‖

• P3 - “Close to computer b and in front of desk”
χ3(x) = fdeskf

(x) · fcomp2c
(x)

= fdeskf
(x) · 1

1+‖pcomp2−x‖

• P4 - “Close to computer c and computer c visible”
χ4(x) = fcomp3v

(x) · fcomp3c
(x)

= fcomp3v
(x) · 1

1+‖pcomp3−x‖

Here,

fpicv
(x) =

{

1 if picture unoccluded fromx

0 otherwise

and analogously forfcomp2v
andfcomp3v

. The “in front of”
feature is also binary:

fdeskf
(x) =

{

1 x ∈ Xdesk

0 otherwise

whereXdesk is a region projecting straight outward from the
edge of the desk – cf. Figure 2(b).

These applicability functions fulfill the requirements of
Proposition 2, as the radial components have different cen-
ters. It is assumed that there is a threshold for the applica-
bility functions, below which a point is not considered part
of any of the places (hence the circular borders). In effect,
the regions belonging to the four places “compete” for the
space and the best match wins out at each point.

These features exemplify the different sorts of functional
aspects that define places to a cognitive agent. In a real-world
scenario, places would likely be characterized by a larger
number of features combined, for increased robustness. For
the same reason, the granularity of places would typically
also be finer. Also, since the features would be selected
autonomously by a robotic agent their definition might be
less human-comprehensible than the above selection. Still,
this discrepancy will ideally be kept small, so that the spatial
conceptualization of human and robot are invariant to similar
types of features.

In Figure 2(b), the same office is shown after a rearrange-
ment of the desks. Note how the regions, though their shape
and size have changed, remain well-defined and how the
cognitively conceptualized places (in the sense of having
functionally conceived features) maintain their semanticsig-
nificance despite having entirely different metric properties.

V. NAVIGATION

The places discussed in Section III provide the segmen-
tation of space into discrete units, and allow an agent to
localize itself in the environment, by evaluating places’
descriptor sets at its current location using its sensors. Amap
must, besides allowing for localization, provide a means for
navigating through it. We do this in terms ofpaths, which
represent the (potential) movement from one (start) place to
another (goal) place. Just as places are defined by descriptors,
so each path is associated with apath precept.

Definition 5: LetS represent the space of low-level sensor
inputs available to the agent. Similarly, letO represent the
space of low-level control outputs. Then, a path precept is a
mapping from a low-level sensory states ∈ S to a control
outputo ∈ O:

πi : S 7→ O (17)
A path is always associated with exactly one precept.S is

of course given by the system instantiation, and may include
virtual sensor modalities, such as local metric maps built over
a period of time. It is in general a richer representation than
the feature spaceF , and allows for low-level considerations
such as obstacle avoidance and other reactive behaviours.

The above definition is very general and admits path
precepts that produce any sort of output. We therefore
distinguish betweenproper and improper path precepts.

Definition 6: A proper path precept will, if applied con-
tinuously while moving from the start place of the path, bring
the agent to the goal place.

Note that, in an unpredictable real-world application, this
property of path precepts is a random variable; a precept
might be more or less proper depending on its success rate.
Also, a dynamic world implies that path precepts may cease
to be proper due to changes in the environment.

A. Principles for path precepts

The fundamental attribute of a proper path precept is that
the output brings the agent to the place to which the path is
leading. Places, in turn, are defined in terms of descriptors.
These two facts give rise to the following basic rule for
creating proper path precepts:

Remark 1:A path precept should be defined such that
it, given a sensory state, produces a control output that
is expected to increase the relative (compared to those of
competing places) applicability function of the goal place.

Thus, the form of the precept naturally arises from the
descriptor that define places: A precept that keeps success-
fully increasing the applicability function must eventually
reach the goal place; conversely, the goal cannot be reached
without increasing it. Obviously, the method of accom-
plishing this can vary. Local hill-climbing approaches are
general, but suffer from local maxima, whereas global maxi-
mization though more robust requires more information and
sophisticated control. The actual control policy chosen will
depend on available sensory information, control outputs,and
efficiency considerations.

Remark 2: If the instantiation permits applicability to be
evaluated outside of the immediate surroundings of the
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(a) Paths leading from place 1 to
places 2 and 4.
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(b) Place graph for the office.

Fig. 3. Examples of paths.

current configurationx ∈ C and if the control output is
of an abstraction level that admits set-points inC, then the
following specialization of the above rule can be made:

x
∗ = argmax

x∈C

(

χi(x) − max
j 6=i

χj(x)

)

(18)

wherex
∗ is the set-point for the agent’s controller,i is the

goal place, andχk the applicability function for placek.
The above principles may still leave some ambiguity as

to the precise contents of the precept; different descriptors
may suggest entirely different movement rules, and the way
different descriptors change with movement may be more or
less easy to predict in varying sensory circumstances. Any
implementation that mixes different types of descriptors will
therefore require a facility for estimating the applicability
of the goal place at a distance – or at least, caching
such information when it is available – and, based on this,
producing a local navigation goal for lower-level navigation
to carry out.

Apart from being proper, a path precept also needs to
be well-defined for all sensor states. Moreover, it should
be efficient in execution (i.e. minimizing the time, distance,
energy etc. necessary to reach the goal) and efficient to
evaluate (i.e. computationally).

B. Example

As a simple example of path precepts derived from place
descriptors, regard the office in Figure 2(a). The simplicity
of each place’s applicability function makes it easy to define
path precepts through Remark 2. Take for examplei = 2:

x
∗ = argmax

x∈R2

(

χ2(x) − max
j 6=2

χj(x)

)

= ppic

In other words, the precept is simply to move towards the
picture in order to reach placeP2. Figure 3(a) illustrates
how different points in placeP1 will give rise to different
trajectories into placeP2, and correspondingly for placeP4.
Note that once the agent enters the goal place and detects
this, there’s no point in continuing to the set point; the path
precept is simply meant to take it within the boundary of the
place.

The above path precept forP2 does not necessarily work
as well in P3 and P4, however. If it is assumed that the
agent is unable to detect the picture behind the partition (such
as by virtual sensing), or if it lacks the obstacle avoidance

capacity to approachppic except by a straight line, then this
path precept is not proper to the paths fromP3 andP4 to
P2.

In the same way, the natural path precept fromP2 to
P3 (moving toward computer b) is not proper to that path.
Figure 3(b) shows a graph containing the paths which have
proper precepts. Note that the path fromP2 to P4 is more
proper than its reverse.

The distinction between proper and improper path precepts
is not clear-cut even in this simple example: there are points
in P3 from which the picture inP2 is visible, and points in
P2 where the computer inP4 cannot be seen.

If the room is rearranged, as in Figure 2(b), then while the
path precepts remain the same (being defined as in Remark 2)
they will no longer be proper or improper to the degree
indicated by the graph in Figure 3(b). An agent relying on
that information to navigate in the office may fail to do so,
but can update its representation by invalidating paths that
fail and creating new ones from the unchanged precepts.

VI. L OCALIZATION

According to the definition ofplaces in Section III,
given the true values of place descriptors (features and
spatial relations)Dt = (ζ1,t, . . . , ζnf ,t, ρ1,t, . . . , ρnr,t) ob-
tained at timet for location x(t), the place to which that
x corresponds is uniquely identified. Consider a function
D(x, t) = (f1(x, t), . . . , fnf

(x, t), r1(x, t), . . . , rnr
(x, t))

that provides the true values of place descriptors for location
x and timet. Then, forDt = D(x(t), t), the true place is
given byLt , i : Dt ∈ Pi.

However, in the real world an agent is moving through
space, following paths to get from place to place and needs
to maintain its localization in the face of uncertainty. Let
us denote the observation of all descriptors at timet as
D̂t = Dt + et, where e is an error. We view the agent’s
progress from place to place as a Markov process with
Lt the state at (discrete) timet and D̂t the measurement.
Localization is then carried out iteratively according to the
following formula:

p
(

Lt | {D̂}t, {α}t−1

)

(19)

=
∑

Lt−1

p
(

Lt | Lt−1, D̂t, αt−1

)

× p
(

Lt−1 | {D̂}t−1, {α}t−2

)

where{D̂}t represents all measurements up until timet, and
equivalently for the actionsα.

The probability update in Eq. 19 is computed as follows:

p
(

Lt | Lt−1, D̂t, αt−1

)

(20)

= γ · p
(

D̂t | Lt

)

p (Lt | Lt−1, αt−1)

Here, γ is a normalization constant, andαt is the action
taken at timet; that is, a choice of a path to follow and an
according path precept.



The factors in Eq. 20 represent respectively the mea-
surement integration step, and the prediction step, of the
localization update.

A. Prediction

The prediction step encapsulates the probability of tran-
sitioning from one place to another given the actionαt.
If xt and xt+1 are the configurations at timet and t + 1
respectively, then

p (Lt+1 |Lt, αt) (21)

=

∫

xt+1

p(Lt+1 |xt+1)p(xt+t |Lt, αt)dxt+1

=

∫∫

xt+1∈CLt+1
xt

1 · p(xt+1 |xt, αt)p(xt |Lt)dxtdxt+1

The factor p(xt+1 | xt, αt) represents the evolution of
the exact configuration during the transition, and can be
computed via the Fokker-Planck equation (see e.g. [11]); we
assume the continuous-time process can be written:

dξ = fα(ξ)dτ + N(ξ)dη (22)

ξ(0) = xt

xt+1 = ξ (min{τ : Sα (ξ(τ), τ) = 0})

where fα represents the motion model, given the chosen
path precept, anddη represents the random evolution of
a stochastic process such as a Brownian motion.N is a
configuration-dependent transformation of the process noise.
The transition ends when the stopping conditionS, given by
the path precept, evaluates to0.

The resulting integral is very difficult to compute in
general, and an analytic solution will not be feasible except
for the very simplest cases.

Because of this, it may be more profitable to view the state
transition probabilities as hidden model parameters:

p (Lt+1 = j | Lt = i, α) = θi,j,α (23)

Given an initial estimate forθi,j,α and observations of out-
comes of action execution in a real or simulated setting, the
parameters can be iteratively estimated through Expectation-
Maximization.

The basic constraint is that
∑

i θi,j,α = 1. Reasonable
initial estimates will vary with instantiation, and may be
taken from appropriately defined relations; as an example,
a transition to a nearby or adjacent place might be assigned
a higher probability by default. The simplest assumption is
that of uniform probability:θi,j,α = 1/nP wherenP is the
number of places.

B. Measurement integration

After the action is finished, the measurement step incor-
porates observations of descriptors into the probability dis-
tribution. As is seen below, this expression is complicatedby
the fact that knowing the place does not imply a probability

distribution over exact locationsx, nor over descriptor values
D.

Observed descriptor values are conditionally independent
of place, given true descriptor valuesD′:

p
(

D̂t | Lt

)

(24)

=

∫

D′∈D

p
(

D̂t | D′
)

p (D′ | Lt) dD′

The first factor is simply the likelihood of the observation.
Expressed using the probability distribution of the measure-
ment error, it becomes:

p
(

D̂t | D′
)

= pe

(

D̂t − D′
)

(25)

If observation errors are taken to be conditionally indepen-
dent, given the true descriptor values, the likelihood function
can be written:

p
(

D̂t | D′
)

(26)

=

nf
∏

i=1

p
(

ζ̂i,t | ζi

)

nr
∏

i=1

p (ρ̂i,t | ρi)

=

nf
∏

i=1

pei

(

ζ̂i,t − ζi

)

nr
∏

i=1

pe′

i
(ρ̂i,t − ρi)

whereei ande′i are the errors associated with the measure-
ment of featurei and relationi, respectively.

The second factor in Eq. 24 represents the way descriptor
values are distributed inside places. One way of dealing with
it is to assume a normalized distribution ofD′ over Pi,
i.e. a constant. However, this distribution is dependent on
the details of the instantiation. If it cannot be modeled or
estimated, another approach is to evaluate

p (D′ | Lt) (27)

=

∫

x∈C

δ (D′ − D (x, t)) p (x | Lt) dmx

=

∫

x∈Ψ

p (x | Lt)

|∇D(x, t)|
dm−1x

where Ψ denotes allx which satisfyD′ = D(x, t). δ is
the Dirac distribution, and the final step uses the generalized
scaling property of integrals over Dirac distributions.m is
the dimension ofC.

p (x | L) can be modeled either as a constant overCLt
or

estimated based on observations. If a place is defined in terms
of an applicability function, the spatial information encoded
in it can also be used to model this distribution.

VII. D ISCUSSION

Despite the fact that the framework presented in the
previous section represents a certain view on the structure
of a cognitive map, it is also very general and allows
for expressing many existing approaches as specific cases.
Consider for instance the topological map constituting a
part of the Multi-Layered Conceptual Spatial Representation
presented in [14]. The authors propose to create a topological
representation on top of a two-dimensional metric line map,



and ground each topological node around a point anchored
to the metric map. Such approach can be easily expressed
in our framework if we define a featureζ = f(x, t) = x,
wherex ∈ C = R

2 represents the coordinates on the metric
map, and a set of applicability functions{gi(ζ)}nt

i=1 such
that gi(ζ) = 1/(1 + |ti − ζ|) for each of thent topological
nodes, whereti is the center of the node expressed in the
coordinates of the metric line map.

The generality of the presented approach can accommo-
date a very wide range of different methods for abstracting
space into places. Exact grid decomposition [1] as well
as fixed decomposition can both be described in terms of
this framework, given properly chosen features, as can the
“islands of reliability” of [12]. Even a system such as the
Spatial Semantic Hierarchy [6] is possible to express in
these terms; however, to accomplish this, a relatively high
level of abstraction must be assumed for the features and
the sensor input. Nevertheless, it is our expectation that
such requirements will not apply in general to powerful and
cognitively well-founded instantiations of this framework.

A. Future work

Possible directions in which to extend this work include:
1) Feature selection:Within this paper we have assumed

a set of features as given. In a practical system, an agent
will have access to high-dimensional low-level sensor data
and the features used for building scenes will need to be
abstracted from this data. This can be done in either a pre-
programmed or an automatic manner.

2) Virtualized sensors:Herein, features are defined as
functions of single points in configuration space; in effect,
a feature is conceived of as an abstract sensor output while
the agent is at that point. In practice, techniques that allow
information to be integrated over time may serve as “virtual”
sensor input permitting more advanced features to be defined.

3) Clustering: This paper has suggested one way of
clustering the feature space into scenes using applicability
functions. Methods for automatic and dynamically updated
clustering could be applied.

4) Spatial reasoning:One principal use for segmenting
space, in a cognitive systems context, is high-level spatial
reasoning, planning, learning and communication. It would
be useful to explore the implications of a feature-based place
concept when integrated as a component of a full cognitive
system.

VIII. C ONCLUSIONS

We have presented a general framework for building a
spatial map based on places and scenes which supports lo-
calization and navigation using arbitrary features and higher-
level spatial relations. We suggested how the framework
would be used to instantiate a system with cognitively
plausible features, as well as how to extract precepts for
moving from one place to another. Probabilistic expressions
used for localization in the framework were presented and
the necessity for additional assumptions was highlighted.

The framework has been shown to entail existing spatial
representations. In the future, we hope to demonstrate in-
stantiations built directly on the proposed framework, which
will prove the viability of the approach and its usefulness in
higher-level reasoning.
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