
IEEE TRANSACTIONS ON ROBOTICS, VOL. 25, NO. 2, APRIL 2009 325

Design and Implementation of NIMS3D, a 3-D
Cabled Robot for Actuated Sensing Applications

Per Henrik Borgstrom, Nils Peter Borgstrom, Michael J. Stealey, Brett Jordan,
Gaurav S. Sukhatme, Senior Member, IEEE, Maxim A. Batalin, Member, IEEE,

and William J. Kaiser, Senior Member, IEEE

Abstract—We present NIMS3D, a novel 3-D cabled robot for
actuated sensing applications. We provide a brief overview of the
main hardware components. Next, we describe installation pro-
cedures, including novel calibration methods, that enable rapid
in-field deployability for nonexpert end users, and provide simula-
tions and experimental results to highlight their effectiveness. Kine-
matic and dynamic analysis of the system are provided, followed by
a description of control methods. We provide experimental results
that illustrate tracking of linear and nonlinear paths by NIMS3D.
Thereafter, we briefly present an example of an actuated sensing
task performed by the system. Finally, we describe methods of im-
proving energy efficiency by leveraging nonlinear trajectories and
energy-optimal tension distributions. Experimental and simulated
results show that energy efficiency can be improved significantly by
using optimized parabolic trajectories. Furthermore, we provide
simulation results that demonstrate improved efficiency enabled
by optimal, least norm tension distributions.

Index Terms—Cabled robots, environmental robots, field robots,
parallel robots, robotics in hazardous fields.

I. INTRODUCTION

CABLE-DRIVEN robots consist of computer-driven actua-
tors that enable controlled release of cables. These cables,

in turn, may support a wide range of end-effector systems. The
actuators can be stationary or mobile and are positioned in the
extremities of the robot workspace. The range of the end-effector
is limited to the volume or plane defined by these actuators, al-
though, in general, stability concerns further limit the range of
operation.

The authors of [4] describe several advantages of cabled
robots, including the following:

1) remote location of motors and controls;
2) rapid deployability;
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3) potentially large workspaces;
4) high load capacity;
5) Reliability.
Because of these characteristics, cabled robots are ideal for

many tasks, such as the handling of hazardous materials and dis-
aster search and rescue efforts [5]. A balloon-cable-driven robot
for use in search and rescue is developed in [6], but suffers from
poor stability in windy conditions [7]. Additionally, several ca-
bled robotic systems such as the SkyCam [8] and Cablecam [9]
have found success in the fields of sports and entertainment.
Similar platforms have been implemented for use as air vehi-
cle simulators in development of sensing and control strate-
gies [10]. Recently, cabled robotic systems have demonstrated
critical capabilities for monitoring terrestrial ecosystems [11]
and water resources with a focus on the characterization of con-
taminants [12]–[14]. The new cabled robotic systems reported
here will provide significant advances in capability over these
previous systems

There is much prior work in kinematic, static, and dynamic
analysis of cabled robotic systems. Williams et al. provide anal-
ysis and simulations for planar cable-driven robots in [15]–[17],
and detail hardware implementation and provide experimental
results in [16]. Dynamic analysis of cable array robotic cranes is
presented in [18] in the case of rigid cables and in [19] for flexi-
ble cables. Other work in design and control of fully constrained
cable-driven robots includes the WARP [20] and FALCON [21]
systems.

Prior art in trajectory control of underconstrained cable robots
is somewhat limited. The authors of [22] employ inverse dynam-
ics and feedforward and feedback control methods to provide
trajectory control of an incompletely constrained wrench-type
cable robot with mobile actuators. Control is achieved through
a proportional-derivative (PD) controller and a precompensator.
The authors of [23] and [24] provide simulation and experimen-
tal results of two closed-loop asymptotic control mechanisms
based on Lyapunov design techniques and feedback lineariza-
tion, respectively.

In this paper, we detail the design and implementation of
NIMS3D, an underconstrained 3-D cabled robot for actuated
sensing applications. NIMS3D can assume a four-cabled form,
as in Fig. 1, or a three-cabled form, as in Fig. 2. We have
developed algorithms for both deployment configurations and
provide extensive simulation results. Additionally, we have im-
plemented and deployed a three-cabled system, and provide
experimental results to highlight the performance of our meth-
ods for this configuration. Specifically, the contributions of this
paper are as follows.
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Fig. 1. Schematic of a four-cabled NIMS3D deployment showing: 1) infras-
tructure, consisting of poles and pulleys; 2) a generic sensor package; and
3) the motor control box.

1) Description of a novel cabled robotic system.
2) Installation and calibration procedures to enable rapid in-

field deployments.
3) Example 3-D actuated sampling experiments.
4) Novel energy-efficient trajectory-generation methods to

reduce power requirements and prolong deployment
lifetime.

5) Efficient computation of least norm tension distributions
for systems wherein the number of cables exceeds the
number of DOFs by one.

The remainder of this paper is as follows: In Section II, we
provide a hardware overview of NIMS3D. In Section III, we de-
scribe rapid deployment procedures, including a novel calibra-
tion scheme. In Section IV, the forward and inverse position and
velocity kinematics of NIMS3D are derived, while the dynamics
are considered in Section V. In Section VI, trajectory control
methods are presented and trajectory tracking results are pro-
vided. In Section VII, we provide results from an example of an
actuated sensing application. In Section VIII, we present novel
methods geared toward improving energy efficiency of NIMS3D
by leveraging nonlinear trajectories and energy-optimal tension
distributions. In Section IX, we conclude the paper and briefly
describe current research objectives.

II. SYSTEM OVERVIEW

The NIMS3D system architecture and the methods described
here enable rapid deployment in diverse environments ranging
from indoor to remote natural environment applications where
sensors and robotic end-effectors must be precisely controlled
in a large volume. Fig. 1 shows a schematic diagram of a four-
cabled NIMS3D system deployed in an environmental monitor-
ing application. The system comprises three components: 1) the
infrastructure, consisting of poles and pulleys; 2) a generic node
platform, on which a variety of sensors can be mounted; 3) the
motor control box, which controls the spooling of the suspension
cables. The cables, which are nonelastic, low-mass, high tensile
strength fishing lines, all originate from a single motor control
box and connect to the node platform via pulleys. By virtue of
this common origin, all cables, controllers, motors, and power

Fig. 2. Schematic of a three-cabled NIMS3D deployment showing the refer-
ence frame, end-effector location �X = [x, y, z]T , the cable origins, Pi , the
horizontal distances Di , and cable lengths Li , i = 1, 2, 3.

requirements are isolated to a single area of the deployment
site. This allows for easy access to all wired components and
enables flexibility in deployment configurations. Furthermore,
Fig. 2 shows a geometric schematic of a three-cabled NIMS3D
arrangement showing the reference frame, end-effector location
�X = [x, y, z]T , cable origins Pi , horizontal distances Di , and
cable lengths Li, i = 1, 2, 3.

While the reader is referred to [1] for a detailed hardware
implementation of NIMS3D, one aspect of its design is particu-
larly pertinent to the control algorithms presented in this paper:
precise encoder-enabled control of cable length. Traditionally,
motor position can be controlled by mounting an encoder on
the motor output shaft and employing feedback to ensure cor-
rect positioning. However, the critical issue in this system is
not controlling motor position but rather cable length. Because
reeling cable in and out changes the spooling radius, the rela-
tionship between motor position and line release is nonlinear
and becomes very difficult to predict. Previous work [25] has
employed specially designed winch systems in which the cable
is wound onto a threaded drum that moves laterally as the motor
rotates. This solution requires significant hardware customiza-
tion and also is severely limited in the length of cable that can
be stored on the winch. The solution developed for the NIMS3D
system reported here is to introduce precise cable tracking en-
abled by optical encoders mounted on idler wheels that rotate
freely as the cable passes over them. Since the diameter of the
idler wheels is constant, the amount of released cable is directly
proportional to the encoder output value and is thereby directly
controllable.

As described in Section I, NIMS3D can be deployed in three-
or four-cabled configurations. Four-cabled configurations in-
crease the size of the workspace and enable quadrilateral deploy-
mentsthat are desirable for some target applications. Although
the two configurations are fundamentally similar, the addition
of a fourth cable results in the existence of an infinite set of
feasible tension distributions, as discussed in Section VIII-B.1.
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III. DEPLOYMENT PROCEDURE

NIMS3D has been designed to enable rapid in-field deploy-
ment by small teams with limited training. The deployment
procedure consists of 1) erecting the infrastructure and 2) cali-
bration. In this section, we describe the deployment process.

A. Infrastructure

The design of NIMS3D enables flexibility in selecting infras-
tructure components. All that is required are pulleys mounted in
the perimeter of the desired workspace and means to stabilize
the motor control box. We have performed several deployments
in which we have used various forms of infrastructure to sup-
port the pulleys. For example, in one deployment, pulleys were
attached to tree limbs, as depicted in Fig. 1. In other deploy-
ments, we have used poles supported by guy-wires. In each of
these cases, the time required for setting up the infrastructure
was less than 1 h. In our trials, the horizontal distances between
cable origins were of the order of 10 m. For larger deployments,
infrastructure installation remains entirely practical, although
this installation may require additional deployment time. Fur-
thermore, although the use of naturally occurring infrastructure,
such as terrain features or trees, may expedite the deployment
process, the compliance of these structures may introduce error
in calibration and during system operation. Thus, it is left to
the discretion of deployment teams to determine whether the
potential loss of accuracy is an acceptable tradeoff for reducing
installation time.

B. Calibration

Once the infrastructure has been erected, the cables are
spooled through the pulleys and connected in the middle of
the workspace. Thereafter, the only remaining task is calibra-
tion. In order to enable rapid deployability for NIMS3D, it is
critical that in-field deployment teams be able to quickly and
accurately calibrate the system for a given configuration. Cal-
ibration consists of measurement of the configuration-specific
parameters, namely the locations of the points of origin of all
N cables, {Pi = [xi yi zi ]T : i = 1 . . . N}. Ideally, calibration
would not require expensive measurement or surveying equip-
ment and would be simple enough for nonexpert end users. It
should be noted that the calibration procedures developed in
this section are applicable to both three-cabled and four-cabled
configurations.

1) Calibration Methods: While there is little previous work
aimed at expediting rapid calibration of in-field parallel mech-
anisms, the authors of [5] propose the following solution for
calibrating a concept rescue robot driven by three cranes: given
that there are three locations in the workspace whose positions
relative to one another are accurately known, move the end-
effector to each of these calibration points and record the length
of each cable to that point. The cables are measured using rotary
encoders that track their release, which requires no extra equip-
ment. It is evident that, upon completing the measurements, the
distance between each cable origin and three points is known,
with some measurement noise. The location of each cable origin

is then given by the intersection of the three spheres centered
at the three measurement points and the, respective, measured
distances. Because the authors suggest the use of a global po-
sitioning system (GPS) to determine the locations of the three
calibration points, we hereafter refer to this method as the GPS
method.

This proposed calibration scheme is problematic for a number
of reasons. First, accurately measuring the relative locations of
three points in 3-D space requires some form of precise ranging
equipment or GPS, and becomes more difficult in the absence
of a reliable reference plane. Furthermore, deployments might
occur in areas with poor GPS connectivity, making reliable lo-
calization of the three calibration points more difficult. Second,
maneuvering the end-effector to the three calibration points is
difficult and must be done manually. Until calibration is com-
plete, it is not possible to define the kinematic mapping from
joint space to tip space, and the operator is required to manually
steer the node by releasing or reeling in cables. This may re-
quire substantial operating time and necessitates some training
for the user. Finally, as will be shown in Section III-B.2, the GPS
method is highly susceptible to measurement noise and yields
poor accuracy.

Consider the example three-cabled configuration shown in
Fig. 2. The calibration method proposed in this paper is as fol-
lows: a plumb line is suspended from each of the cable origins.
Using a laser rangefinder, the horizontal distance D1 ,D2 ,D3
between the plumb lines can be measured quickly and precisely.
Without loss of generality, x1 and y1 can be set to zero, and
the horizontal vector from this point toward the plumb line sus-
pended from P2 can be taken as the x axis. Thus, P1 = [0 0 z1 ]T

and P2 = [D2 0 z2 ]T , as illustrated in Fig. 2. The x3 and y3 can
be found easily and are given by

x3 =
D2

1 + D2
2 − D2

3

2D2
(1)

y3 =
√

D2
1 − x2

3 . (2)

In the case of a four-cabled deployment, the x and y coor-
dinates of the fourth point can be easily found through similar
range measurements.

In order to determine the heights of the cable origins, a ref-
erence plane must be determined. In many cases, there is an
obvious and readily available ground plane. For indoor deploy-
ments, the floor is taken as the ground plane. In this case, if
there is no obstruction between the cable origins and the floor,
the heights can be measured directly by releasing enough cable
to just touch the floor and then measuring their length via the
optical encoders that track cable release. In other cases, there is
an obvious reference plane, but it is not immediately accessible,
as there may be obstructions between the floor and the points Pi .
Alternatively, there are many outdoor applications where similar
problems arise. For example, one of the potential applications
for NIMS3D is in water monitoring. In such deployments, the
cable origins might be above land that may not be level, while a
majority of the workspace is above water, which provides a po-
tential reference plane. In absence of a reference plane, one can
be created by using a laser level or by stringing a taut horizontal
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cable across the workspace. The question then becomes how
to leverage this ground plane for calibration without having to
define and measure any particular calibration points in it.

Consider an arbitrary set of M calibration points {Pcj
=

[xcj
ycj

0]T : j = 1 . . . M} that lie in the z = 0 plane some-
where within the workspace. If the node is moved to this set of
points, and the length of each cable is recorded, then we have
that

Lij = ‖Pi − Pcj
‖ i = 1 . . . N, j = 1 . . . M (3)

where Lij is the length of the ith cable to the jth calibration
point. Each calibration point introduces N nonlinear equations
and two unknown variables, xcj

and ycj
. Moreover, z1...N , the

heights of the N cable origins, are also unknown. Thus, we
have M × N equations in 2M + N variables. For a three-cable
system, N = 3, and the system of equations is adequately con-
strained for M ≥ 3. For a four-cable configuration, N = 4, and
the system of equations is adequately constrained for M ≥ 2.

The problem of finding z1...N that are most consistent with
the measured cable lengths can be expressed as the minimization
of the following cost function:

M∑
j=1

N∑
i=1

(L2
ij − ‖Pi − P̂cj

‖2)2 (4)

where P̂cj
is the estimated location of the jth calibration point

for a given set of z1...N . Computation of P̂cj
cannot be done

by the normal forward kinematic method, which computes the
intersection of the three spheres centered at the cable origins
with radius equal to the respective cable lengths. This is because
Pcj

is constrained to the z = 0 plane, and applying forward
kinematics will generally give solutions that are not in this plane.
Instead, the location of the calibration points is found using a
least-squares estimator, which is described in, for example, [26].
The least-square estimator computes the point in the z = 0 plane
that is most consistent with the set of measured cable lengths.

We compute z∗, the optimal set of z1...N as follows:

z∗1...N =

∣∣∣∣∣ argmin
z1 . . . N

M∑
j=1

N∑
i=1

(L2
ij − ‖Pi − P̂cj

‖2)2

∣∣∣∣∣ (5)

This optimization can be performed very quickly using any
available numerical optimization software, such as MATLAB’s
fminsearch. Taking the absolute value in (5) is necessary be-
cause the cost function is symmetric about the z = 0 plane, and
reflections may occur for some datasets.

There are a number of distinct advantages associated with
this calibration method as compared to the GPS method of [5].
First, the set of calibration points is completely arbitrary and
the relative positions of the calibration points do not have to be
measured. Second, the user who is performing the calibration is
not required to maneuver the node to specific locations, as any
position in the ground plane is a valid calibration point. This
is a critical improvement because of the difficulty involved in
manually positioning the node. Whereas it is quite challenging
to move the node to a specific location, it is straightforward to
move it to a specific height: releasing any cable causes the node

TABLE I
EXPERIMENTAL THREE-CABLED NIMS3D CONFIGURATION

Fig. 3. Mean calibration error shown against the number of calibration points
for various σL .

to move downward, and shortening any cable causes the node
to rise. Finally, as will be discussed in the following section, our
proposed calibration scheme produces more accurate results
than the GPS method.

2) Calibration Simulations: In order to experimentally
quantify the performance of our calibration scheme, we ran a set
of simulations on a three-cabled system. A virtual indoor deploy-
ment was considered with parameters as shown in Table I. Cable
length measurements were corrupted with zero-mean Gaussian
noise with standard error σL ranging from 0.02 m to 0.20 m.
The number of calibration points M ranged from 3 to 20. For
all tests, the standard measurement error of D1,2,3 was taken to
be 0.02 m. Plots of the resulting data are shown in Fig. 3.

In order to compare our calibration scheme with the GPS
method, we ran a similar set of calibration experiments using
both methods. A completely fair comparison is not possible
because the error in measuring the relative positions of the cali-
bration points in the GPS method is application-specific. In our
tests, we set this error to zero, but corrupted cable length mea-
surements in the same manner as earlier. Fig. 4 shows plots of
mean calibration error for both methods for varying σL . It is
apparent that as M increases beyond 5 toward 10, the perfor-
mance of our method begins to surpass that of the GPS method.
Thus, even in the case of perfect localization of the three calibra-
tion points required for the GPS method, our calibration scheme
outperforms the GPS method for reasonably large M . The im-
provement in performance becomes more substantial when the
error in measuring the relative position of calibration points in
the previous method is considered. It is important to recognize
that, even for large M , the time associated with our calibration
method, which is dominated by the time spent in visiting M
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Fig. 4. Mean calibration error shown against σL for various M .

TABLE II
CALIBRATION RESULTS

calibration points in the ground plane, is much shorter than the
time associated with accurately localizing three points within the
workspace and moving the node precisely to these locations.

3) Experimental Calibration Results: In order to experimen-
tally verify the accuracy of the proposed calibration method, we
performed a calibration for an indoor deployment of a three-
cabled system. Because the system was deployed indoors, the
floor could be used as a ground plane. The number M of cal-
ibration points was 43. We considered such a large number of
points in order to enable statistical evaluation of the convergence
of (5) with increasing M , as is discussed next. Furthermore,
there were no obstructions between the cable origins and the
floor, so the heights of the origins could be measured directly
by means of a laser rangefinder. Thus, the calculated values of
z∗ can be compared to directly measured values. However, we
have no equipment to enable more precise measurement of the
x and y coordinates of the points of origin. Therefore, we as-
sume that the values calculated using (1) and (2) are valid, as
the laser rangefinder used to measure D1,2,3 is accurate within
±1.5 mm [27]. As shown in Table II, the resulting values of z∗

are within a few centimeters of the directly measured values,
zmeas .

In order to evaluate the convergence properties of (5) with
respect to increasing M , we randomly selected m of the M data
points for m = 1 . . . M − 1 and calculated the corresponding
cable origin heights, z∗(m). This was repeated 100 times for
each m, and the standard deviation σ‖z ∗‖ of the distribution of
‖z∗(m)‖ was calculated. The resulting data is plotted in Fig. 5.
Clearly, (5) converges rapidly with increasing M . For values of

Fig. 5. Standard deviation (σ‖z ∗‖) of the distribution of cable origin heights
(‖z∗(m)‖) shown against the number of calibration points.

Fig. 6. Distribution of the errors in the z coordinates of calibration points.

M ≥ 9, σ‖z ∗‖ is less than 0.01 m. Thus, M does not need to be
large, which substantially reduces the calibration time.

Once z∗ has been computed, the locations of the calibration
points can be found via forward position kinematics routines
described in Section IV. While their x and y coordinates were
never directly measured, the points should all reside in the z = 0
plane. Thus, one way to verify the accuracy of the calibration is
to examine their computed z coordinates. For this experiment,
the distribution of z coordinates for the calibration points has
a mean of −38µm and a standard deviation of 6.1 mm. This
distribution is plotted in Fig. 6. The close agreement with the
expected values indicates that the results of the calibration are
accurate.

IV. KINEMATICS

For the sake of completeness, we derive kinematic properties
of NIMS3D in this section. These kinematics are applicable to
both three-cabled and four-cabled configurations.
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A. Position Kinematics

As is usual for parallel manipulators, treatment of reverse
kinematics for NIMS3D is less complex than that for forward
kinematics. The inverse position kinematics, which yield the set
of cable lengths Li, i = 1 . . . N compatible with a given node
position �X = [x y z]T , are given by

Li =
√

(x − xi)2 + (y − yi)2 + (z − zi)2 , i = 1 . . . N. (6)

The forward position kinematics compute the end-effector
position �X corresponding to a set of cable lengths. This consists
of computing the intersection points of three spheres centered
at the cable origins, Pi, with radii equal to the corresponding
cable lengths, Li, i = 1, 2, 3. To solve the forward kinematics,
we begin by temporarily shifting our origin upward to P1 . The
three spheres can now be defined as follows:

x2 + y2 + z2 = L2
1 (7)

(x − x2)2 + y2 + (z − z2)2 = L2
2 (8)

(x − x3)2 + (y − y3)2 + (z − z3)2 = L2
3 . (9)

Subtracting (7) from (8) and solving for x in terms of z yields

x = αz + β (10)

where α = − z2
x2

and β = z 2
2 +x2

2 +L2
1 −L2

2
2x2

. Subtracting (7) from
(9) and substituting (10) results in

y = λz + γ (11)

where

λ = −αx3 + z3

y3

γ =
L2

1 − L2
3 + x2

3 + y2
3 + z2

3 − 2βx3

2y3
.

Substituting (10) and (11) into (7) results in the following
quadratic expression for z:

(α2 + λ2 + 1)z2 + 2(αβ + γλ)z + (β2 + γ2 − L2
1) = 0.

(12)
This can readily be solved, and solutions for x and y follow.

Thereafter, the initial reference shift is reversed.

B. Velocity Kinematics

The inverse velocity kinematics for the ith cable are found
by taking the partial derivatives ∂Li

∂ �Xj
, j = 1, 2, 3. This yields

∂Li

∂x
=

x − xi

Li

∂Li

∂y
=

y − yi

Li

∂Li

∂z
=

z − zi

Li
. (13)

Thus, the inverse velocity kinematics can be expressed as
follows: 


L̇1

L̇2

L̇3


 =




�lT1
�lT2
�lT3







ẋ

ẏ

ż


 (14)

where �li is a unit vector directed from the ith cable origin
toward the cable insertion. Equation (14) can be written as L̇ =
JẊ , where J is the inverse Jacobian matrix. Since J is a 3 ×
3 invertible matrix, it follows directly that Ẋ = J−1L̇ = BL̇,
where B = J−1 is the forward Jacobian matrix.

V. DYNAMICS

Although the dynamics of three-cabled NIMS3D configura-
tions are straightforward, we provide them in this section for
the sake of completeness. Addition of a fourth cable results in a
nonsquare Jacobian matrix, which complicates matters slightly.
This is discussed in Section VIII-B.1.

Using a point-mass approximation, we have

m(Ẍ + �g) =
3∑

i=1

Ti = Λ�T (15)

where �T = [T1 T2 T3 ]T is a vector of cable tensions, �g =
[0 0 g]T is the gravity vector, and Λ is a pose-dependent
structure matrix whose ith column is given by −�li . Thus, as
expected, Λ = −JT . The dynamics then become

Ẍ =
1
m

Λ�T − �g (16)

where m is the mass of the end-effector. Note that the end-
effector is approximated as a point-mass.

One of the primary characteristics that differentiate cable-
driven parallel mechanisms from those with rigid arms is the in-
ability of cables to exert push forces. This dramatically impacts
the range of operation of cabled systems. Previous work [28] has
suggested the use of a force feasible workspace (FFW) concept.
The FFW is the range of operation within which the end-effector
can apply a given desired force set, which is taken to be a sphere.
The authors of [29] extend notions of manipulability ellipsoids
to the wire-driven case. However, NIMS3D is not intended to
exert forces on external objects, so these notions of determining
range of operation are not very useful. Instead, we ensure that
the end-effector never assumes a pose such that any cable ten-
sion falls below Tmin , the lower tension limit, or above Tmax , the
upper tension limit. In order to ensure that cable tensions remain
within these bounds, (16) is used to check desired trajectories
for potential tension violations before execution.

VI. TRAJECTORY CONTROL

In our model of NIMS3D, the following purely kinematical
representation is adopted:

�X(n + 1) ≈ �X(n) + B( �X(n))�V (n)TS (17)

where �V (n) is a vector of motor velocities, TS is the period
of the discrete system, and B is the forward Jacobian matrix
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described in Section V. The removal of dynamic considerations
in this model is valid as long as all cable tensions are positive.
Thus, as long as appropriate trajectories are used, the purely
kinematical representation holds.

During each iteration of the control loop, the following steps
are executed.

1) Estimate current cable lengths based on previous cable
lengths and motor velocities.

2) Perform forward kinematics.
3) Compute B( �X(n)).
4) Use an appropriate controller to select �V (n + 1)desired .
5) Transmit �V (n + 1)desired to the motors, which, as a form

of handshaking, return their current encoder counts.
In Section VI-A, the motor model used to estimate cable

lengths in step 1 is presented, and in Section VI-B, the optimal
receding horizon control law used in step 4 is presented.

A. Motor Modeling

Ideally, all motors would instantly transition from �V (n) to
�V (n + 1)desired . However, this would require an impractical
zero delay and corresponding infinite acceleration. There are
delays associated with RS232 communication between control
computing systems and motor systems and with decoding by
the motor control systems. Additionally, the motors accelerate
with a finite acceleration. Therefore, in step 1 of the algorithm
shown earlier, the first-order estimate that the motors release
cable at exactly the desired rate is unrealistic.

In order to enable more accurate estimation of the current
cable lengths, the actual velocity at which a motor releases
cable during an iteration, v̂(n), is modeled as follows:

v̂(n + 1) = φ1v(n + 1)desired + φ2 v̂(n). (18)

That is, the actual velocity of cable release during an iteration
is a function of the desired velocity and the actual velocity
during the previous iteration. These two factors are weighted by
φ1,2 . The task now becomes to determine these weightings. An
online training algorithm has been created to this end by which
the following matrices are populated for each motor:

V̄ =




vnd e s i r e d v̂n−1
...

...
vn−ηd e s i r e d v̂n−η−1


 , for some η ≥ 1

Ψ̄ =


 v̂n

...
v̂n−η


 .

The problem of finding the least-squares optimal weightings
Φ∗ = [φ1 φ2 ]

T then becomes

Φ∗ = argmin
Φ

[
V̄ Φ − Ψ̄

]T [
V̄ Φ − Ψ̄

]
. (19)

The solution to (19) is well known and is given by

Φ∗ =
[
V̄ T V̄

]−1
V̄ T Ψ̄. (20)

TABLE III
AVERAGE CABLE LENGTH ESTIMATION ERRORS

Once the system has been in operation sufficiently long to
populate these matrices, the estimate of cable length is made
based on the current optimal weighting factors φ1,2 . V̄ and Ψ̄
are continuously updated in a sliding window manner such that
only the η most recent values are considered in determining
φ1,2 . Thus, the weighting factors are sensitive to changes in the
system and adjust accordingly within a period of η iterations.
Table III shows average errors in cable length estimation during
a typical run for the case where Φ = [1 0]T and for the least-
squares optimal weightings. The optimal case reduces error by
approximately 18%.

B. Feedback Control Law

The controller used to calculate the feedback matrix in
NIMS3D is an optimal fixed-endpoint fixed-time control law
derived in [30] that minimizes the cost functional given by∑n+N −1

k=n xT
k Qkxk + uT

k Rkuk , where Q and R are positive-
definite symmetric weighting matrices. A slight adaptation is
made to this control law, in that the desired state is taken to
be �X(n + ∆)desired − �X(n) for some integer ∆ ≥ 1. Thus, the
control law yields the optimal feedback gain to bring the node to
the point on the trajectory corresponding to the n + ∆th itera-
tion in ∆ iterations. Selection of ∆ is a tradeoff between stability
and responsiveness in tracking trajectories. Responsiveness im-
proves with small ∆, whereas stability improves with large ∆.

C. Trajectory Tracking Results

We performed a series of trajectory control experiments on
a physical three-cabled NIMS3D system tracking a piecewise
linear trajectory. Because of the difficulty associated with pre-
cisely measuring end-effector location, we use forward kine-
matics to compute position. A trace of the x-coordinate of the
end-effector is shown in Fig. 7. In addition to linear trajecto-
ries, a more complex trajectory was used to demonstrate path
tracking capabilities. This consisted of a spiral that rose 1.125 m
while traversing circles with radius increasing constantly from
0 to 0.60 m. A 3-D plot of the resulting trajectory is shown in
Fig. 8, and a time-lapse image of the node executing the trajec-
tory is shown in Fig. 9. Further trajectory tracking results are
available in [2].

Because these experiments rely on forward kinematics to de-
termine end-effector position, the effects of pole deflection and
cable extension are not considered. However, experimental ob-
servation of these effects was done. Here, a series of maneuvers
by the NIMS3D system was performed where the end-effector
followed a commanded trajectory immediately adjacent to the
reference ground plane. The close proximity of this trajectory
to the ground plane afforded high sensitivity for observation of
the effects of errors. Both pole deflection and cable extension
would result in downward positioning error, manifested in the
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Fig. 7. Trace of x-coordinate for tracking piecewise linear trajectory.

Fig. 8. Spiral trajectory tracking experiment.

form of a downward deflection of the end-effector that our ex-
perimental system was developed to detect. These downward
deflections could not be observed, indicating that, if cables and
infrastructure are sufficiently stiff, the effects of cable stretch
and pole deflection are relatively small.

VII. ACTUATED SENSING APPLICATIONS

The intended purpose of NIMS3D is to maneuver a generic
sensor node throughout its span. The system has been shown
to enable accurate positioning within its range of operation,
and a variety of sensors have been deployed indoors. In this
section, we briefly present results from topographical mapping
experiments performed with a three-cabled system. The reader
is directed to [1] for more examples of actuated sensing enabled
by NIMS3D. In the topographical mapping experiment, an ar-
tificial topography was created and mapped using a downward
facing rangefinder. An idealized contour plot enables qualita-
tive evaluation of these topographical plots. The scanned area
contained several object forms intended to verify mapping and
reconstruction capability. This included cylindrical objects and

Fig. 9. Time-lapse image of NIMS3D executing a spiral trajectory. Dots show
node position at evenly spaced time intervals. In addition, the node is pictured
four times along the trajectory.

Fig. 10. Multiscale topographical mapping experiment.

rectangular prisms, one of which had a rectangular cavity at one
corner. Parts of these objects were outside of the system’s span
and are therefore clipped in the scans. Plots of the experimental
and idealized data are shown in Fig. 10.

VIII. METHODS FOR IMPROVING ENERGY EFFICIENCY

A. Parabolic Trajectories

Cabled robotic platforms such as NIMS3D may require large
cable tensions to support an end-effector, particularly when the
weight of the end-effector must be supported near the upper
limit of the workspace by cables whose angle relative to the
horizontal plane is small. Because actuator torque and armature
current are linearly related [31], high cable tensions result in
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high currents, which cause large ohmic I2R losses, and conse-
quently, excessive power dissipation in the motors. For remote
deployments where no power grid is available, this can sig-
nificantly reduce deployment lifetime. Additionally, industrial
robots might incur high operating costs due to poor efficiency.

There is much previous work in trajectory generation for par-
allel manipulators. The authors of [32] describe generation of
time-minimal trajectories for six DOF parallel configurations,
whereas [33] describes trajectory generation for cable-based
parallel manipulators. Much prior work aims to minimize time
of execution of a desired trajectory, which often adversely affects
energy efficiency. The problem that we address is as follows:
given a starting location and a desired destination in an unob-
structed NIMS3D workspace, how might nonlinear trajectories
be utilized to improve overall efficiency and reduce I2R loss in
the actuators? It should be noted that the methods we present in
this section apply to both three- and four-cabled configurations.

1) Actuator Current Response Modeling: In order to enable
improved energy efficiency in a robotic system, it is important
to generate a valid model for its actuators. The actuators in
our robot are brushed dc gearmotors that are driven by means
of pulsewidth modulation (PWM) controlled H-bridges [34].
The dc motors are governed by the equations given in (21) and
(22) [31]

V (t) = Larm
∂I(t)
∂t

+ RarmI(t) + KE ω(t) (21)

τ(t) = KT I(t) (22)

where V (t) is the applied voltage, I(t) is actuator current, Larm
and Rarm are the armature inductance and resistance, respec-
tively, τ is torque, ω is motor speed, and KT and KE are motor
constants, which, in SI units, are equal. In our study, a quasi-
static approximation is made, and time derivatives are taken to
be zero. Thus, after dropping the Larm

∂I (t)
∂ t term, slight alge-

braic manipulation yields

V I = τω + I2Rarm = τω + IRarm
τ

KT
(23)

where V I is electrical power, τω is power delivered to the load,
and I2Rarm is loss in the armature resistance. Motor efficiency
is therefore given by

ω

ω + IRa rm
KT

. (24)

It is apparent from (24) that motor efficiency increases with
motor speed, ω.

While this formulation does yield an important result, the mo-
tors considered are ideal and are not affected by nonlinearities
such as friction. The motors used in NIMS3D are heavily geared
to enable improved weight capacity, and these gearboxes cause
a substantial amount of friction. To enable characterization of
the current response of the actuators to various cable velocities
and tensions, current measuring devices were installed for each
actuator in NIMS3D. Armature current was recorded while the
motors raised and lowered loads with varying masses and ve-
locities. For these experiments, each cable supports its own load
and raises it vertically. Thus, if velocity is constant, the tension

Fig. 11. Square of motor current shown as a function of cable velocity and
torque. Positive cable velocities indicate raising a load, while negative velocities
indicate lowering a load.

in the cable is equal to the weight of the load and is thereby
directly related to motor torque. Transient current spikes associ-
ated with initial acceleration were ignored, as is consistent with
our quasistatic assumption regarding the NIMS3D trajectories.

The current value associated with each velocity and cable
tension for each motor are stored in lookup tables. A plot of the
square of these current values, shown in Fig. 11, reveals 1) a
quadratic relationship between power loss and cable tension in
raising a load and 2) negligible levels of power loss in lowering
a load.

2) Parabolic Trajectory Generation: Operating in the upper
regions of a workspace results in high cable tensions and low
efficiency. Thus, it may be desirable to exploit the lower ten-
sions and reduced Ohmic loss associated with the nether regions
of a workspace. The heuristic we use to enable this is to em-
ploy downward parabolic trajectories. In generating a parabolic
trajectory, an appropriate shift and rotation of coordinates is
employed such that the starting point is at the origin and the
destination lies at some point (xf , 0, zf ), in a temporary co-
ordinate system defined as x̂, ŷ, ẑ. A trajectory can be defined
as

ẑ = µx̂2 + ζx̂ + χ (25)

where µ, ζ, and χ are parameters determining the shape of
the parabola. At the origin of the temporary coordinate system,
x̂ = 0 and ẑ = 0, so χ must also be 0. We also have that zf =
µx2

f + ζxf , which yields

ζ =
zf − µx2

f

xf
. (26)

Thus, the trajectory can be completely defined by a single pa-
rameter µ, which is advantageous in subsequent optimizations.
This is one of the primary motivations in selecting parabolic tra-
jectories. More complex trajectories, which require optimization
across several variables, were found to yield negligible improve-
ments in performance.
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TABLE IV
EXPERIMENTAL TRAJECTORIES

Clearly, a parabolic path between two points is longer than the
corresponding linear path. Because node velocity cannot exceed
Vmax , the velocity limit of the system, the parabolic path incurs
delays in completing the desired move. The relative increase
in distance is small for moderate values of µ, but as µ grows,
the distance penalty increases, and it is this distance penalty
that ultimately limits the extent to which optimized trajectories
exploit lower regions of the workspace.

The expected current in the ith motor at any point along the
trajectory can be found by looking up in the actuator current
response model the current value corresponding to the appro-
priate cable velocity and tension. Thus, the total energy asso-
ciated with a trajectory can be approximated by computing the
integral of the square of this current over the duration of the
trajectory and multiplying the result by Rarm . In our system,
this is accomplished by means of a second-order Simpson’s rule
approximation that we have found to provide good accuracy
even for a small number of function evaluations. The reader is
referred to [3] for more in-depth discussion.

3) Parabolic Trajectory Optimization: Large values of µ re-
sult in large downward departures from a linear path and thereby
low-power operation, while small values remain close to the lin-
ear trajectory and are prone to the high power of operation in
upper regions of a workspace. Thus, a reduction in trajectory
cost is expected with increasing µ. However, the increase in
trajectory length corresponding to growing µ causes the time to
perform the trajectories to grow, as node velocity cannot exceed
Vmax , the velocity limit of the system. Thus, the lower average
power of operation is ultimately offset by the longer integra-
tion period. The task then becomes to find µopt ≥ 0, the energy
optimal value of µ. This bounded optimization is performed
by means of an interior-reflective Newton method as described
in [35] and [36]. It should be noted that, while the metric that
we minimize in this paper is I2R loss, we can also choose to
minimize a weighted sum of I2R loss and time, which allows
for flexibility based on the time and energy constraints of a
deployment.

4) Three-Cabled Experimental Results on a Physical System:
In order to provide meaningful experimental results, NIMS3D
was deployed and a set of representative start and endpoints was
selected. The configuration parameters of the deployment are
given in Table I, and the start and endpoints of the experimental
trajectories are shown in Table IV. The set of trajectories maps
out a roughly equilateral triangle with slight variations in height.

An experiment was performed in which straight line and op-
timized parabolic trajectories through the selected points were
executed, and motor currents were sampled throughout the ex-
ecution time. The experimental NIMS3D configuration and the
resulting trajectories are shown in Fig. 12.

Fig. 12. Straight line and optimized parabolic trajectories through a set of test
points.

Fig. 13. Motor 2 current shown against expected values.

TABLE V
ENERGY EFFICIENCY OF PARABOLIC TRAJECTORIES

Fig. 13 shows currents for motor 2 against the expected val-
ues. It is apparent that the experimental current values are in fair
agreement with expected values and that there is a substantial
decrease in average power. The intermittent dips in motor 2 cur-
rent are most likely due to changes in the control effort resulting
from slight trajectory overshoots.

The expected and experimentally observed reductions in I2R
loss for the three paths are shown in Table V, where E indicates
the amount of I2R energy loss in a parabolic trajectory relative
to that in a linear path, TRatio indicates the relative time penalty,
and ρ indicates the reduction of average power relative to a lin-
ear path. Average power is reduced more than total energy due
to the longer execution time of parabolic paths. It should be
noted that the relative improvement in energy efficiency that an
optimized parabolic trajectory presents is highly dependent on
system configuration and region of operation in the workspace.
In upper regions of a workspace characterized by very high
cable tension and motor currents, slight downward devia-
tions from linearity result in tremendous decreases in required
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actuator torque, whereas this effect is significantly reduced in
lower regions of the workspace.

B. Optimizations for Four-Cabled NIMS3D Configurations

1) Energy-Optimal Tension Distribution: In cabled systems
like NIMS3D, four-cable configurations are often preferable
over three-cable configurations, as they increase the workspace
of a deployment. Inclusion of a fourth cable results in an in-
finite set of feasible tension solutions, whereas a three-cabled
configuration defined by (16) has a unique tension distribution.
There exists considerable prior work in determining tension
distributions for cabled robots wherein the number of cables
exceeds the number of DOFs by one. The authors of [37] de-
rive analytical expressions for optimal tension distributions in
a fully constrained six DOF robot. Their method reduces the
order of the computation to a one-variable linear programming
(LP) problem with the sum of all tensions used as the objective
function. The optimization is then solved by exhaustively check-
ing all extreme points. Other previous work [18], [19], [25] has
suggested LP approaches to the problem of determining ten-
sion distributions in cabled robots. In particular, [18] and [19]
consider a cable array crane similar to a four-cable NIMS3D
arrangement. Various objective functions have been considered,
including minimizing or maximizing the sum of all tensions, to
reduce effort or increase stability, respectively. Another method
is to maximize the sum of the two lowest tensions, which also
is intended to improve stability.

A major shortcoming of all these methods is that they aim
to optimize linear sums of cable tensions. Thus, the least effort
LP distributions are optimal in the one-norm sense but do not
consider the two-norm of the cable tension vector, which is a
more significant measure, as it is directly related to I2R loss.
We have developed an alternate method of determining tension
distribution that is less computationally intensive and is energy-
optimal in ideal actuators governed by linear torque–current
relationships.

The problem of finding the energy-optimal tension distribu-
tion is a least norm problem with linear inequality constraints,
as shown in

min‖�T‖2
2

s.t. Λn×m
�T = M(�a + �g) = b

Tmin ≤ �T ≤ Tmax (27)

where n is the number of degrees of freedom, m = n + 1 is the
number of cables, M is the robot’s inertia matrix, �a is the accel-
eration vector, and where we have introduced the new variable b.
Λn×m is the pose-dependent structure matrix of the system. For
a four-cable NIMS3D configuration, for example, it is a 3 × 4
matrix whose ith column is given by −�li . We begin in a fashion
similar to that presented in [37] and partition Λn×m and �T as
follows:

Λn×m = [F | H]

�T =

[
�T1:n

Tm

]
(28)

where F ⊆ �n×n , H ⊆ �n , and �T1:n is a vector containing the
first n cable tensions. Thus, we have

[F | H]

[
�T1:n

Tm

]
= b. (29)

If we perform the component-wise matrix multiplication, sub-
tract Tm H from both sides, and premultiply by F−1 , we are left
with

�T1:n = F−1(b − Tm H) (30)

and thus

�T =
[

F−1(b − Tm H)

Tm

]
. (31)

From (31), it is clear that a tension distribution can be uniquely
defined by assigning a tension to one of the cables. In this
paper, we have arbitrarily chosen cable m, but any cable can be
selected.

Returning to the optimization problem in (27), we see that the
cost function can be written in terms of Tm . Defining G = F−1 ,
we have

min‖�T‖2
2 = T 2

m + ‖G(b − Tm H)‖2
2

= bT GT Gb − 2bT GT GHTm +(HT GT GH+1)T 2
m

(32)

Similarly, the constrains in (27) can be expressed in terms of
Tm

Tmin ≤
[

G(b − Tm H)

Tm

]
≤ Tmax (33)

which, after subtracting Gb from the first n expressions and
multiplying them by −1 yields[

Gb − Tmax

Tmin

]
≤

[
Tm GH

Tm

]
≤

[
Gb − Tmin

Tmax

]
. (34)

If these bounds are infeasible, then there is no solution to
the constrained optimization. If they are feasible, then finding
T ∗

m , the optimal value of Tm , has been reduced to a bounded
minimization of a quadratic function. By taking the derivative
of (32) with respect to Tm and setting it equal to zero, we solve
for the optimal point T̂m of the unconstrained problem

T̂m =
bT GT GH

1 + HT GT GH
. (35)

We show in the Appendix that T̂m is equal to the uncon-
strained least norm solution given by ΛT

n×m (Λn×m ΛT
n×m )−1b.

If T̂m lies within the feasible range as determined by (34), then
it is the optimal point. If it lies below that range, then the optimal
point is equal to the highest lower bound. If T̂m lies above the
feasible range, then the optimal operating point is the lowest
upper bound. In other words

T ∗
m = min(ε+ ,max(T̂m , ε−)) (36)

where ε− is the greatest lower bound and ε+ is the lowest upper
bound.
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TABLE VI
EXPERIMENTAL NIMS3D CONFIGURATION

TABLE VII
SIMULATED TRAJECTORIES

TABLE VIII
RELATIVE I2 R LOSS FOR LINEAR AND PARABOLIC TRAJECTORIES WITH

LEAST NORM AND LP TENSION DISTRIBUTIONS

This method of determining tension distribution yields sub-
stantial improvements in efficiency and computational intensity
over the LP methods discussed in [18] and [19]. The reduction
in computation time is critical, as the tension distribution must
be solved several times in each iteration of the trajectory op-
timization. The simplex method [38] used to generate the LP
tension distributions results in significant delays, whereas the
least-norm method is fast enough to enable real-time generation
of optimized trajectories.

2) Tension Distribution Simulations: In order to verify the
effect of least-norm tension distributions in reducing I2R loss,
we simulated a hypothetical four-cable NIMS3D system with
the configuration parameters shown in Table VI. A representa-
tive set of start and endpoints was chosen. These trajectories,
shown in Table VII, map a square at constant height. Optimized
parabolic trajectories were generated for each set of start and end
points. Tension distributions were given by: 1) the least effort
LP method described in [18], wherein the sum of all tensions
is minimized and 2) our least norm (LN) tension distribution.
Table VIII shows relative I2R losses for linear and parabolic tra-
jectories with LN tension distributions, as well as for parabolic
trajectories with LP tension distributions. The values shown are
losses relative to the case in [18], where linear paths are used and
tension distributions are found using the LP method. Because
the relative efficiency of our methods is heavily dependent on
actuator models, we show data for ideal actuators with linear
current–torque relationships and for those in our system. It is
evident that, for both actuator models, using LN tension distri-
butions and parabolic trajectories significantly reduces I2R loss
as compared to linear paths with LP tension distributions. The
nonidealities of the motors in our system reduce the improve-
ment in efficiency, although significant improvements relative
to the linear, LP methods are still observed.

Fig. 14. Absolute sum of tensions for a parabolic trajectory with LN and LP
tension distributions. Traces of individual cable tensions are shown as well.

Fig. 15. Sum of squares of tensions for a parabolic trajectory with LN and LP
tension distributions.

To better visualize the effect of LN and LP tension distri-
butions, the one-norm and two-norm of tension distributions
during execution of a parabolic trajectory are shown in Figs. 14
and 15, respectively. From Fig. 14, it is apparent that the one-
norm of tensions for the LN method is very close to that of the
LP method throughout. In other words, the cost in the one-norm
sense of optimizing for the two-norm is minimal. Additionally,
traces of all cable tensions are shown for both the LN (dotted
lines) and the LP (solid lines) methods. These traces reveal a
number of things: First, the cable tensions found by LP methods
are not continuous. Halfway through the trajectory, the tension
distribution encounters a discontinuity. This is an undesirable
property, as rapid switching from one tension to another may
excite high-frequency modes in the cables.

The LP method of determining tension distributions can be
reduced to a single-variable optimization in the same way as
shown in (31). In this case, the LP problem is to minimize the
sum of tensions, subject to the same constraints as in (34). The
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Fig. 16. Example of discontinuity in LP tension distributions. As c transitions
from 0+ to 0−, the LP-optimal point jumps from the lower bound to the upper
bound, while the LN-optimal point moves only an infinitesimal amount.

sum of tensions is given by∑
T = 1T �T1:n + Tm

= 1T F−1b + Tm (1 − 1T F−1H)

= 1T F−1b + Tm c (37)

where c = 1 − 1T F−1H . In LP theory [39], an optimal point
always occurs at a vertex of the feasible polyhedron. If the
constraints in (34) are feasible, the feasible polyhedron is a line
segment, and the optimal operating point is the endpoint that has
the smallest value for (37). If the sign of c changes, the optimal
solution jumps from an upper boundary to a lower boundary or
vice versa. The LN method does not exhibit such behavior, as the
desired operating point given by (36) moves gradually across
the feasible region between the boundaries. This is shown in
Fig. 16.

Furthermore, it is evident from Fig. 14 that the LP method re-
sults in tensions that are either very low or very high, while the
LN distribution tends to produce intermediate cable tensions.
Thus, the LP method results in operating points that are closer
to Tmin and Tmax . Approaching the lower limit may produce
near-slack conditions, while approaching the upper limit incurs
increased I2R losses. The square of the two-norms of the ten-
sion distributions for both methods are shown in Fig. 15. The
LN method shows significant reductions in cost as compared to
the LP method. This is due to the fact that the LN method avoids
excessively high cable tensions, which results in significant re-
ductions in I2R loss.

IX. CONCLUSION

In this paper, we have detailed the design and implementation
of NIMS3D, an underconstrained, 3-D cabled robot for actuated
sensing applications. The system is intended for rapid in-field
deployments. Therefore, rapid calibration methods have been
developed to reduce the deployment time. Kinematic and dy-

namic analysis of the system have been provided, and results
from trajectory control experiments have been shown. We have
briefly detailed an example actuated sensing application and
provided qualitative results. Finally, we have described methods
of generating energy-efficient trajectories and tension distribu-
tions, and have provided experimental and simulation results
that show significant reductions in energy costs as compared to
previous methods.

NIMS3D systems are now under development for a wide
range of environmental sensing applications including direct
mapping of carbon dioxide flux, meteorological phenomena,
and solar radiation distribution under forest canopies. Here, the
capability for precise and autonomous manipulation of sensors
will provide the first direct mapping of these phenomena.

An additional set of new applications is also associated with
direct mapping of contaminant distribution and flux in river,
lake, and reservoir systems. Here, an NIMS3D architecture in-
cludes NIMS-AQ, a four-cabled planar cable-driven robot for
aquatic applications. The end-effector is neutrally buoyant and
carries a sensing module containing many water quality sen-
sor devices. This can be translated to sampling locations and
lowered to the desired depth according to appropriate sampling
schedules. We have developed optimal methods of tension distri-
bution that are sufficiently fast for real-time operation. We plan
to deploy these systems across large transects that may span
entire rivers or lakes, thus enabling autonomous monitoring and
regulation of important waterways.

APPENDIX

The unconstrained least norm solution T̃ is given by

T̃ = ΛT
n×m (Λn×m ΛT

n×m )−1b. (38)

Upon partitioning Λn×m as in (28), we have

T̃ =
[

FT

HT

](
[F |H]

[
FT

HT

])−1

b. (39)

The mth entry of T̃ is given by

T̃m = HT
(
FFT + HHT

)−1
b. (40)

Application of the Sherman–Morrison formula for the matrix
inverse yields

T̃m = HT

(
GT G − GT GHHT GT G

1 + HT GT GH

)
b

= bT

(
GT G − GT GHHT GT G

1 + HT GT GH

)
H (41)

where we have used G = F−1 . Continuing

T̃m =
bT (GT G + (HT GT GH)GT G − GT GHHT GT G)H

1 + HT GT GH

=
bT (GT GH + HT GT GH(GT GH − GT GH))

1 + HT GT GH

=
bT GT GH

1 + HT GT GH
= T̂m . (42)
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The tension in the remaining cables is uniquely defined by
assigning one tension, so we conclude that

T̃ = T̂ =
[

F−1(b − T̂m H)

T̂m

]
. (43)
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