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Abstract

Faults in porous sandstone act to both impede and enhance the flow of fluidsin subsurface
aquifers and reservoirs. Surface analogs of exhumed faulted sandstones can provide valu-
ableinformation concerning fault geometry and flow characteristics. This study focuseson
the geometric evolution and flow characteristics of faultsin the Aztec sandstone, Valley of
Fire State Park, southern Nevada.

Previous studies have identified two distinct faulting mechanisms that localize defor-
mation in sandstone: (1) deformation band-style faulting, which involves pore collapse and
grain-scale fracturing, and (2) sheared joint-style faulting, which involves the progressive
formation and subsequent shearing of splay fractures. Thefaultsin thisstudy formed viathe
later mechanism, shearing along joint zones.

In the Valley of Fire, the Aztec sandstone is deformed by a network of two predomi-
nately strike-dlip fault sets with opposite slip sense. An outcrop- to kilometers-scale con-
ceptual model for the evolution of the strike-slip fault network is presented whereby the
network forms by linking of first generation faultsviaMode | splay fracturing. These splay
fractures are subsequently sheared to form asecond generation of faultsthat have slip sense
opposite to the prior generation. At the outcrop-scale at least five hierarchical generations
of structures are identified. It is proposed that shearing of Mode | splay fracturesis facili-
tated by material rotation near and between slipping faults and/or local stressrotation dueto
fault interaction. The final geometry of the fault network is dictated by the characteristic
splay fracture kink angle.

Cross-fault flow characteristics are quantified by way of detailed petrophysical analy-
sis. Petrophysical dataindicate that fault rock permeability is significantly lower than host
rock permeability, and that the faults will act as lateral barriers with respect to reservoir
production time-scales. The petrophysical data also show that fault rocks are capable of
sealing small to moderate hydrocarbon columns with respect to geologic time-scales, as-
suming adequate continuity of the fault rock over large areas of the fault.

Large-scale permeability characteristics of thefaults are quantified by way of numerical

flow simulation techniquesthat utilize idealizations of detailed field maps. Faultswith slips



of magnitude 6 m, 14 m and 150 m are considered. The computed fault zone permeabilities
arestrongly anisotropicin all cases. Permeability enhancement of nearly an order of magni-
tude (relative to the host rock) is observed for the fault-parallel component in someregions.
Computed fault-normal permeability, by contrast, may betwo orders of magnitude lessthan
the host rock permeability. The fault-normal permeability isaminimum for the fault with
the highest dlip.

The numerical flow models of sheared joint faults in sandstone are shown to be highly
sensitive to the chosen boundary conditions. Pressure - no-flow and mirror-periodic bound-
ary conditions capture the global flow characteristics of upscaled fault regions. Periodic
boundary conditions tend to break connectivity between both high and low permeability
features, which tendsto result in erroneous upscal ed permeabilitiesin regions with through-
going features. Due to the small dimensions and high permeability of some through-going
structural features (e.g., slip surfaces), globally upscaled models are inadequate for the
modeling of transport. In these cases, transport predictions are improved by a step-wise
method of removing the through-going high-permeability features from the fine model,
upscaling to acoarse grid, and then reintroducing the high-permeability featuresin the coars-
ened model.
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I ntroduction

Faultsin porous sandstone act to both impede and enhance the flow of fluidsin subsurface
aquifers and reservoirs. Information on the geometry of faults in the subsurface and their
flow properties are therefore important prerequisites to making accurate aguifer/reservoir
performance predictions. However, these data are not readily available from typical 3-D
seismic data, 1-D borehole data, and well-production data. Recognizing these limitations,
this study focuses on outcrop exposures of deformed aeolian Aztec sandstonein the Valley
of Fire State Park, southern Nevada, which can be considered an exhumed analog to a
subsurface aquifer/reservoir.

The material covered in this thesis integrates techniques from the fields of structural
geology, rock petrophysics, and reservoir engineering to describe the structural evolution
and fluid flow properties of sheared joint-style faults in porous sandstone. Each section of
this thesis focuses primarily on one of these sub-disciplines and is meant as a stand-alone
manuscript ready for peer-reviewed journal submission. Assuch, some material isrepeated
between chapters, particularly theintroductory material. Thethesisisdivided into five chap-
tersand two appendices, all of which areindividually discussed below. In an attempt to give
the reader ageneral introduction to the study locality, a summary of the geologic setting of
the Aztec sandstone in the vicinity of the Valley of Fire, southern Nevada is presented
following this introduction.

Chapter 1 describes the formation and evolution of the strike-dlip fault network in the
Aztec sandstone using outcrop- to kilometer-scale field observations. This chapter was sub-
mitted to the Geological Society of America Bulletinin October 2002 for publication under
the title “Evolution of a strike-dlip fault network, Valley of Fire, southern Nevada,” and
includes Atilla Aydin as co-author.

Chapter 2 focuses on the petrophysical properties of undeformed Aztec sandstone as
they relate to various deformation styles found within the Aztec sandstone. Laboratory data
for this study was collected by me in the Stanford Rock Physics Lab under the close super-
vision and tutelage of Manika Prasad. This chapter was accepted for publication in Pure
and Applied Geophysics under thetitle “ Petrophysical constraints on deformation stylesin
Aztec sandstone, southern Nevada, USA,” and is co-authored by Prasad and Aydin.



Chapter 3 analyzesthe petrophysical properties of fault rocks obtained from fault zones
in Aztec sandstone. Martha Gerdes and Dave Wiggins, affiliated with ChevronTexaco Ex-
ploration and Production Technology Company (EPTC), were outside mentorsfor thisproject.
Porosity, permeability, particle-size, X-ray diffraction, and capillary pressure datawere col-
lected by Core Laboratories, USA, while petrographic and SEM datawere collected by me.
Additionally, data collected in Chapter 2 is used as a supplement to data presented in this
chapter. A manuscript, based on this chapter, entitled “ Petrophysical properties and sealing
capacity of fault rock from sheared-joint based faultsin sandstone” was submitted Septem-
ber 2002 for publication in a special American Association of Petroleum Geologists Mem-
oir dedicated to fault seal and flow problems. The manuscript is co-authored by Gerdes,
Aydin and Wiggins. ChevronTexaco provided the funding for the collection of the analyti-
cal data

Chapter 4 describes the bulk fluid flow characteristics of the faults in the Aztec sand-
stone. This study utilized highly detailed fault maps provided by Rod Myers (1999) and a
numerical flow modeling code developed by Xian-Huan Wen at EPTC. Thefirst draft and
initial research for this paper was performed by Hervé Jourde during a postdoctoral study
under thetutelage of AtillaAydin. Following the departure of Jourde, | completed the project
by simulating new numerical upscaling results of fault zone permeability, which formed the
basis of the material presented in Chapter 4. | also drafted thefigures, and along with Aydin
and Lou Durlofsky, revised and updated the text of thefirst draft. Therevised version of this
paper, along with my cover photograph submission, was accepted for publication and ap-
pearsinthe July 2002 edition of the American Association of Petroleum Geol ogists Bulletin
under the title “Computing permeability of fault zones in eolian sandstone from outcrop
measurements.” Theauthor list for this paper appearsin thefollowing order: Jourde, Flodin,
Aydin, Durlofsky, and Wen.

Chapter 5 investigates the effects of boundary conditions on upscaling fault zone per-
meability, and provides a modeling framework for explicitly representing through-going,

high-permeability fault elementsin coarsened fault permeability models. Xian-Huan Wen



(EPTC) and Mohammad Karmini-Fard (Stanford University) devel oped the numerical codes
utilized in this chapter. At present, submission of this chapter to a peer-reviewed journa
remains under consideration.

Appendix A is a short contribution that details the formation of asymmetric damage
zones about sheared-joint faults. This chapter was submitted to the Journal of Sructural
Geology in July 2002 for publication under the title “ Brevia: Faults with asymmetric dam-
age zones in sandstone, Valley of Fire State Park, southern Nevada,” and includes Atilla
Aydin as co-author.

Appendix B applies the upscaled fault permeability values obtained in Chapter 4 to
reservoir-scale (kilometer-scale) multiphase flow problems. Burak Y eten guided mein the
use of ECLIPSE, acommercially available multiphase numerical flow simulator. This pa-
per appeared as Paper #71617 in the 2001 Society of Petroleum Engineers Annual Techni-
cal Conference and Exhibition Proceedings under the title “ Representation of fault zone

permeability inreservoir flow models,” and is co-authored by Aydin, Durlofsky, and Y eten.



Geologic setting of the Aztec sandstone, Valley of Fire, Nevada

This study focuses on strike-slip faults found within the aeolian Jurassic Aztec sandstone
(AZS) exposed in the Valley of Fire State Park (Valey-of-Fire) in the Northern Muddy
Mountains of southern Nevada (see Figure 1.1). The AZSin the Valley-of-Fireisafineto
medium grained sub-arkose characterized by large-scale tabular-planar and wedge-planar
cross-strata (Marzolf, 1983; Marzolf, 1990). Host rock sandstone porositiesrange from 15-
25%, while permeabilities range from 100-2500 md. Within the Valley-of-Fire, the AZS
has a stratigraphic thickness of approximately 800 m (Longwell, 1949) and is divided into
three sub-unitsbased on gross outcrop color (Taylor, 1999). From the stratigraphically low-
est position, the sub-units are lower red unit, middle buff unit, and upper orange unit. The
lower red unit is well cemented and has a low average porosity; the middle buff unit is
poorly cemented and has a high average porosity; the upper orange unit is moderately ce-
mented an has a high average porosity (Flodin et a., in press).

The AZS was deposited in early Jurassic time in a back-arc basin setting (Marzolf,
1983) and was part of amore continuous aeolian erg system that included the Navaj o sand-
stone of the Colorado Plateau (Poole, 1964; Blakey, 1989). The Aztec and Navajo sand-
stones are the upper most members of the Glen Canyon group (Pipiringos and O’ Sullivan,
1978). Inthe study area, the lower members of the Glen Canyon Group are present as undif-
ferentiated Jurassic Moenave and Kayenta Formations (Wilson and Stewart, 1967). These
two unitsare fluvial to marginal marinein origin and are found intertonguing with the base
of the AZS (Bohannon, 1983a).

The middleto late Jurassic San Rafael Group and Morrison Formation (Pipiringos and
O’ Sullivan, 1978), found on the nearby Colorado Plateau unconformably overlying the Na-
va 0 (Aztec) sandstone, is absent in southern Nevada (Marzolf, 1990). These younger units
were either non-depositional in southern Nevada or were removed prior to deposition of the
overlying Cretaceous units (discussed below). However, itisunlikely that the AZS was not
buried to depths great enough for diagenesis to occur as the AZS appears to have been
cemented prior to the onset of Sevier deformation (discussed below) (Flodin et al, in press).
Some evidence does exist that these younger units were at least in part present in southern

Nevada. Bohannon (1983a) tentatively identified athin slice of Jurassic Carmel Formation



overlying the AZSin the Buffington Pockets area, about 15 km to the southwest of the study
area. This would be the only known exposure of middle to late Jurassic sedimentary unit
lithostratigraphically equivalent to Colorado Plateau units in southern Nevada (Marzolf,
1990).

Unconformably underlying the Glen Canyon Group are the continental deposits of the
upper Triassic Chinle Formation (Stewart et al., 1972a) and the coastal-plain to marginal
marine deposits of the lower Triassic Moenkopi Formation (Stewart et al., 1972b). These
Triassic unitsin turn unconformably overlie the thick Paleozoic passive continental margin

deposits that comprise the Cordilleran miogeocline (Stewart, 1980).

Post-Aztec sandstone depositional history

M esozoic contractional deformation and sedimentation

Since deposition, the AZS has experienced along and varied deformation history (Figure
1.1). The earliest stage of deformation is attributable to regionally extensive, thin-skinned
east-directed thrusting associated with the Sevier orogeny (Armstrong, 1968). Following

deposition and likely burial, the AZS was once again exhumed to the surfacein late Jurassic
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Figure I.1. Summary of geologic and tectonics events for the Aztec sandstone in the vicinity of the
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to early Cretaceoustime. Fleck (1970) attributes the local exposure of the AZS to regional
uplift, possibly accompanied by gentle folding, associated with the earliest stages of the
Sevier Orogeny.

Inthe Valley-of-Fireregion, the upper stratigraphic contact of the AZSisasdlight angu-
lar unconformity with the overlying synorogenic Cretaceous Willow Tank Formation and
Baseline Formation sandstone (Bohannon, 1983a; Carpenter and Carpenter, 1994). These
units were deposited in a foreland basin associated with the advancing Sevier thrust front
(Armstrong, 1968). The basal conglomerate unit of the Willow Tank Formation was depos-
ited on regionally exposed erosional surface of AZS and consists of both locally derived
and far traveled lithic clasts (Bohannon, 1983a). Quartz arenite beds in the lower White
Member of the Baseline Formation appear to be derived and reworked from highlands of
AZS to the west (Longwell, 1949; Carpenter and Carpenter, 1994). In contrast, the upper
red member of the Baseline Formation isless mature than that of the lower White Member
and appearsto belocally derived from exposures of AZS (Carpenter and Carpenter, 1994).

At least two largethrust faultswere emplaced over the AZSinthevicinity of theValley-
of-Firein middle Cretaceous time (Bohannon, 1983a; Carpenter and Carpenter, 1994). The
earlier Summit-Willow Tank thrust places stratigraphically lower red AZS over upper or-
ange AZS, as well as the overlying synorogenic Cretaceous Willow Tank Formation and
the white member of the Baseline sandstone (Bohannon, 1983a). Longwell (1949) esti-
mated slip along a portion of thisfault to be on the order of afew kilometers. The Summit-
Willow Tank thrust was in turn over-ridden by the regionally extensive and far traveled
Muddy Mountain thrust (Longwell, 1949; Bohannon, 1983a). Inthe Valley-of-Fire, erosion
has either removed the upper plate of the Muddy Mountain thrust sheet or the Muddy Moun-
tain thrust sheet was never emplaced over the Valley-of-Fire, as speculated by Bohannon
(Plate 1, 1984) and Taylor (1999). However, the AZSinthe Valley-of-Firewasburied by at
least 1.6 km (approximate thickness of the over lying Cretaceous formations and the Sum-
mit-Willow Tank thrust sheet, Bohannon, 1983a). A few kilometers south of the study area
in the Muddy Mountains, the Muddy Mountain thrust places Cambrian Bonanza King For-
mation over the AZS (Bohannon, 1983b). In the Buffington Window of the Muddy Moun-
tains, Brock and Engelder (1979) estimated the thickness of the Muddy Mountain thrust
sheet to be 2-5 km.
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Cenozoic extensional and strike-dlip deformation and sedimentation

Cenozoic Basin and Range extensional and strike-dlip deformation followed the Sevier orog-
eny. The Valley-of-Fire region was apparently unaffected by deformation associated with
the late Cretaceous - early Tertiary Laramide orogeny (Bohannon, 1983a). The first re-
corded Cenozoic event to occur in thevicinity of the Valley-of-Fire was the unconformable
deposition of non-marine Tertiary sediments atop the Cretaceous Baseline sandstone
(Bohannon, 1983a). At this time, much of the southern Nevada region was structurally
characterized by abroad, gently north plunging arch, of which theValley-of-Firewason the
gently north-northeasterly dipping side (Bohannon, Plate 1, 1984). Stratigraphic dips be-
tween the Cretaceous units and the overlying basal Tertiary units differ by only 5-10°.

The Tertiary sedimentsin the Valley-of-Fire region include the Rainbow Gardens and
Thumb Members of the Horse Spring Formation [26 Ma- 13.5 Ma(Bohannon, 1984; Beard,
1996)], and the Muddy Creek Formation[10 Ma- 4 Ma(Bohannon et al., 1993)] (Bohannon,
1983a). Intervening upper members of the Horse Spring Formation and the red sandstone
unit of Bohannon (1984) are notably missing inthe Valley-of-Fire. Tilting of the Valley-of-
Fire of up to 25° in a northeasterly direction occurred prior to deposition of the Muddy
Creek Formation. Present day bedding dips in the Horse Spring Formation are approxi-
mately 30° to the northwest, while in the overlying Muddy Creek Formation they are ap-
proximately 5° to the northeast (Carpenter, Plate 1.3, 1989).

Three mgjor structural featuresrelated to Miocene Basin and Range deformation define
the landscape in the vicinity of the Valley-of-Fire (Figure 1.1; also see Figure 1.1). These
are: (1) The left-lateral Lake Mead Fault System (LMFS) (Anderson, 1973; Bohannon,
1979), which consists of several strands that show cumulative |eft-lateral offset of approxi-
mately 65 km (Bohannon, 1984). Activity along the LMFS occurred between 16 and 5 Ma
(references in Duebendorfer, 1998). (2) The right-lateral Las Vegas Valley Shear Zone
(LVVSZ) (Longwell, 1960), which consists of several right stepping segmentsthat form the
LasVegas Valey pull-apart basin (Campagna and Aydin, 1994; Langenheim et al., 2001).
Slipalongthe LVV SZ isestimated to be from 40 to 65 km (Bohannon, 1984), and occurred
between 14 and 7.5 Ma(referencesin Duebendorfer, 1998). Boththe LMFSand theLVV SZ



were active contemporaneously based on mutual crosscutting relationshipsat their intersec-
tioninthe Gale Hills(Cakir et al., 1998). Asmapped by Anderson et a. (1994), theLVV SZ
abuts against the more extensive LMFS. (3) The Virgin River depression (VRd), anh anoma-
lously deep and complex extensional basin atypical of other basinsin the Basin and Range
province (Bohannon et al., 1993). Subsidence of the VRd began slowly around 24 Ma, with
rapid subsidence occurring between 13-10 Ma (Bohannon et al ., 1993). Subsidenceisongo-
ing as evidenced by offset Quaternary deposits in the eastern reaches of the VRd (e.g.,
Billingsley and Bohannon, 1995). The VRd isdivided in the two right-stepping, and north-
south elongated sub-basinsthat are divided by aburied basement ridge. The Mesquite basin
to the northeast reaches depths approaching 10 km, while the Mormon basin to the south-
west approaches depths of 5km (Langenheim et al., 2000).

Based on stratigraphic offsets, activity along the predominantly strike-dlip faultsin the
Valley-of-Fire (see Figures 1.3 and 1.5) was contemporaneous with the three crustal-scale
structures discussed in the previous paragraph. Presently, the faults in the Valley-of-Fire
appear to be inactive as evidenced by alack of recent surface deformation and seismicity in
theimmediate vicinity (Rogersand Lee, 1976). However, sparse earthquakes near the west-
ernlobeof Lake Mead indicateright-lateral slip on north-trending faults. Theseright-lateral
faults share orientation with large-offset | eft-lateral faultsin the Valley-of-Fire (see Chapter
1) and must indicate either local stress reorientations between the two areas, or achangein

remote stress orientation following the formation of the Valley-of-Fire fault system.



Chapter 1

Evolution of a strike-dip fault network, Valley of Fire, southern Nevada

Abstract

In the Valley of Fire State Park of southern Nevada, the Jurassic Aztec sandstone is de-
formed by two predominately strike-slip fault sets with opposite slip sense. Onefault setis
NNE-oriented and shows maximum left-lateral offsets that range between centimeters and
2.4 km. The other fault set is NW-oriented and shows maximum apparent right-lateral off-
setsthat range between centimeters and 290 m. At aregional scale, most of the right-lateral
faults terminate against the larger-offset left-lateral faults and are found localized between
en echelon and parallel left-lateral faults, and at the ends of the larger |eft-lateral faults. At
alocal scale, right- and left-lateral faults of smaller size show mutually abutting relation-
ships. Also, Mode | splay fracturesrelated to fault slip are observed sharing the same orien-
tation and abutting relationships as members of the left- and right-lateral fault sets. A con-
ceptual model for the evolution of the strike-dlip fault network in the Valley-of-Fireis pre-
sented whereby the fault network formsviashearing of earlier formed joint zones, followed
by progressive Mode | splay fracturing and subsequent shearing of the splay fractures. At
the outcrop scale at least five hierarchical generations of structures are identified. It is pro-
posed that shearing of Mode | splay fractures is facilitated by material rotation near and

between dipping faults and/or local stress rotation due to fault interaction.

Introduction

Knowledge of subsurface fault geometriesisimportant to both economic and societal needs:
Faults have been shown to localize mineral deposits (Sibson, 1987; Curewitz and Karson,
1997), entrap hydrocarbon accumulations (Smith, 1980), and influence the thermal convec-
tion of groundwater in sedimentary basins (Smith et al., 1990). In some cases, potentially
hazardous seismogenic faults are not well expressed in the surface geology (Nicholson et
al., 1986; Nur et al., 1993). Conceptual models of how these structuresform and evolve are
therefore important to earthquake hazard studiesthat require a priori knowledge of subsur-

face fault geometries.



This study focuses on the evolution of a strike-slip fault network that developed within
the Cenozoic Basin and Range orogen of the western United States. A field-based approach
isemployed to study an ancient fault network devel oped in Aztec sandstone now exposed at
the surface in the Valley of Fire State Park in the Northern Muddy Mountains of southern
Nevada (Valley-of-Fire) (Figure 1.1). The purpose of this paper is to extend conceptual
models of faults formed along preexisting weaknesses (e.g., Martel et al., 1988; Myers,
1999; Pachell and Evans, 2002) to explain the evolution of the strike-dlip fault network that
occursin the Aztec sandstone.

In this paper, we first review terminology and examine concepts relevant to nucleation
and growth of the faults formed by shearing of preexisting weaknesses, with afocus prima-
rily on models developed by Myers (1999) for faults formed by shearing along joint zones
in sandstone. Then, we introduce the geologic setting and deformation history of the study
area. In the main body of the manuscript, we present field data on the geometric and kine-
matic properties of faults at a variety of scales in the Valley-of-Fire. These data form the
bases of aconceptual model for the evolution of strike-dlip fault network in the Aztec sand-
stone, which invokes, in addition to an earlier set of joint zones, multiple and progressively
formed generations of genetically related sheared joints and joints. We conclude with a
comparison of our conceptual model to extant models, such as models for strike-dlip fault
development in other lithol ogies and models based on Coulomb failure theory, and a brief

discussion of regional implications.

Terminology

A joint (or Mode | crack) is a mechanical discontinuity that exhibits dominantly opening
displacements. Two adjacent material particlesin the undeformed state are perpendicularly
displaced with respect to the material discontinuity in the deformed state (Engelder, 1987,
Pollard and Aydin, 1988). A sheared joint is a structure that originated as a joint and was
later subjected to shearing dueto either stress or material rotation. Related to sheared joints
are splay fractures. These features are joints that form in response to tensile stress
concentration near the ends of, and possibly along, sheared joints (Nemat-Nasser and Horii,
1982; Segall and Pollard, 1983; Engelder, 1989; Cooke, 1997; Martel and Boger, 1998).
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Figure 1.1. Generalized map of Cenozoic faults in the Lake Mead region of southern
Nevada. In general, the north to northeast trending faults are predominantly left-lateral
strike-slip and the northwest trending faults are predominantly right-lateral strike-slip. Heavy
lines are faults; dashed where inferred. Arrows indicate faults with primarily lateral slip
sense. Ball and tick symbols indicate faults with primarily normal slip sense. Approximate
basin boundaries of the Virgin River depression are indicated by a thin-dashed line. Inset:
Map of the western United States. LMFS = Lake Mead Fault System, LVVSZ = Las Vegas
Valley Shear Zone, BDM = Beaver Dam Mountains, FM = Frenchman Mountain, GB =
Gold Butte, MoB = Mormon sub-basin, MsB = Mesquite sub-basin, MM = Muddy Mountains,
MRM = Mormon Mountains, SM = Spring Mountains, SR = Sheep Range, TSH = Tule
Spring Hills, VM = Virgin Mountains, WR = Weiser Ridge. Base-image is a mosaic of
1:250,000 USGS DEMSs. Faults from Stewart and Carlson (1978), Bohannon (1983b),
Bohannon (1992), Anderson and Barnhard (1993), Axen (1993), Campagna and Aydin
(1994), and Beard (1996).

Splay fractures have also been termed horsetails (Granier, 1985), pinnate joints (Engelder,
1989), secondary fractures (Segall and Pollard, 1980), splay cracks (Martel et al., 1988), tail
fractures (Cruikshank and Aydin, 1995), tip cracks (Kim et al., 2001), and wing cracks
(Willemse and Pollard, 1998). Splay fracturesform at an acute angle (called the kink angle)
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with respect to the parent sheared joint in a clockwise sense for right-lateral shear andin a
counterclockwise sense for |eft-lateral shear. Field observations of kink angles vary over a
wide range of values, and have been reported between 3° and 40° in granite (Engelder,
1989), between 35° and 50° in massive sandstone (Cruikshank et al., 1991), and between
20° and 70° in layered clastic rocks (Kim et a., 2001). Deformation bands are narrow,
tabular zones of continuous shear displacement accompanied by pore volumelossand grain
crushing (Engelder, 1974; Aydin, 1978; Jamison and Stearns, 1982). Offset across indi-
vidual deformation bands is generally on the order of millimeters, but can be as great asa

few centimeters.

Sandstone faulting mechanisms

Two mechanisms of fault formation are known to operate in porous sandstone (Myers,
1999): (1) Deformation band-based faulting is a progressive process that begins with the
localization and amalgamation of individual deformation bandsto form azone of deforma-
tion bands. Short, discontinuous slip surfaces that accommodate discrete offsets also begin
to nucleate during this stage (Shipton and Cowie, 2001). With progressive strain localiza-
tion, zones of deformations bands and discontinuous slip surfaces coalesce to form a
throughgoing deformation band stylefault (Aydin and Johnson, 1978; Antonellini and Aydin,
1995; Shipton and Cowie, 2001). (2) Sheared joint-based faulting is a hierarchical and
progressive process that involves shearing along preexisting joints and joint zones, and
results in the subsequent formation of secondary and higher order joints, fragmented rock,
and fault rock (Myers, 1999). This paper focuses on the latter faulting mechanism, that is,

faults formed by shearing of joints in aeolian sandstone.

Sheared joint-based faulting

A solid basis exists for understanding the initiation and evolution of faults formed along

preexisting weaknesses (e.g., joints, veins, bedding surfaces) in rock. Much of the early
work concerning the formation of this class of faults was focused in crystalline rock
(McGarr et al., 1979; Segall and Pollard, 1983; Granier, 1985; Martel et al., 1988; Martel
1990; Pachell and Evans, 2002). Other workers extended these concepts of fault formation
to sedimentary lithologies including carbonate (Willemse et al., 1997; Kelly et al., 1998;
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Mollemaand Antonellini, 1999; Peacock, 2001; Graham et al., in press), shale (Engelder et
a., 2001), siliceous shale (Dholakiaet al., 1998), sandstone (Cruikshank et al., 1991; Zhao
and Johnson, 1992; Myers, 1999; Davatzes and Aydin, in press), and competent members
of layered clastic sequences (Kim et al., 2001; Wilkins et al., 2001).

Joint-based faulting as a prominent deformation mechanism in sandstone was first de-
scribed by Myers (1999). Earlier studies recognized the concept of sheared joints with cen-
timeter-scale slip magnitudes (Barton, 1983; Dyer, 1983; Cruikshank et al., 1991; Zhao and
Johnson, 1992), while Myers (1999) was able to document that asimilar process of faulting
along joint zones can operate over a wide range of slip magnitudes, from centimeters to
hundreds of meters. Using aseries of outcrop-scale maps of faultswith different initial joint
zone configurations and slip magnitudes, Myers developed a conceptual model that de-
scribesahierarchical process of fault evolution beginning with shearing along earlier formed
joint zones. Shearing of jointsin turn creates splay fractures at joint tiplines, stepovers, and
intersections, which leads to the formation of fragmentation zones (or brecciated zones).
This process is repeated as localized shear strain accumulates. Fragmentation zones are
further crushed to formisolated pockets of fault rock (or gouge) along small faults. Eventu-
aly, athrough going slip surface devel ops, and the once discontinuous pockets of fault rock
coal esce to form a continuous zone.

Myers (1999) further recognized that these faults evolved with different geometries
depending ontheoriginal joint configuration. He devel oped aclassification schemetoillus-
trate the idealized evolution of three end-member joint configurations (Figure 1.2): (1) en
echelon joint zones that have step-sense opposite to shear-sense (e.g., right-stepping and
left-lateral shearing); (2) en echelon joint zones that have step-sense similar to shear-sense
(e.0., right-stepping and right-lateral shearing); and, (3) subparallel joint zones character-
ized by alarge joint-length to joint-spacing ratio. For en echelon joint zones that have step-
sense opposite to slip-sense the overlapping region between stepping joints is subject to a
localized contractional strain (Segall and Pollard, 1980; Lin and Logan, 1991), which re-
sults in the frictional breakdown of host rock material. Damage in the form of joints and
sheared joints is outwardly developed (Myers, 1999). In contrast, en echelon joint zones

that have the same step- and dlip-sense are subject to alocalized dilational strain that results
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in the fragmentation of rock that spans the overlapping en echelon joints by inwardly di-
rected splay fractures. For subparallel joint zones, strain isaccommodated by the formation
splay fracturesthat span the distance between the overlapping joint segments. Accumul ated
shear strain is preferentially localized along the closely spaced subparallel sheared-joints.
Flodin (2002) recently proposed a fourth end-member case whereby damage is localized
primarily along one side of the fault due to the inherited geometry of a parent joint with an

asymmetrically distributed peripheral joint breakdown fringe (Figure 1.2).

Geologic setting

This study focuses on strike-dlip faults in aeolian Jurassic Aztec sandstone exposed in the
Valley-of-Fire (Figure 1.1). The Aztec sandstone was deposited in early Jurassictimein a
back-arc basin setting (Marzolf, 1983) and was part of alarger aeolian system that included
the Navgj o sandstone of the Colorado Plateau (Blakey, 1989). The Aztec sandstoneisafine
to medium grained sub-arkose to quartz arenite that is characterized by large-scale tabular-
planar and wedge-planar cross-strata (Marzolf, 1983; Marzolf, 1990). Within the Valley-
of-Fire, the Aztec sandstone has a stratigraphi c thickness of approximately 800 m (Longwell,
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1949) and is divided into three sub-units based on rock color and diagenesis (Figure 1.3)
(Carpenter and Carpenter, 1994; Taylor, 1999). From the stratigraphically lowest position,
the sub-units are lower red unit, middle buff unit, and upper orange unit. The petrophysical

properties of these units were recently described by Flodin et a. (in press).

Aztec sandstone deformation history

Deformation bands are the oldest deformational structuresin Aztec sandstone (Hill, 1989;
Taylor, 1999), and are thought to be related to Cretaceous-aged thrusting during Sevier
Orogeny (Bohannon, 1983a; Hill, 1989). Two deformation band phases are recognized: (1)
Phase | deformation bands that show little to no shear offset; and, (2) Phase |l deformation
bandsthat show shear offsets on the order of centimetersto decimeters. Phase | deformation
bands group within three general orientations (north-northeast, north-northwest, and north-
west) (Hill, 1989) and occur as individual bands or small clusters. Phase Il deformation
bands crosscut and offset the earlier formed set and are found in both low- and high-angle
orientations with respect to bedding. Low-angle Phase |1 deformation bands are short and
discontinuous, show offsetsof 1-3 cm, and are generally found localized along stratigraphic
bedding planes (Hill, 1989). In contrast, high-angle Phase Il deformation bands are continu-
ous for hundreds of meters, and are found as zones of deformation bands with cumulative
offsets on the order of decimeters.

Based on crosscutting relationships, jointing of the Aztec sandstone followed deforma-
tion banding and preceded the latest sheared-joint fault stage (Myers, 1999; Taylor et al.,
1999). In outcrop, many joints are found both localized along and abutted against deforma-
tion bands, indicating that joint propagation was influenced by the presence of the earlier
formed deformation bands. Although many of the pre-faulting joint geometries have been
obscured by subsequent shearing, Taylor (1999) was ableto identify threejoint orientations
unassociated with faults: a north-south joint set with both vertical, and east- and west-dip-
ping orientations, and two en echelon joint sets trending about 30° east and west of north.
Both Myers (1999) and Taylor et a. (1999) speculate that the joints formed during the
earliest stages of Miocene extension. It is aso possible that an earlier jointing event oc-
curred during unroofing and possible gentle folding (Fleck, 1970) of the Aztec sandstone

prior to reburial by synorogenic Cretaceous sediments and Sevier thrust sheets.
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Figure 1.3. Aerial photograph structural interpretation and geology of the Valley of Fire
State Park, southern Nevada. Heavy lines are faults that show more than 20 m of offset.
Many of these larger faults have been field-checked for accuracy. Thin lines are photo-
lineament interpretations, except where noted in the area shown in Figure 1.5b. Apparent

strike-slip offsets of unit and structural contacts are shown for many of the larger faults.

Locations of Mesozoic thrust faults adapted from Bohannon (1983b), and Carpenter and

Carpenter (1994).
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Strike-dlip faults with some normal-slip component that formed by shearing along pre-
existing joints and joint zones are the last recorded deformation featuresin the Aztec sand-
stone (Myers, 1999; Taylor, 1999). Crosscutting relationships illustrating the relative age
differences between Phase | and Phase || deformation bands, joints and sheared-joint faults
are shown in Figure 1.4. At the initiation of faulting the Aztec sandstone was buried by at
least 1.6 km of Cretaceous and Tertiary sediments (based on stratigraphic thicknesses pro-
vided by Bohannon, 1983a). The youngest rocks that these faults deform are the
stratigraphically lowest members of the Muddy Creek Formation (as mapped by Carpenter,
Plate 1.3, 1989), which was deposited between 10 and 4 Ma (Bohannon et al., 1993).

Mapping methods

Mapping for this research was carried out at scales ranging from 1:5 to 1:30,000. Outcrop
scale maps were made using base photographstaken from apole-mounted cameraat heights
between 2-3 m and a balloon-mounted camera at heights between 10-20 m. Meso-scale
maps (1:200 and 1:825) were made using basemap enlargements of low-altitude aerial pho-
tographs taken at scales of 1:1,600 and 1:6,600. The low-altitude aerial photo-basemaps
were georeferenced in thefield by locating map control pointsusing differentially-corrected
GPS. The smallest-scale mapping (1:30,000) was carried out using digitally orthorectified
aerial-photo quads (DOQ). Using GIS software, the georeferenced basemaps made it pos-
sible to merge data collected on different basemaps and at different scales into a single,
scaled project.

Offset markers used in this study include primary dune boundary surfaces, lithologic
and diagenetic contacts, and preexisting structures (mostly Phasel and Il deformation bands).
Sometimes dueto thelack of adequate offset markers, fault offsets were estimated based on
the fault architecture. Our estimates are calibrated to both the unambiguous exampl es that
we located and the fault maps provided by Myers (1999). Lastly, we note that all structural
orientation data presented in this paper uses the right-hand-rule convention (Marshak and
Mitra, 1988).
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Figure 1.4. (a) Field photo of structural features in Aztec sandstone showing crosscutting
relationships between elements of different generations. (b) Schematic drawing of part
(a). Based on crosscutting relationships, the structures from earliest to latest are: (1)
Phase | deformation bands that show little or no shear offset; (2) Zones of Phase Il
deformation bands that show cumulative shear offsets on the order of decimeters; (3)
joints; and, (4) sheared joints with associated splay fractures.

Strike-dip fault network: Field description

A strike-dlip fault system comprising primarily two sets occurs in the Aztec sandstone of
the Valley-of-Fire (Figure 1.3): A NNE-trending fault set showing predominantly |eft-lat-
eral dlip with a normal component (blue lines, Figure 1.3), and a NW-trending fault set
showing predominantly right-lateral slip with anormal component (red lines, Figure 1.3).
Bounding thisnetwork of faultswithinthe VValley-of-Fireisthe Waterpocket fault systemto
the west, and the Baseline Mesafault system to the east (Figure 1.3). Both the Waterpocket
and Baseline Mesafault systems show nearly 2.5 km of apparent left-lateral dlip, and appear
to be part of alarger family of approximately north-trending left-lateral faultsthat occur to
the northeast along Weiser Ridge (Bohannon, 1992) and to the north in the southern and
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eastern Mormon Mountains (Anderson and Barnhard, 1993) and the Tule Spring Hills (Axen,
1993) (Figure 1.1). In the following sections, we document the geometric, kinematic, and
timing relationships of the left- and right-lateral faults that occur between the Waterpocket
and Baseline Mesa faults, the two large-offset faults that bound the Valley-of-Fire.

Large-offset left-lateral faults

Three principal faults oriented NNE are identified in the map shown in Figure 1.5 (see
Figure 1.3for location). The central, through-going fault isthe Lonewolf fault (LWf) (Myers,
personal communication, 1998), and the faults to the west and east are the Wall fault and
the Classic fault, respectively (Figure 1.5a). In the northern half of the areashown in Figure
1.5b, the next major fault comparable to these faults to the west is about 700 m distant,
while the next comparable fault to the east is at least 1 km distant. Thisis contrasted by the
southern portion of Figure 1.5b, where the next major fault west of the Wall fault is 150 m
away, and the next major fault east of the LWf is200-300 m away (cf. Figure 1.2). An aerid
photograph of most of the northern part of the mapped area in Figures 1.5a and 1.5b is
shown in Figure 1.6. Thelocation of the most detailed map in Figure 1.5c is outlined in the
photograph.

The LWf hasan overall exposed length of about 2 km and consists of eight sub-parallel,
linked segments that have individual lengths ranging from 200 to 550 m. Mean strikes for
the segments range from 193° to 201°, while mean dips range from 59° to 70° (Figure 1.7).
These main fault segments are sometimes further segmented into an overlapping en echelon
array of sip surfaceswithinthefault core (Myers, 1999). However, given the scale of map-
ping shown in Figure 1.5, these finer scale fault segmentations all occur within the line-
widths that represent the faults. This limit of resolution holds also for the other faults dis-
cussed below.

Most of the segments that comprise the LWf are relatively in-line with each other and
are characterized by short overlap width and length on the order of meters. However, three
large right steps or jogs, characterized by overlap widths and lengths of tens of meters, are
recognized that effectively divide the LWf into four principal segments: north, north-cen-
tral, south-central, and south (Figure 1.5a). Region 1 (Figure 1.5a) highlightsthe location of
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Figure 1.5. (a) Index map for part (b). Highlighted regions are referenced in the text. Also
note the location of the detail map shown in part (c), the aerial photograph shown in Figure
1.6, and the map shown in Figure 1.14a. Fault names are as follows: Cf = Classic fault,
LWf = Lonewolf fault, Wf = Wall fault. (b) Structure map of a portion of the Valley-of-Fire
originally mapped at a scale of 1:825. See Figure 1.2 to locate this map within the context
of the Valley-of-Fire. Jab = beige subunit of Jurassic Aztec sandstone; Jao = orange subunit
of Jurassic Aztec sandstone; Kundif = undifferentiated Cretaceous sediments. (c) Detail
structure map of a portion of the Lonewolf fault originally mapped at a scale of 1:200 [see
part (a) for map location]. Note the shared orientation between splay fractures and right-
lateral faults originating from the LWf, as well as the shared orientation between splay
fractures and left-lateral faults originating from the secondary right-lateral faults. At least
five generations of splay fracturing and shearing of splay fractures are identified on this
map. Examples of each generation are as indicated: SC = splay fracture; LL = left-lateral
fault; RL = right-lateral fault; numbers indicate generation (e.g., SC* = first generation splay
fracture). Note that given the scale of mapping, not all fractures are shown.

aright-step that separates the north and north-central segments of the LWf. These two seg-
ments are not connected by a through-going left-lateral fault. Rather, they are linked by a
dense network of right-lateral faults (discussed later). In contrast, the right-jogs that sepa-
rate the north-central, south-central, and southern segments are linked by through-going
left-lateral faults (regions 4 and 6, respectively, Figure 1.5a).

Evidence for predominantly strike-slip motion along the LWf is abundant. In the north-
ern part of the fault, a three-plane solution between the fault plane, the shallow dipping
contact between the middle and upper units of the Aztec sandstone, and a steeply dipping
deformation band zone (Phase 1) at high-angle to the fault indicates a slip rake of 14°, as
projected onto the west-dipping fault plane. Whereidentified, slickenlinesand groove marks
on primary slip surfaces along the LWf yielded rakes between 2° and 21°, with atrend for
progressively steeper rakes from north to south. An example of shallow plunging slip indi-
catorson aprimary plane of the LWf isshownin Figure 1.8. Meter-wavelength fault groove
marks have rakes that plunge 2° to 4° to the south. Smaller, centimeter-wavelength groove
marks with rakes plunging from 4° to 14° overprint the larger grooves. Similar to the LW,
the two faults described below also have offset markers and kinematic features indicating

predominantly left-lateral, strike-slip slip sense.
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Figure 1.6. Low-altitude aerial photograph (1:4,400 scale) of a portion of the mapped
area shown in Figure 1.5 (see Figure 1.5a for location). Note two sets of lineaments with
systematic trends: one slightly east of north including lineaments that correspond to the
LWf and Cf, and another west of north, which are bounded by the first set. LWf = Lonewolf
fault; Cf = Classic fault.
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Figure 1.7. Equal-area stereographic
projection of slip surface data collected
along the LWf. Mean orientations of the
eight segments that comprise the LWf
are shown as great circles. Individual
data points used to calculate the mean
planes are shown as poles.

The Classic fault to the east of the LWf (Figure 1.5b) consists of subtly right-stepping,
subparallel segments that are linked by through-going left-lateral faults. Region 2 (Figure
1.5a) highlights a particularly large left-lateral segment that merges with the Classic fault.
Similar to region 1 along the LWf, a dense network of right-lateral faults occurs between
the left-lateral segments. South of where these two segments merge, cover conceals much
of the Classic fault. To the south of this area, the next major exposure is the apparent tip
region of the Classic fault. Slip near the fault end is accommodated along at least two
subparallel segments. To the north, the last documented evidence of the Classic fault isthe
offset (143 m) of overlying Cretaceous sediments.

The Wall fault is to the west of the LWf (Figure 1.5b). Much of this fault disappears
beneath the cover to the north and must end prior to reaching the overlying Cretaceous
sediments as the basal conglomerate member is not noticeably offset where the Wall fault
projects (cf. Figure 1.2). However, the Wall fault does continue to the south for more than a
kilometer. As shown in the detailed map (Figure 1.5b), the Wall fault consists of many sub-
parallel fault strands (also noted by Myers, 1999).

Slip profilesfor all threefaults are presented in Figure 1.9. Offset markersin the north-
ern part of Figure 1.5b are abundant and consist of unit boundaries and nearly vertical
Phase Il deformation bands that strike at high angle to the faults. Offset markers in the

central and southern portions of the mapped area were sparse, making it difficult to divide
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Figure 1.8. Fault grooves with ~1 m wavelength overprinted by smaller grooves with
centimeter-wavelength on a primary slip plane of the LWf. Rake of the large grooves is
2-4°, while the smaller grooves rakes range from 4-14°, both indicating predominantly
left-lateral with a small normal slip component. The average dip of the fault plane is 88° to
the west. Location is near the north end of the LWHf. View is to the south.

dlip between the southern segments of the LWf. Because of this, these three segments are
lumped together in the slip distribution. Offset markers in the southern part of the mapped
areaconsist solely of primary and secondary dune boundaries. Of the three faults, the Clas-
sic fault has the largest maximum offset of 173 m, while the LWf shows a maximum offset
of about 80 m. The largest offset measured along the Wall fault is 7 m. A cumulative slip
profile across Figure 1.5b shows a maximum of about 200 m near the northern end of the

map (Figure 1.9).
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Figure 1.9. Fault slip profiles for the three large left-lateral faults shown in Figure 1.5.
LWif-N = Lonewolf fault — north branch; LWf-S/C = Lonewolf fault — north-central, south-
central, and south branches; Cf = Classic fault; Wf = Wall fault.

Smaller-offset, discontinuous faults and fractures

In contrast to the few through-going, large-offset faults shown in Figure 1.5b, numerous
structures exist that are discontinuous and shorter, and are generally bound in extent by the
larger faults. In this class of shorter structures, two general sets with different orientations
are recognized: (1) a set comprising NW-oriented splay fractures and right-lateral faults,
both emanating from left-lateral faults; and, (2) a set comprising NNE-oriented splay frac-
tures and left-lateral faults, both emanating from right-lateral faults. Some field relations
deviate from these generalizations, which will be discussed later.

The density and distribution of these structures are not random, but are systematically
localized near the ends of the larger NNE-trending left-lateral fault segments. Regions 1-8
highlighted in Figure 1.5a are selected examples of such structures, two scales of which are
observed on the map (Figure 1.5b). Regions 1, 2, 4, and 6 show a high concentration of
right-lateral faultsthat occur between closely spaced stepsalong the large-offset, | eft-1ateral
faults. In these areas, the right-lateral faults are found in multiple orientations and are al-
most always bound in extent by the larger left-lateral faults. Regions 3, 5, 7, and 8 highlight
larger-scale domains of left- and right-lateral faults that are bound between neighboring

large-offset, left-lateral faults. In region 3, discontinuous right-lateral faults dominate the
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left-step between the LWf and the end of the left-lateral fault to the west. In this region,
similar to the other regions, multiple orientations of right-lateral faults occur. However,
unlike the other areas mapped in Figure 1.5b, many of the right-lateral faultsin region 3
have nearly north-south strikes. Most of these north-south striking right-lateral faults ap-
pear to have formed along preexisting Phase | deformation bands. Regions5, 7, and 8 have
nearly equal proportions of mutually abutting right- and left-lateral faults. Structures in
region 7 arelocalized between the end of the LWf and the next large | eft-lateral fault east of
the mapped area, while structures in region 8 are localized between the Wall fault and the
end of the fault that isinline and south of the LWf (Figures 1.3 and 1.5). Region 5issimilar
instyletoregions 7 and 8, but issmaller in scale. Thisregion islocated between the end of
the Classic fault and the juncture of the south and central segments of the LWf (Figures 1.5b
and 1.5c¢), and is the subject of more detailed analysisin the following paragraph.

Mutual abutting rel ationships between different sets of |eft- and right-lateral faults, and
splay fracturesimply ahierarchical sequence of formation (Figure 1.5¢). The largest struc-
ture shown in Figure 1.5c is the left-lateral LWf (labeled LLY). We consider the LWF pri-
mary in nature because it bounds all other structures. Emanating from the LWf are splay
fractures and right-lateral faults that share the same orientation (e.g., SF? and RL?, respec-
tively in Figure 1.5¢). These structures are considered to be second generation because they
appear to have formed in response to activity along the primary LWf. All secondary struc-
tures have at least one end that abuts against a primary left-lateral fault. Two of the second-
generation right-lateral faults extend through the map areato the southwest where they join
with the end of the Classic fault to the southwest and outside of the mapped area (see Figure
1.5b and photograph in Figure 1.6 for location). Emanating from, and localized between,
these two right-lateral faults are splay fractures and |eft-lateral faults (e.g., SF* and LL3,
respectively), both of which have the same intersection angle (Figure 1.5c). These struc-
tures are considered to be third generation because they appear to be genetically related to
activity along the second-generation structures. All third generation structures are bound on
at least one end by a second generation right-lateral fault. Further branching occursfromthe
third generation | eft-lateral faultsinthe form of fourth generation splay fractures(e.g., SF%),
the subsequent shearing of which produced a fourth generation of right-lateral faults
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(e.g., RL%). The highest order structureidentified in thisareais afifth generation | eft-lateral
fault and related splay fractures (e.g., SF° and LL5).

So far, we have broken down structures into smaller and smaller components. To re-
verse this trend, we now focus on the large map in Figure 1.3 that covers the area between
the Waterpocket and Baseline Mesa faults, two regional, |eft-lateral faults with kilometer-
scale dip. Here, we see elongated domains of discontinuous right- and left-lateral faults
(thin-red and blue lines, respectively) localized between large-offset, N- to NNE-oriented
left-lateral faults (heavy-bluelines). These domainsinclude second-generation right-lateral
faults, and third generation left-lateral faults, and are arranged in afault pattern that isremi-
niscent of the pattern previously described in detail in Figure 1.5¢c. A few areas have struc-
tures that occur at odd orientations (black lines) with respect to the overall pattern of |eft-
and right-lateral faults (Figure 1.3). For example, the NE-oriented structures resulting from
the shearing of preexisting joints (heavy-black lines, northwest portion of Figure 1.3) have
apparent splay fracture configurations that might be related to an earlier episode of right-
lateral slip along the Waterpocket fault. However, present-day offsets along both sets of
structures are | eft-lateral. Finally, we note that thereis ahigher concentration of structures
within the lower-red unit of the Aztec sandstone compared to the upper two units (Figure
1.3). Thisvariability in structural occurrence hasbeen interpreted to berel ated to diagenetical
differences between the sandstone units, and is discussed el sewhere by Taylor (1999) and
Flodin et al. (in press).

Sructural orientations

The orientation of faults and splay fractures within mapped areafall into two subsets (Fig-
ure 1.10): (1) NW-oriented structures, which consist of right-lateral faults that strike be-
tween 130° and 181°, and splay fractures that emanate from left-lateral faults that strike
between 135° and 197°; and, (2) NNE-oriented structures, which consist of |eft-lateral faults
that strike between 165° and 207°, and splay fractures that emanate from right-lateral faults
that strike between 167° and 209°. In the datashown in Figure 1.10, both structural elements
(i.e., faults of one set and splay fractures of faults from the other set) show nearly complete

overlap within their own orientation subset. Between the two subsets, similar orientations
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Figure 1.10. Equal-area stereographic projection of structural orientation data collected
within the mapped area shown in Figure 1.5b. In general, the data show two clear trends
defined by left-lateral faults and splay fractures of right-lateral faults, and right-lateral
faults and splay fractures of left-lateral faults. However, the two groups overlap by as
much as 13° (gray-shaded region). Mean planes for each group of data are shown as
great circles. LL = left-lateral fault; RL = right-lateral fault.

occur over arange of approximately 13° (shaded area, Figure 1.10). Splay fractures that
have this intermediate orientation are usually localized between left- and right-lateral fault
junctures on the side of the juncture that has an obtuse angle of intersection (Figure 1.11),
and in general, only occur within meters of the originating fault zone (cf. Myers, 1999, p.
37). Splay fracturesthat extend outside of the fault damage zone generally have higher kink
angles (cf. Myers, 1999, p. 38). Overall, splay fracture kink angles show a large variation
ranging from 12° to 70°. Mean planes for fault and splay fracture sets are shown as great
circlesin Figure 1.10. The average kink angle between mean planes of the left-lateral faults
and the splay fractures of right-lateral faultsis 30°, while for right-lateral faults and splay

fractures of |eft-lateral faultsthe angleis 32°.
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Figure 1.11. Map-view photograph of an intersection between left- and right-lateral faults.
Note the orientation the low- and high-angle splay fractures. The low-angle splay fractures
are localized between the two faults and are younger based on the abutting relationships.

The data on the intersection angles between the structural elementsin Figure 1.5b are
plotted in adifferent way asabasisfor appreciation of the consistency and variability of the
field data (Figure 1.12). The mean intersection angle between right-lateral faults that abut
against |eft-lateral faults is 37°, and is 31° for the opposite abutting relationship (Figure
1.12a). Mean angles between intersecting left-lateral faults and intersection right-lateral
faults are 13° and 24°, respectively (Figure 1.12b). Mean splay fracture kink angles from
left- and right-lateral faults center on 32° and differ by 1°, and range between 13° and 72°
(Figure 1.12c). Note that the lower angle splay fractures mentioned in the previous para-
graph are not represented at the scale of mapping shown in Figure 1.5b. Intersection angles
between faults with opposite sense of dlip show the widest spread in orientation ranging
between 12° and 85° (Figure 1.12a). In particular, angles between right-lateral faults that
abut against left-lateral faults are skewed towards greater intersection angles. Angles be-
tween faultsthat have the same slip-sense range between 4° and 43° and are markedly lower
than those for opposite slip sense (Figure 1.12b). Splay fracture kink angles are more simi-
larly oriented to the faultswith opposite slip-sense, with the greatest spread occurring inthe
splay fracture set that emanates from left-lateral faults (Figure 1.12c).
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Figure 1.12. Boxplot statistics for apparent intersection angles between structural elements
as measured from the map shown in Figure 1.5b. (a) Angles between intersecting faults
that have opposite slip sense. (b) Angles between intersecting faults that have the same
slip sense. (c) Splay fracture kink angles. The line and number at the center of the box is
the sample median; box bottom and top are respectively the first and third quartiles; dashed
lines indicate 1.5 times the interquartile range; a cross explicitly indicates outliers.

Material rotation

The orientations and intersection angles presented in the previous section reflect the present
day values and might be different than those of the original values when the structures
formed. Infact, Myers(1999) noted material rotations of host rock fragments of up to 40° in
the central core of fault zones. Because of the importance of the notion of material rotation
in our conceptual model of faulting, we offer field examples of material rotation within the
areamapped in Figure 1.5b. Earlier studies proposed that material between subparallel faults
is expected to rotate counterclockwise for right-lateral bounding faults, and clockwise for
left-lateral bounding faults (Freund, 1974; Nur et al., 1986). We present examples of both

scenarios below.
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Thefirst exampleisfrom aleft-stepover between right-lateral bounding faultsthat show
cumulative offsets on the order of afew meters (Figure 1.13). Traversing the stepover area
are a set of left-lateral faults and two preexisting, subparallel Phase | deformation bands
(labeled dbt and db?, Figure 1.13a) that enter the fault zone from the northeast. Outside of
the fault zone (lower left, Figure 1.13), both deformation bands continue with a straight
trace for many meters towards the northwest. Within the fault zone the deformation bands
are broken and offset by left-lateral faults that are bound between two sets of overlapping
right-lateral faults. Between the left-lateral faults, the deformation band segments approxi-
mately retain their straight trace. The deformation band segments are progressively rotated
in aclockwise sense with increasing distance to the lower right-lateral fault (Figure 1.13b).
At the last documented juncture between the deformation bands and the right-lateral fault,
the bands are rotated by as much as 60°. Both deformation bands are rotated about axes that
plunge approximately 70°.

The second example is larger in scale and opposite in rotation sense (Figure 1.14). In
this case, the bounding faults are left-lateral and the internal faults are right-lateral. The
bounding faults are the right-stepping northern and central segments of the LWf (region 1,
Figure 1.58). The internal right-lateral faults intersect their bounding faults at angles rang-
ing from 27° to 60°. Oriented perpendicular to, and offset by, the two segments of the left-
lateral LW isazone of earlier formed Phase Il deformation bands (Figure 1.14a). The zone
of deformation bandsitself consists of bounding deformation bands that show right-lateral
offset and internal deformation bands that show left-lateral offset and are similar in geom-
etry to zones of deformation bands described by Davis et al. (2000). The mean angle of
intersection between the two deformation band sets is approximately 26° both inside and
outside of the bounding segments of the LWf. However, the mean orientations of the two
setsthat occur between the fault segments are rotated approximately 15° in acounterclock-
wise sense with respect to the zones of deformation bands found outside of these segments
(Figure 1.14b). Some of the internal right-lateral faults appear rotated, as well.

Evidencefor material rotations might also bereflected in the data shown in Figure 1.12.
The median intersection angle between the |l eft-lateral faultsand theright-lateral faultsthat ema-
nate from them is dightly higher (5°) than the median intersection angle between |eft-lateral
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Figure 1.13. Field example of counterclockwise material rotation between overlapping
right-lateral fault segments. (a) Field map showing left-stepping, right-lateral faults bounding
a series of left-lateral faults. Two subparallel, earlier formed Phase | deformation bands
with straight traces outside of the overlap area enter the fault zone from the lower-left and
are progressively rotated in a clockwise sense. Note that the curved trace of the left-
lateral faults in the upper-right portion of this figure is due to topographic effects. inset:
Equal-area stereographic projection of fault planes and Phase | deformation band
orientations. Numbers and letters correspond to the orientations of deformation band
located in the map. LL = left-lateral; RL = right-lateral. (b) Plot showing progressive rotations
of the deformation bands db* and db? in the map.
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faults and the splay fractures that emanate from them. Also, the intersection angle between
right-lateral faults abutting against |eft-lateral faultsis skewed towards higher intersection
angles than the angles between left-lateral faults and related splay fractures. If the right-
lateral faults formed by shearing of the earlier formed splay fractures as we propose in the
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Figure 1.14. Field example of clockwise material rotation between the overlapping northern
and central segments of the left-lateral LWf (Figure 1.5a). (a) Sketch of the through-going
left-lateral LWf (heavy lines) and internal right-lateral faults. A zone of Phase Il deformation
bands (gray-shaded line) is offset in a left-lateral sense across segments of the LWf, and
in a right-lateral sense across internal faults. The zone of Phase Il deformation bands
itself consists of a mutual crosscutting set of left- and right-lateral deformation band faults.
Zone of deformation bands shown as dashed outline where inferred. (b) Strike and dip of
the Phase Il deformation bands both inside and outside of the LWf. Filled symbols are
mean orientations for the respective groups. LL = left-lateral; RL = right-lateral.
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following section, thisdiscrepency in intersection angle between | eft-lateral faultsand their
splay fractures, and left-lateral faults and abutting right-lateral faults, might reflect counter-
clockwise rotation of the slab between the right-lateral faults.

Conceptual model for fault network evolution

We propose that the fault network in the Valley-of-Fire evolved through a hierarchical and
progressive process of shearing of joints, splay fracturing, and subsequent shearing of the
splay fractures as presented in Figure 1.15. The fault network evolution model beginswith
aset of discontinuousjoints, which areindividually zonal in character (Myers, 1999). These
jointseither formed during an earlier tectonic event (i.e., preexisting joints) (e.g., Segall and
Pollard, 1983) or they arethefirst structuresformed during a progressive process that even-
tually led to the formation of the faults (i.e., precursor joints) (e.g., McGarr et a., 1979)
(Figure 1.15a). Regardless of their relative timing, thesejointsand joint zones aretheinitial
discontinuities on which the first generation of faults nucleated (Myers, 1999).

In the conceptual model shown in Figure 1.15b, the first generation of faults with aleft-
lateral sense of shearing produces opening mode splay fracturesthat are primarily localized
at or near the end, and in theimmediate vicinity, of thefirst generation structures. However,
due to mechanical interaction between adjacent first generation faults (Martel, 1990) and in
responsetoincreasing slip, some splay fractures propagate across the distance of undeformed
rock that spans these neighboring structures (Figure 1.15b). Due to local stress rotations
between overlapping faults (e.g., Segall and Pollard, 1980; Ohlmacher and Aydin, 1997,
Kattenhorn et al., 2000) and/or material rotations (e.g., Nicholson et al., 1986; Swanson,
1988), shear stress is imposed across the first generation splay fractures to form a second
generation of faults (right-lateral) with their associated splay fractures (Figure 1.15c). This
second generation of splay fractures, like the first generation splay fractures, formslocally
between fault stepovers and outwardly from fault ends. The second generation faults almost
alwayshave adlip sense oppositeto that of thefirst generation faultsformed earlier (Figure
1.15c). Anexceptionto theruleisillustrated where an earlier formed splay fracture emanat-
ing from a primary left-lateral fault is more optimally oriented for the imposition of left-

lateral shear (upper right, Figure 1.15d), and thus forms a left-lateral fault in a rather
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uncommon orientation. Splay fractures formed from right sense of dlip across the second-
generation faults are oriented subparallel to the first generation left-lateral faults. This pro-
cess is repeated to form successively younger generations of faults and splay fractures as
slip accumulates along, and transfers between, the first generation faults (Figure 1.15e).
The final fault network geometry is defined by the characteristic splay fracture kink angle.
Deviations that occur for intersection angles between faults and splay fractures (Figure
1.12) might stem from the presence of complex preexisting joint geometries, the formation
of splay fractures at lower angles between left- and right-lateral faults (Figure 1.11), and/or
material rotations.

The progressive formation of faultsand associated splay fracturesleadsto characteristic
fault slip magnitude and structural spacing for each of the higher order structural genera-
tions. Slip between each successively higher generation of faultsis approximately an order
of magnitude less than the previous generation of faults. In accord with the pattern of slip
distribution, each progressively higher order fault generation hasaroughly factor two smaller
spacing than the previous generation. However, the spacing of higher order structuresis
also affected by the spacing of the bounding faults (e.g., compare regions 2 and 7, Figure
1.5b), and the magnitude of dip transferred between them. The smaller dlip on the higher

@ o

splay fracture
kink angle

—————— preexisting joint = qst generation left-lateral fault —— 3rd generation left-lateral fault
—— splay fracture ===/umn 2nd generation right/left-lateral fault ... 4th generation right-lateral fault

Figure 1.15. Conceptual model for the evolution of the strike-slip fault network in the
Valley-of-Fire. (a) Preexisting joints prior to, or at the earliest phase of, faulting. (b)-(e)
Progressive stages of splay fracturing and sequential shearing of splay fractures that
evolve into sets of left- and right-lateral faults.
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order structures accommodates shear strain acrossagreater number of closely spaced faults.
However, comparing shear strains between different generations of faultsindicates that the
magjority of the shear strain is accommodated by the through-going, first generation faults.
Representative shear strainsfor each generation were approximated by dividing the average
fault dlip by the average fault spacing. Calculated shear strains for the first through the
fourth generation structures are 0.71, 0.23, 0.21, and 0.06, respectively.

Discussion

Comparison with other fault network models

The geometry of the faults in the Valley-of-Fire bears resemblance to structural networks
described elsewherein granite (McGarr et al., 1979; Segall and Pollard, 1983; Martel et al.,
1988; Martel, 1990; Pachell and Evans, 2002), clastic rocks (Kelly et al., 1998; Myers,
1999), and carbonates (Willemse et a., 1997; Kim et al., 2001; Graham et al., in press).
However, some important differences exist. Martel (1990) documented no more than three
structural generationsfor compound fault zonesin granite, compared to the five generations
of structuresthat occur in the Valley-of-Fire. Martel et al. (1988) found that the splay frac-
turesthat cross between thefirst generation left-lateral faultswere morelikely to be sheared
in aleft-lateral sense than aright-lateral sense. This contrasts with observation in the Val-
ley-of-Fire where the first generation splay fractures are almost always sheared in aright-
lateral sense. Based on observations of predominantly left-lateral slip ontheseinternal cross-
ing faults and in light of kinematic models (Freund, 1974), Martel et a. also argued that
material between the bounding left-lateral faultsrotated in a clockwise sense and was under
contraction. These rotations are opposite to those observed between the | eft-lateral faultsin
the Valley-of-Fire, and in corollary, we suggest that the material between the overlapping
faults experienced extension.

Kim et a. (2001) document the formation of faultsalong earlier formed splay fractures.
However, direct comparison with the faults in the Valley-of-Fire is difficult, as the faults
they studied appear to have undergone two deformation events where earlier formed right-
lateral faultswerereactivated to dlip in aleft-lateral sense. They find splay fracturesformed
at the ends of right-lateral faultsto bereactivein left-lateral shear. However, the left-lateral
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shear appearsto be resolved not only along the earlier formed splay fracture, but also along
theend of the earlier right-lateral fault. Intheir conceptual model of fault evolution, Kelly et
al. (1998) describe the formation of isolated conjugate faults that later link to form afault
network. This contrasts with our observation of faultsin the Valley-of-Fire where we see a
causative relationship between each progressively higher order generation of faults with
opposite (or conjugate) slip sense. That is, each generation appears to have formed in
response to deformation accommodated by earlier generations, in contrast to the faults that
Kelly et a. (1998) describe where the faults appear to devel op independent of each other.

The evolutionary aspects of our fault network model most resemble that of models de-
veloped by Willemse et al. (1997) and Graham et al. (in press) for faultsin l[imestone, and,
not surprisingly, by Myers (1999) for faultsin sandstone—albeit all of these studies focused
on the internal geometry of the faults at the outcrop scale in comparison to the larger-scale
observations used in this study. The fault development model described by Willemse et al.
(1997) and Graham et al. (in press) relies primarily on the progressive formation and subse-
guent shearing of pressure solution seams; splay fracturing viavein formation playsasome-
what lessimportant role. They describe up to five successive generations of structures, each
with opposing slip sense, in the formation of mature fault zones. Although masstransfer via
the formation of solution seams is not identified to operate in a localized manner in the
Valley-of-Fire, analogies between the two models can still be drawn. Similar, but opposite
in opening sense to Mode | fractures, solution seams can be idealized as*interpenetrating”
anti-Mode | fracturesthat form in the compressional quadrant of asliding fracture (Fletcher
and Pollard, 1981). In the case of the limestones described by Willemse et al. (1997), the
higher order structures are generally in the form of solution seamsthat localize in the com-
pressional quadrant of the sheared parent fracture, whereasin the Valley-of-Fire, the higher
order structures are in the form of joints that localize in the extensional quadrant (Myers,
1999).

The strike-dlip faults in the Valley-of-Fire are not well explained by Riedel shear zone
models (Riedel, 1929) as interpreted in terms of the Coulomb failure criterion (e.g.,
Tchaenko, 1970; Logan et a., 1979) (Figure 1.16a). In Riedel modelsfor simple shear, the
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first expected structures to form are synthetic slipping R shear fractures oriented 45°—¢'2,
and antithetic R* shear fractures oriented 45°+¢@'2, where @isthe angle of internal friction.
With increasing slip magnitude, synthetic P shear fractures form at an angle of —45°+¢@'2.
For fault zones with large offset magnitudes, Y shear fractures are expected to form parallel
to the shear direction (Tchaenko, 1970; Logan et a., 1979) (Figure 1.16a). In some fault
zones, T fractures, or joints, form at an angle of 45° from the trend of the zone, which is
parallel to the direction of maximum compression, o, (positive compression; ¢,>0,>0.)
(Tchalenko and Ambraseys, 1970).

Considering the faults that comprise the network in the Valley-of-Fire, the formation
sequence of thefaults and splay fractures does not fit the Riedel model. Using Riedel termi-
nology for the Valey-of-Fire structures, the Y structures (through-going, first generation
left-lateral faults) would be the first to form, followed by T and then R’ structures (splay
fractures and second generation right-lateral faults, respectively). R and P structures are
notably absent. It can similarly be shown that the angul ar relationshipsinthe Valley-of-Fire
do not fit the Riedel model. Choosing an angle of internal friction of 35° for the Aztec

sandstone, R’ shears (second generation faults) should be oriented 62.5° away from the

(b)

Figure 1.16. (a) Schematic illustration of a Riedel shear zone (adapted from Tchalenko,
1970; Swanson, 1988). (b) Possible geometry of a conjugate strike-slip fault network predicted
by Anderson’s (1951) faulting theory for horizontally oriented maximum and minimum principal
stress, g, and g,, and a vertically oriented intermediate stress (not shown), o,.
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main fault trend, and T fractures (splay fractures) should be oriented 45°. We find them
oriented closer to 30°, which better correspondsto the splay fracture kink angle (Cruikshank
et a., 1991; Cooke, 1997; Willemse and Pollard, 1998).

The left- and right-lateral strike-dlip faults in the Valley-of-Fire might also be consid-
ered a manifestation of conjugate R and R’ Riedel shears where o, bisects the angle be-
tween thetwo shears (Figure 1.16a). Thiswould be equivalent to conjugate strike-dlip faults
in Anderson’s (1951) faulting theory when o, and o, are oriented in the horizontal plane,
and o, isvertica (Figure 1.16b). However, neither model satisfactorily explains the devel-
opment of the fault network in the Valley-of-Fire. The R and R’ shear fractures form in
Riedel models at small fault offsets. With increasing offset, Pand Y shears are expected to
form (Tchalenko, 1970). In the Valley-of-Fire, where the faults have offsets ranging be-
tween millimeters and kilometers, the two major fault orientations might correspond to the
R and R’ shear orientations, but thePand Y shearsare absent. In Anderson’s (1951) model,
the angle between the greatest compression, o,, and the conjugate faults is, according to
Coulomb failure criterion, 45°+¢@/2. Assuming o, bisects the orientation of the faultsin the
Valley-of-Fire, this angle would be approximately +16°, which corresponds to an internal
friction angle of 58°. However, we note that such large internal friction angles generally
correspond to fine to very fine grain crystaline rocks (Brace, 1964), and that values re-
ported for sandstone are closer to 32° (Jaeger and Hoskins, 1966).

Perhaps the most significant difference between our model and the Riedel (1929) and
Anderson (1951) modelsistheinability of thelater modelsto predict spatial distributions of
structures. In particular, the Riedel and Anderson models do not describe intersection rela-
tionships and formation hierarchies between faults with different dlip sense. Any plane that
shares orientation with potential conjugate failure planes has equal likelihood of becoming
afault. Faults formed under these conditions are generally shown to have mutual crosscut-
ting relationships(e.g., Figure 1.16b). However, in our model, faultsrarely offset each other.

Rather, higher order faults nucleate from the ends of, and are bound between, older faults.
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Role in Basin and Range tectonics

It is important to place the strike-dlip fault network in the Valley-of-Fire within a more
regional context as much debate has centered on the role strike-dlip faults play in Basin and
Range tectonics. Activity along the sheared-joint faults that deform the Aztec sandstone
appearsto be contemporaneous with the formation of three crustal-scale structuresfound in
thevicinity of the Valley-of-Fire based on stratigraphic offsets. the Lake Mead fault system
(LMFS), Las Vegas Valley shear zone (LVV SZ), and the Virgin River depression (Figure
1.1). Theleft-lateral LMFES (Anderson, 1973; Bohannon, 1979) consists of several strands
that show cumulative left-lateral offset of approximately 65 km (Bohannon, 1984). The
right-lateral LVV SZ (Longwell, 1960) consists of several right stepping segmentsthat form
the Las Vegas Valley pull-apart basin (Campagna and Aydin, 1994; Langenheim
eta., 2001). Slip along the LVV SZ is estimated to be from 40 to 65 km (Bohannon, 1984;
Wernicke et a., 1988). The LMFS and the LVV SZ have mutual abutting relationships at
their intersection in the Lovell Wash, north of the LVV SZ (Cakir et al., 1998). The Virgin
River depression (VRD) consists of two north-trending and right-stepping sub-basins that
are divided by a buried basement ridge and are fault bounded (Bohannon et al., 1993).
However, the nature of these faults are not well constrained. The northeastern Mesquite
sub-basin is as deep as 8-10 km, while the southeastern Mormon sub-basin is up to 5 km
deep (Langenheim et al., 2000).

There have been heated debates on the role of strike-dlip faultsin the Basin and Range
and the nature of rotation (e.g., Ron et al ., 1986; Anderson and Barnhard, 1993; Cakir et al.,
1998). It has been suggested that the strike-dlip faults are the result of amore local process
of transform faulting between differently extended terrenes (e.g., Wernicke et al., 1988;
Duebendorfer and Black, 1992). While we do not wish to reopen a discussion on such a
contentious issue, we should bring up the implications of the new data presented in this
study for the issues expressed earlier. The strike-dlip fault system in the Valley-of-Fire
occurs over a broad area (~9 km in width) and appears to accommodate both NNW-SSE
directed shortening and ENE-WSW directed extension. We suggest that the thesefaults, as
well as the larger system of strike-dlip faults to the north in Mormon Mountains and Tule

Spring Hills[Anderson and Barnhard (1993), and Axen (1993), respectively], are pervasive
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and have no obvious kinematic link to a transform fault-like system. The estimated net
extension direction in this region of the Basin and Range province is oriented approxi-
mately WNW-ESE (Wernicke et al., 1988). The large-offset, left-lateral faults in the
Valley-of-Fire are oriented approximately orthogonal to thisdirection, in contrast to trans-
form faults oriented paralel to the extension direction (Wilson, 1965; Freund, 1974). We
ascribe the shortening direction to approximately bisect the acute angle made by the |eft-
and right-lateral fault pairs. The extension direction is orthogonal to the shortening and is
facilitated by both the conjugate sense of slip and perhaps material rotation. Anderson and
Barnhard (1993) similarly conclude approximately N-S shortening and E-W directed ex-
tension in their more regional study of strike-slip faultsincluding the Lake Mead fault sys-
tem. The same notion was also promoted by Wernicke et a. (1988).

Conclusions

This paper documented how two sets of strike-slip faults with opposing slip sense with an
apparent conjugate pattern can form by sequential opening mode fracturing and shearing. A
conceptual model was presented for the growth and evolution of the strike-dlip fault net-
work in Aztec sandstone that involves multiple generations of Mode | splay fracturing and
their subsequent shearing. Most of the structures are localized at fault segment ends and
stepovers. Shear isimposed across earlier formed opening mode splay fractures due prima-
rily to material rotations between adjacent faults. This process results in the formation of
two consistently oriented fault sets that have an opposing slip sense and consist of multiple
hierarchical orders of structures with abutting, but no crosscutting relationships

Thefault network in the Aztec sandstone of the Valley-of-Fire hasthe following salient

characteristics:

1. Mean anglesbetween structural generationsrange from 30° to 32° and arerelated to
the Mode | splay fracture kink angle. However, considerable variability exists with
intersection angles ranging between 12° and 85°. Deviations from the mean values
are caused by local stress perturbations and material rotations. It isalso possiblethat
the presence of preexisting structures at odd orientations is responsible for some of

the variability.
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2. Material rotation occurs in blocks confined between faults and around large faults
about a near-vertical axis. In the Valley-of-Fire, the largest scale rotation is
counterclockwise and occurs between the secondary higher order right-lateral faults
that are bound by the primary left-lateral faults. Clockwise rotations occur between
higher order left-lateral faults that are bound by right-lateral faults.

3. Fault offset magnitudes are characteristic for each of the progressively higher order
hierarchical structural elements. The largest offset faults (100s to 1000s of meters)
arefirst generation structures. Higher order fault generations are generally younger
and show approximately an order of magnitudelessdip than the generation precedingit.

4. Spacing of structures depends on their hierarchy. Higher order structures tend to
have closer spacing. Spacing of higher order structures also appearsto be controlled
by the spacing of the lower order bounding faults.

In this paper we have presented a conceptual model, based on field observations and the

principals of fracture mechanics, for analysisof strike-slip fault network development. This
model can also be used as a predictive tool in other regions providing that the faulting

mechanism is the same or similar to the one elucidated in the Valley-of-Fire.
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Chapter 2

Petrophysical constraints on deformation stylesin Aztec sandstone,
southern Nevada, USA

Abstract

Adjacent stratigraphic unitsthat have undergone an identical deformation history often show
variability with regard to deformation style. We present one such example and attribute the
variability in deformation to variations in host rock properties. The Aztec sandstone of
southern Nevada has two distinct zones of deformation style, the Lower and Upper struc-
tural domains. The Lower domain has deformed predominantly by opening mode fractures,
whereasthe Upper domain has deformed predominantly by deformation band faulting. Within
a Transitional domain, deformation band abundance increases toward the Upper domain.
We use petrophysical data (ultrasonic velocity, elastic moduli, grain and bulk density, he-
lium porosity, and gas permeability) to distinguish among the host rocks of the differently
deformed domains. The laboratory results of 29 samples of Upper, Transitional, and Lower
domain Aztec sandstone impart the following petrophysical distinctions among the struc-
tural domains: (1) the Lower and Transitional domains show similarly highV_ and V_ and
are both well cemented; (2) the Transitional and Upper domains show similarly high poros-
ity and permeability; and, (3) the Upper domain is poorly cemented. We demonstrate that:
(1) thenature of intergranular cement controlsV and V ; and, (2) based on the petrophysical

properties we have examined, deformation style is controlled by porosity.

I ntroduction

Knowledge of the petrophysical characteristicsof porousrock bodiesisof great importance
to understanding the amount of fluids and their movement in the subsurface. In addition,
knowledge of the distribution and nature of deformational features within a given porous
body are necessary for proper subsurface characterization asthese features have been shown

to produce wide ranging effects on fluid flow (Knipe et al., 1998; Aydin, 2000). In this
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paper, we integrate laboratory rock physics and field structural geology to characterize a
surface analogue of a subsurface sandstone reservoir/aquifer. In particular, we relate vary-
ing petrophysical characteristics to different strain-partitioned domains within an essen-
tially homogeneous eolian sandstone.

The Aztec sandstone, located in the Valley of Fire State Park, southern Nevada (Figure
2.1), hasexcellent outcrop exposurewell preserved by an arid climate. Withinthe Valley of
Fire, the Aztec sandstone is characterized as having two distinct domains of deformation
style:

Lower domain: dominated by opening mode fractures

Upper domain: dominated by deformation band faults
Thereisathird Transitional domain that lies stratigraphically between the Lower and Up-
per domains. As the name suggests, this domain is transitional in character between the
Lower and Upper domains and shows a trend for greater deformation band abundance to-
ward the Transitional — Upper contact.

In this paper, wefirst introduce the geologic setting of the study areaand provide a brief
review of the deformation features identified within the structural domains. We then dis-
cuss how these structures are distributed within the Aztec sandstone of the Valley of Fire
State Park, southern Nevada. Our experimental procedures are presented, followed by a
discussion of the experimental results. We conclude with a discussion of our primary find-
ings and discuss possible implications for subsurface characterization of sandstone reser-

VOIrS.

Geologic setting

The Jurassic Aztec sandstone is an eolian sandstone correlated to the more widespread
Nava 0 sandstone of the Colorado Plateau (Blakey, 1989). Compositionally, the A ztec sand-
stone is a feldspathic quartz arenite composed mostly of rounded to well-rounded quartz
(> 95% detrital quartz). Grain size ranges from 100 to 1000 pm. The most dominant sedi-
mentary structures are large-scale tabular-planar and wedge-planar cross-strata (Marzolf,

1983).
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Figure 2.1. Study area location map. Samples of Aztec sandstone for this study were
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collected in, and within the vicinity of, the Valley of Fire State Park, southern Nevada. The
box right-of-center shows the approximate boundaries of the aerial photograph shown in
Figure 2.2a. VoF = Valley of Fire State Park. inset: Map of the western United States.

Within the Valley of Fire State Park (Figure 2.1), we divide the Aztec sandstone into
various subunits based on stratigraphy, gross outcrop color, cementation, and deformation
style (Table 2.1). According to gross outcrop color, the Aztec sandstone can be divided into
three subunits: lower red, middle buff, and upper orange. This gross outcrop color is a
manifestation of the type and abundance (or lack) of grain lining cement found within in
each subunit. Thelower, middle, and upper subunit designations coincide with stratigraphic
position. Thelower subunit isred in color and well cemented. The middle subunit is gener-
ally buff in color with lesser zones of orange, purple, and gray and is poorly cemented. The
upper subunit is orange in color and is moderately to poorly cemented. According to field

observations of deformation styles (discussed later), we place the stratigraphic upper and

Table 2.1. Nomenclature used to describe the Aztec
sandstone, Valley of Fire State Park, southern Nevada.

Stratigraphic |Outcrop Color| Cementation | Structural
upper orange poor-moderate
buff (minor Upper
middle orange, poor
purple,
gray)
Transitional
lower red well Lower
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Figure 2.2. (a) Aerial photograph of the Valley of Fire region showing the approximate
boundaries of the defined deformation domains. The Lower domain is dominated by
opening mode fractures; the Upper domain is dominated by deformation band faults. The
Transitional domain shows no dominant deformation style, though, does show a trend for
greater deformation band abundance toward the Transitional — Upper contact. Dashed
line A-A’ shows the trace of the cross-section shown in Figure 2.2b. Dashed line B-B’
shows the data collection trace shown in Figure 2.3. Sample collection localities are shown
for most samples listed in Table 2.2. The horizontal linear blur in the lower portion of the
image is a photomosaic artifact. (b) Cross-section A-A'. Tr = Triassic units. Ja = Jurassic
Aztec sandstone; suffixes L, T, and U respectively refer to the Lower, Transitional and
Upper structural domains. K = Cretaceous units. Thin lines demarcate unit boundaries;
thick lines are faults (dashed where inferred).

middle subunits of the Aztec sandstone within the Upper structural domain; the Lower
structural domain consists entirely of lower subunit Aztec sandstone; the Transitional
structural domain lies along the contact between the Lower and Upper structural domains
(Figures 2.2aand 2.2b).

The observed color differences (i.e., upper, middle, and lower) discussed above oc-
curred sometime after deposition and during diagenesis as the contacts between the sub-
units do not always coincide with sedimentary bedding (Taylor, 1999). We consider these
bulk diagenetical provinces to have been established prior to initial deformation based on
crosscutting relationships between the Cretaceous Muddy Mountain thrust (discussed be-
low) and the Aztec sandstone.

Following stable, sub-aerial deposition in Jurassic time, the Aztec sandstonein the Val-
ley of Fire region was subjected to at |east two major deformational events. (1) Shortening:
According to Bohannon (1983), during the Cretaceous and early-Tertiary(?) Sevier orog-
eny, the Aztec sandstone was over-ridden by the Muddy Mountain thrust sheet; a thrust
sheet consisting primarily of Paleozoic carbonate rocks derived from the North American
Cordilleran miogeocline to the west. Two generations of compressional shortening are as-
signed to this period: first generation east-directed vergence and second-generation east-
northeast-directed vergence (Bohannon, 1983; Carpenter and Carpenter, 1994). Within the

Valley of Fireregion, these compressional deformation events are manifest by small-scale
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deformation band faults (Hill, 1989). (2) Extension and strike-dlip faulting: The next maor
deformation event occurred in Miocene time with the onset of Basin and Range extension.
During this period, the most prominent style of deformationintheValley of Fireregionwas
sheared joint based strike-dlip faulting with alesser amount of oblique-normal slip (Myers,
1999). Jointing of the Aztec sandstone is considered to have occurred sometime after the
formation of the deformation bands and before the formation of the strike-dlip faults (Myers,
1999).

Structural domains
This paper focuses on contrasting the rel ative abundance of two distinct deformation mecha-
nisms known to operate in porous sandstone, deformation band faulting and opening mode
jointing. Deformation band faults result from shear strain localization along narrow tabular
zones that are 1 mm - 1 cm wide and up to 100 m long. Deformation associated with this
mechanism can include pore volume loss or gain, grain translation and rotation, cataclasis,
grain indentation and clay smearing (Aydin, 1978; Jamison and Stearns, 1982; Antonellini
et a., 1994; Ogilvie and Glover, 20014). The deformation bands in the Valley of Fire ex-
hibit pore volume loss, cataclasis, and grain indentation. These features can reduce host
rock permeability by up to 5 orders of magnitude, providing a substantial barrier to fluid
flow (Antonellini and Aydin, 1994, Taylor and Pollard, 2000; Ogilvie and Glover, 2001b).

The second deformation mechanism, the opening modejoint (model) (Pollard and Aydin,
1988), beginsin responseto localized tensil e stress around amicroscopic imperfection (e.g.
pore space or irregular grain contact). Opening displacement perpendicular to the fracture
walls accommodates deformation. Further growth of the discontinuity continues aslong as
thelocalized tensile stress at the joint tip exceeds the tensile strength of the rock. In contrast
to deformation bands, these features are estimated to increase host rock permeability by as
much asfive orders of magnitude (Taylor et al., 1999).

Taylor (1999) made short scan-lines that record the relative abundance of joints and

deformation bands with respect to the various alteration unitsfound in the A ztec sandstone.
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Figure 2.3. Plot showing the percentage of deformation bands relative to opening mode
joints present at a given outcrop. Data collected along short individual scanlines at selected
outcrops within the three structural domains. The approximate transect line is shown in
Figure 2.2a, dashed line B-B'. Data from Taylor (1999).

Results of his study (Figure 2.3) show that deformation bands are more abundant in the
Upper domain of the Aztec sandstone, while joints are more abundant within the Lower
domain. A Transitional zone, coincident with the contact between the red and buff
ateration units, shows a trend toward greater deformation band abundance nearer to the
Transitional — Upper domain contact. Note that all domains are pervasively deformed with
moderateto large offset (1 — 100 m) strike-slip faults. Asthese faults are considered to have
formed subsequent to the formation of the joints and deformation bands (Myers, 1999), this
study focuses on the distribution of structures in the Aztec sandstone prior to the onset of

strike-dlip faulting.

Experimental methodology

Twenty-nine host rock samples of Aztec sandstone were collected withinthe Valley of Fire
State Park (see Figure 2.2 for sample collection localities). Care was taken in choosing
samples from fresh, unweathered outcrop away from deformation features (i.e. joints, de-

formation bands, and mgjor faults). Sampleswere chosen from Lower domain (red), Upper
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domain (buff), and the Transition zone between the two (Figure 2.2b). Additionally, two
well-cemented concretions were sampled. The concretions, which are considered to be a
sub-set of the Lower domain, have very low porosity (< 3%) and are densely fractured. The
concretions are only found within 300 meters of the stratigraphic base of the Aztec sand-
stone.

Cylindrical plug samples with 25 mm diameter and 20-30 mm length were prepared
with their faces ground parallel to within 100 mm. We present data from sample plugs cut
perpendicular to bedding. A preliminary analysis comparing datafrom bedding parallel and
perpendicular plugs showed negligible (< 5%) anisotropy. Thus, the data presented in this
study can be considered representative of the Aztec sandstone. A Helium porosimeter was
used to measure bulk and grain densities and porosity at ambient conditions, after drying the
samples overnight at 50°C. The microstructure of the sampleswas examined under an opti-
cal microscope and by scanning electron microscopy (SEM). Permeability was measured
using a steady-state gas probe permeameter (or minipermeameter) (Goggin et a. 1988).
Acoustic wave velocity datawas collected using the pul se transmission technique (described
below).

Ultrasonic experimental setup

The pulse transmission technique was used for P- and S-wave velocity measurements (V
V., respectively). The experimental setup (Figure 2.4) consists of a digital oscilloscope
(Tektronix Model TDS420A) and apulse generator (V elonex Model 345). The samplewas
jacketed with rubber tubing to isolate it from the confining pressure medium. PZT-crystals
mounted on steel endplates were used to generate P- and S-waves. The principal frequency
was about 1 MHz for P- and 700 MHz for S-waves. A high viscosity bonding medium
(Panametrics SWC) was used to bond the endplatesto the sample. A porefluidinletin each
endpl ate allowed passage of porefluidsthrough the sample. A full description of the experi-
mental setup can befound in Prasad et al. (1999) and Prasad (2001). In thisreport, results of

V,and V¢ from room dry measurements are presented.
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Figure 2.4. Schematic illustration of experimental setup. Not shown in this drawing is the
hydrostatic pressure vessel in which the sample holding apparatus (shown on the left)
resides.

The experimental configuration allowed simultaneous measurements of P- and S-waves
at various pressures up to 60 MPa. The pressure limits were defined by an estimated maxi-
mum depth of burial for the samples (no more than 4 kilometers, Bohannon, 1983). Length
change in the sample as afunction of pressure was monitored using three linear potentiom-
eters. Porosity changes were estimated from these changes in length at each pressure step.
Traveltime was measured after digitizing each trace with 1024 points at a time sweep of
5 ms, thus allowing atime resolution of about 5 ns or about 0.2% error in velocity. Actual
error in velocity measurement is estimated to be around 1% due to operator error in picking
first arrival. The system delay time was measured by taking head-to-head timeat 2 MPaand

confirmed by measuring an aluminum cylinder at different pressures.

Experimental results

The petrophysical data collected in this study reveals distinct trends with respect to the
Upper and Lower structural domains. The Transitional domain in some instances is found
to be more similar in petrophysical characteristics to the Upper domain, while in other
instances it ismore similar to the Lower domain. Implications of this finding are discussed

in detail in the Discussion section.
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Table 2.2. Compiled petrophysical data gathered in this study for 29 samples of Aztec sandstone (see Fig. 2.2a for sample localities).
Porosity was determined with a helium porosimeter. Permeability data were collected with a probe permeameter; values shown are the
average (+/- 5%) of five clustered measurements made perpendicular to sedimentary bedding. Velocity data were collected using the pulse
transmission technique. ¢ = concretion; | = Lower domain; t = Transitional domain; u = Upper domain.

ID

26
35
15
20
30
36
61b
62
63
64
65
68
69
72
73
74
75
23
33
54
55
56
57
58
60
61a
66
70
71

Confining Pressure

permeability bulk density 5 MPa 10 MPa 20 MPa 40 MPa 60 MPa
domain porosity (mD) (9/cm3)  Vp (km/s) Vs (km/s) Vp (km/s) Vs (km/s) Vp (km/s) Vs (km/s) Vp (km/s) Vs (km/s) Vp (km/s) Vs (km/s)
c 0.025 31.2 2.56 3.388 2.239 3.625 2.361 3.998 2.559 4.384 2.849 4.585 2.994
c 0.029 9.3 2.54 4.114 2.592 4.224 2.657 4.331 2.732 4.534 2.828 4.628 2.910
| 0.200 579.3 212 2.881 1.379 3.201 1.794 3.486 2.009 3.802 2.260 3.973 2.402
| 0.169 89.0 2.18 3.001 1.870 3.277 2.019 3.591 2171 3.906 2.381 4.038 2.512
| 0.105 51.3 2.36 2.581 1.477 2919 1.656 3.318 1.876 3.708 2.170 3.988 2.359
| 0.078 47.0 2.45 2.989 1.724 3.303 1.926 3.700 2.181 4.096 2.496 4.436 2.701
| 0.240 567.3 2.02 2.902 1.889 3.228 2.023 3.400 2.170 3.677 2.322 3.810 2.396
| 0.219 1932.5 2.09 - - 3.249 1.993 3.739 2.240 3.840 2.443 4.046 2.542
| 0.159 70.6 2.19 2.656 1.762 2.995 1.862 3.402 2.085 3.817 2.326 3.978 2478
| 0.206 - 2.10 2.635 1.745 2.907 1.862 3.264 2.058 3.565 2.267 3.783 2.384
| 0.204 262.0 2.11 2.927 1.748 3.071 1.911 3.386 2.108 3.699 2.308 3.826 2.425
t 0.232 2128.4 2.04 - - - 1.763 3.776 2.211 3.810 2.403 3.924 2.502
t 0.233 3062.7 2.03 - - 3.659 2.198 3.660 2.291 3.802 2.471 3.967 2.551
t 0.245 1713.4 1.99 - - 2.856 1.830 3.193 2.022 3.611 2.200 3.742 2.307
t 0.185 80.6 2.15 3.217 1.936 3.399 2.090 3.668 2.235 3.865 2.378 3.914 2.460
t 0.243 2225.4 2.01 2.943 1.895 3.300 2.092 3.519 2.247 3.808 2.397 3.934 2.486
t 0.205 355.0 2.10 - - - 1.768 3.410 2.003 3.710 2.224 3.777 2.337
u 0.229 - 2.05 3.088 1.920 3.228 2.013 3.377 2.146 3.604 2.278 3.692 2.351
u 0.222 1568.8 2.08 - 1.696 3.090 1.865 3.332 2.034 3.594 2.207 3.730 2.306
u 0.238 696.5 2.03 2.844 1.732 3.106 1.876 3.261 2.042 3.623 2.191 3.734 2.276
u 0.212 319.4 2.09 2.891 1.904 3.080 2.032 3.285 2.156 3.481 2.266 3.627 2.329
u 0.234 510.8 2.03 2.628 1.597 2.957 1.817 3.176 2.021 3.489 2.228 3.746 2.350
u 0.301 3734.8 1.86 - - 2.440 1.735 3.182 1.943 3.369 2.121 3.697 2.209
u 0.143 301.9 2.24 2.976 1.585 3.108 1.785 - 1.965 3.599 2.151 3.705 2.262
u 0.244 626.7 2.01 - - - - 3.285 1.953 3.633 2.222 3.769 2.338
u 0.255 1821.5 1.98 2.465 1.614 2.659 1.745 2.889 1.888 3.168 2.030 3.324 2.113
u 0.215 - 2.09 2.682 - 2.955 1.903 3.239 2.134 3.564 2.312 3.721 2.429
u 0.257 1106.3 1.97 - - - 1.919 3.287 2.059 3.380 2.181 3.693 2.251
u 0.224 361.7 2.07 2.932 1.758 3.221 1.894 3.368 2.064 3.624 2.209 3.763 2.297
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Figure 2.5. Typical data collection run for pulse-transmission velocity (compressional
and shear) versus confining pressure for both Lower and Upper domain samples. Note
the similarity between the samples below 10 MPa confining pressure. Above 10 MPa, the
Upper domain samples show smaller velocity increases with increasing confining pressure
when compared to the Lower domain samples.

All petrophysical data collected in this study are summarized in Table 2.2. Figure 2.5
shows an example data collection run of V_ and V from both the Upper and Lower do-
mains. Below 10 MPa confining pressure, both sample suites show similar trends (note,
below 5 MPa confining pressure the V_ signal was too attenuated and not interpretable).
Above 10 MPa confining pressure, the Lower domain sample suite shows a consistently
higher velocity with increasing pressure with respect to the Upper domain suite. In addition,
the termina slope of the velocity-pressure trend for the Lower domain suite tends to be
greater than that of the Upper domain suite, indicating that a further increase in confining
pressure would lead to yet further velocity differences between the sample suites.

The velocity —pressure relation for all samplesis summarized in Figure 2.6afor V_and
Figure 2.6b for V.. The data, classified according to their structural domains, confirm the
general trend of Figure 2.5:

The Lower domain suite consistently reaches higher terminal V, than the Upper

domain.
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Figure 2.6. Area-scatter plots showing all pulse-transmission velocity data collected in
this study. Each region is demarcated by the greatest and least measured sample quantity
for each respective structural domain (i.e., Lower, Transitional and Upper). (a)
Compressional wave velocity (V) versus confining pressure. (b) Shear wave velocity
(V,) versus confining pressure.

V. is dso higher in the Lower domain suite. However, there is more overlap in

velocity values at all confining pressures.

V,_and V. inthe Transitiona domain suite shows greater affinity to the Lower do-

main suite.
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Figure 2.7. Cross-plot relationships between some petrophysical quantities. (a) Bulk density
versus porosity. Note, the outlier Upper domain sample contains iron oxide banding and
thus has anomalously high bulk density. (b) Log permeability versus porosity. (c) V, (at
60 MPa confining pressure) versus porosity. (d) V¢ (at 60 MPa confining pressure) versus
porosity. (e) V, (at 60 MPa confining pressure) versus bulk density. (f) V, (at 60 MPa
confining pressure) versus Log permeability.

In order to understand the vel ocity differences between the three domains, we examine
cross-plot relationships between some petrophysical propertiesshownin Figures2.7a through
2.7f. Both bulk density and permeability (Figures 2.7a and 2.7b, respectively) show good

correlation with porosity. The domains can be separated by absol ute porosity values; Lower
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domain samplesgenerally havelower porosity than Transitional and Upper domain samples.
Furthermore, at the same porosity the Lower domain suite shows higher bulk density than
the Upper domain due to the presence of higher density cement. The velocity — porosity
plots (Figure 2.7c for V, Figure 2.7d for V, both at 60 M Pa confining pressure) show that
velocity correlates well with porosity. Generally, the Lower domain is separated from the
Upper domain by lower porosity and higher velocity values. The higher bulk density in the
Transitional domain suite servesto also increase velocity (Figure 2.7€). Thus, where poros-
ity valuesoverlap, the Lower and Transitional domains samples have higher velocity values
than the Upper domain suite. The concretion samples with about 3% porosity show highest
velocity values, approaching that of pure quartz (6.05 km/s) (Mavko et a., 1998). A nega-
tive correlation is found between increasing P-wave velocity and increasing permeability
(Figure 2.7f). This correlation is related to the negative correlation found between increas-
ing velocity and porosity.

Microstructural variations are a'so known to influence bulk seismic properties (Prasad,
2001). Three typical SEM images of Lower, Transitional, and Upper domain samples are
respectively shown in Figures 2.8athrough 2.8c. Thelight gray grains are detrital feldspar,
whilethe somewhat darker gray grainsare detrital quartz. Black ispore space. Intergranular
microcracks are common within all examined samples with the lesser abundant feldspar
grains showing the highest microcrack densities. Lower domain samples (Figure 2.8a) are
well cemented by both grain coating and pore filling cement that give them lower porosity
and higher strength. Notice that in some cases, pore spaces are completely filled. Upper
domain samples (Figure 2.8c) generally have very little cement, both in terms of grain coat-
ing and pore filling cement. These samples also have higher porosity and lower strength.
Transitional domain samples (Figure 2.8b) have a similar abundance of grain coating ce-
ments when compared to the Lower domain samples, but generally lack the pore filling
cements. Thus, although the Transitional domain samples have higher velocities due to the
strong grain lining cement, they also have higher porosity due to the lack of pore filling

cement.
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Figure 2.9. Generalized comparison of petrophysical properties between the different
structural domains of the Aztec sandstone. The arrows indicate to which domain the
Transitional domain has more affinity. Black indicates high values, while white indicates
low values.

Petrophysical generalizations drawn from the collected dataare shown in Figure 2.9. In
the cases of porosity and permeability, the Transitional domainismore similar to the Upper
structural domain. In the casesof V., V, Poisson’sratio, bulk modulus, and bulk density,
the Transitional domain ismore similar to the Lower structural domain. These observations
of differences and similarities between the Lower and Upper domains and the Transitional

domain in between form the basis for our discussion below.

Discussion

The petrophysical data presented in this study differ enough so that one can distinguish
between the domains based on petrophysical characterization, alone. These differences are
also manifest in the varying abundance of structures among the structural domains caused
by different deformation mechanisms, that of opening mode jointing and deformation band
faulting. In this discussion, we first offer some explanations for the differing velocities
between the structural domains and then discuss how these different petrophysical quanti-

ties might contribute to the formation of one preferred deformation style over another.
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Petrophysical controls on velocity

The velocity signatures of the Aztec sandstone are best understood by separately consider-
ing low confining pressure response and high confining pressure response. At low confin-
ing pressures (< 10 MPa), velocity data (V, and V) are found to be nondistinctive. In the
0 — 10 MPa confining stress range, all samples show relatively low velocities, as well as
steep increases in velocity with increasing confining pressure (compared to the more shal-
low slopes found at higher confining pressures). We consider the velocity similarities be-
tween the suites to be caused by the ubiquitous presence of compliant microcracks within
the Aztec sandstone. All examined samples show asimilar occurrence of microcrackswithin
the framework grains(cf. Figures 2.8ato 2.8c), aswell asin contact cements, where present
(cf. Figure 2.8a).

At low confining pressures, microcracks have been shown to reduce elastic wave veloc-
ity (Nur and Simmons, 1969). The similar distribution of microcracks between structural
domains causes the similar velocity signature found at low confining pressures. Increasing
the confining stress above atmospheric pressure closes compliant microcracks, and as a
result velocity increases. The abrupt closure of compliant microcrackswith relatively small
confining pressure increases explains the similarly steep slopesfound for all samplesinthe
0—10 MPapressure range (cf. Figure 2.6) (Lo et a., 1986; Wepfer and Christensen, 1990;
Prasad et al, 1994).

In the 10 — 60 MPa pressure range, velocity (V,and V) differences between the struc-
tural domains become distinct as the compliant microcrack effect becomes negligible and
the effects due to the nature of the framework grain contacts dominate. The presence of
grain binding cements has been shown to greatly enhance elastic wave vel ocitiesin granular
rocks by increasing the overall framework rigidity of the system (Dvorkin and Nur, 1996;
Prasad and Manghnani, 1997). Furthermore, the presence of less-compliant cement between
amore-compliant framework has been shown to increase the overall effective contact area
between grains with increasing confining pressure, thereby increasing overall elastic wave

velocity (Christensen and Wang, 1985; Prasad, 2001).
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Figure 2.10. Boxplot statistics for all three structural domains. (a) Compression wave
velocity collected at 60 MPa confining pressure. (b) Porosity. (c) Relative percent
deformation bands at a given locality. Line in the center of a box is the mean; box bottom
and top are respectively the first and third quartiles; dashed lines indicate 1.5 times the
interquartile range; outliers are explicitly indicated by a cross.

The microstructural differences explain the variations in petrophysical properties ob-
served in Figure 2.8. Thus, the presence of grain coating cementsin the Lower and Transi-
tional domain samples increases frame stiffness and seismic velocity. The Upper domain
sampleswith less cement have lower frame stiffness and lower vel ocity. On the other hand,
“non-contact” porefilling cementsdo not affect velocity but further decrease porosity inthe
Lower domain sample suite (Dvorkin and Brevik, 1999; Gal et a., 1999). The Transitional

and Upper domain suitesthat did not experience a pore-filling event show higher porosity.

Petrophysical controls on deformation

We now compare petrophysical quantities with the deformation styles in Aztec sandstone
(Figure2.10). WeuseV  asaproxy for al other petrophysical properties(V , €lastic modulli,
density, permeability, and type and quantity of cement) except porosity. V, (Figure 2.10a),
porosity (Figure 2.10b), and percent of deformation bands at agiven outcrop (Figure 2.10c)
plotted for the three suites show that velocity in the Lower and Transitional domains are
similar and higher than the Upper domain samples. However, deformation band abundance

and porosity are similar in the Upper and Transitional domains and higher than the Lower
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domain. These observations imply that, given the set of parameters measured, porosity is
the major controlling parameter in terms of deformation style. Porosity isthe only property
that setsthe more similarly deformed Transitional and Upper domains apart from the Lower
domain.

From field studies of porous sandstones found within Arches National Park, USA,
Antonellini et al. (1994) concluded porosity was one of four parameters controlling defor-
mation style. Additionally, they identified clay content, confining pressure, and bulk strain
as controlling parameters. In the case of the Aztec sandstone, we do not consider clay con-
tent as a contributing factor as its abundance is negligible. Confining pressure and bulk
strain are likely contributing factors, though they likely only contribute to the relative tim-
ing between the formation of the different deformation styles. The structural domains are
subunitswithin the same stratigraphic formation and have therefore been subjected to nearly
identical loading conditions. Antonellini et al. (1994) found that high porosities promoted
the formation of compaction bands with cataclasis, and that low porosities promoted the
formation of dilatant bands without cataclasis. In the case of the Valley of Fire, it could be
that conditions during deformation only favored the formation of deformation bandswithin
the high porosity Upper domain, and later a different set of conditions dictated the forma-
tion of joints within the lower porosity Lower domain.

Thefield observations of Antonellini et al. (1994) are corroborated by the experimental
work of Dunn et a. (1973), Scott and Nielson (1991), and Wong et al. (1997). Dunn et a.
(1973) performed biaxial compression tests on sandstoneswith avariety of porosities. Given
similar conditions, they found that samples with low porosity exhibited extensive jointing
at the grain-scale level, while in the higher porosity samples deformation bands formed.
They additionally found no trend with regard to variability in diagenetic cementation.
In brittle-ductile transition studies by Scott and Nielson (1991) and Wong et al. (1997),
porosity is cited as the dominant inherent sample property (i.e. not an environmental
variable such as pore pressure) that controls the style of deformation given a set of

confining conditions.
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Variations in cementation might play arole in the differences in deformation style ac-
cording to experimental work by Bernabe et al. (1992) and Yin and Dvorkin (1994). In
triaxial tests of synthetically cemented granular media, Bernabe et al. (1992) concluded that
cements have a tendency to prevent grain sliding and rotation. Yin and Dvorkin (1994)
performed i sotropi c compaction tests on cemented and uncemented packed glass beads. For
the same confining conditions, they found intense grain crushing to occur in the uncemented
bead pack, while for the cemented packs, failure was less intense and localized within the
cements. These observations do not necessarily explain the distribution of deformation fea-
tures in the Aztec sandstone as the Lower and Transitional domains have similar grain
binding cements, though the Transitional and Upper domains have amore similar deforma-
tion style. It could be that the presence of the pore filling cements in the Lower domain

samples greatly inhibits the formation of deformation bands.

Implications for subsurface characterization

Our observation that porefilling and contact cement governs petrophysical variability (e.g.,
porosity), which in turn influences seismic properties and deformation style, has important
implicationsfor subsurface characterization. Judging by host rock propertiesalone, the Upper
domain might be considered a better target for development based on higher detected
permeability and porosity (cf. Table 2.2). However, the Upper domain has greater aconcen-
tration of permeability reducing deformation bands (up to 5 orders of magnitude below
matrix permeability; Antonellini and Aydin, 1994; Taylor and Pollard, 2000; Ogilvie and
Glover, 2001b), while the Lower domain has greater a concentration of permeability en-
hancing opening mode joints (up to 5 orders of magnitude above matrix permeability; Tay-
lor et al., 1999). A reservoir development plan would need to take these structural effects

into account in order accurately represent the flow system.
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Conclusions

1. The Aztec sandstone within the Valley of Fire State Park has two distinct domains with
respect to deformation style. The Lower domain is dominated by opening mode joints;
the Upper domain isdominated by deformation band faults. A third Transitional domain
shows a trend for greater deformation band density towards the Transitional — Upper
domain contact.

2. The structural domains differ with respect to petrophysical characteristics:

i. Lower domain: higher Vand V. at high confining pressure (> 10 MPa); lower porosity
and permeability; well cemented.

ii. Transitional domain: V_, and V_ similar to Lower domain; porosity and permeability
similar to Upper domain; well cemented.

iii. Upper domain: lowest V and V. at high confining pressure (> 10 MPa); higher porosity
and permeability; poorly cemented.

3. Atlow confining pressures (< 10 MPa), the structural domainsare similarly low in veloc-
ity due to the attenuating nature of the microcracks found in both the framework grains
and the grain binding cements. The observed steep increasein velocity for al samplesis
due to the closure of these microcracks. Above 10 M Pa confining pressure the nature of
the grain contacts and cement dominatesthe vel ocity signature. Thewell-cemented L ower
and Transitional domains show the highest velocities.

4. Given the set of petrophysical parameters examined in this study, porosity appearsto be
the controlling parameter with respect to deformation style, with possible secondary ef-
fects caused by cement variability. Likenesses are found between the Lower and Transi-

tional domains except for porosity and deformation band abundance.
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Chapter 3

Petrophysical properties and sealing capacity of fault rock from
sheared-joint based faultsin sandstone

Abstract

The incorporation of shale into fault zones is widely recognized to increase the sealing
capacity of afault on both exploration and production time-scales. In contrast, the hydrody-
namic behavior of sand-dominated fault zones is less well-understood and therefore not
routinely considered as part of fault seal and flow prediction. In order to refine flow models
for sand-dominated fault rock, we present petrophysical data of host and fault rock samples
from aeolian Aztec sandstone, Valley of Fire State Park, Nevada, that has been deformed by
strike-dlip faults formed by progressive shearing along joint zones. The data include bulk
mineralogy, porosity, permeability, grain-size distribution, and mercury-injection capillary
pressure measurements of forty host, fragmented, and fault rock samples. To investigate the
impact of shear strain on fault zone properties, three sample localities with average shear
strainsof 28, 63, and 80 wereinvestigated (25 to 160 m dlip). No bulk mineralogical changes
due to fault zone cementation or recrystallization were detected when comparing host and
fault rock. Fault rock permeability is significantly lower than calculated median host rock
permeability, showing aoneto three order of magnitude reduction in fault rock permeabil-
ity. Porosity reductions are less pronounced and show considerable overlap in values be-
tween the sample suites. Some fault rock samples appear to have dilated with respect to
median host rock porosity. Median grain sizes for fault rock samples range between 3 and
51 um, which isup to two orders of magnitude reduction from host rock median grain size.
There appears to be a lower limit of median grain size of 3 um for fault rock samples
irrespective of average fault shear strain. Fault rock breakthrough pressures range from one
to amost two orders of magnitude higher than host rock equivalent. For standard fluid
properties, calculated maximum sealable hydrocarbon column heights range between 10-
69 m of gas, and 17-120 m of oil. These petrophysical data show that faults formed by

shearing of jointsin high permeability sand-prone systemswill act as significant barriersto
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fluid flow during reservoir production and might be capable of sealing small to moderate
hydrocarbon columns on an exploration time-scale as well, assuming adequate continuity

of the fault rock over large areas of the fault.

I ntroduction

The petrophysical characteristics of fault rocks are input required for predicting flow in
faulted reservoirs. Specifically, fault rock petrophysical properties are used in calculations
of fault transmissibility (Walsh et al., 1998; Manzocchi et al., 1999) and fault permeability
upscaling models (Myers, 1999; Flodin et al., 2001; Jourde et al., 2002) to constrain reser-
voir simulation predictionsfor transient flow problems. Fault rock capillary propertieshave
recently been introduced to hydrocarbon migration and flow models (Childs et al., 2002,
and Manzocchi et a., 2002, respectively), and are more generally used in exploration to
predict fault seal capillary strength (e.g., Smith, 1966; Watts, 1987; Gibson, 1994; Knipe et
al., 1997). Subsurface fault seal applications benefit from calibration to fault rock
petrophysical datain order to obtain accurate and predictive results, but such dataarerarely
availablefrom subsurface studies. Inthisregard, outcrop studies of well-exposed fault zones
have improved the understanding of the variety of classes of faults and their detailed dam-
age architectures. Geometric and petrophysical characterizations from such studieswill aid
in reducing exploration risk and predicting faulted reservoir performance. In practice, most
focus has been given to shale dominated fault zones, which are recognized to increase fault
sealing capacity on both exploration and production time-scales. In contrast, the hydrody-
namic behavior of sand-dominated fault zones is less well-understood and therefore not
routinely considered as part of fault seal and flow prediction.

Two types of faulting mechanisms are recognized to operate in sandstone: deformation
band faulting (Aydin and Johnson, 1978; Jamison and Stearns, 1982) and sheared-joint
based faulting (Myers, 1999; Myers and Aydin, in review). In this paper, we focus on fault
rock collected from faults formed by shearing across joint zones through splay fracturing
and subsequent shearing of splay fractures. This process and the resultant fault architecture
are distinct from faults formed by deformation band style faulting. The petrophysical and

flow properties of fault rock related to deformation band style faults have received much
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attentionintheliterature (e.g., Engelder, 1974; Pittman, 1981; Antonellini and Aydin, 1994;
Fowles and Burley, 1994; Fisher and Knipe, 1998; Gibson, 1998; Main et al., 2000; Taylor
and Pollard, 2000; Ogilvie and Glover, 2001; Shipton et al., 2002). In contrast, fault rocks
associated with sheared-joint style faults have only been investigated by Myers (1999).

Myers (1999), using image analysistechniques (Ehrlich et a., 1984), studied the poros-
ity and grain size characteristics of host and fault rock samples from the Aztec sandstone at
the Valley of Fire State Park, Nevada. His estimates of fault rock porosity from image
analyses ranged between 0.5 to 7%, while mean fault rock grain size estimates ranged be-
tween approximately 20 and 40 um. Based on these data, Myers estimated fault rock perme-
ability using amodified Kozeny-Carmen relationship (Bear, 1972). His calculated perme-
ability estimatesranged between 0.002 and 7 md. Myers (1999) al so analyzed several samples
using a conventional permeameter and found order of magnitude agreement between mea-
sured and estimated permeabilities.

In this paper, we present new petrophysical datafrom forty host and fault rock samples
of Aztec sandstone collected from three outcrop localitiesthat have different average shear
strains, corresponding to throws between 25 and 160 m. We proceed by describing the
structural elementsthat comprise sheared-joint based faults focusing on two elements, frag-
mented rock and fault rock. Fault maps of the three sample localities are shown to docu-
ment the fault zone architecture and our sampling strategy. We then present mineralogical
and petrophysical data, which include porosity and permeability, grain size distribution,
and capillary pressure curves from the fault zone elements and the host rock. We conclude
with adiscussion of our findings in relation to fault rock petrophysical evolution, and the
significance of sand-prone fault zones as barriers to hydrocarbon flow for production and

exploration (i.e., reservoir simulation and fault seal analysis, respectively).

Geologic setting

This study focuses on predominantly-strike-slip faults that occur within aeolian Jurassic
Aztec sandstone exposed in the Valley of Fire State Park of southern Nevada (Figure 3.1).
The Aztec sandstone was deposited in early Jurassic time in a back-arc basin setting and

was part of a broad aeolian erg system that included the Navajo sandstone of the Colorado
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Plateau (Blakey, 1989). The Aztec sandstone is a fine to medium grained sub-arkose to
guartz arenite characterized by large-scale tabular-planar and wedge-planar cross-strata
(Marzolf, 1983). Aztec sandstone porosities range from 15-25%, while permeabilitiesrange
from 100-5900 md (Myers, 1999; Flodin et a., in press). Within the Valley of Fire, the
Aztec sandstone has a stratigraphic thickness of approximately 800 m (Longwell, 1949).
Structures in the Aztec sandstone record two phases of deformation: early thrust fault-
ing related to the Cretaceous Sevier Orogeny (Armstrong, 1968), and later strike-slip and
minor normal faulting related to Miocene Basin and Range tectonics (Bohannon, 1983).
The strike-dlip faults we study formed during the later deformation event (Myers, 1999;
Taylor, 1999) and were active between 12 and 4 Ma (Carpenter and Carpenter, 1994; Flodin
and Aydin, in review-a). At the initiation of strike-dlip faulting, the Aztec sandstone in the
vicinity of the Valley of Fire was buried by at least 1.6 km of sediments (based on
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Figure 3.1. (a) Map showing the location of the study area in the Valley of Fire State Park,
southern Nevada (after Myers, 1999). (b) Geologic map of the greater study area (after
Myers, 1999; Taylor, 1999). (c) Detail map showing the localities for sample stations 1, 2,
and 3 (circled numbers). Northeast oriented structures are left-lateral strike-slip faults,
whereas northwest oriented structures are right-lateral strike-slip faults. Some faults are
labeled with arrows indicating slip sense.
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stratigraphic thicknesses provided by Bohannon, 1983), and possibly by an additional
1-4 km of overlying Sevier related thrust sheets (Brock and Engelder, 1977).

Fault zone elements

Strike-dlip faults with a minor normal component in Aztec sandstone in the Valley of Fire
wereformed by ahierarchical process of shearing along preexisting joint zones. For sheared-
joint based faults, the initial shearing of planar jointsis followed by the creation zones of
fragmented rock at joint stopovers and bends and newly formed splays near the ends of
preexisting joints (Myers, 1999; Davatzes and Aydin, in review; Flodin and Aydin, in re-
view-b). With increasing shear strain, this process is repeated in a progressive manner as
fragmented rock is further crushed to form isolated pockets of fault rock. Eventually, a
through going dlip surface develops and the discontinuous fault rock pockets coalesce to
form a continuous seam along the fault.

Damage associated with shear-joint faults can be divided into an inner fault core and an
outer fault damage zone (Caineet a., 1996; Aydin, 2000) (Figure 3.2). Fault zone elements
in the fault core consist of sheared joints, deformation bands, fragmented rock, fault rock,
and dlip surfaces, while damage outside of the core is in the form of splay fractures and
sheared splay fractures (Myers and Aydin, in review). Because this study focuses on the
flow properties at the scale of 2.5 cm diameter core plugs, the individual hydrodynamic

behavior of structural elements that are smaller than our measurement scale (i.e., joints,

[ ] host rock faultrock ~—— sheared joint

|:| fragmented rock === slip surface —— splay joint

Figure 3.2. (a) Schematic

drawing of a sheared-joint
r based fault zone in sandstone.

Arrows indicate slip sense along
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sheared joints, deformation bands, and slip surfaces) are not considered here. The charac-
teristics of these discrete structural elements in relation to joint-based faults in sandstone
are described by Myers (1999), Taylor (1999), and Aydin (2000). We focus on the two
elements that volumetrically comprise most of the fault core, fragmented rock and fault
rock, as well as the host rock from which these elements were derived. Our results are
therefore relevant to lateral fault sealing and flow as opposed to along fault fluid transport.

In the field, the fault core is defined as a zone of fault rock and intensely fragmented
pockets of host rock that is both divided up and bound by slip surfaces along which the
majority of the dlip has occurred (Figure 3.3). Fault core widths range from centimeters to
meters, while damage zone widths range from meters to tens of meters (Myers, 1999). At
the scale of fault slip magnitudes at our sample localities (25 to 160 m), the damage zoneis
more or less symmetrically distributed with respect to the centrally located fault core. Frag-
mented rock is host rock divided by a network of fractures (joints and small faults) into
blocksor clasts of various size. These pieces of host rock aretypified by the preservation of
recognizable sedimentary cross-bedding. In some cases, fragmented rock is adjacent to but
separated from the main body of host rock by sheared jointsand slip surfaces, whilein other
casesthe fragmented rock iscompl etely isolated from the main host rock body by fault rock
(Figure 3.3). Fragmented rock bodies range in size from centimeters to meters, and are
amost alwaysinternally deformed by joints, sheared joints, and deformation bands. Brecci-
ated rock is a kind of fragmented rock with strongly angular clasts that are generally de-
tached from the host rock. In contrast to fragmented and brecciated rock, fault rock visually
lacks recognizable sedimentary features. In outcrop, fault zonerock isvery fine grained (as
determined with a hand lens) and is often colored differently than the host rock (usually
lighter or white). Slip surfaces bound and sometimes cut across individual bodies of fault
rock. Thedlip surfacesare planar in map view and are commonly identifiable by millimeter-
wide seams of what appears to be red ateration staining. Slip surface faces are usually
smooth to the touch, and in many instances, display preserved kinematic indicators (i.e.,
slickensides and grooves).

Differences between fragmented and fault rock samplesrepresenting various strain lev-

els are apparent at the microscopic scale of observation (Figure 3.4). The sample shown in
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(b)

Figure 3.3. (a) Oblique cross-sectional view of a sheared-joint based fault in Aztec
sandstone. 25 m of left-lateral slip has occurred across the width of the fault zone. View
north. (b) Detail map view of a fault core. dz = damage zone; fr = fault rock; frag =
fragmented rock; hr = host rock; ss = slip surfaces. Brunton compass for scale in both
photographs.
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Figure 3.4a was collected from a fairly large and intact body of fragmented rock sand-
wiched between two bodies of fault rock. Many of the grains in this sample are fractured.
However, they preserve their origina shape and nearly all of the primary porosity remains
open. Elsewhere in this sample, we observed regions of nearly undeformed host rock, as
well as zones of localized deformation. Host rock samples collected in the vicinity of adlip
surface (Figure 3.4b) typically show grain fracturing similar to the previous sample. How-
ever, in placesthe primary porosity isfilled with secondary porefilling cement. An example
of a higher level of strain in fragmented rock is shown in Figure 3.4c. Here, many of the
grainsare almost completely fragmented and much of the primary porosity has collapsed or
isfilled by smaller angular clasts; only afew grains remain undamaged.

Fault rocks are the most strained samples we examined (Figure 3.4d); these samples
show a severe reduction in grain size and primary porosity. Thin sections of fault rocks
exhibit areas that possess varying degrees of grain size reduction and porosity loss, which
we interpret as evidence for varying strains. Based on the greatest reduction in grain size,
the region to the left of the dlip surfaces (Figure 3.4d) appears to have accommodated the
most strain. Here, pore space (black) is nearly absent, and the broken grains are generally
equant in shape and lack apreferred orientation. To theright of the slip surfaceslarger pores
areevident, and individual grains are slightly more elongate in shape and show weak align-
ment. Most of the grains shown in Figures 3.4a to 3.4c do not appear to have undergone
significant grain rotation and/or translation, because original grain roundness and outlines
of relic grain coating cements (viewed elsewhere in these samples) are preserved. In con-
trast, the grains in the fault rock sample (Figure 3.4d) are angular, and show evidence for
trandation in the form of dislocated cleavage in feldspars, and spalling of edges on quartz
grains. Grain rotation within the fault rocks must surely occur (e.g., Engelder, 1974), but
evidencefor it was not detected due to the fragmentation of the original grainsand the lack

of appropriate offset markers.

Sample stations with different average shear strain
Twelve host rock, eight fragmented rock, and twenty fault rock samples of Aztec sandstone

inthe Valley of Firewere collected in the vicinity of three different samplelocalitiesalong
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Figure 3.4. Compositional backscattered electron (BEC) images of variously deformed

Aztec sandstone. White minerals are potassium-feldspar, light-gray minerals are quartz,
dark-gray minerals are clays, and black is pore space. (a) Host rock fragment showing
earliest signs of grain-scale fragmentation (sample 30). Nearly every grain shows varying
degrees of fracturing, however the primary pore space is preserved. f = potassium-feldspar;
p = pore space; q = quartz. (b) Host rock collected adjacent to the fault core (sample 36).
Note that many of the grains are fractured and that much of the pore space is occupied by
clay minerals. ¢ = clay. (¢) Host rock collected adjacent to the fault core showing signs of
severe grain-scale fragmentation, collapse of pores, and loss of primary porosity (sample
22). (d) Well-developed fault rock characterized by severe grain size reduction and a
complete loss of primary porosity (sample 49). Dashed lines are approximate locations of
slip surfaces. Note the variability with respect to pore space (black) between the left and
right sides of the image.

seismic-scale faults (Figure 3.1c). Sample stations 1 and 2 are at two different locations
along the same fault, while station 3 is located on the next major fault to the east (Figure
3.1). Total fault slip was estimated to be 25 m for both locations 1 and 2, and 160 m for
location 3. Fault core thicknesses for stations 1, 2, and 3 range between 40-70 cm,

160-175 cm, and 210-240 cm, respectively (Figure 3.5). Cumulative fault rock thicknesses

73



[ (fault core thickness) — (fragmented rock thickness)] across these same zones ranged be-
tween 30-50 cm, 80-100 cm, and 185-215, respectively. We calculated the average shear
strain (y) accommodated acrossthefault core by dividing the estimated fault slip magnitude
by the averagefault rock thickness. Using thisrelationship, we obtained average shear strains
of 63, 28, and 80 for stations 1, 2, and 3, respectively.

Sampl e collection methods

Samples of seismic-scale faults are rarely recovered from subsurface drill core. Therefore,
exhumed large-offset faults now exposed in surface outcrops provide an opportunity to
study petrophysical and geometrical characteristics of fault zones. We have chosen afield
areawith an arid desert climate and a general lack of vegetation to minimize effects due to
surficial weathering processes. A series of samples was collected from three sites, with
efforts made to transect systematically from undeformed host rock through the damage
zone and fault core. Host rock samples were collected at different distances from the main
fault in an attempt to detect fault-related damage of host rock away from the fault. Distances
listed for the host rock in Table 3.1 (labeled Type) are made with reference to the nearest
fault core and associated bounding slip surface. A few host rock samples were collected
immediately adjacent to the fault core. Care was taken in choosing samples that were |east
affected by very-near surface weathering processes. Approximately 10 cm of surface mate-
rial wasremoved from each sample areaprior to collection (e.g., Dinwiddieet a., 1999). In
most cases, hand samples were carefully chiseled from the outcrop. However, due to the
difficulty of collecting small samples of sometimes nearly cohesionless fault rock, some
samples as large as 6000 cm? were collected. Core plugs approximately 2.5 cm in diameter
and 5 cminlength were extracted from the central parts of the samplesin alaboratory under
dry conditions. For host and fragmented rock samples, plugs were cut both perpendicular
and parallel to bedding. For fault rock samples, two orientations were considered. Eleven
plugs were oriented perpendicular to the primary dlip surface, while nine plugs were ori-

ented parallel to both the fault slip vector and the primary slip surface.
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Figure 3.5. Fault zone maps for each sample station locality. Note that some samples
were collected outside of the areas shown in the maps. (a) Station 1 (cross-section view
north). (b) Station 2 (obligue map view west). (c) Station 3 (cross-section view north).

Mineralogy
Bulk mineralogy of host and fault rock sampleswasidentified using an X-ray diffractometer
(XRD) (Table 3.1). Thirteen samples were chosen from stations 1 and 3 in order to assess
bulk mineralogical changes between undeformed and deformed rock. Station 3 showsdlightly
larger quartz abundance than station 1 samples, and consistently more clay in the host rock
than in the fault rock. These differences are negligiblerelative to overall host rock variabil-
ity and likely indicate no bulk mineralogical change during the transformation of host rock
to fault rock (Figure 3.6). However, some samples suggest atrend for slightly elevated clay
abundance in the host rock with approaching distance to the fault core (discussed below).
The bulk mineralogy of both host and fault rock samples consists of an average of 94%
quartz, with asmall range of distribution from 88 to 97%. The next most abundant mineral
phase is potassium-feldspar, which comprises about 3% of both host and fault rock.
Authigenic clays also make up about 3% of both host and fault rock. Trace amounts of

dolomite (< 1%), ferroan dolomite or ankerite were detected in nearly all samples.
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Table 3.1. Summary of petrophysical data. hr = host rock (distance collected from fault core); hr-a = host rock adjacent to the fault
core; frag = fragmented and damaged host rock; fr = fault rock; fr-s = fault rock with slip surface.

Hg-air Threshold Grain Size
Sample Air-Permeability Porosity _ressure (Psia)  iogian  Sorting XRD Mineralogy
ID Direction Station Type (md) (%) 7.5% 10% (1m) (Folk) Quartz Dolomite K-spar Total Clay
12 para 1 hr (1m) 166. 19.2
13 para 1 hr (1m) 2099. 17.4 332. 1.66 92.6% - 12%  6.1%
14 para 1 hr (10m) 1173. 16.7
55 perp 1 hr (25m) 123. 227 11 11 91.9% 05% 45% 3.0%
56 perp 1 hr (50m) 2620. 22.0 7 7 96.5% 04% 2.7% -
62 perp 1 hr (50m) 5991. 235
22 para 1 hr-a 82.1 24.4 139. 1.85 96.8% 0.3% 1.4% 1.5%
18 para 1 frag 23.6 224 91.6% 0.4% 2.6% 5.4%
18 perp 1 frag 90.7 22.2 36 41 3.6 1.65
19 perp 1 fr-s 0.353 13.3 496 544 34 1.77 95.8% - 1.2%  3.0%
20 para 1 fr-s 921. 14.3
78 perp 1 fr 3.07 16.4 77 89 96.1% - 1.4%  2.5%
21 perp 1 fr 417 15.7
17 para 1 fr 36.1 194
17 perp 1 fr 1.21 18.1 35 1.76 92.9% 0.3% 14%  55%
39 perp 2 hr (4m) 166. 19.7 170. 1.61
36 perp 2 hr-a 1.19 18.4 48. 2.98
30 perp 2 frag 1406. 24.5 135. 213
31 para 2 frag 194. 258
33 para 2 frag 792. 275
32 perp 2 frag 133. 23.3
34 para 2 frag 93.7 231
79 perp 2 frag 273. 225
80 perp 2 fr 21.5 21.0
23a para 2 fr 38.6 22.7
23c para 2 fr 12.0 22.7 4.0 1.73
24a perp 2 fr 2.88 214 50. 2.81
24c perp 2 fr 21.1 21.7 51. 2.95
42 para 3 hr (1m) 135. 18.0 160. 2.46 915% 0.7% 47% 31%
44 para 3 hr (10m) 264. 20.1 168. 2.38
41 para 3 hr-a 29.4 16.6 13 17 127. 2.59 87.6% - 53% 71%
48 perp 3 fr-s 4.21 17.5
49 para 3 fr-s 2.31 17.5 3.6 1.74
81 perp 3 fr 0.293 16.2 392 466 942% 08% 51% -
45 para 3 fr 8.73 17.5
45 perp 3 fr 5.28 19.7 6.0 1.81 926% 0.7% 5.0% 1.7%
46 para 3 fr 4.66 18.8
46 perp 3 fr 3.32 194
47 para 3 fr 0.284 15.7 97 113 3.1 1.78
47 perp 3 fr 0.501 17.5 275 327 35 1.72 92.7% 07% 4.9% 1.6%
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Individual mineral grains were identified using a scanning electron microscopy (SEM)
equipped with an energy dispersive spectrometer (EDS). Detrital grains in the host rock
consist almost entirely of quartz with minor amounts of potassium-feldspar and trace occur-
rences of igneous accessory minerals, such as zircon, apatite, and monazite. In host and
fault rock, nearly all potassium-feldspar grains show signs of replacement by authigenic
kaolinite, and minor illite. Host rock cements, where present, include both iron-oxide and
clay minerasthat generally occur at grain-grain contacts and as grain coatings. These ce-
ments volumetrically comprise less the 1% of the total rock volume. Based on rock color
and lack of magnetic properties in hand sample, the most abundant iron-oxide cement ap-
pears to be hematite with lesser amounts of goethite and limonite (Taylor, 1999). The ma-
jority of the clay cements appear to be kaolinite. Kaoliniteis sometimesfound also asapore
filling phase not associated with potassium-feldspar. For host rock away from fault zones,
the occurrence of pore filling kaolinite is generally limited to the stratigraphically lowest
parts of the Aztec sandstone (Flodin et a., in press). However, elevated levels of porefilling
kaolinite occur in afew host rock samplesthat were collected adjacent to the fault core and

the bounding slip surface (samples 36, 41, and 44) (Figure 3.4b). The majority of the fault
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Figure 3.6. Quartz — total-clay — potassium-feldspar ternary plot of whole-rock x-ray
diffraction (XRD) data collected from select samples of host rock, fragmented rock, and
fault rock. Note that the ternary diagram displays a limited scale range of 20% for each
phase.
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rock samples are nearly uncemented. Exceptionsto this observation include the occurrence
of iron-oxide and clays minerals localized within a reddish seam along individual slip sur-
faces, and minor occurrences of silica-cemented zones within the fault core (Myers, 1999).
We note that the clay and iron-oxide cements localized along dlip surfaces are volumetri-
cally minor and were difficult to detect with the SEM-EDS due to the overwhelming signal
from detrital quartz.

Petrophysical characteristics

Porosity and permeability

Porosity was measured with ahelium porosimeter. Permeability was measured in a steady-
state Hassler-sleeve air permeameter under a confining pressure of 2.8 MPa, and is pre-
sented uncorrected for Klinkenberg gas slippage effects. Gas dlippage effects become rel-
evant at low flow velocities (low permeability) and tend to produce over-estimated sample
permeabilities (Goggin et a., 1988). This effect is most pronounced for samples with less
than 1 md permeability, though the overestimation is generally less than afactor of two.

Porosity and permeability data organized by sample genesis are presented in Figure 3.7
and Table 3.1. In each sample suite, excluding those collected immediately adjacent to the
fault core, samples were oriented both perpendicular and parallel to either host rock bed-
ding or the fault rock dlip direction.

Measured host rock porosity values range between 16.6 and 24.4%. Three host rock
samples (41, 42, and 44) collected along the same sedimentary bed at distances of 10 m,
1 m, and 1 cm from the fault core show atrend for decreasing porosity with proximity to the
fault. Porosity values for the fragmented rock samples were the highest detected in this
study, ranging from 22.2 to 27.5%. Fault rock porosity values were the lowest measured,
ranging between 13.3 and 22.7%. Although fault rock porosities include the lowest values
measured, there is considerable overlap in fault rock and host rock values (Figure 3.7).

Permeability data for pristine host rock samples range over two orders of magnitude,
from 123 t0 5991 md. Given the relatively small number (11) of host rock samplesthe true

range could be even greater. Host rock permeability variations ranging over five orders of
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magnitude have been documented in other aeolian sandstones (Chandler et a., 1989). Re-
duced permeabilities ranging between 1.2 and 82 md were detected for the three host rock
samples collected immediately adjacent to the fault core. Fragmented rock samples show
permeabilities that range between 93.7 and 1406 md. Permeability data for the fault rock
samples range over two orders of magnitude with lower and upper limits of 0.28 and
38.6 md, respectively. The single outlier fault rock sample that yielded a permeability of
921 mdisexcluded from thisrange (see discussion). No significant permeability anisotropy
was detected in any of the sample suites based on the examination of differently oriented

sample plugs (Figure 3.7).

Porosity and permeability versus confining pressure

In order to investigate the impact of buria depth on porosity and permeability of host and
fault rock, we selected a subset of six samples from station 3 for porosity and permeability
analysis at stepwise increasing hydrostatic confining pressure (Figure 3.8). The data were
collected from 6 MPa up to a maximum confining pressure of 60 M Pa, which corresponds
to approximately 3 km burial depth. Absolute porosity reductions between initial and final
confining pressures range between 1.7 and 3.2%, with the majority of porosity reduction
occurring over thefirst 20 MPaof pressureincrease. Ratios between initial and final poros-

ity values range from 0.83 to 0.9. Flodin et al. (in press) found similar porosity reductions
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over the same pressure range in amore regional study of Aztec sandstone host rock proper-
ties. In addition, that study found negligible hysteresis of porosity when the samples were
returned to atmospheric confining conditions. This suggests that porosity reduction was an
elastic process for these samples over the range of applied confining pressures. Similar to
the porosity data, permeability values show their most significant reduction over the first
20 MPaof applied confining pressure. Ratios between initial and final permeability values
range from 0.2 to 0.76, and have a median of 0.67.

Grain size analysis

Grain size distributions were obtained by laser particle size analysis (LPSA) for a subset of
samples from each station. The analyses were made using a Coulter™ L S230 Series ana-
lyzer, which has lower and upper detection limits of 0.04 and 2000 pm, respectively. The
reader isreferred to Crawford (1998) for athorough description of L PSA techniques. Sammis
et al. (1987) warn of introducing asmall grain sizefraction that is not present in the original
sample due to grain comminution during the sometimes-forceful disaggregation process.
However, because the samplesin this study are nearly uncemented, we were able to disag-

gregate them with little effort.
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Figure 3.8. (a) Porosity and (b) air-permeability versus hydrostatic confining pressure up
to a maximum confining pressure of 60 MPa.

80



Plots, organized by station number, of frequency versus measured grain diameter are
shown in Figure 3.9. Theraw dataused in these plotsare also listed in Table 3.2. Most host
rock sampleshave bimodal distributionsand all are strongly fine skewed. Fault rock samples
are weakly bimodal and are also skewed toward the fine grain fraction. Measured grain
sizes range between 0.06 and 840 pum. At least one example from each of the sample suites
possesses this full range of grain sizes (e.g., host, fragmented, and fault rock samples 36,
30, and 24c, respectively). However, in most cases fault rock grain sizes span a much nar-
rower range, between 0.06 and 20 pum, with respect to host rock samples. Calculated sorting
statistics (Folk, 1968) for host rocks range between 1.61 and 2.98, which corresponds to
poorly sorted and very poorly sorted designations. For fault rocks, sorting ranges between
1.72 and 2.95, with amedian value of 1.77. Median grain sizesfor host rock samples range
between 160 and 332 um, while fault rock median values range between 3 and 51 pm
(Table 3.1). Host rock samples adjacent to the faults possess |lower median grain sizes (48-
139 um) than host rock samples collected away from the faults. Three host rock samples
(41, 42, 44) from station 3 show a trend for smaller median values and decreased sorting
with proximity to the fault core (Table 3.1 and Figure 3.9¢). In terms of median grain size
and sorting, one of the fragmented rock samples (18) has more affinity with fault rocks,

while the other fragmented rock sample (30) is more similar to host rocks.

Capillary pressure

Capillary pressure data were collected by conventional high-pressure mercury-injection
porosimetry on plug samples using Micromeritics™ Auto Pore |11 9420 instrumentation.
Epoxy-sheathed, oriented mercury-injection experiments (Schneider et a., 1997) were not
performed, because we had not detected any significant anisotropy in our permeability data.
Theterm entry pressureisused bel ow to identify the pressure at which the mercury accesses
the largest pore radius size (Pittman, 1992), and is signified by the first slope break in the
mercury-air capillary pressure curve at low capillary pressure. The term breakthrough pres-
sure is used to identify the lowest pressure at which a throughgoing fluid pathway forms
through the sample. In this study, the breakthrough pressure is estimated at 7.5 to 10% of
the cumulative percent of mercury intruded, and will be used to estimate seal capacity in a
later section.
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Figure 3.9. Grain size distribution plots for select samples of host rock, fragmented rock,
and fault rock, from station 1 (a), station 2 (b), and station 3 (c).

Figure 3.10 shows the mercury-air capillary pressure as a function of cumulative per-
cent intruded mercury up to a maximum applied pressure of 60,000 psi. The curvesfor the
host rock are the most complex, and are different from each other and from the curves
representing the deformed samples. Fault rock sample curves possess similar forms and
show the highest initial entry pressures. These curves are characterized by a sharp increase

in mercury-air capillary pressure followed by a shallow, but steady pressure increase. The
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Table 3.2. Grain size distribution data collected using laser particle size analysis (LPSA).

weight percent

diameter station 1 station 2 station 3
(mm) 13 17 18 19 22 23c 24a 24c 30 36 39 41 42 44 45 471 47-2 49
0.84 - - - - - - - 0.77 0.47 0.30 - - - - - - - -
0.71 - - - - - - - 079 068 041 - - 011 0.09
0.59 - - - - - - 049 191 241 1.73 - 148 235 251
0.50 6.52 - - - 0.40 - 142 208 318 263 - 369 527 582
0.42 15.95 - - - 1.75 - 210 213 386  3.16 - 480 674 744
0.35 19.92 - - - 3.74 - 251 214 481 371 053 548 7147 777
0.30 14.40 - - - 5.97 - 307 255 587 416 739 630 726 7.64
0.25 8.37 - - - 8.08 - 394 324 638 376 1379 6.01 665 6.62
0.21 2.91 - - - 4.61 - 238 195 319 150 723 246 292 273
0.18 5.28 - - - 9.68 - 522 441 636 257 1284 439 547 500
0.15 417 - - - 9.38 - 485 449 661 330 1248 578 620 6.19
0.13 222 - - - 8.07 - 384 410 680 457 1175 764 704 7.50
0.11 113 - - - 6.37 - 358 394 635 441 802 686 625 643
0.088 275 - - - 5.04 - 393 392 535 319 276 457 443  4.00
0.074 117 - - - 4.33 - 404 374 448 262 269 337 3.08 241
0.063 0.37 - - - 3.96 - 394 359 392 287 221 312 240 201
0.053 1.79 - - - 3.59 - 355 333 334 309 127 29 207 211
0.044 0.44 - - - 1.60 - 152 148 145 156 079 138 097 1.05
0.037 0.22 - - - 2.78 - 267 271 255 308 140 242 176 1.76
0.031 0.66 - - - 2.36 - 273 273 229 305 112 189 139 1.28
0.025 0.76 - - - 3.03 - 454 435 304 459 122 225 160 175 -
0.020 0.75 1.65 289 269 164 287 083 139 100 116 4.16

0.016 0.90 4.91 4.56 4.99 252 4.86 5.01 4.61 2.60 5.1 1.31 2.59 1.92 1.82 18.60 4.04 5.17 4.50
0.0078 221 2605 2549 2592 3.61 3027 9.34 8.86 4.13 9.56 2.85 4.91 3.78 349 2323 2691 2653 2830
0.0039 226 1667 1826 16.49 214  16.02 6.46 6.55 237 6.30 2.35 3.87 3.28 298 1358 1448 1644 1560
0.0020 199 16.27 1853 15.81 1.74 15.27 5.46 5.79 1.82 5.21 1.76 3.86 3.34 312 1332 1512 1661 1559
0.00098 1.65 17.10 17.47 17.25 1.58 16.40 4.98 5.35 1.68 4.92 1.44 3.47 2.96 283 1384 1882 1775 1767
0.00049 1.16 11.36 996 11.77 111 10.67 3.22 3.42 1.26 3.33 1.17 1.95 1.65 1.59 850 1293 1111 1156
0.00024  0.05 5.53 4.25 5.67 0.63 4.83 1.65 1.7 0.76 1.74 0.66 0.82 0.70 0.67 3.60 5.77 4.79 5.08
0.00012  0.00 1.88 1.32 1.87 0.25 1.51 0.59 0.59 0.31 0.62 0.14 0.26 0.21 0.21 1.05 1.74 1.44 1.53
0.00006  0.00 0.23 0.16 0.23 0.03 0.17 0.08 0.08 0.04 0.08 0.00 0.03 0.03 0.02 0.12 0.19 0.16 0.17

fragmented rock sample shows a somewhat lower entry pressure followed by two slope
changes around 10 and 30% intruded mercury. Host rock samples display the lowest entry
pressures. Following the initial slope break, fault-adjacent host rock sample 41 shows an
additional slope break around 20% intruded mercury, and agradual steepening of the slope
after that point. Curves for the two undamaged host rocks have shallow slopes for the first
60% intruded mercury. Beyond this point, the curves record sharply increasing pressures

and two slope breaks for each sample between 65 and 90% intruded mercury.

Discussion

Porosity and Permeability

In order to assess relative changes in porosity and permeability between host and deformed
rock, we normalize fault-adjacent host, fragmented, and fault rock porosity and permeabil-
= 626 md (calculated
using porosity and permeability datafrom an additional 20 host rock samplesfrom Flodin et

ity data using expanded median host rock data[@, ... = 22.4; K

median

a., in press)] (Figure 3.11). The single outlier fault rock sample (20), with a measured
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Figure 3.10. Capillary pressure versus cumulative percent intrusion for select samples of
host rock (dotted line), fragmented rock (dashed line), and fault rock (solid line). Sample
numbers are also shown.

permeability of 921 md, is not included in Figure 3.11. This sample contains a through-
going dlip surface that is paralel to the plug axis. The very high measured permeability
might reflect flow through the fracture-like slip surface and thus might not represent the
permeability of thefault rock itself. Slip surfaceswereidentified in three other petrographi-
cally similar samples (samples 19, 48, and 49). However, the slip surfaces in these samples
were not throughgoing with respect to the long-axis of the permeability test direction and
thus likely did not contribute to flow through the plug.

Permeability reductions range from one to over three orders of magnitude. Given the
great variability in host rock permeability, absolute permeability reductions between some
host and fault rock could be as small as a factor of five and as large as four orders of
magnitude. These orders of magnitude permeability reductions are comparable to reduc-
tions found for cataclastic deformation bands formed in high-porosity, low clay-content

sandstones. Using localized (1 cc) minipermeameter measurements, Antonellini and
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Aydin (1994) found permeability reductions ranging from oneto four orders of magnitude
(average of three orders of magnitude) between deformation bands and adjacent host rock.
Gibson (1998) reported similar ranges of reduction for deformation bands involving only
cataclasis using permeability data collected from 1.9-2.5 cm core plugs. Antonellini and
Aydin (1994) also found up to seven orders of magnitude permeability reduction for wall
rocks adjacent to dlip planes. With the exception of sample 20, the dlip surfaces contained
within the fault rock samples of this study appeared not to have a significant effect on the
plug permeability. Fault rock samples 19, 48, and 49 have dlip surfaces that crossed the
sampl e plug transverse to the permeability measurement direction. M easured permeabilities
for these samples (0.35-4.2 md) fall within therange of permeabilitiesfor fault rocksthat do
not have dlip surfaces.

One surprising result of this study isthe relative lack of porosity reduction found in the
fault rock samples. The largest absolute porosity reduction between fault rock and median
host rock is9.1%, which equatesto a 1.7 factor of change. However, most fault rock porosi-
ties display changes much less than this factor. The lowest measured fault rock porosity is
13.3%. In contrast, Myers (1999) estimated fault rock porosities as low as 0.5% using im-

age analysistechniques. Similarly, absolute porosity reductions obtained by image analysis
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Figure 3.11. Plot showing relative change (increase or decrease) in permeability and
porosity for fault rock and host rock collected adjacent to the fault core. See text for
values used to normalize the permeability and porosity data.
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for deformation band style faults have been reported to be as much as 20%, with relative
changes approaching an order of magnitude (Antonellini and Aydin, 1994; Ogilvie and
Glover, 2001). These discrepancies are likely due to optical resolution limitations inherent
with image analysis techniques. Myers reported a lower optical detection limit of 20 pum.
However, our particle size data show median fault rock grain sizes as small as 3 um, indi-
cating that the pore spaces between these grains are even smaller. Figure 3.12 is a high
magnification (1600x) secondary electron image of afreshly broken surface of fault rock.
Grainsin thisimage are very angular and range between sub-micron and tens of micronsin
size, while the pore spaces between the grains range in size from sub-micron to microns.

Despite the relatively high fault rock porosities, permeabilities for these samples are
considerably lower than host rock values. Based on a study of |aboratory-deformed sand-
stone, Crawford (1998) concluded that the microporosity between the smallest grain sizes
in deformed sandstones increased the tortuosity of the flow path and thus decreased the
overall sample permeability. Myers(1999) similarly justifiesthe exclusion of microporosity
and instead measured only the macroporosity (or “effective” porosity), because it is the
parameter that most influences flow (Mavko and Nur, 1997).

Some samples appear to show an increase in porosity with respect to median host rock
(Figure3.11). A porosity increase might indicate that the sampleinitsoriginal, undeformed
state had a somewhat higher porosity than median host rock, and with the reduction during
deformation, the measured porosity is still greater than the cal culated median value. Alter-
natively, the samples might have dilated relative to their original undeformed state. Thin-
section analysis of these samples shows local regions containing a high density of
intragranular microfractures. A high fracture density is particularly characteristic of frag-
mented rock samples 30 (Figure 3.4a) and 33, which show increased permeability with
respect to median host rock. In most cases, however, these samples also contain localized
zones of damage in the form of sheared joints and deformation bands. The presence of
localized damage within otherwise dilatant sample plugs appears to cause a net decreasein
permeability (e.g., samples 22, 32, and 34).

A relationship between average shear strain and permeability was investigated by ex-
amining the distribution statistics of permeability datafor each sample station (Figure 3.13).
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Figure 3.12. Secondary electron image (SEI) of freshly broken fault rock. Note the angular

and somewhat equant nature of the fragmented quartz grains and the presence of

microporaosity.
A relationship between shear strain and permeability is of interest because it could be used
for predictive models of fault zone properties for subsurface applications, where only fault
dip dataare available. However, for thistransform to be effective, the slip datawould need
to be used in conjunction with a fault rock thickness transform (Evans, 1990) in order to
estimate the shear strain of subsurface faults. Samples from the three stations show an over-
all decrease in permeability with increasing shear strain. Median permeabilities are very
similar between stations 1 and 3 (shear strains, y = 63 and 80, respectively). However,

station 3 samples are skewed toward lower values.

Grain size reduction

Grain size distribution data show a consistent trend for grain size reduction from host rock
to fragmented rock to fault rock. There appearsto bealower limit of grain sizereduction for
fault rock samples that is irrespective of average shear strain. Figure 3.14 shows a plot of
cumulative weight percent versus grain diameter for all data collected in this study. Seven
of the ten analyzed fault rock samples occupy nearly the same area on the left side of this
plot. At least onefault rock samplefrom each station locality plotswithin thisregion. These
dataindicate that the fault rocks reach alevel of grain size maturity beyond which no new
grainsarefractured. Similar observations have been made of grain size reductionsfor other

faulting mechanisms. In a field study of deformation band style faults, Shipton and
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Figure 3.13. Boxplot statistics of fault rock permeability versus average shear strain.
Each sample locality is indicated (e.g., S1 = station 1). The line at the center of the box is
the sample median; box bottom and top are respectively the first and third quartiles; vertical
lines span 1.5 times the interquartile range; a cross explicitly indicates outliers.

Cowie (2001) conclude that there is a maximum limit to grain crushing in the vicinity of a
dlip surfaces. Mair et al. (2000) similarly find lower limitsto grain size reduction for defor-
mation bands formed under controlled laboratory conditions. In a study of deformed crys-
talline rocks collected from faults rel ated to the San Andreas system of southern California,
Blenkinsop (1991) provides a conceptual model for grain size reduction processes that pre-
dictsalower limit of grain size reduction.

Itislikely that the lower limit of grain size reduction could be different for these faults
had they formed under different confining conditions. Both Engelder (1974) and Marone
and Scholz (1989) report a decrease in median grain size with increasing confining stressin
deformation experiments of sandstone and unlithified quartz sand, respectively. Similarly,
Crawford (1998) suggests that the varying grain size distributions between the deformed
sandstones were caused by the different normal stresses under which the experiments were
performed. However, the study concludesthat the grain size variability could also be dueto
the fact that the samples had different total strains. Relationships between increasing con-
fining pressure and decreasing lower grain size limits have also been reported in studies of
naturally deformed crystalline rock (Sammiset a., 1986; Blenkinsop, 1991).
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Sorting

In general, sorting trends between the sample suites show a decrease in sorting from un-
damaged host rock to damaged host and fragmented rock, and an increase in sorting from
fragmented rock to fault rock (Table 3.1). Host rock samples 13 and 39 were among the
best-sorted rocks examined in this study. However, based on petrographic analysis, these
samples had weakly distributed intergranular microfractures. Disaggregation of the frac-
tured grains in these samples appears to have increased the fine grain fraction, which led to
the poor sorting characteristics. Thus, we envision that the grain size distributions for truly
undamaged host rock would indicate even better sorting than the data presented in this
study. Good sorting is a typical textural characteristic of aeolian sands (Pettijohn et al.,
1972). Among the least sorted in this study are samples that show intense grain fragmenta-
tion and only moderate reduction in median grain size. Samples that fall into this category
include host rock (samples 22, 36, 41, 42, and 44), fragmented rock (sample 30), and fault
rock (samples 24a and 24c). In contrast, samples that show significant median grain size
reduction al so possess better sorting characteristicsrelative to damaged host and fragmented
rock. Most of the samplesin this category are fault rocks that fall within a small range of
sorting numbers (1.77 £0.03). One of the samplesin this category (18perp) is classified as
fragmented rock. In hand sample, this sample has preserved sedimentary features and as
such, is classified as fragmented rock. However, in thin-section, damage in this sample

most resembled that of the fault rocks.
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Sorting characteristics can be also be qualitatively inferred from the shape of the mer-
cury injection curves. Vavra et a. (1992) argue that better sorting leads to samples with
similar porethroat sizes. Uniform pore throat sizesin turn create broad, flat plateaus on the
mercury-injection curves that indicate a large volume of mercury intrusion occurs over a
very narrow pressure window. With decreased sorting, the plateaus become more steeply
sloped (see sample 41 in Figure 3.10). In al samples, the volume of mercury intruded de-
creases as smaller porethroats areinvaded with increasing pressure, resulting in the highest
slopes as 100% cumulative mercury intrusion volume is approached. If there are two dis-
tinct plateaus on the mercury-injection curve, abimodal distribution isimplied. Grain size
distributionsinferred from the mercury-injection data (Figure 3.10) support our generaliza-
tions concerning grain sorting and sample genesis. Host rock samples 55 and 56 possessthe
shallowest initial curves, indicating a high degree of sorting. However, beyond 60% in-
truded mercury thereisarapid and unsteady increase in capillary pressure, which we inter-
pret to be caused by invasion of the mercury into the small pore throats of the intergranular
microfractures. Host rock sample 41, which was collected adjacent to the fault core, is
characterized by afairly steep and unsteady increase in capillary pressure. Based on grain
Size data (Table 3.1), this sample is the least sorted of all samples examined by mercury-
injection. Note that, in addition to be being fragmented, sample 41 aso has anomalously
high clay-content (~7%), which is present as a pore filling cement. The fault rock samples
are characterized by shallow, but steady capillary pressure curves that are slightly steeper
than the host rock slopes. Likewise, these samples are in general more poorly sorted than
host rock samples (Table 3.1).

Sealing capacity

Mercury-injection data is used to estimate the resistance of a rock to invasion by a non-
wetting fluid such asgasand most oils. The capillary strength of arock isdescribed interms
of its breakthrough pressure, which isthe pressure at which the non-wetting fluid can form
athroughgoing flow path through the rock (Schneider et al., 1997). This measure of fault
seal isalso elsewhere called displacement pressure (Schowalter, 1979) and threshold pres-

sure (Katz and Thompson, 1987). Breakthrough pressure is measured indirectly from
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mercury-injection curves using one of several estimation methods. In this study, arange of
breakthrough pressures for each sample was determined by picking the mercury-air capil-
lary pressurethat correspondsto 7.5% (Schneider et al., 1997) and 10% (Schowalter, 1979)
cumulativeintruded mercury. Estimated breakthrough pressuresfor host rock samplesrange
between 7 and 17 psi mercury-air, between 36 and 41 psi mercury-air for afragmented rock
sample, and between 77 and 544 psi mercury-air for fault rock samples (Table 3.1).

Based on the breakthrough pressures, we compute sealing capacity for five fault rocks,
one fragmented rock, and three host rocks using representative fluid properties for both ail

and gas and the following equations (Sneider et al., 1997):

(0 h/w COS eh / w)

Pryw = P ;
Cohfw (ng/air CoseHg/air) C.Hg/air Q)
and
— PC,h/w (2)
Ap-0.433"°

where P_ isthe capillary breakthrough pressure, histhe maximum hydrocarbon height, ois
the interfacial tension between hydrocarbon and brine, 8isthe contact angle, and Ap isthe
differencein density between the hydrocarbon and brine. Input parameters used to compute
maximum seal abl e hydrocarbon column heightsare givenin Table 3.3, whilethe calcul ated
column heightsare presented in Table 3.4. Based on theinput parameters, fault rock samples
show considerable range for hydrocarbon seal potential from 10 to 69 m of gas, or from 17
to 120 m of oil. Three out of five fault rock samples (19perp, 47perp, and 81) fal in the
category of a class C seal (30-150 m ail), according to the Sneider Seal Classification

Table 3.3. Input parameters used to calculated
hydrocarbon sealing potential (from Sneider et al., 1997).

input parameters Hg-air gas-brine oil-brine

wetting angle (9) 140 0 0

interfacial tension (o) (dynes/cm) 480 70 30
brine density (g/cc) 1.1 1.1

hydrocarbon density (g/cc) 0.05 0.8498
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Table 3.4. Calculated maximum sealable hydrocarbon column heights using fluid properties
given in Table 3.2. Low and high estimates are presented based on mercury-air capillary
pressures at 7.5 and 10% cumulative intrusion, respectively.

Maximum sealable column height (m)

gas oil

Sample Type 7.5% 10% 7.5% 10%
56 hr 1 1 1 1

55 hr 1 1 2 2
41para hr-adj 2 2 3 4
18perp frag 5 5 8 9
78 fr 10 11 17 20
47para fr 12 14 21 25
47perp fr 35 41 60 72
81 fr 49 59 86 102
19perp fr 63 69 109 120

system (Sneider et al., 1997), while the other two fault rock samples (47paraand 78) corre-
spond to a class D sea (15-30 m oil). Not surprisingly, fragmented rock (18) and fault-
adjacent host rock (41para) samples show no potential for sealing an economic accumula-
tion of hydrocarbon. The fragmented rock sample is considered a class E sea (<15 m),
while the fault-adjacent host rock sample is considered a class F seal, or waste zone rock,
dueto both itsnon-sealing and low permeability nature. The two pristine host rock samples
(55 and 56) arereservoir quality rocks (based on porosity and permeability data) with insuf-
ficient capacity for seal (<2 m oil column).

Our dataindicate that sand-on-sand sheared-joint faultsin low clay-content sandstones
are capable of sealing small to moderate hydrocarbons columns given that a seam of high
breakthrough pressurefault rock islaterally persistent. For sheared-joint faultsintheValley
of Fire, continuous fault rock seams were found along faults with as little as 6 m of dip
(Myers, 1999). Whether or not the samples with high breakthrough pressures represent a
laterally continuous zone of fault rock remainsto be answered. The column heights cal cu-
lated in this study fall within the range of column heights calculated by Gibson (1998) for
small offset (centimeters to meters of dlip) purely cataclastic deformation bands in clean
sandstones. We note, however, that had conditions been favorable in the Aztec sandstone
for the post-deformational deposition of cements, the sealing potential of the fault rocks
would be significantly higher (Fisher and Knipe, 1998; Gibson, 1998).
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Equivalent cross-fault permeability

The fault core includes domains of deformed rocks with differing petrophysical properties.
Even what is mapped or designated as fault rock is highly heterogeneous and displays a
broad range of porosities, permeabilities, and capillary breakthrough pressures. Therefore,
an upscaling procedure is adopted to generalize our discretely sampled permeability data.
Following the methodology of Jourde et al. (2002), we use afinite-difference solution of the
single-phase pressure equation subject to pressure/no-flow boundary conditions to calcu-
late equivalent cross-fault permeability for the mapped areas shown in Figure 3.5. As an
example, the model geometry used for the station 1 calculation is presented in Figure 3.15.
Fault-parallel equivalent permeability isnot considered as the fault maps are of insufficient
detail (cf., Myers, 1999) to provide accurate results for the fine-scale cal culations. Because
slip surfaces are oriented parallel to the flow direction (Figure 3.5), we choose not to in-
clude them in our upscaling models. High permeability slip surfaces have been found to
bear negligible influence on upscaled cross-fault permeability in cases where the slip sur-
facesdo not crossthe fault core (Jourde et a., 2002). In assigning fragmented and fault rock
permeabilitiesto the flow model, we assume that the measured plug permeability valuesare

laterally continuous with respect to the slip direction and thus assign those values over the

no-flow

no-flow

‘_k:ross-fault -
Figure 3.15. Input map used to calculate equivalent cross-fault permeability at station 1.
No-flow boundary conditions are imposed along borders perpendicular to the fault zone,
while fixed pressure boundary conditions are imposed across the fault zone. fr = fault
rock; frag = fragmented rock; hr = host rock; hr-adj = fault-adjacent host rock. Crossed
circles are sample localities.
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length of the model domain. Only fault-perpendicular plug permeability datawere used in
this analysis (Table 3.1). A median value of 626 md is assigned to the host rock, except
where measured host rock permeability values dictate otherwise, asis the case for the host
rock samples collected adjacent to the fault core.

Calculated equivalent cross-fault permeabilitiesasafunction of average shear strain are
plotted in Figure 3.16. As a reference point, median host rock permeability is plotted at
y=0. The datashow adecreasing trend for equivalent cross-fault permeability with increas-
ing shear strain. For each upscaling model, the cal culated permeability was most influenced
by the least permeabl e, and most continuous body of fault rock. Because thefault map areas
are relatively simply in geometry and structural stratification (Figure 3.5), the upscaled
permeabilities closely approach theoretical lower limit harmonic average values (Deutsch,
1989). However, for more complicated fault geometries, computed cross-fault permeabilities
have been found to be greater than the harmonic average (Myers, 1999; Flodin et al., 2001).
For reservoir confining conditions, upscaled cross-fault fault permeabilities could be ex-
pected to scale with the reductions indicated by the confining pressure analyses (Figure
3.8), that is, around a factor of three. We note that the calculated equivalent permeability
values would be even lower if the relative permeability curves resulting from multi-phase
flow were considered (Manzocchi et al., 2002). Given the high breakthrough pressures for
some of thefault rock, and therefore small average pore throat radii, the rel ative permeabil -

ity of oil could be reduced significantly relative to the rock’ sintrinsic permeability.
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The upscaled cross-fault permeability results show that sand-on-sand faults formed by
shearing along joint zonesin nearly pure quartz sandstones will act as baffles to subsurface
fluid flow production time-scales (tens of years). These datawould be useful for estimating
the flow properties of sand-prone faults in reservoir models where the faults are explicitly
included in the model (e.g., Flodin et al., 2001). Typical fault transmissibility models that
use only shale gouge ratio (SGR), in conjunction with permeability transforms, to predict
fault baffles during production (e.g., Walsh et al., 1998; Manzocchi et al., 1999) will not be
able to predict the impact of purely cataclastic fault rock in high-sand systems.

Conclusions
Thefollowing conclusions can be drawn from this study of host, fragmented, and fault rock
associated with variously strained sheared-joint based faults in aeolian Aztec sandstone:

1. Nosignificant changein bulk mineralogy between host and fault rock was detected.
This indicates that fault rock formation in the study area was primarily a physical
process and did not involve significant mass transfer or diagenesis. Two regions of
the fault zone do however show anomalously higher pore filling cement concentra-
tions. Clay cementsoccur in greater abundancein host rock immediately adjacent to
the fault core, while both clay and iron-oxides cements are localized around dlip
surfaces within the fault rock. Silica overgrowth cements occur in negligible quan-
tities.

2. The greatest absolute porosity reduction of fault rock with respect to median host
rock is9.1% (down from 22% for median host), which equatesto afactor 1.7 change.
However, many fault rock samples show little to no change with respect to median
host rock. All fragmented rock samples and two fault rock samples are dilated with
respect to median host rock. Porositiesrange between 13.3 and 22.7% for fault rock,
22.5 and 27.5% for fragmented rock, and 16.7 and 23.5% for host rock.

3. Fault rock permeabilities are oneto three orders of magnitude less than median host
rock permeabilities. Permeabilities range from 0.28 to 39 md for fault rock, 23 to
1400 md for fragmented rock, and 123 to 6000 md for host rock.
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4. Thereisatrend for areduction in median grain size from host rock to fragmented
rock to fault rock. There also appearsto be atrend for decreased sorting from host to
fragmented rock, and atrend for increased sorting from fragmented to fault rock.

5. High-pressure mercury-injection analyses on fault rocks derived from nearly pure
guartz sandstone show that these rocks are capable of sealing small to moderate
hydrocarbon columns if high breakthrough pressure fault rock is present as a con-
tinuous interface across the fault surface. For typical fluid properties, calculated
hydrocarbon column heights for fault rocks range between 10 and 69 m of gas, and
17 and 120 m of oil.

6. Based on single-phase permeability upscaling calculations, faults formed by shear-
ing along joint zones in nearly pure quartz sandstones will act as baffles to subsur-
face fluid flow. Upscaled cross-fault permeabilities range between 1.2 and 13 md,
from low to high shear strain. These values equate to a one to two orders of magni-
tude reduction between fault core and median host rock permeability (626 md).

7. Thereis arelationship between average shear strain and changes in petrophysical
properties. Higher shear strain leadsto lower permeability, lower median grain size,
and in general, higher capillary breakthrough pressure. Correlation of these
petrophysical propertieswith fault throw aloneisnot agood proxy. Fault throw and
fault zone thickness together are required for accurate prediction of fault zone flow

properties.
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Chapter 4

Computing per meability of fault zones in aeolian sandstone from
outcrop measurements

Abstract

The large scale equivalent permeabilities of strike slip faults in porous sandstone are com-
puted from detailed field measurements. The faults, which occur in the Valley of Fire State
Park, Nevada, were previously characterized and the flow properties of their individual
features were estimated. The faults formed from the shearing of joint zones and are com-
posed of a core of fine grain fault rock (gouge) and deformation bands and a peripheral
damage zone of joints and sheared joints. High resolution fault zone maps and permeability
data, estimated using image analysis calibrated to actual measurements, are incorporated
into detailed finite difference numerical calculations to determine the permeability of re-
gions of the fault zone.

Faultswith slips of magnitude 6 m, 14 m and 150 m are considered. The computed fault
zone permeabilitiesare strongly anisotropicin all cases. Permeability enhancement of nearly
an order of magnitude (relative to the host rock) is observed for the fault-parallel compo-
nent in some regions. Fault-normal permeability, by contrast, may be two orders of magni-
tude less than the host rock permeability. The fault-normal permeability is aminimum for
thefault with the highest slip. For arepresentative fault region, the fault-parallel component
of permeability is highly sensitive to the fracture aperture, though the fault-normal perme-
ability isinsensitive. The procedures developed and applied in this study can be used for
any type of fault for which detailed structural and permeability data are available or can be
estimated.

Introduction
Because faults can have a dominant impact on flow in the subsurface, knowledge of their
flow propertiesis essential for the efficient management of groundwater or petroleum re-

sources. The flow properties of faults are in general quite complex because they can act as
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conduitsor barriersto fluid flow. In most cases afault displays both aspects of thiscomplex
signature in time and space (Smith et al., 1990; Caine et al., 1996; Matthai et al., 1998;
Caineand Forster, 1999; Aydin, 2000). Thus, the accurate description of permeability inthe
fault zone is an important aspect of the overall characterization of the reservoir or aguifer.
Detailed field measurements are capable of providing fine scale descriptions of the fault
zone. These descriptions are, however, much too detailed to be used directly in standard
finitedifferenceflow simulators. Sometype of averaging or upscaling procedureisrequired
before these fine scale fault zone characterizations can be used for reservoir scale flow
modeling.

In recent years, many researchers have addressed the upscaling of the permeability prop-
erties of heterogeneous porous media in order to incorporate, to the degree possible, fine
scale permeability information into large scale flow models. In general, upscaling is re-
quired whenever permeability data measured at one scale are to be utilized in analyses
conducted over much larger scales. Techniquesfor the determination of upscaled or equiva-
lent permeability can be classified as either analytical (approximate) or numerical proce-
dures. The computational cost associated with the numerical methods is generally war-
ranted when the resulting upscaled permeabilities are used for reservoir flow simulation. A
number of both analytical and numerical techniques are discussed in the reviews by Wen
and Gomez-Hernandez (1996) and Renard and de Marsily (1997). The numerical proce-
dures generally entail the solution of the single phase flow equation over the region to be
upscaled. The specific techniques differ mainly through the boundary conditions imposed
on this local problem, the particular numerical method applied and the size of the local
domain considered. In this work, we apply a finite difference numerical procedure with
pressure-no flow boundary conditions for the calculation of the large scale permeability of
the fault zone.

A number of previous investigators have studied the effects of small scale geologic
featureson large scale permeability. Durlofsky (1992) showed that small scal e permeability
variations (cross bedding) in eolian sandstones can reduce the bulk permeability by one
order of magnitude and can create apermeability anisotropy of k _/k . >5 (wherek _ and

K .., arethe maximum and minimum principal values of permeability). Similarly, it has been
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shown that the presence of joints can increase effective permeability by two orders of mag-
nitude (Taylor et al., 1999; Matthéi et al., 1998) whereas the presence of deformation bands
can decrease effective permeability by one to three orders of magnitude (Antonellini and
Aydin, 1994; Matthéi et al., 1998; Taylor and Pollard, 2000). Very fine scal e features (cross
beds, joints and deformation bands) may thusintroduce significant permeability anisotropy.
Furthermore, these small scale structural heterogeneities must be accurately represented
since a misrepresentation of their geometry can lead to order of magnitude error in the
estimation of effective permeabilities (Taylor et al., 1999). Thusit isimperative to account
for these fine scale features in the calcul ation of the upscaled permeability.

The faults studied in this paper have been characterized in detail in a previous outcrop
study (Myers, 1999). From a hydrologic perspective the faults can be described as being
composed of high permeability components (joints, splay fractures and slip surfaces) and
low permeability components (fault rock, deformation bands, and sheared joints) embed-
ded in amatrix with intermediate permeability. We study the evolution of the permeability
properties of such faults as a function of slip magnitude by calculating the equivalent per-
meability of large regions of the fault zone. A schematic of our general workflow is shown
in Figure 4.1. The bases of our work are sub-centimeter scale resolution field maps that
distinguish the various elements of the fault zone (Figure 4.1a). The permeability values of
each fine scale fault zone element (joints, sheared joints, fault related deformation bands,
slip surfaces, fault rock and the matrix rock) are either measured or estimated (Figure 4.1b)
and then input into the detailed description (Figure 4.1c). Numerical simulation of the fine
scale input map yields the larger scale permeability of the fault zone of interest (Figure
4.1d). In this study, we follow this workflow to determine the values of fault zone perme-
ability for arange of fault slip magnitudes (6 m to 150 m).

The approach taken here differsfrom that taken in several earlier studies (e.g., Walsh et
al., 1998; Manzocchi et al., 1999) that established correlations for fault thickness and per-
meability in terms of a few relevant parameters. These correlations were used to derive
approximate input to flow simulators. In the present study, the fault descriptions are ex-
tremely detailed and the effective flow properties of the fault are computed using numerical

solutions. In practice, however, the detailed fault zone information we input into our
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Figure 4.1. Workflow used in this study to determine the large scale permeability of fine

scale field characterizations of fault zones.

characterization is available.
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calculationswill not be availablefor faultsin the subsurface or may have different valuesin
different settings. Our calculations are therefore most useful in providing insight into the
flow properties of faults and as a means to determine the dominant controls on flow in the
fault zone. Once these are clearly established for a particular type of fault, appropriate cor-
relations for fault zone permeability in terms of a few measurable parameters (e.g., fault
slip) can be established. We note that the procedure described in this paper for determining

fault zone properties can be applied to faults of any type, assuming a detailed geological




An alternate procedure for modeling fluid flow through afault zone isto use a discrete
fracture model. Such models are widely used for simulating pollutant transport in naturally
fractured groundwater systems or waste disposal characterizations. Discrete fracture mod-
eling is not generally used in practical reservoir simulation, although there has been some
research reported recently on the use of these models within the context of reservoir flows
(e.g., Kim and Deo, 1999; Dershowitz et al., 2000; Karimi-Fard and Firoozabadi, 2001).
Discrete fracture models have been more geared to fractured systems, which may display
moreregular distributions, than to highly complex faulted systems. For large scalereservoir
flow problems, it would be impractical to represent every element discretely in afault zone
because the fine scale data for the faultsin the subsurface are not available and because the
computational cost would be very high. In case the flow response of afault zone is domi-
nated by a single element, then the dominating element can be represented discretely. Hy-
brid procedures, such asthat recently described by Leeet al. (2001), allow for the represen-
tation of most of the fractured system in terms of an equivaent permeability but include
discretely some number of dominant large scale fractures. This type of approach could
potentially be combined with the fault zone permeabilities computed in this paper to more
accurately model flow and transport in faulted rock. See Chapter 5 for elaboration on thistopic.

Rather than represent fractures explicitly, standard reservoir ssmulators apply finite dif-
ference techniques, which require input in the form of permeability for each simulation grid
block. Inintroducing the effects of the fault zone into standard reservoir flow simulators, it
istherefore necessary to represent the fault in terms of apermeability tensor. Thistreatment
offers reasonable accuracy for flow normal to thefault, though it may not be as accurate for
flow paralel to the fault, particularly for transport calculations with single very thin but
extensive features (e.g., lip surfaces) that can significantly impact flow.

We note that, although both the fault-normal and fault-parallel components of perme-
ability are important, for many flow problems capturing fault-normal permeability is more
critical. Thisis because the fault-normal component of permeability largely determinesthe
degree to which there is pressure communication between adjacent fault blocks. Quantify-
ing the cross-fault communication is often an important issue for the efficient management

of areservoir.
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This paper proceeds asfollows. We first describe the geological setting and the general
characteristics of the faults studied. Thisisfollowed by adescription of our approach used
to calculate fault zone permeability. Next, the permeabilities of the individual fault zone
elements are discussed. We then present results for large scale fault zone permeability for
faults of slip magnitudes of approximately 6 m, 14 m and 150 m. These results, taken in
total, illustrate both the large scale trends as well as the local variability that exist in fault
zone permeability.

General description of the faults

Thefaultsstudied in this paper occur inValley of Fire State Park (Figure4.2), located in the
North Muddy Mountains of southern Nevada, USA. We consider faults produced by shear-
ing along well-developed joint zones in the Aztec Sandstone, a high porosity, poorly to
moderately cemented eolian sandstone. The Jurassic Aztec Sandstone was deposited in a
stable cratonic setting along the western margin of North America (Marzolf, 1983).
Myers (1999) described the development of the faults from pre-existing arrays of en ech-
elon joints to various stages of complex fault evolution (Figure 4.3). The angular relation-
ship between joint zone trend and orientation of the principal stresses after the stress or
material rotation (Figure 4.3) determines whether the fault system consists of contractional
steps (contractional faults) or dilational steps (dilational faults). A photograph of a fault

zone in the Valley of Fire, with the various elements labeled, is shown in Figure 4.4.
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T
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Figure 4.2. Location map of the study area, Valley of Fire State Park, southern Nevada, USA.
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Although the methodol ogy described here can be applied to either case, the examplesin
this paper are selected from contractional en echelon fault systems consisting of steeply
dipping faults. In this case, en echelon joint arrays were sheared in such a way that steps
between neighboring joints experience contractional deformation resulting in deformation
band formation as well as new joints. The fault zones formed by this mechanism are com-
posed of principal structural elements consisting of sheared joints, shear induced joints or
splay fractures, and fragmentation zones at large (breccias) and small (gouge/cataclasite/
fault rock) scale. The splay fractures form as an opening mode structure (mode-1) (Brace
and Bombolakis, 1963; Cotterell and Rice, 1980), occur along principal planesand are later

subjected to progressive shearing. Second and third order splay fractures form through a

Fault Zone Type Formation Stage

Contractional Dilational

Original joint zones

Early stages of shear
- 1st generation fractures
- localized brecciation

Well developed fault
- continuous fault rock core
(gray shading)
- second generation fractures

Figure 4.3. Schematic depiction of the fault types that result from shearing of en echelon
joint zones and their evolutionary stages as a function of slip magnitude (from Myers,
1999).

103



amage

% a‘ I
‘% s i !

Figure 4.4. Photograph of a fault from the Valley of Fire State Park showing characteristic
structural features of the fault core (fault rock and slip surfaces) and the surrounding
damage zone (joints and sheared joints). Geologist in background is Stephan Bergbauer.

hierarchical process where opening mode fractures formed at earlier stages are sheared,
producing new generations of sheared jointsand joints. Thisiterative process may continue
for many stages of fracturing. Deformation bands — thin, tabular zones of strain
localization — can reduce the porosity of the sandstone within the bands by one to three
orders of magnitude (Antonellini and Aydin, 1994). The deformation bands accommodate
slip up to afew centimeters, are restricted to the core of the fault zone, and are generally
localized within contractional steps of the sheared joint zones.

Contractional faults show agradual widening of fault rock/gouge and a peripheral frac-
ture network zone. Thefinal fault zone architectureisacentral fine-grained fault corewhich
is bounded on one or two sides by dlip surfaces and is surrounded by an elliptical damage

zone. We note that, as a consequence of the formation mechanism, most of the fault zone
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elements (splay fractures, sheared joints, and dlip surfaces) are sub-vertical (Myers, 1999).
Therefore, the two dimensional modeling approach employed in this paper is areasonable

approximation.

Modeling approach for the calculation of fault zone per meability

We use a finite difference (or more properly a finite volume) procedure to calculate the
equivalent permeability of the fault zone. The overall approach requires the solution of the
fine scale single-phase pressure equation subject to appropriate boundary conditions. Single
phase, steady state incompressible flow through a heterogeneous porous medium is de-

scribed by Darcy’ s Law and the continuity equation:

1
=——k-V,
u H p, Q)
V'UZO! (2)

where u is the fluid velocity vector, p is pressure, U is the fluid viscosity, and Kk is the
permeability tensor.

To calculate the equivalent permeability tensor for aregion of the fault zone, we solve
the fine scale equations (1) and (2) subject to constant pressure — no flow boundary condi-
tions. Two such solutions are required. In the first solution, flow is driven by a pressure
gradient in the x-direction, while in the second solution the pressure gradient is in the
y-direction. Following these two numerical solutions, total flow rates through the domain
are computed. The equivalent or upscaled permeability, referred to here as k', is then
calculated by equating the flow rates from the fine scale solutions with those that would
result from the imposition of the same boundary conditions on a homogeneous region of
permeability k™.

For arectangular region of physical dimensionsL and L, with apressure difference Ap
imposed in the x-direction, the x—x component of k* (k, ) is given by:

* — Q,\‘HLX
o = LAp (3)

where Q, is the tota flow rate through the system. An analogous expression gives k;y,
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which is computed following the solution of a flow problem with a pressure difference
imposed in the y-direction. In general the upscaled permeability tensor also containsacross
term k;y . Thisterm, which isnon-zero when the principal directionsof permeability are not
aligned with the coordinate system, can be computed by relating the average Darcy velocity
(<u>) to the inner product of the upscaled permeability and the average pressure gradient
(k” xOp>). For the fault systems considered here, the principal directions of permeability
werefound to bein close alignment (within afew degrees) with the general fault orientation
in nearly al cases. Thusthe cross terms of permeability are small and can be neglected for
the cases considered in this paper. Further, because the crossterms of k™ aresmall, k, =k
and k, = k;y , Where k isthe fault-normal permeability and k, the fault-parallel permeabil-
ity. If the fault is not oriented with the coordinate system, k;y will in general be significant.

Alternate boundary specifications may be more appropriate in some cases. Periodicity
(see e.g., Durlofsky, 1991) may be preferable in cases where high flow features (e.g., slip
surfaces) are not continuous over very large distances. This is because periodic boundary
conditions tend to “interrupt” the connectivity of features that span the system but are not
exactly aligned with the system orientation. This will generally result in lower computed
valuesfor fault-parallel permeability than would be obtained using the constant pressure —
no flow specifications applied here. Refer to Chapter 5 for further study concerning optimal
boundary specification for faulted systems.

The solution of Egs. (1) and (2) over highly detailed fine scale descriptions of the fault
zone, which in our case contain over 106 cells (e.g., 2000 x 2000 pixels), is demanding
computationally. The problemisfurther complicated because the permeability field ishighly
discontinuous and can vary by over six orders of magnitude over very short distances. A
suitable linear solver istherefore required for this problem. In thiswork we apply an itera-
tive multigrid solver (Ruge and Stuben, 1987) for the fine grid solution. Multigrid solution
techniques are particularly adept at the efficient solution of large problems with strongly
discontinuous coefficients.

In the results presented in this paper, we compute a single equivalent permeability ten-
sor for alarge portion of the fault zone. This quantity is the equivalent or large scale fault

zone permeability. Using the procedures applied here, it is aso possible to upscale these
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fine scale descriptionsto coarser scale model s containing a specified number of grid blocks.
For example, in some applications it might be useful to generate a 10 x 10 or a 100 x 100
grid block description of the fault zone in order to retain a higher degree of resolution. In
such cases, rather than compute a single k™ for the entire region, the procedure presented
here could be used to compute equivalent permeability tensors for each of the coarse scale

grid blocks.

Deter mination of fault zone per meability

We now consider the fine scale permeabilities of the fault zone elements. We use an isotro-
pic matrix permeability of 200 md, corresponding to amean value of host rock permeability
inthislocality (Myers, 1999). It is reasonable to use an isotropic value of permeability for
the host rock because the exposures we are modeling are sub-parallel to bedding planes.
Within the bedding plane, anisotropy isgenerally not that significant. Sheared joints, defor-
mation bands, fault rock/gouge, and variably deformed host rock were assigned permeabilities
based on previously reported permeability data for these structural elements in the Aztec
sandstone. Freeman (1990) used a gas permeameter on small plugs of the Aztec sandstone,
and reported that deformation bands cause atwo order of magnitude permeability reduction
relativeto the host rock. Antonellini and Aydin (1994) used agasinjection minipermeameter
to measure the permeability of deformation bands, finding them to be two to four orders of
magnitude less permeable than the host rock, with an average permeability reduction of
three orders of magnitude. Taylor and Pollard (2000) used field measurement of relic fluid
gradients in the Aztec sandstone to infer that the permeability of the deformation bandsis
reduced by 1.3 to 2.3 orders of magnitude relative to the host rock. As will be described
next, Myers (1999) estimated the permeability of deformation bandsin the Aztec sandstone
to be one to four orders of magnitude less than the permeability of the host rock.

Myers (1999) used petrographic image analysis techniques to determine two dimen-
siona porosity from epoxy impregnated thin sections and calculated the permeability of
each component of the fault zone by using the K ozeny-Carman relationship. He concluded
that, dueto anearly identical degree of grain size reduction, deformation bands and sheared

joints have similar permeability values. Thus, in our calculations, a permeability of 0.1 md,
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approximately corresponding to a permeability three orders of magnitude smaller than that
of the host rock, was assigned to both populations of sheared joints and deformation bands.
This value represents the middle range of absolute permeability values reported by the re-
searchers cited above.

Myers (1999) also determined the permeability of the fault rock/gouge material by di-
rect laboratory measurements and image analysis technigues and found the same magnitude
of permeability reduction asfor deformation bands and sheared joints. This appearsto be a
reasonabl e average value athough fault rock next to awell developed slip surface usually
has a much lower permeability value (Antonellini and Aydin, 1994). In the smulation all
sheared materials have been assigned an isotropic permeability value that corresponds to
the fault-normal permeability, even though it has been shown by Antonellini and Aydin
(1994) that deformation bands or wall rock of slip surfaces may in some cases have aniso-
tropic permeability. Specifically, these investigators reported that permeability normal to
the band can be one order of magnitude less than permeability parallel to the band, espe-
cially when the grains in the band are oblate. Thin features of low permeability have a
relatively small effect, however, on large scale flow parallel to the feature. For such fea-
tures, assigning an isotropic permeability that is one order of magnitude too small in the
direction parallel to the feature generally haslittle effect on flow results. Thus, in all cases,
fault rock/gouge materials were assigned an isotropic permeability of 0.1 md.

Permeability of both joints and slip surfaces (when well-developed) was calculated us-
ing a parallel plate model in conjunction with an equivalent porous media representation
(Matthéi et al., 1998; Taylor et a., 1999). The permeability for apixel of width L containing
afracture of aperture b isthen given by:

b3
T 120

(4)

We used joint apertures of 0.25 mm inferred from field observations. Asthis aperture may
vary inthe subsurface asafunction of fluid pressure and regional stress state, we performed
simulationsfor one of the faults using different aperture valuesin order to test theimpact of

aperture variation on fault zone permeability. These results are reported below.
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Fault zone per meability calculations
We now present simulation resultsfor three faultswith different slip magnitudes (6 m, 14 m
and 150 m). Theinput for each case was alarge scale map containing several million pixels
of permeability data. The calculation of fault zone permeability was accomplished for target
regions of typical size of about 2000 x 2000 pixels. For each value of slip, we consider two
or more regions of the fault and present upscaled permeability results for each region.

Theinput mapsfor these cal culations were compiled at aresolution of 3 mm. Thewidth
of the system variesfrom 6 m wide for the faultswith slips of 6 m and 14 mto 4.75 mwide
for thefault of slip 150 m. Thefault features are color-coded and the appropriate permeabil -
ity is assigned to each finite difference grid block by projecting the mapped permeability
onto the pixels. All features are represented by aminimum of three pixelsof resolution (i.e.,
aminimum of threefine grid blocks per feature). For thejoint and slip surface features that
are physically smaller than their pixel representation, Eq. (4) is used to provide the input
permeability. The resultsfor upscaled permeability were not found to be overly sensitiveto
the number of pixelsused to represent these fine features over areasonable range of values.
This representation may, however, introduce some inaccuracy when it is applied to high
permeability featuresthat are oriented skew to the finite difference grid.

Results will be presented in terms of the two principal values of upscaled permeability,
k, and k,, for each fault zone. The permeability component k, is essentially the fault-normal
permeability (also referred to as the fault-perpendicular or cross-fault permeability) and k,
the fault-parallel permeability.

Fault with 6 meters of dip
The 6 m dlip fault is composed of aless dispersed set of joints, sheared joints and deforma-
tion band orientations with respect to the two larger slip faults we consider later in this
paper (Figure 4.5). Thisfault represents the incipient stages of fault rock development.
The fault zone permeabilities for the various regions shown in Figure 4.5 illustrate the
potential variability of the flow properties of faults. The first region of the fault (upper
regionin Figure 4.5) shows afault-perpendicular permeability (k, = 26) that is considerably
higher than that of the other regions (1.5 < k, < 4.4). All portions of the fault display high
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fault-parallel permeabilities (1087 <k, < 1587), with the highest permeability about afactor
of eight greater than the host rock permeability. The higher fault-perpendicular permeabil-
ity in the first region (top region in Figure 4.5) is as aresult of the slip surfaces connected
acrossthe fault core. These features create a discontinuity in the fine-grained fault rock and
providefor aflow pathway acrossthefault, whichin turnresultsin ahigher computed value
for k. Thistype of cross-fault connection does not occur in the other four regions. All five
regions display high fault-parallel permeabilities because the dlip surfaces are through-
going in the fault-parallel direction. Note that large scale joints al so contribute to this com-
ponent of permeability in some regions.

The fault-normal components of permeability are impacted not only by the low perme-
ability continuousfault core and deformation bandstherein, but also by the extensive sheared
joints (blue featuresin Figure 4.5) outside of thefault core. These features create additional
barriers to flow and act to reduce the fault-normal component of permeability (relative to
the host rock) even in the case where dlip surfaces introduce cross-fault connections (dis-
cussed above).

Asindicated above, the apertures of fracturesin the subsurface are difficult to determine
and may in addition depend on the local stress state. In order to assess the sensitivity of the
fault zone permeability to the fracture aperture b, we computed k; and k, as a function of
fracture aperture for the enlarged input map shown in Figure 4.5 (by fracture aperture we
mean here the apertures of fractures as well as slip surfaces). The results for k, and k, over
therange 0.05 < b < 0.5 are shown in Figure 4.6. The computed fault-normal permeabilities
(k) are insengitive to the fracture aperture and increase by only about 5% over the range
considered. The results for fault-parallel permeabilities (k,), by contrast, are very sensitive
to fracture aperture and increase by afactor of 30 from b=0.05 to b=0.5. Thisisaswould be
expected when the system contains through-going fractures and slip surfaces. At the larger
values of b, wefind that k, [1b", with n = 2.2. When through-going fractures are evident, we
would expect nto be closer to 3 (cf. Eq. (4)). Thisdiscrepancy may be dueto inaccuraciesin
our representation of high permeability fractures that are oriented skew to the grid. In any
event, the results of Figure 4.6 demonstrate that, given uncertainty in the fracture aperture,

estimatesfor k,will be uncertain, whilethosefor k; can be madewith much higher confidence.
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Theresults for this particular fault are of interest because they illustrate the potentially
large impact of sub-seismic faults (faults with less than ca. 10 m offset) on fluid flow. Our
calculationsindicate that permeability in thefault strike direction isenhanced significantly,
while permeability across the fault decreasesin most regions by nearly two orders of mag-
nitude. In the subsurface, small faults of this type may therefore contribute significantly to

large scale flow in the reservoir or aquifer.

111



Fault with 14 meters of dlip
A higher slip magnitude ordinarily resultsin awider damage zone with agreater number of
peripheral fractures. For the fault with 14 meters of dip (Figure 4.7), these trends are not
clearly observed, as there appears to be about the same fracture density and a fault rock/
gouge zone of about the same width asfor the 6 meter fault considered above. Permeability
valuesfor the two fault regions (both modeled with 2000 x 2000 pixels) areindicated in the
figure.

The fault-parallel permeability iscomparable to that of the earlier fault example with 6
m slip, while the fault-perpendicular permeability is generally higher for the 14 m fault.
Again, the fault-parallel permeability is strongly impacted by the through-going slip sur-
faces for the lower region. Fault-normal permeabilities are increased in this region as a
result of the cross connections between the slip surfacesin the fault core (cf. Figure 4.7), as
was a so the case for the first region of the fault with 6 m of slip. Fault-normal permeability
for the upper region would be even higher except for the large scale, low permeability
sheared joints outside of the fault core. The upper region shows a somewhat higher perme-

ability (8.3 md) than the values calculated for most regions of the 6 m case (an average of
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Figure 4.6. Variation of fault zone permeability with fracture aperture computed for the
expanded region of Figure 4.5. The fault-normal component of permeability is insensitive
to the fracture aperture; the fault-parallel component is highly sensitive.
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2.8 md for the lower four regions). Thisis the effect of the narrower regions of fault rock
found in the 14 m case with respect to the 6 m case (cf. Figures 4.5 and 4.7).

Fault-normal streamline maps for the upper and lower regions of the 14 m dlip fault are
shown in Figure 4.8. The different fault-perpendicular permeabilities between the two re-
gions are to some extent reflected in the differing flow geometries. For both maps, the high
flow regions in the fault peripheries correspond to high permeability joints. For the upper
map (Figure 4.8a) there are no high permeability pathways through the fault rock. Thus, the
flow ismore evenly spread across the low permeability fault rock. Thisisin contrast to the
lower map (Figure 4.8b) where the flow crosses the fault rock mostly in the two regions
(lower and central regions of Figure 4.8b) where slip surfaces cross the fine-grained fault
rock. The focused flow through the higher permeability slip surfaces leads to an overall
higher large scale permeability.

Fault with 150 meters of dip

Thisfault (Figure4.9), thelargest slip magnitude fault considered in this paper, corresponds
to aseismically observable fault (offset greater than 10 m, which isthe lower limit of seis-
mic resolution). At this stage of development the contacts between the highly deformed
fault rock and the damage zone in thefault margin are sharp. A fracture hierarchy formed by
successive slip on splay fractures is well developed in the fault periphery and extends for
several meters into the host rock. The dlip surface is well developed and defines an open
path between two smooth surfaces. The fracture density and fault rock/gouge thickness are
greater in this case than for the faultswith 6 m and 14 m of dlip. Thefault zone model in this
case is 4.75 m wide (in contrast to the 6 m wide models considered for the previous two
cases) and is represented by 1568 x 1568 pixels.

For this fault, the upscaled permeabilities for the two regions are very close. For both
regions, the fault-perpendicular component of permeability (k) is reduced by over two or-
ders of magnitude relative to the host rock. This large reduction is clearly due to the wide
fault rock/gouge zone and to the fact that there are no dlip surfaces traversing this zone in
the perpendicular direction, as there were in some regions of the faults discussed above.

The denseregions of deformation bands at stepovers and sheared joints emanating out from
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Figure 4.7. A strike-slip fault with 14 m of slip (from Myers, 1999) and two fault zone
regions for which k, and k, are computed.

the gouge also contribute to the low fault-normal permeabilities. The continuous slip sur-
faces in the direction along the fault lead to enhanced permeability in the fault-parallel
direction. This permeability enhancement, still about a factor of five over that of the host

rock, is slightly less than for the previous faults, possibly because of the more extensive

regions of sheared joints and deformation bands.
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Figure 4.8. Streamline maps of cross-fault flow for the (a) upper and (b) lower input maps
shown in Figure 4.7. In both cases, the flow fields are depicted with 20 streamlines.

Discussion

In this paper, we computed large scale fault zone permeabilities for faults formed by shear-
ing across joint zones in sandstone and characterized by macro-scale fragmentation. Our
results demonstrate quantitatively that the hydraulic behavior of afault cannot aways be
generalized into two end members; e.g., afault does not act exclusively as asimple barrier

or conduit. The strong impact of low permeability features on the fault-normal
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permeability, as well as the large effect of extensive slip surfaces on fault-parallel perme-
ability, illustrate the importance of a precise determination of the detailed fault zone archi-
tecture and the corresponding petrophysical properties. In amodeling study such asthis, in
which outcrop data is used, these properties can be determined from a combination of in
situ and core permeability measurements. The estimation of these properties for faults in
the subsurface will of course pose a greater challenge.

Although we have considered only arelatively small number of fault regions, itisnone-
theless useful to comment on the variation of the fault zone permeability (k, and k,) as a
function of slip magnitude. Therangesof the fault-parallel permeabilitiesfor thefaultswith
6 mand 14 m of slip overlap (1087 < k, < 1587), so it isdifficult to identify any clear trend
between these values of dlip. These permeabilities are, however, in al cases higher than the
fault-parallel permeabilitiesfor thefault with 150 m of slip. Though these differencesin the
fault-parallel permeabilitiesare not very large, the results do suggest the presence of amaxi-
mum in fault-parallel permeability at some value of dip (~ 10 m), recalling that the perme-
ability with zero dlip isthat of the host rock, 200 md.

A trend can also be observed for the fault-normal component of permeability, though
again the number of regions considered is small. Specifically, at the lower values of dip
(6 mand 14 m), fault-normal permeabilities are on average higher and show more variation
than they do for the fault with 150 m of dlip. We cannot conclude from our data whether
thereisor isnot alocal maximum in the fault-normal permeabilities, though it is clear that
the fault-normal permeability decreases significantly at high slip, when the fault core is
wide and continuous.

According to field observation as well as theory, slip magnitude varies along a single
fault. Thus, asindicated by the results presented here, the fault zone permeability along the
fault will also vary. Therefore, asingle fault may show both atrend aswell as considerable
small scale variation in fault zone permeability (cf. Figure 4.5). Both of these effects can
lead to complex flow behavior in the vicinity of the fault.

Because the large scale flow properties of faults are dependent on the fine scale geom-
etry and distribution of the fault zone components, more detailed studies such asthiswill be

required to develop a more complete understanding of the impact of faults on flow in the
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Figure 4.9. A strike-slip fault with 150 m of slip (from Myers, 1999) and two fault zone
regions for which k; and k, are computed. The values of both k, and k, are lower here than
for the other two faults.

subsurface. Thistype of analysisshould be conducted for different typesof faults, including
faults with clay smears. Once this more comprehensive understanding is achieved, simpler
correlations, relating fault zone permeability to appropriate fault zone statistics, can be de-
veloped and applied in practice. An initial application of this overall methodology was
recently presented by Flodin et al. (2001) (see Appendix B), who introduced fault zone
permeabilities as computed here into areservoir simulation model. The significant impact
of thefault zone, aswell asthe effect of the variation in fault zone properties on large scale

reservoir flow and transport, was illustrated for a number of different flow scenarios.
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Conclusions

The following main conclusions can be drawn from this work:

(1) A methodology for the determination of fault zone permeabilitiesfor usein large scale
reservoir ssmulation was presented and applied. The method combines fine scale out-
crop characterizations, estimates of the properties of fault zone elements, and detailed
numerical calculationsto arrive at large scale fault zone permeability tensors.

(2) Theresultsillustrate interesting trendsin fault zone permeability as afunction of shear
strain. The fault-parallel component of permeability displays a maximum, while the
fault-normal component of permeability is lowest and shows the least variation at the
highest value of slip considered (150 m). Results for fault-normal permeability are not
sensitive to the fracture aperture, while those for fault-parallel permeability are highly
sensitive.

(3) The methods described here can be applied to other types of faults and can be used to
develop accurate correlations for fault zone permeability as a function of fault slip and

other relevant fault zone petrophysical parameters.

Acknowledgments

We thank Rod Myers for providing us with the detailed maps of the faults studied in this
paper and for his assistance in their use. This work was supported by the Rock Fracture
Project at Stanford University and a grant from the U.S. Department of Energy, Office of
Basic Energy Sciences (DE-FG03-94ER14462) (to AtillaAydin and David D. Pollard).

118



Chapter 5

Flow and transport modeling of sheared-joint faults in sandstone:
boundary condition effects and explicit fracture modeling

Abstract

Equivalent permeabilities of sheared joint faultsin sandstone are shown to be highly sensi-
tive to the local boundary conditions used in the upscaling calculations. When large-scale,
through-going features are present, pressure —no-flow and mirror-periodic boundary condi-
tions provide upscal ed permeabilitiesthat capture the global flow characteristics of upscaled
fault regions. Periodic boundary conditions tend to break the connectivity between both
high and low permeability features, which can result in erroneous upscaled permeabilities
in regions with through-going features. This sensitivity to boundary conditions calls into
guestion the robustness of the upscaled permeability and suggests that dominant through-
going features are best modeled explicitly. In addition, due to the small dimensions and
high permeability of some through-going structural features (e.g., dlip surfaces), globally
upscaled models are inadequate for the modeling of transport. To address these issues, we
introduce a step-wise method of removing the through-going high-permeability features
from the fine model, upscaling to a coarse grid, and then reintroducing the high-permeabil -
ity features back into the coarsened model. This procedure is shown to provide coarse mod-

elsthat give accurate predictions for both flow and transport.

I ntroduction

Reservoir smulation models typically use cell sizes that have dimensions of 50-100 m,
while geocellular models of reservoirs have cell dimensionsthat are smaller (e.g., 1-10 m).
Recent efforts describing the flow characteristics of fault zones have utilized outcrop-based
models with cell sizes as small as 3 mm (see Chapter 4). To bridge the gap between
computationally efficient modelsthat are appropriate for reservoir simulation, and thefiner-
scale geol ogical models, an upscaling methodology isnecessary. The goal of upscalingisto

replace the fine-scale model with a coarsened model, while preserving the flow and

119



transport propertiesof thefinemodel. A variety of methodol ogiesto upscale flow behavior
exist, including both numerical flow simulation (e.g. Durlofsky, 1991) and power averag-
ing techniques (e.g., Deutsch, 1989). Thorough reviews of various upscaling methodol o-
giescan befound in Wen and Gomez-Hernandez (1996) and Renard and de Marsily (1997).
In this paper, afinite different solution to the single-phase flow equation subject to avariety
of boundary conditionsis used to calculate upscaled quantities.

This paper builds on Chapter 4 and further explores the effects of boundary conditions
on upscaled fault permeabilities. We consider pressure — no-flow, periodic, and mirror-
periodic boundary conditions. Additionally, we attempt to improve the accuracy of coarse-
scale models by explicitly retaining the most important flow features of the fault zone.

We proceed as follows. The various boundary conditions under investigation are first
introduced by examining a simple, idealized permeability field. The different boundary
conditions are then applied to more complicated permeability fieldsthat occur in thevicin-
ity of afault. Based on these results, it is found that some features within the fault zone
cannot be accurately upscaled using conventional technigues. This leads to the second fo-
cus of the paper, in which the important through-going flow features of the fault zone are
explicitly represented, whilethe remaining features are upscaled. The efficacy of thisproce-
dureisdemonstrated by comparing global flux and transport cal cul ations between the origi-
nal fine-scale model, coarsened versions of the original fine-scale model using standard
techniques, and coarsened versions of the original fine-scale model where the important

through-going features are explicitly represented.

Flow equations and boundary conditions
Single-phase, steady-state incompressible flow through a heterogeneous porous mediumis

described by Darcy’ s law and the continuity equation:
1
u=-—k-vp, (1)

M

and,
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V-u =0, (2

where u is the fluid velocity vector, p is pressure, U is the fluid viscosity, and Kk is the
permeability tensor. We use a two dimensional finite difference approximation of these
combined equations, subject to a variety of boundary conditions, to calculate flow on the
fine-scale. The upscaled permeability tensor is subsequently computed from these simula-
tions. In the following subsections, we describe the three different boundary conditions
which were applied to the above flow problem, as well as the various techniques used to

compute upscaled permeability values.

Pressure — no-flow boundary conditions

Themost straightforward boundary condition we apply isthat of pressure—no-flow (Figure
5.1a). The flow problem is solved in both the x- and y-directions. In the case of the x-flow
solution, we prescribe p = 1 on the left-edge and p = 0 on the right edge, while no-flow
conditions are applied to the other two boundaries. The opposite scenario is used to solve
for flow in they-direction. The equivalent permeability, denoted k*, iscal culated from these
two solutions. Assuming that the principal permeabilities are aligned with the x- and y-axes
(neglecting the cross terms, k*yX and k*yx) the k', component can be computed using the

following relationship:

* Qx uLx
boe ==, ©)
L,Ap

where Q_isthetotal flow rate through the system, L _and L, are the system dimensions, and
Apisthepressuredifferencein the x-direction. A solution for the k*yy component isobtained
using Eq. 3 and the total flow and pressure difference for the y-direction. Note that this
method applies outlet averaging to compute k™ from the fine-scale solution. We note that

this was the method used to calculate k™ for the fault zones in Chapter 4.
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conditions.

When the orientations of the principal permeabilities are unknown, amore general solu-
tionfor k™ isdesired. In this case the full tensor solution for k™ is obtained using the follow-

ing relationship (Wen et al., in review):

1«

(u)=- m k -(vp), (4)
where (u) and (Vp) are the area (in two dimensions) or volume (in three dimensions)
averaged Darcy velocity and pressure gradient, respectively. Symmetry for k™ can be en-
forced in several different ways. The simplest approach isto set the crossterms equal to the
average of the two computed values (K + K )/2].
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Periodic boundary conditions

Periodic boundary conditions assume that the region of interest isinfinitely repeated over
the modeling domain. A 4x periodic repetition of the permeability field referred to aboveis
illustrated in Figure 5.1b. From a computational standpoint, flow through the global do-
main need not be explicitly modeled. Rather, periodic boundary conditions are prescribed
by equating flow on one side of the domain to be equal to that on the other side of the
domain. That is, for the x-direction, u, (x=0,y) =u _(x=L_, y), and for the y-direction, u, (X,
y=0)= u, x,y= Ly). The upscaled permeability tensor k* is computed by solving the flow
problem with pressure gradients in the x- and y-directions (pressure is prescribed to be
periodic with ajump in the appropriate direction) and then applying Eq. 4. We note that,
due to the properties of periodic boundary conditions, the identical k* can be computed

using the outlet average information (Durlofsky, 1991; 1992).

Mirror-periodic boundary conditions

Mirror-periodic boundary conditions are applied by first reflecting the modeling domainin
the y-direction, and then reflecting the doubled domain again in the x-direction (Figure
5.1c). Standard periodic boundary conditions are then applied to the 4x mirrored domain.
Because of symmetry, the mirrored domain (red box, Figure 5.1c) can berepeated in atruly
periodic manner. A 5x periodic repetition of thismirrored domain isshown in Figure 5.1c.
The motivation for reflecting the domain is to ensure connectivity across the domain bor-
ders. This method was applied by Martys et al. (1999) in flow simulations of three dimen-
siona pore space models. Their application of mirror-periodic boundary conditions en-
forced pore connectivity acrossthe domain boundaries. The upscal ed permeability tensor k*
is computed in a similar manner as in the case of standard periodic boundary conditions.
Again, from the computational standpoint, flow need not be modeled across the infinitely

periodic domain.
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Comparison of boundary conditions
For k™ to be considered a truly effective quantity, the computed k™ for a given permeability
field should be the same regardiess of the chosen boundary conditions. In practice, how-
ever, k" computed for heterogeneous permeability fields are rarely found to be boundary
condition independent. Asan exampleof thevariationin k™ computed with different bound-
ary conditions, we examine the permeability field shown in Figure 5.1. This model perme-
ability field is characterized by athrough-going, high-permeability layer (100 md) imbed-
ded within alow-permeability layer (0.1 md), both of which are oriented 20° from vertical
and imbedded within an intermediate-permeability matrix (10 md). Two non-through-go-
ing, low permeability features (0.1 md) also occur within the matrix.

Permeability tensors calculated for thisfield using the various boundary conditions and
upscaling techniques are shown in Figure 5.2. The upscaled permeability tensors for the
domains shown in Figures5.1aand 5.1c (red box) calculated using Eq. 3 and pressure — no-

flow boundary conditions are both represented by the axis-aigned tensor shown in Figure 5.2a.

(a) (b) (c)
13.6 md 15.8 md
8.9 md
0.7 md H 0.6 md 1.4 md
0=16.9°
6=0 o
0=18.3

Figure 5.2. Permeability tensors for the permeability field shown in Figure 5.1 calculated
using the various boundary conditions. (a) Outlet averaged pressure — no-flow, and area
averaged mirror-periodic boundary condition results. (b) Area averaged pressure — no-
flow and target domain mirror-periodic boundary condition results. (c) Periodic boundary
condition results.
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Using Eq. 4 and mirror-periodic boundary conditions to model flow over the entire mir-
rored domain shown in Figure 5.1c (red box) similarly leads to the tensor shown in Figure
5.2a. The symmetry of the mirror-periodic model resultsin ano-flow condition on the mir-
ror boundaries, which in turn yields the exact same flow solution as that found for the
standard pressure —no-flow simulation. Furthermore, both the pressure no-flow model, and
the mirror-periodic model computed over the target domain (Figure 5.1c, blue box) yield
the same tensor when calculated using Eq. 4 (Figure 5.2b). Because these two boundary
conditions will always yield the exact same results, we only focus attention on pressure —

no-flow conditions in subsequent discussions.

no-flow and mirror-periodic o .
boundary conditions periodic boundary conditions

(b)

(a)

x-flow

b

Al

i\

DA

(c) (d)

y-flow [ \\

Figure 5.3. Streamline maps for the permeability fields shown in Figure 5.1. Streamlines
for no-flow (red) and mirror-periodic boundary condition simulations for the (a) x- and (c)
y-directions. Streamlines for periodic boundary condition simulations for the (b) x- and (d)
y-directions.
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In contrast to the no-flow conditions, k* calculated using Eq. 4 and periodic boundary
conditions yields a tensor with less contrast between the principal values than those calcu-
lated with the pressure— no-flow results (Figure 5.2c). Thisisdueto the fact that the highest
and lowest permeability features are disrupted across the periodically reproduced domains
(see Figure5.1b), which resultsin theloss of connectivity. In the resulting calculation of k*
for thissystem, matrix flow dominates. These similaritiesand dissimilarities between bound-
ary conditions are a so reflected in the streamline maps shown in Figure 5.3.

Inlight of the results discussed above, it isuseful to consider scenarioswhere one bound-
ary condition would be more appropriate than the other. Two fracture geometries are shown
in Figure 5.4, aleft-stepping en echelon fracture set (Ieft), and asingle, through-going frac-
ture (right). Thefractures have high permeability (k) relativeto the matrix (k). We consider
upscaling these models to 3x3 grids and focus on predicting global flow in the y-direction,
Qy. In the case of pressure — no-flow boundary condition simulations, kyy for the three cen-
tral blocksreflect the high permeability of the fractures, because each of the cellscontainsa
locally through-going fracture (Figure 5.4b). In the case of periodic boundary condition
simulations, kyy for the three central blocks reflect the low permeability of the matrix (Fig-
ure 5.4c), because periodic repetition of the domain cells locally disconnects the fractures.
Now considering the global flow, nyor the en echel on fracture geometry should reflect the
low permeability matrix due to the disconnected nature of the fractures and lack of commu-
nication between them. By contrast, Qy for the through-going fracture model should reflect
the permeability of the fracture itself. Periodic boundary conditions are therefore more ap-
propriatefor naturally disconnected fracture geometries, whilethe pressure—no-flow bound-
ary conditions are more appropriate for through-going fracture geometries (Figure 5.4d).
Thisdemonstratesthat the appropriatelocal boundary conditions might depend on thelarger-
scale connectivity of the dominant fault zone features. In the next section, the effects of
boundary conditions on upscaled quantities are further explored by examining permeability

fields that occur in the vicinity of afault zone.
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(a) Original fracture geometry

y

L

(b) 3x3 kyy, pressure - no-flow bc result

X

Figure 5.4. Schematic example
illustrating the effects of boundary
conditions used to compute k™. (a) En
echelon stepping fractures (left), and
a single, through-going fracture (right).
(b) 3x3 vertical upscaling using
pressure — no-flow boundary
conditions. (c) 3x3 vertical upscaling
using periodic boundary conditions. (d)
Global Qy for both domains.

(c) 3x3 kyy periodic bc result

(d) Global Q,

|:| ki - kh k <<< kp,

Application to fault zone per meability upscaling

The faults we study formed by shearing along preexisting joint zones in sandstone, and
occur within the Aztec sandstone located in the Valley of Fire State Park of southern Ne-
vada (Figures 1.1 and 1.3). The details of the formation mechanism of this style of faulting
arediscussed by Myers (1999) and el sewherein thisthesis (see Chapter 1 and Appendix A).
Because this paper focuses on the effects of boundary conditions on the upscaled fault
regions and not on absol ute fault permeability (see Chapter 4), we chose to focus our atten-

tion on a single outcrop map of afault (Figure 5.5).
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(b) Fault damage zone

(c) Fault core

Figure 5.5. (a) Map of a sheared joint fault
with 14 m left-lateral offset (after Myers,
1999). (b) Sub-region chosen from the fault
damage zone. Model dimensions are
400%400. (c) Sub-region chosen from the
fault core. Inset black box is the region shown
in Figure 5.6a. Model dimensions are
500x500. (d) 15° counterclockwise-rotated
version of the sub-region shown in part (c).
Model dimensions are 500x500.



Thefault shownin Figure 5.5 consists of 5 structural elements, each of which exhibitsa
particular permeability characteristic. The elements are joints, sheared joints, deformation
bands, fault rock, and slip surfaces, all of which are embedded within relatively undeformed
host rock. Assignment of permeability to each of the elements is discussed in detail in
Chapter 4 and by Myers (1999). We chose not to include the inherent variability in fault
rock permeability values reported in Chapter 3, and instead apply a single, representative
value of 0.1 md, in accord with the value used in Chapter 4. Similarly, sheared joints and
deformation bands are assigned a permeability of 0.1 md. Permeability for joints and slip
surfaces are calculated using a parallel-plate model with an aperture of 0.25 mm. Findly,
host rock is assigned a permeability of 200 md.

Upscaling results

We choose three regions from the fault zone shown in Figure 5.5ato investigate. For each
of the three regions, three upscaling methods are evaluated: (1) pressure — no-flow with k*
computed from the outlet average (no-flow-outlet); (2) pressure — no-flow with k* com-
puted from the area average (no-flow-area); and, (3) periodic boundary conditions. Thefirst
region is extracted from the fault damage zone (Figure 5.5b). This region of the fault is
characterized by the occurrence of variably oriented structural elements (joints and sheared
joints) that do not form a connected network at the larger-scale. Results for the ssmulations
of this permeability field using the three different boundary conditions are presented in
Table 5.1. Principal permeabilities calculated using no-flow-area and periodic boundary

conditionsarein qualitative agreement. The no-flow-outlet result deviates slightly from the

Table 5.1. Upscaling results for the maps shown in Figures 5.5b-5.5c.

boundary principal permeability
input map condition k1 ko 0

Fault damage zone  no-flow outlet 1026.4 210.5 -
(Figure 5.5b) no-flow area 1708.8 154.0 26.8
pbc 1250.6 184.1 30.0

Fault core  no-flow outlet 4274.8 4.9 -
(Figure 5.5¢) no-flow area 4267.7 49 -0.29
pbc 1740.1 49 022

Fault core - 15° CCW  no-flow outlet 3552.1 55 -
(Figure 5.5d) no-flow area 4298.9 45 14.7
pbc 2309.7 229.6 32.9
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other two results due to the fact that the cross-terms are implicitly assumed to be zero. As
such, thisresult does not reflect the 26-30° orientation of k*. The periodic and no-flow-area
results are in fair agreement because the permeability field lacks through-going features
with high-contrast permeability.

The second region is of an area selected from the fault core (Figure 5.5¢). This area of
the fault zone is characterized by a through-going low-permeability fault rock seam with
associated through-going high permeability slip surfaces. In theimmediate periphery of the
fault rock zone is a dense network of joints, sheared joints, and deformation bands. No-
flow-areaand no-flow-outlet cal culations of k yield nearly identical results, whilethe peri-
odic boundary condition result is over afactor of two less (Table 5.1). In all three cases,
nearly all of theflow inthek, directionisfocused along the through-going slip surfaces. For
the k, direction, all methods yield the same results because of the presence of the through-
going low permeability fault rock. Because the two dominant low and high permeability
features are aligned with the y-axis, the cross-terms are negligible and the principal
permeabilitiesare not rotated (Table5.1). Hence, the close agreement between the no-flow-
outlet and no-flow-arearesults. For this case, the cal culation with periodic boundary condi-
tions gives lower values for k; because the large-scale connectivity is not maintained.

The third region is a 15° counterclockwise-rotated version of approximately the same
fault coreregion used in the second example (Figure 5.5d). This example showsthe greatest
differencein results between the no-flow and periodic boundary condition ssmulations. The
principal permeabilitiesfor both no-flow methods arein relatively good agreement, though
the no-flow-outlet result does not recover the 15° counterclockwise rotation of the model
domain (Table5.1). Compared to the no-flow results, k; for the periodic boundary condition
resultisnearly afactor of two less, whilek, ismorethan an order of magnitude greater. This
is due to the fact that, in the periodic domain, the low permeability fault rock no longer
formsalateral barrier and flow isallowed to bypassthefault core to some extent. Thisleads

to the anomalously high k, value and the greater rotation of the principal permeabilities.
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Discrete fracture modeling

The results of the previous section illustrate that the upscaled permeabilities of fault zones
can be highly dependent on the boundary conditions used for the k™ calculation. These
ambiguitiesresult when wetry to “effectivize” dominant through-going features. This sen-
sitivity to boundary conditions is perhaps not surprising since homogenization theory re-
quires that the relevant heterogeneities be small relative to the size of the upscaled region.
Thisrequirement isclearly violated in our calculations. For thisreason, we now explore the
notion of explicitly representing the dominant through-going high permeability featuresin
otherwise upscaled fault permeability models. The procedure is as follows. First, we re-
move the high permeability, through-going features from the fine-scale fault permeability
field. We then upscale this model to a coarse grid. Finally, we reintroduce the high perme-
ability features back into the coarsened model.

Lee at €. (2001) take a similar approach to modeling flow in fractured reservairs. In
their three-step methodol ogy, they first derive an analytical solution to account for the per-
meability influence of the shortest fractures. They then apply anumerical boundary element
method to upscale the medium length fractures embedded within the permeability field
obtained from the analytical result. Finally, they explicitly model thelongest fractureswithin
the permeability field obtained in the previous two steps. Our methodology differsin that
weexplicitly model thedip surfacesaslocal grid refinementsto our coarsened model (smilar
to the approach of Durlofsky et a, 1997), whereas Lee et a. (2001) represent the large
fractures as producing wells. In the next section we apply our methodology to an example
fault zone and test the accuracy by comparing global flow ratesand oil cut (fraction of oil in
a produced well) between a fine-scale model and the upscaled models. The reader is re-
ferred to Durlofsky et al. (1997) for a discussion on calculating oil cut in a unit mobility

ratio displacement simulation.

Application to a fault zone example
We apply our upscaling methodology to a 300x300 sub-region selected from the fault map
shown in Figure 5.5c (Figure 5.6a). In the first step, we remove the through-going slip

surfaces from the fine-scale fault map (Figure 5.6b), and then upscale to a coarse grid. For
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Figure 5.6. (a) Sub-region of the fault core shown in Figure 5.5c. (b) The same region
shown in part (a) without the through-going slip surfaces. (¢) The same region shown in
part (b) with a uniform 13-pixel wide slip surface added. All regions have model dimensions
300x%300.

the local upscaling problem we use no-flow boundary conditions and compute k™ using the
outlet average. To test the robustness of the upscaling, four different grid coarsenings were
chosen: 50x50, 30x30, 10x10, and 3x3 (Figures5.7a-5.7d). Finaly, wereintroduceasingle,
uniform slip surface to the central portion of the upscaled models. The properties and di-
mensions of the uniform slip surface were calibrated to the original fine-scale model. This
was done by matching global flow rates between the original fine-scale model and a modi-
fied version of thefine-scale model with the single uniform slip surface (Figure 5.6¢) (Table
5.2). Replacing the origina slip surfaces with the uniform dip surface in the fine-scale
model was done simply for numerical convenience. Specifically, the finite difference code
applied in this study uses Cartesian grids, so slip surfaces not aligned with the y-axis could
not be accurately modeled on coarse grids. The uniform dlip surface we apply to the fine
model is, however, aligned to the y-axis.

Comparisons of global flow results between the variously upscaled models with the
reintroduced uniform dlip surface model are shown in Table 5.2. Flow rates in the y-direc-
tion are in fair agreement (all within 18% of the fine-grid result) between all of the tested
models (Table 5.2). However, for flow in the x-direction, the upscaled models differ from
the fine model by as much as 50%. In the 50x50 case, the x-flow was overestimated, while

in the other cases it was underestimated (Table 5.2). These discrepancies are likely due to
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(a) 50x50

(b) 30x30

(d)3X3 .

Figure 5.7. Upscaling results using local pressure — no-flow boundary conditions and the
input map shown in Figure 5.6b.
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Table 5.2. Global flow characteristics for the permeability field shown in Figures 5.6a,
5.6¢, and 5.7a-5.7d. uniSS = uniform slip surface.

global
input model dimension Qy Qy
original with uniSS (Figure 5.6¢) 300x300 1.16 6574.9
coarsened model (Figure 5.7a) with added uniSS  50x50 1.74 7025.7
coarsened model (Figure 5.7b) with added uniSS  30x30 090 67771
coarsened model (Figure 5.7¢) with added uniSS 10x10 0.85 7766.1
coarsened model (Figure 5.7d) with added uniSS 3x3 0.76 7016.2

permeability changesin the fault periphery of the upscaled models. High flow features that
were locally continuous in the fine model were rendered discontinuous in the coarsened
model.

To test the transport properties of the upscaled models, we simulate the outlet oil cut
(F,) inan oil-water system, as afunction of pore volume injected (pvi = Qt/Vp, wheret =
time and V, = pore volume). To ssimplify the results, we assume that oil and water have the
same properties (unit mobility ratio displacements). For the fractional flow simulationsin
the x-direction (fault-perpendicular flow), the finer upscaled models better match the flow
behavior of the original models (Figure 5.8a). Thisis likely due to the increasing loss of
connection of high permeability featuresin the fault periphery with increasing coarsening,
which was similarly noted in the previously discussed global flow calculations. All of the
upscaled models adequately reproduced the initial breakthrough behavior of the fine-scale
models for flow in the y-direction (fault-parallel flow) (Figure 5.8b). Note that this break-
through occursat very early time (0.05 pvi). Also shown on the fractional flow curvesisthe
result for a 1x1 globally upscaled region, which is the approach taken in Chapter 4. In this
case, the permeability is homogeneous and breakthrough occurs at 1 pvi. This indicates
that, although the flux can be adequately matched using a single global value for k*, the
transport behavior cannot. However, asindicated by the above results, the transport proper-
ties can be greatly improved through the reintroduction of the slip surfaces, even when the

model is otherwise very coarse.
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Figure 5.8. Fractional flow of oil (F ) versus pore volume injected (pvi) at the outlet edges
for (a) x- and (b) y-flow.
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Conclusions

The choices of pressure — no-flow, periodic, and mirror-periodic boundary conditions ap-
plied to fault permeability upscaling problems are shown to influence calculated resultsin
many cases. Considering fault parallel flow, the greatest effect is due to the difficulty of
capturing the effects of through-going, high permeability features. In the case of the faults
that we study, the featuresthat most impact the cal culated permeability arethe slip surfaces.
High permeability joints in the fault damage zone have less effect because they tend to be
less continuous, due to both their small dimensions and the fact that they areinterrupted by
low permeability sheared joints and deformation bands. Pressure — no-flow boundary con-
ditions are found to better represent upscaled quantities than do periodic boundary condi-
tions for the large-scale features considered here. Thisis due to periodic boundary condi-
tions breaking connectivity of through-going low and high permeability features acrossthe
modeling domain. However, we find that rather than attempting to upscale the through-
going features, a better course of action is to model them explicitly and to upscale the
background of less connected features. In doing so, we find significant quantitative im-

provementsin representing the flow behavior of fault zones using highly coarsened models.
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Appendix A

Faults with asymmetric damage zones in sandstone, Valley of Fire Sate
Park, southern Nevada

Abstract

Models for the evolution of faults formed by shearing along joints zones in Aztec sand-
stone, Valley of Fire, Nevada predict damage zones either |ocalized within the fault core or
symmetrically distributed about the core or adlip surface therein. We expand these models
by presenting two examples of faults with asymmetric damage from the samefield locality.
We attribute asymmetric damage to the inherited geometry of a parent joint with a periph-
eral joint breakdown fringe. One example is of a fault formed along a parent joint with
continuous breakdown fringe. The other exampleisof afault formed in part along a parent
joint with abrupt breakdown fringe. When compared to the symmetric examples the dam-
age in the asymmetric case is minimized due to the presence of an already through-going

surface.

I ntroduction

Numerous examples of faults which form along preexisting weaknesses (e.g., joints, veins,
bedding surfaces) in rock have been described in granites (e.g., Segall and Pollard, 1983),
carbonates (e.g., Willemseet al., 1997), shales(e.g., Engelder et a ., 2001), sandstones(e.g.,
Myersand Aydin, in review), and layered clastic sequences (e.g., Kim et al., 2001). In this
paper, we focus on faults formed along joint zonesin sandstone with particular attention on
the formation of asymmetric damage zones.

Myers and Aydin (in review) propose that initial joint zone configuration bears strong
influence on the final outcome of damage distribution on faults with small to moderate
offsetsin sandstone. We present a companion model to that of Myersand Aydin to explain
new observations of asymmetric damage with respect to the fault core and associated slip

surfaces along small offset faults. In this paper, we briefly introduce the geological setting
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of the study area and the concepts of fault evolution reported by Myersand Aydin. We then
present examples of asymmetric joint breakdown fringe and fault architectures with asym-
metric damage zones. Finally, we offer our conceptual model that relates faults with asym-

metric damage zones to preexisting joint breakdown geometry.

Geologic setting

We focus on faultsin the Jurassic Aztec sandstone exposed within the Valley of Fire State
Park of southern Nevada (Figure A.1), the same field locality of Myers and Aydin (inre-
view). The Aztec sandstoneis of aeolian origin and is correl ative with the Navaj o sandstone
of the Colorado Plateau (Blakey, 1989). It is poorly to moderately well-cemented and is
composed mostly of rounded to well-rounded quartz sand and has less than 5 percent detri-
tal feldspar and lesser amounts of clay and opaque minerals.

Within the vicinity of the Valley of Fire, the Aztec sandstone has been subjected to at
least two distinct deformation events. (1) Shortening related to the Cretaceous and early-
Tertiary(?) Sevier orogeny (Bohannon, 1983). During this period, the Aztec sandstone was
deformed by deformation band based faults and slip along dune boundary interfaces (Hill,
1989; Myers, 1999; Taylor, 1999). (2) Strike-dlip and normal faulting apparently related to

115° 30'
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36° 30’
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Figure A.1. Map of the study area, Valley of Fire State Park, southern Nevada, USA (after
Myers, 1999). Note the approximated locations for Figures A.3 and A.4.
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Miocene Basin and Range extension. During this period, the Aztec sandstone within the
Valley of Fire deformed by sheared joint based strike-dlip faulting with alesser normal slip
component (Myers and Aydin, in review). Jointing of the Aztec sandstone is considered to
have occurred sometime after the formation of the deformation bands and before the forma-

tion of the strike-dlip faults (Myers, 1999; Taylor, 1999).

Sheared-joint faults in sandstone

Myers and Aydin (in review) describe a hierarchical process of fault evolution that begins
with shearing along preexisting joint zones, this in turn creating fragmentation zones at
joint intersections and newly formed joints near the ends of preexisting joints and in areas
of preexisting joint stepovers. Thisprocessisrepeated aslocalized shear strain continuesto
accumul ate; fragmentation zones are further crushed to form isolated pockets of fault rock.
Eventually, athrough going slip surface devel ops and the discontinuous fault rock pockets
coalesceto form acontinuousfault rock seam. Myersand Aydin present aconceptua model
based on three end-member preexisting joint configurations: (1) en echelon joint zones that
have the same step- and shear-sense (e.g., right-stepping joints and right-lateral shear);
(2) en echelon joint zones that have opposite step- and shear-sense (e.g., right-stepping
joints and left-lateral shear); and, (3) subparallel joint zones characterized by alarge joint
length to joint spacing ratio. In each case, fault related damageismore or lesssymmetrically
distributed with respect to a centrally located fault core and associated slip surface (i.e.,

damage occurs on both sides).

Field observations

The architecture of faults that form aong preexisting joint zones is influenced by the spa-
tially arrangement of the preexisting joints. In order to understand fault zone architectures
with asymmetric damage zones, wefirst examine the breakdown fringe patterns of unsheared

joint zones.
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Joints with asymmetric breakdown fringe

Previous studies have described the formation of abreakdown fringe along the perimeter of
opening mode (mode I) fractures (Hodgson, 1961; Pollard and Aydin, 1988; Y ounes and
Engelder, 1999). Breakdown fringes are caused by either spatially or temporally varying
stressabout amodel| fracture (Pollard et a., 1982). Continuous breakdown wherethefringe
joints share a surface with the parent joint is generally attributed to spatia variations in
stress. Abrupt breakdown where the parent and fringe joints do not share acommon surface
is generally attributed to temporal variations in stress (Pollard and Aydin, 1988; Y ounes
and Engelder, 1999).

We present two different examples of joint breakdown pattern that are asymmetrically
distributed with respect to a through-going parent joint (Figure A.2). In both cases, the
parent joint surfaces have preserved features diagnostic of opening mode displacement dis-
continuity (e.g., rib marks and hackle) and lack noticeable shear displacement discontinu-
ity. Thefirst (FiguresA.2aand A.2b) isan example of continuous breakdown. Each joint in
the breakdown zone forms a continuous surface with the parent joint below. In map view,
these fringe joints show a slightly curving geometry in a direction concave away from the
parent joint. Measured away from the parent joint, the fringe joints form angles between
8°-13° with respect to the parent joint. The second example (Figures A.2c and A.2d) isthat
of abrupt breakdown: no continuous surface exists between the parent joint and the fringe
joints. In this example, angles between the fringe joints and the parent joint range from
33°-37°. Most of the fringe joints are confined to one side of the parent joint. However,
some of the fringe joints locally extend to the other side of the parent joint tipline (arrow,
Figures A.2c and A.2d). In outcrop, the abrupt breakdown joints generally have a straight
trace (Figure A.2c).

Faults with asymmetric damage zones

We present two field examples of faults with asymmetric damage zones. Thefirst example
shows adlip surface with secondary fracturesthat have a smooth, continuous connection to
the through-going slip surface (Figure A.3). The second exampleisadlip surface with a set
of secondary fracturesthat have asharp, discontinuous connection to the through-going slip

surface (Figure A.4).
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Figure A.2. Asymmetric joint breakdown fringe in sandstone. (a) Field example of
continuous joint breakdown fringe. (b) Schematic drawing of continuous joint breakdown.
(c) Field example of abrupt joint breakdown fringe. (d) Schematic drawing of abrupt joint
breakdown. In parts a and c, the white dashed line demarcates the approximate boundary
between the parent joint and the breakdown zone. A Brunton compass is shown in both
pictures for scale.

Slip surface with curved peripheral fractures
The fault shown in Figure A.3 shows a maximum |eft-lateral offset of approximately 1 cm.

Two general observations are made about this fault. First, damage is localized along one
side of the fault. Second, compared to faults formed along en echelon joint zones with
similar offset magnitude (Myers and Aydin, in review), damageis greatly minimized. Slip
along this fault islocalized along a slightly undulating and through-going slip surface. At
first glance, al of the joints emanating from the through-going slip surface might be inter-

preted as splay fractures formed in response to shearing across a planar discontinuity
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50 cm

— joint
— sheared joint

Figure A.3. Strike-slip fault with 1 cm maximum left-lateral offset that is characterized by
curved secondary fractures localized primarily on one side of a through-going slip surface.
(a) Detail of the intersection between a peripheral fracture and the through-going slip
surface. (b) Detail of the intersection between a peripheral fracture and the through-going
slip surface.

(e.0., Segall and Pollard, 1983). However upon closer examination of the fracture intersec-
tions, many of the abutting relationships are atypical of those normally found between splay
fractures and parent sheared joints (e.g., inset a, Figure A.3) (e.g., Martel and Boger, 1997).
Splay fractures are generally found to truncate against the parent sheared surface (e.g.,
inset b, Figure A.3), whereas here most of the peripheral fractures are continuous with the
through-going fractures. Away from the through-going slip surface, the peripheral joints
follow acurved trace. Closeto the dlip surface, the average angle between the parent sheared
joint and periphera joints is 9° (x3°), while the angle between the last increment of the

peripheral joint tip and that of the parent joint is 21° (£7°).

Slip surface with primarily straight peripheral fractures

The fault shown in Figure A.4 has a maximum apparent left-lateral offset (with a minor
normal-slip component) of 85 cm that occurs near the center of the fault and decreases
approximately linearly toward both ends. When viewed along its entire length, this fault
shows considerable variability with respect to peripheral damage. The northern half of the
fault (north of the midsection of inset b, Figure A.4a) is characterized by approximately
symmetrically distributed peripheral fractures about a complicated network of subparallel
and branching dlip surfaces. The peripheral joints in this section of the fault form acute
angleswith dlip surfacesthat face in adirection opposite to the slip sense. These peripheral
joints might also be viewed as right-stepping. These observations contrast with observa-

tions of the southern portion of the fault where the peripheral joints are localized along the
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Figure A.4. Strike-slip fault with 85 cm
maximum left-lateral offset. (a) Field
map of a left-lateral fault showing
varying styles of damage (note the map
legend in detail b). Along the southern
portion of the fault (details ¢ and d),
most of the damage is localized on the
eastern margin of the fault. Around the
middle of the fault (detail b), the slip is
divided between two slip surfaces
separated by undeformed host rock.
North of this section (detail b), the
general trend of the fault changes
direction by 10°. This portion of the fault
is characterized by a more or less
symmetric distribution of damage.

(e) Field photo of the area mapped in part c of this figure (view north). Note the greater abundance

of structures on the right side of the main fault trace. Most of the shear offset has been

accommodated along a primary slip surface on the left side of the fault (shown schematically as a

dashed line). However, some of the fractures in the fault periphery have been reactivated in shear.
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Figure A.5. Equal-area lower hemisphere stereonet plot of a representative number of
fractures from the map shown in Figure A.4. Three separate groups of joints are identified.
Set 1: Apreexisting joint breakdown set that has a left-stepping configuration. Set 2: Fault
related joints localized near the fault core and between closely spaced primary joints.
Set 3: Fault related splay fractures in the fault periphery associated with left-lateral slip
that have a right-stepping configuration. Sheared fracture orientations (sheared joints
and slip surfaces) coincide only with Set 1 and 2 orientations.

eastern periphery of the fault with respect to the through-going slip surface (Figures A .4c,
A.4d, and A .4e). The peripheral jointsin the southern section form an acute angle with the
through-going slip surface, which faces in the same direction as the dlip sense. These pe-
ripheral joints are also viewed as |eft-stepping. The angle of intersection between the left-
stepping joints and the through-going slip surface is 33° (£9°), while for the right-stepping
jointsthe angleis 25° (x7°).

Three fracture sets are identified in the mapped areashown in Figure A.4 (Figure A.5).
Thedip of all measured fractures (joints, sheared joints, and slip surfaces) is 78° (£5°). Most
Set 1 fractures are joints that, based on crosscutting rel ationships, appear to be some of the
oldest features of the fault. Some Set 1 joints are sheared (filled circles, Figure A.5) as
evidenced by the recognition of both offset markers and attendant splay fractures. Set 2
fracturesinclude joints, sheared joints, and through-going slip surfaces. Joints and sheared

jointsin Set 2 orientations are generally confined to the fault core. Set 3 fractures consist
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entirely of joints and appear to be some of the youngest features of the fault zone based on

crosscutting relationships.

Conceptual model

We present a conceptual model (Figure A.6) that is complementary to models presented by
Myers and Aydin (in review) for fault zone development along preexisting joints. In our
model, the breakdown geometry of the original joint playsan important rolein architectural
evolution of the fault. In contrast to Myers and Aydin’s models, damage is preferentially
localized to one side of the through-going dlip surface where off-fault [damage zong] strain
is accommodated along preexisting weaknesses in the joint breakdown fringe zone.

We propose that the fault shown in Figure A.3 formed along a joint zone with domi-
nantly asymmetric continuous breakdown fringe. The overall configuration and angular
relationships between the through-going and periphera fractures are nearly identical be-
tween the unsheared and sheared examples (Figures A.2aand A.3, respectively). However,
the terminal orientations of the peripheral fracturesin the sheared example are at a higher
angle of intersection compared to the unsheared case (~21° compared to ~10°, respectively).

The fault shown in Figure A.4 is proposed to have formed at least in part (Figures A.4c
and A .4d) along a joint zone with abrupt breakdown fringe. Peripheral fractures along the
fault shown in Figure A.4 have two general orientations with respect to the through-going
dip surface. We attribute the formation of the right-stepping peripheral joints along this
fault to be splay fracturesrelated to left-lateral shear strain accommodation where the apex
of the acute angle between the splay fractures and the parent sliding fracture pointsin the
direction of dip (e.g., Cruikshank et al., 1991; Engelder, 1987). However, the | eft-stepping
joints along this fault do not have the typical angular relationship found between splay
fractures and sheared parent fractures with a left-lateral sense. Thus, we interpret the |eft-
stepping joints in the southern region of the fault (Figures A.4c and A.4d) to have formed

prior to the faulting and attribute their origin to joint breakdown fringe.
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Figure A.6. Conceptual model for the development of an asymmetric damage zone about
a fault formed along preexisting joints with breakdown fringe (format after Myers and
Aydin, in review). The conceptual model we show is of a left-stepping asymmetric abrupt
breakdown fringe subjected to left-lateral shear, but a right-stepping breakdown fringe
subjected to left-lateral shear is also possible.
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Discussion

The strike-dlip faults we describe are part of the same family of faults described by Myers
and Aydin (inreview). In many cases, different fault architecturesimplying different evolu-
tionary paths occur along the same fault. For example, the architecture of the northern part
of the fault shown in Figure A.3 implies an initial joint configuration similar to dilational-
stepping (en echelon) joint zones described by Myers and Aydin, whereas the southern
portion impliesan initial configuration similar to an abrupt joint breakdown fringe. In this
case, we suggest that the differing fault architectures along the same fault are related either
to the current depth of outcrop exposure or to the slip tendency of the parent joint and the
fringe joints. The latter factor is controlled by the orientation of the principle stresses with
respect to the parent and fringe joints, whereas the former is just a matter of chance. The
northern exposure of thisfault is more than ameter higher in elevation. The geometries we
describe where both parent joint and breakdown joints are exposed at the same outcrop
level must be of limited extent given that the initiation points for the breakdown joints are
localized along the parent joint tipline and that the extent of their overlap is generally small
(cf. Figure A.2). Thus, the dilational-stepping joints along the northern portion of the fault

are likely the upward extension of the breakdown fringe joints along the southern portion.

Conclusions

We present an intriguing fault architecturein which damageislocalized along one side of a
dlip surface and interpret this pattern in terms of the initial joint breakdown fringe geom-
etry. This provides a complementary model to that of Myers and Aydin (in review) for
damage zone geometry around faults formed by shearing across preexisting joints. In con-
trast to previously devel oped model s, fault damage is minimized dueto the nearby presence
of an already through-going parent fracture surface. Fragmentation and fault rock along the
through-going slip surface is minimized, as the primary slip surface develops along the
aready through-going parent joint surface without breaking the bridges of intact rock be-

tween en echelon segments.
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Appendix B

Representation of fault zone permeability in reservoir flow models

Abstract

Faults can act asfluid flow barriers, conduits, or barrier/conduit systemsin reservoirs. Their
accurate representation in reservoir flow simulationsis essential if realistic predictions are
to be attained. In this work we compute the effective flow characteristics of faults using
fine-scalefield-based data. Thefaultswe focus on arein porous aeolian sandstone and were
formed by shearing along preexisting joint zones. To find the bulk flow characteristics of
the fault zones, we develop a computationally efficient upscaling methodology that com-
bines numerical flow modeling and power averaging. By analyzing faultswith different slip
magnitudes, we are able to produce arel ationship between fault permeability and fault slip.
Slip magnitude is one of the few fault parameters that can be measured remotely in the
subsurface and we show how it can be used to estimate the variation in permeability along
afault. We present three different flow simulation scenarios using variable fault properties
derived using our new procedure. For each scenario, we present a second “tuned” case
where we replace our variable fault-zone permeability by afault with a constant permeabil -
ity and width. In one case, we find no significant difference in flow response between the
variable and constant permeability faults. The other two cases display differences, mostly
with regard to breakthrough time and liquid production rates. Because the reservoir flows
considered here arerelatively simple, we postul ate that the differences between the variable

and constant permeability fault descriptionswill become greater for more complex systems.

I ntroduction

Faults are common features in oil and gas reservoirs. They can act to impede or enhance
fluid flow dramatically (Caine et al., 1996), thereby playing an important role in reservoir
performance (Aydin, 2000). However, despitetheir strong impact on flow, typical reservoir
simulation modelsrepresent faultsin ahighly simplified manner. Faultsin these modelsare

often used as adjustable parameters, with their grossimpact on flow behavior “tuned” sothe
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global model predictions agree with observed production data. The use of these models as
predictive toolsis therefore quite limited in many cases.

The purpose of this paper isto develop and apply anew procedure for assigning perme-
ability values to grid blocks representing the fault zone in flow simulation models. We
consider the case of faults in sandstone reservoirs. The grid block permeability values are
determined using the results from detailed analog outcrop studies (Myers, 1999) and from
previously developed numerical solutions using a power averaging technique (Deutsch,
1989; Myers, 1999) and afull numerical solution (Durlofsky, 1991; Jourde et al., 2002) for
computing fault zone permeabilities. These results provide an estimate of fault zone perme-
ability, on the scale of 1-20 meters, asafunction of the local fault slip magnitude. Through
the application of this procedure, we demonstrate the impact of detailed fault zone descrip-
tionson large-scalereservoir flows. Comparisonswith large-scaleflow resultsusing asimple
fault treatment, as commonly employed in current practice, are also presented. These com-
parisons demonstrate the qualitative improvements obtained using our procedure and the
inaccuraciesinherent in the ssimpler approaches.

Our methodology takesamarkedly different approach than that taken by previousworkers
(Walsh et al., 1998; Manzocchi et al., 1999). In the previous work, the fault zone flow
properties were approximated with reference to global trends of fault zone thickness and
permeability. In the current work, we focus on faults formed by a particular mechanism and
derive fault zone flow properties from detailed, millimeter-scal e inputs maps.

We notethat the methodol ogy used in thisstudy differsfrom that used in Chapters4 and
5. The methods used in this appendix preceded those used in the earlier chapters, and can be
considered an earlier version of our upscaling methodology. At the time this work was
completed, our finite difference upscaling code was capable of handling only a 300x300
region. Subsequent improvements to the code allowed us to handle regions as large as
2000x2000, enabling us to skip the indirect power averaging step and to instead directly
simulate flow across the entire region of interest (see Chapter 4).

This paper proceeds as follows. We first describe the fault systems considered, both in
a geologic and hydraulic context. We then describe our methodology for upscaling fine

scale fault maps to determine equivalent grid block permeability in both the fault parallel
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and fault perpendicular directions. Following, we apply our upscaled fault permeabilitiesto
two-dimensional reservoir-scale ssmulations. This alows us to assess the differences be-
tween using variable or constant property faults in reservoir flow modeling. We conclude

with abrief summary and some suggestions for future work.

Geologic description of faults

We consider a hierarchical faulting process in sandstone that involves shearing along pre-
existing joint zones, which resultsin the subsequent formation of secondary joints and fault
rock (Myers, 1999). This process contrasts with deformation banding, another faulting pro-
cessidentified to operate in porous sandstone (Aydin and Johnson, 1978). It sufficesto note
that the products of these two processes are quite different from each other.

To provide some background, a few definitions are first provided. A joint (or mode |
fracture) isastress-induced discontinuity that exhibits only opening displacement; two once-
adjacent surfaces are displaced in adirection predominantly perpendicular to the surfaces.
A sheared joint is a fracture that originated as a joint and was later subjected to a shear
displacement due to a change in the local loading state. Features related to the shearing of
joints are new opening mode (1) splay fractures. These features form in response to tensile
stress concentrations at the ends of (and sometimes along) sheared joints. Fault rock is a
very finegrain (clay size particles) product of thefrictional wear of host rock due to normal
and shear stresses across the fault. Breccias zones (or fragmentation zones) are comprised
of angular host rock fragments defined by closely spaced fractures within the matrix. Fault
rock zonesare generally bound on either side by slip surfaces, which are planar featuresthat
accommodate large amounts of shear displacement (decimeters to kilometers). The fault
core encompasses only the most deformed features (fault rock, fault breccia, dlip surfaces)
of afault zone. The fault damage zone bounds the fault core and contains attendant struc-
tures related to the growth of the fault.

The sheared-joint faults considered in this study occur in the Jurassic Aztec sandstone
of southern Nevada, a high porosity sandstone (18-25%) of aeolian origin that is time-
correlated to the more widespread Navaj o sandstone of the Colorado Plateau (Blakey, 1989).

A conceptual model for the evolution of these faults is described in great detail by
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Myers (1999). In summary, these faults form by a hierarchical process of fault evolution
that begins with shearing along preexisting joint zones. This in turn creates fragmentation
zones at joint intersections as well as newly formed splay fractures near the ends of preex-
isting joints. This process is repeated as localized shear strain continues to accumulate;
fragmentation zones are further crushed to form isolated pockets of fault rock. Eventually,
athrough going slip surface develops and the once-discontinuous fault rock pockets coa-
lesce to form a continuous fault rock seam.

A field example of areservoir-scale fault formed by this mechanism isshownin Figure
B.1. Figure B.1ais afield photograph of a 2 kilometer long strike-dlip fault. Figure B.1b
shows adetailed image of asmall section of the same fault. Two map examples of faultsare
shownin Figure B.2. Thefaultshave primarily strike-slip offsetsof 6.2 m (Figure B.1a) and
150 m (Figure B.1b). As seen in Figure B.2a, the fault with lower slip magnitude, the fault
rock is not continuous. This is not the case for the larger slip fault shown in Figure B.2b

where the fault rock seam iswide and continuous. Note that in these maps, gray-shaded line

o SRV S B .
Figure B.1. Field photographs of (joint-based) faults focused on in this study. (a) Reservoir-
scale, left lateral strike-slip fault with a maximum slip magnitude of 83 m. Distance between
the white arrows is approximately 2 kilometers. (b) Detail image of a portion the fault
shown in part a. Hammer for scale.
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Figure B.2. Pixel-based maps of two faults formed by shearing along joint zones in
sandstone. (a) Fault with 6.2 meters left-lateral slip, (b) Fault with 150 meters left-lateral/
oblique-normal slip. Fault maps from Myers (1999).

featuresrepresent sheared joints, while gray-shaded areafeatures represent rock fault. Joints
and glip surfaces are not distinguished from each other and are represented by black line

features.

Permeability of structural elements
In this paper, we consider the fault zones to be a three-system mixture of host rock matrix,
joints/dlip surfaces, and sheared joints/fault rock. We assign the host rock matrix a perme-
ability of 200 md, an average reported permeability for the Aztec sandstone in the study
area(Myers, 1999). Werecognize thewiderange of permeability variationinherent to aeolian
sand systems (e.g., Goggin et al, 1988) but do not include this in our current model as we
wish to isolate the flow effects of the fault.

From areservoir flow point-of-view, sheared joints are considered to behave in asimi-
lar manner to fault rock (Myers, 1999). Sheared joints generally contain narrow seams of

fault rock at their core produced by frictional wear during shear displacement. Fault rock
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permeabilities determined in the laboratory have been reported to be as low as 0.001 md
(Antonellini and Aydin, 1994; Faulkner and Rutter, 1998). In our models, we assign a
permeability of 0.1 md for the fault rock. This is lowest reported fault rock permeability
estimate by Myers (1999) who obtained this number using a methodology that combines
petrographic digital image analysis and the K ozeny-Carman relationship.

We similarly postulate that joints and slip surfaces exert the same influence on flow
because both are generally planar, smooth surfaces with measurable aperture. In our models
of fault permeability, we represent these discontinuous features by an equivalent porous
media (Taylor et al., 1999). We calculate the permeability of the joints and slip surfaces
using asimple parallel plate model:

k, = 1127’ D)
wherekj Is the computed joint permeability, b is the fracture aperture, and L is the pixel
dimension times the number of pixels used to represent the width of the feature in the input
map. It is necessary to use Eqg. (1) to account for oversampling effects due to input map
resolution constraints (Matthé et al., 1998). We use a joint aperture width of 0.25 mm; a
value used in other fracture flow-modeling studies in sandstone (Matthéi et al., 1998).

Fault permeability upscaling
The fault zones modeled in this study are characterized by highly detailed two-dimensional
maps (see Figure B.2). These mapstypically contain about 2x10° pixels of data, covering an
area of 1-20 sguare meters. A high degree of upscaling is therefore required before these
characterizations can be used in flow models. The basic parameters we wish to compute
from the fault models are the overall x (fault perpendicular) and y (fault parallel) compo-
nents of permeability. We designate these quantitiesas  and k; , Wherethe* superscript
indicates that these permeabilities are “upscaled” or “equivalent” fault zone properties.
The components of the upscal ed permeability tensor could best be computed by solving
the single-phase flow equation over the entire 2x10° pixel region for each fault character-
ization. Then, by solving for flow in both the x- and y-directions, the components of k*

could be readily determined. However, thisis a computationally expensive (and difficult)
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approach, particularly since the fault zone components display a seven order of magnitude
variation in permeability. An alternate, more computationally efficient procedure isto use
two or more successive steps to obtain asingle upscaled permeability. However, aprelimi-
nary analysis showed that such a procedure could yield some inaccuracy for the fault mod-
els considered here. Specifically, we found that the multi-step procedure may lose impor-
tant large-scal e connectivity effects, which can significantly impact the resulting equivalent
permeability results.

The approach taken in this work entails a combination of numerical flow simulation
(Durlofsky, 1991; Jourde, et al., 2002) and power averaging (Deutsch, 1989; Myers, 1999).
This procedure is approximate, though it can be expected to provide reasonable values for
k™ and to capture correct trends for the variation of k™ along the fault. In this approach we

solve the single-phase flow equation over a representative sub-region of the fault zone and

subsequently compute k, and k; for this region. Then, we determine power-averaging

exponents that give the samevalues of k; and k; . These exponents are then applied to the

full fault zone model. We now describe this procedure in more detail.

We consider four fault regions (two of theseregionsare shownin Figure B.2), each with
adifferent amount of dlip. For each fault region, we extract a representative sub-region of
the fault zone and then solve for flow in both the x- and y-directions. These solutions apply
fixed pressure boundary conditions on opposite sides of the region and no-flow conditions
on the other two boundaries. Previous numerical calculations on the same systems showed
that the principal directions of the full permeability tensor tend to be parallel and perpen-
dicular to thefault orientation (Jourde et a ., 2002). Therefore, the pressure-no flow bound-
ary conditions specified here can be expected to provide reasonable accuracy in the models.
The sub-regions are of dimension 300x300 pixels, in contrast to the overall maps of each

zone that contain up to 1500x1500 pixels.
Following the 300x300 flow sol utions, we compute k;, and k; for the sub-region using

standard procedures (Durlofsky, 1991). Next, we apply power averaging to the 300x300

maps and determine the power averaging exponents (designated w, wherei=xor y) required

to providethe same k; and k; aswere computed numerically. Power averaging techniques
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(Deutsch, 1989; Myers, 1999) are computationally efficient and compute upscaled
permeabilities based ssimply on the relative abundance of the various components. Specifi-
cally, for athree-component mixture consisting of host rock, fault rock and joints, Myers

(1999) applied the following power-averaging procedure (Deutsch, 1989):
ko ; w; w Vi 2)
k= kv ke v k) (

where kf is the upscaled permeability in the x- or y-direction, V isthe volume fraction of
joints, kJ isjoint permeability, Vg isthe volumefraction of fault rock, kg isfault rock perme-
ability, V, is the volume fraction of host rock, k is host rock permeability, and w is the
averaging exponent. For fault-parallel flow ( k; ), theflow isdominated by the high perme-
ability joint zonesin the periphery of thefault zonethat are oriented sub-parallel to themain
fault core. In this case, positive values of w result (wy > 0), reflecting the dominating influ-
encethejointshaveon flow in thefault parallel direction. Conversely, for fault perpendicu-
lar flow (K, ), theflow is dominated by the presence of the fault rock and w, <Oisobtained.

Figure B.3 shows the fine scale input maps for the four 300x300 fault sub-regions. The
numerically computed upscaled permeabilities are listed (k;, and k; ) aswell asthe corre-
sponding averaging exponents w, and W, that yield these upscaled permeabilities. For k; ,
W, ranges between 0.53 and 0.76 and does not show any particular trend with respect to fault
dip (note that fault slip is the only distinguishing parameter between the various fault re-
gions). Because of therelatively narrow range of variationin W, and thelack of aclear trend
with fault dlip, we use an average val ue of W, of 0.57 inthe calculations below. For k, there
isageneral trend of decreasing w, withincreasing slip. We therefore model w,_asafunction

of fault slip asfollows:
w, =—0.0034£-0.29, (©)

where & is the dlip magnitude (in meters) for the fault region under consideration. This
equationisvalidfor 0.08 < & <208 m. The minimum slip in our modelsis0.08 m (w, =-0.29),
while the maximum dlip is 150 m (w, = -0.8). We note that, due to the large effect of fault
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slip. All maps extracted from data of Myers (1999).
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rock on cross-fault flow, a variable vaue of w, isjustified because there is an increasing
volume fraction of fault rock as slip magnitudeincreases. In addition, the fault rock ismore
continuous at greater slip magnitude (compare Figure B.1lawith B.1b) (Myers, 1999).
Thefinal step in our procedure entails the calculation of k™ for the overall fault regions
characterized by 1500x1500 pixels. We accomplish this by applying the w, and W, deter-
mined in the calibration step above to the entire 15001500 pixel region. The computed k*
for thisfinal step are presented in Figure B.4. For the fault-parallel flow direction, the pres-

ence of the joints dominates and k; quickly jumps to an order of magnitude above host

rock permeability (200 md) for the 8 cm dlip case (1955 md). The joints exert maximum
influence on fault paralel permeability in the 6.2 m dlip case (=2200 md) and then de-
creases for the 14 m and 150 m dlip cases (=1070 md for the 150 m dlip case). This steady
decrease in permeability islikely due to the increasing abundance of fault rock in the fault
periphery at the greater slip magnitudes, which divides and disconnects the fault periphery
into smaller domains of fractured rock (Jourde et al., 2002). For the fault perpendicular
direction, k; rapidly decreases with the onset of fault slip (=50 md for the 8 cm case) to a
final low permeability of 0.4 md for the 150 m dlip case.

Before presenting large-scale simulation results, we now briefly indicate waysinwhich
our models of the fault zone can beimproved. More accurate upscaled block permeabilities
could be obtained via a full solution of the single-phase flow equation over the entire
1500%1500 pixel regions (see Chapter 4). Thiswould eliminate the need for power averag-
ing inthe overall methodology. However, it may still be useful to generate power averaging
exponents using a calibration approach similar to that introduced here, since fault mapsin
the future may contain even higher levels of resolution (e.g., 107-108 pixels) which flow
simulators might not be able to handle. More accurate upscaled fault zone permeabilities
will also need to account for the geostatistical variation of permeability for given structural
elements, aswell asfor variability in joint aperture. Thiswill give rise to non-deterministic
upscaled fault zone permeabilities, which could then be applied to reservoir simulators

using some type of sampling approach.
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Flow simulation

In this section we apply the upscal ed block permeabilitiesto asimpletwo-dimensional flow
model containing asingle reservoir-scale fault. We begin by describing how we introduce
the variablefault propertiesinto our flow model. We then explain how the properties of the
constant permeability fault are determined. Finally, we present results for three different

model scenarios.

Variable fault property assignment

A single, horizontally oriented fault occupies the middle of the model and extends to both
sides of the simulation domain (Figure B.5). For symmetry reasons, we consider only half
of the fault. Because dlip is the controlling parameter that dictates fault permeability, we
begin building our variable fault property case by assigning slip values along the length of
the fault. We consider the fault slip magnitude to be maximum at the center of the fault (the

east end or right hand side of the domain), and apply a simple linear slip profile that

) (linear scale) 2200

k (md) (log scale)

Figure B.6. Permeability maps for the faults used in the variable fault property cases. (a)
x-direction. (b) y-direction. Both maps have a 15x vertical exaggeration. Note that the
gray-shaded scale bars are reversed between parts a and b.
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decreases to zero at the fault tip in the west end of the domain. An empirically derived
relationship between fault length and maximum slip magnitude is used to calculate the slip
maximum at the east of the model fault. Specifically, we use avalue of 0.03 times the total
fault length obtained from analysis of a global fault data set (Cowie and Scholz, 1992). In
our model, thefault half-length is 1400 meters, which equatesto amaximum fault slip of 84
meters (0.03x2800 meters).

Block equivalent permeabilities are assigned to respective grid blocks based on the
local slip magnitude at that location (Figure B.6). We decrease the grid spacing toward the
west end of the fault asthe fault properties change most rapidly in the low slip region of the
fault (see Figure B.4). The width (the north-south dimension of the model fault) over which
we assign the fault block permeabilitiesis determined according to the set of empirical data
presented in Figure B.7. This plot presents data for fault slip versus fault damage zone
width collected within the study area(Myers, 1999). In general, we assign the upscal ed fault

properties over wider areas as dlip increases (cf. Figure B.6).

Constant fault property assignment

In our subsequent flow simulations, we will compare modeled flow responses between
variable and constant fault property cases. In the constant permeability case, we assign a
singlefault permeability value over athree-meter wide (north-south dimension) areafor the
entire fault. In practice, a fault transmissibility multiplier would be applied between the

cells on either side of the fault. This is analogous to the procedure we apply here. To
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Table B.1. Reservoir and fluid properties.

thickness 10 ft
porosity, @ 25 %
total compressibility, ¢ 3x10°  psi’
density, p
oil 49 Ibm/ft®
water 63 lbnvft?
formation volume factor, B
oil 1.05 rbbl/STB
water 1.03 rbbl/STB
viscosity, U
oil 4.0 cp
water 0.38 cp
relative permeabilities
oil 1.0 @ S,.=0.25
water 0.4 @ S, =035

determinethe constant fault permeability, wefirst run the variablefault permeability model.
Then we force a match of the global liquid production rates at 200 days by adjusting the
constant permeability value assigned to the fixed fault. We note that, in actual practice, this
constant fault permeability is not determined from a detailed fault characterization as is

done here. Rather, it is determined as a history matching parameter.

Reservoir flow ssimulations
For the flow simulations we consider atwo-dimensional, two-phase (oil - water) simulation
model. The model is of dimensions 291x31 blocks, which equates to an area of approxi-

mately 1400x800 m?. No-flow conditions are assigned on the domain boundaries. The grid

1400m (291 cells)

800m (31 cells)

Figure B.8. Simulation grid geometry.
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dimensions are not uniform and are gradually refined toward the fault, as can be seen from
Figure B.8. The compressibility of the model is dominated by rock compressibility. Initial
reservoir pressure is 3200 psi. The producer and injector have fixed bottomhole pressures
of 2000 and 4200 psi, respectively. Other pertinent reservoir parametersare listed in Table 1.

Weinvestigate three different casesto study the effects of faultson reservoir-scaleflow.
See Figure B.5 for a schematic representation of the model domain with the locations of
injector-producer well pairs for each case. In each case we perform two flow simulations,
thefirst with the detailed fault properties, the second with asingle valued fault permeability
that is tuned to the variable fault property case as described above. In the first case we are
able to match all production history by replacing the variable fault model with the fixed
model. The subsequent two test cases, however, illustrate a progressive departure of agree-

ment between the variable and constant fault property models.
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Figure B.9. Centered wells (Case 1). (a) Water-cut (WWCT) and (b) liquid production rate (WLPR).
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Figure B.10. Oil saturation profiles for the centered wells (case 1).
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Case 1: Centered wells

Thefirst test case has a simple model arrangement with an injector — producer pair placed
on either side of the fault in the middle of the model domain. For the fixed fault permeabil-
ity case, asingle permeability value of 2.55 md provided avery close match between flow
rates at the time of 200 days (and at all times throughout the simulation). Producer water
cuts and liquid production rates are shown in Figures B.9a and B.9Db, respectively. A very
close match was obtained for the entire production run. Oil saturation profilesare shown for
the variable and fixed fault property casesin Figure B.10. Breakthrough occurred rapidly,
within the first month of production, with both models showing similar profiles. At 390
days avery dight asymmetry in the oil saturation profile can be seen in the variable fault
model due to the higher fault zone permeability in the tip region of the variable fault case
(west end).
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Figure B.11. Peripheral wells (Case 2). (a) Water-cut (WWCT) and (b) liquid production rate (WLPR).
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Figure B.12. Oil saturation profiles for the peripheral wells (case 2).
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Case 2: Peripheral wells

Theinjector — producer pair for another test case is placed on either side of the fault and on
opposite ends of the model domain (see Figure B.5). For the fixed fault permeability case, a
single permeability value of 3 md wasfound to provide amatch for global liquid production
rates. Producer water cuts and liquid production rates for this case are shown in Figures
B.11a and B.11b, respectively. Even though globa production rates were well matched
between the two cases for the entire production history, breakthrough times between the
two cases were found to differ by 43 days. The difference in flow behavior between these
two modelsis most evident in the oil saturation profiles shown in Figure B.12. In the vari-
able fault property case, the injector is very close to the low dlip region of the fault (west
end) with higher cross-fault and fault-parallel permeabilities. In this case, injected water
rapidly crossesthefault. Thefault parallel permeability influenceisalso quiteevidentinthe
variable fault property case. Here we see the water front quickly propagate along the fault
periphery, aiding in the more rapid breakthrough for the variable fault case. None of these
effects are evident in the constant fault property case where we see a nearly symmetric
advance of the waterflood eastward through the model domain.

The oil saturation maps also provide qualitative insight into the waterflood efficiency
between the variable and fixed scenarios. In the variable case, locating the injector well in
the high permeability region of the fault tip directs most of the water flood across the fault
to the producer side, leaving alarge unswept region in the southeastern corner of the model
domain. The opposite occurs in the fixed fault property case where most of the water is
directed down theinjector side. In the variable fault property case, it would have been more

efficient to switch the locations of the injector-producer pair.

Case 3: Two injector-producer pairs

This test case was performed in two stages. In the first stage we calibrate the fixed fault
permeability to asingleinjector-producer pair located in the west end of the domain. Inthis
first stage we were able to match global liquid production rates at 200 days with a constant
permeability of 14.3 md. This constant fault permeability is an order of magnitude larger
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than the fixed permeabilities obtained in thefirst two model runs. Thisisdueto thefact that
the injector-producer pair isvery near the western fault tip, which has higher permeability.

In the second stage, we add an additional injector-producer pair to the east end of the
domain, keeping the calibrated fault permeability from the first stage fixed. Producer well
water cut and liquid production rates for this second stage run are presented in Figures
B.13a and B.13Db, respectively. Note that, in these plots the results for both wells in the
constant permeability case are represented by asingle line (the well responses are identical
due to symmetry). Both plots show significant differences between the variable and con-
stant property cases. Results for the constant permeability case tend to remain closer to
those for the well pair located in the higher permeability western end of the domain. Oil
saturation profilesfor this case are presented in Figure B.14. The saturation profiles show a
pronounced asymmetry in the variable fault model. In the variable permeability model, the
eastern well pair shows a more widespread water sweep than the western well pair. Thisis
due to the presence of the lower permeability eastern fault end. At 270 days, the water
saturation front due to interaction between the eastern well pair has reached the north side
of the model domain.

Thisexample clearly demonstratesthat although the use of constant property faults may
be adequate for some reservoir simulation calculations, in other cases it is important to

model the fault variability along the length of the fault.

Summary
We present a geologically based methodology for the representation of faultsin reservoir-
scale flow simulations. We begin by upscaling fine scale permeability data of fault zones
determined in thefield and characterized in the laboratory. Because the fine scale datamaps
are very large (1500x1500), we apply a computationally efficient upscaling scheme that
combines power averaging and numerical modeling. Based on our upscaling analysis, we
derive arelationship between fault slip and equivalent fault permeability. This relationship
isthen applied to the representation of afault in reservoir-scale flow simulations.

We found that, in some cases, a constant permeability fault can accurately portray the

flow behavior of a more complex fault. However, we also presented cases for which this
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approach isinaccurate and morerealistic variable fault property models are required. Inthe
future, we plan to further refine our methodol ogy by including geostatistical information on
the fault components and by computing upscaled permeability directly over the entire fine

scale fault maps. We expect that thiswill provide a more predictive overall methodology.
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