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Handbook of Psychology Preface

Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field.

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology.

vii

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature.
The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER
Tampa, Florida



Volume Preface

Clinical psychology is currently the most popular and pre-
dominant specialization within psychology. It was not always
this way. The beginning of psychology as a distinct profes-
sion is typically dated to the founding of Wilhelm Wundt’s
Psychological Institute in 1879. Wundt might today be classi-
fied more specifically as a cognitive or perceptual psycholo-
gist. In any case, clinical psychology was not a central or im-
portant interest of most of the early, original European or
American psychologists who studied with Wundt.

By the time of the first meeting of the American Psycho-
logical Association (APA) in 1892, only a minority of
American psychologists would be described as having inter-
ests consistent with today’s clinical psychologists. The be-
ginning of the explicit specialization of clinical psychology is
often attributed to the child psychologist Lightner Witmer,
who is credited with founding the first psychological clinic in
Pennsylvania in 1896, analogous to the founding of the first
laboratory by Wundt. Witmer called for the development of a
profession of clinical psychology in the prescient inaugural
issue of his journal, The Psychological Clinic (Witmer,
1907). However, as indicated by the psychology historian
Benjamin (1996), “his words often fell on deaf ears” (p. 235).

Morton Prince, however, did share Witmer’s vision.
“Prince is said to have created the modern tradition of
psychopathology and psychotherapy in the United States”
(Hilgard, 1987, p. 306). Prince was a physician by education
but a psychologist by preference. He founded the Journal of
Abnormal Psychology in 1906. “It was the first journal of its
kind with an emphasis on experimental psychopathology”
(Hilgard, 1987, p. 307). Ernest Jones, the analyst and
Sigmund Freud’s biographer, was an early associate editor.
Prince also founded the Harvard Psychological Clinic in 1927
and directed it within the university’s psychology depart-
ment. Upon his death two years later, his “young” assistant,
Henry Murray, assumed its leadership. Murray (1956) stated
that just prior to his death, Prince indicated that “I want no
other monument than the Psychological Clinic” (p. 295).

Nevertheless, for many years, many clinical (and other ap-
plied) psychologists met and worked largely outside of the
mainstream of the APA. It was not until World War II that
the potential benefits and contributions of a profession of
clinical psychology became readily apparent to the APA
and to the federal government, resulting in the substantial

ix

reorganization of the APA to provide more explicit empower-
ment of the applied, clinical psychologist. Clinical psycholo-
gists who had previously been members of the American
Association of Applied Psychology (AAAP) became mem-
bers of the APA, and the Journal of Consulting Psychology
(founded in 1937 by the AAAP) was added to the set of offi-
cial APA journals, eventually becoming the Journal of Con-
sulting and Clinical Psychology. The specialty of clinical
psychology grew rapidly during the postwar years to the
point that a strong majority of psychologists would now iden-
tify themselves as being clinical psychologists, and this
growth has been evident with respect both to the study of
psychopathology and to its treatment. “What began as a lab-
oratory science to understand the nature of mind helped to
evolve a companion profession to understand the problems of
mind and to develop techniques to alleviate those problems”
(Benjamin, 1996, p. 235).

This eighth volume of the Handbook of Psychology is de-
voted precisely to these primary concerns of the clinical psy-
chologist: understanding the problems of the mind and the
techniques for alleviating these problems, along with issues
of particular importance to the profession of clinical psychol-
ogy. We have attempted to provide within this volume a
strong representation of what is currently known about the
etiology, pathology, and treatment of psychopathology, as
well as the likely future of its science and treatment. The first
nine chapters are concerned with the diagnosis, course, etiol-
ogy, and pathology of the problems of the mind; the next ten
chapters are concerned with their treatment; and the conclud-
ing five chapters are concerned with professional issues. It
should be noted that no chapter deals with assessment, a tra-
ditional area of strength for clinical psychology. This is be-
cause assessment is covered extensively in another volume of
the Handbook. Similarly, attention to research is incorporated
in each of the chapters, but there are no chapters solely con-
cerned with research methods because those, too, are covered
elsewhere.

The first chapter, by Peter E. Nathan and James
Langenbucher, is devoted to the classification and diagnosis
of psychopathology. A common language for describing the
problems of the mind is necessary for clinical research and
practice. The predominant taxonomy of psychopathology is
provided by the American Psychiatric Association’s (2000)
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Diagnostic and Statistical Manual of Mental Disorders—
Fourth Edition, Text Revision. There is much to applaud with
respect to the value, utility, and validity of this diagnostic
manual, but there is also much that is problematic and even
controversial. Nathan and Langenbucher document well both
the positive and negative aspects of this diagnostic nomen-
clature and point the way to the future of the classification of
psychopathology.

Eric J. Mash and David A. Wolfe follow with an overview
of major domains of child psychopathology. Beginning with
disorders of childhood is an obvious starting point for under-
standing the development of psychopathology. However,
as indicated by Mash and Wolfe, current knowledge of disor-
ders of childhood and adolescence are hindered by a lack of
sufficient development of child-specific theories. Some clini-
cians continue to believe that disorders of childhood and
adolescence are the same as the disorders of adulthood, but
psychopathology in fact develops and transforms over time.
This developmental perspective not only is central to the
chapter by Mash and Wolfe but is also emphasized in each of
the following chapters within this text.

Eating disorders were classified as a disorder of childhood
and adolescence in earlier diagnostic nomenclatures, but it is
now recognized that eating disorders can have an onset into
young adulthood. Eating disorders have been recognized
since the beginning of medicine and are among the more fre-
quently diagnosed and treated mental disorders. Howard
Steiger, Kenneth R. Bruce, and Mimi Israél include within
their chapter not only the well established disorders of
anorexia nervosa and bulimia nervosa but also the burgeon-
ing literature on binge eating disorder. They provide a com-
pelling integrated conceptualization for these disorders that
considers developmental, cognitive, social, dynamic, and
neurophysiological contributions to their etiology and
pathology.

Personality disorders were placed on a separate, distinct
axis for diagnosis in the third edition of the DSM-1V
(American Psychiatric Association, 2000) in recognition of
their prevalence (very few persons fail to have maladaptive
personality traits) and their contribution to the course and
treatment of other mental disorders. Timothy J. Trull and
Thomas A. Widiger cover in their chapter not only what is
largely known and understood regarding the disorders of per-
sonality but also the controversies that bedevil this domain of
psychopathology and how these issues might be addressed
better from a broader perspective that is informed by the the-
ory and research of “normal” personality psychologists.

Mood and anxiety disorders are the most frequent mental
disorders and are probably the most frequently treated by
clinical psychologists. As suggested by Constance Hammen,

depressive disorders are so ubiquitous that they have been
called the common cold of psychological disorders. How-
ever, Hammen documents well in her chapter on mood disor-
ders that prevalence does not imply simplicity, and she again
emphasizes the importance of considering etiology and
pathology from divergent perspectives, including the cogni-
tive, interpersonal, developmental, and neurobiological.

David Barlow, Donna Pincus, Nina Heinrichs, and Molly
Choate provide a comparable overview of the etiology, de-
velopment, and pathology of the many variations of anxiety
disorder, including separation anxiety disorder of childhood,
obsessive-compulsive disorder, specific phobia, social pho-
bia, panic disorder, and generalized anxiety disorder. Anxiety
is perhaps ubiquitous in clinical practice, and understanding
the etiology and pathology of maladaptive anxiousness is of
considerable importance to the practicing clinician. These au-
thors provide a very thorough and sophisticated life span de-
velopmental understanding of these disorders, again well
representing divergent perspectives within an integrated
conceptualization.

The next two chapters separate themselves somewhat
from the nomenclature of the American Psychiatric Associa-
tion. Etzel Cardefia, Lisa D. Butler, and David Spiegel
provide in their chapter on disorders of extreme stress the
perspective that many of the disorders classified in different
sections of DSM-IV might be better understood from a
common perspective of stress-related psychopathology—
specifically, for example, the dissociative, posttraumatic
stress, acute stress, and conversion disorders. There is per-
haps much to appreciate and understand through the inte-
grated conceptualization of these disorders as different but
related ways of responding to severe trauma.

In an analogous albeit different theoretical perspective,
Kenneth J. Sher and Wendy Slutske provide an integration of
disorders of impulse dyscontrol. They emphasize in particu-
lar dyscontrolled alcohol usage, drug usage, and gambling,
but they note that deficits in self-control are important fea-
tures of other disorders, including such childhood disorders
as attention-deficit/hyperactivity disorder and adult para-
philia. They again provide a thorough and sophisticated pre-
sentation of what is currently known about these disorders
and where future research is likely to go if a complete under-
standing of their etiologies and pathologies is ever to be
found.

The final chapter devoted to a domain of psychopathol-
ogy is Donald C. Fowles’s chapter on schizophrenia and
schizophrenia-related disorders. Fowles takes a developmen-
tal perspective that integrates neurobiology with stress-related
research. He provides not only the predominant models for
the etiology and pathology of schizophrenia but also provides



a creative and sophisticated integration of these disorders
with other domains of psychopathology that complement
well many other chapters in this volume. Readers will find this
chapter to be not only informative but also quite stimulat-
ing and invigorating for the future study of schizophrenic
psychopathology.

Following the description of the range of psychopathology
in Part I, the volume then moves into an account of the treat-
ment of those disorders in Part II, which begins with three
chapters that describe the major orientations toward
psychotherapy—psychodynamic, cognitive-behavioral, and
humanistic—and adds an account of an exciting new
development that transcends single schools: psychotherapy
integration.

The first chapter in Part II covers the oldest of the sin-
gle schools of psychotherapy, psychodynamic psychother-
apy, and it is described thoroughly and well by Nancy
McWilliams and Joel Weinberger. Psychodynamic psy-
chotherapy is not limited to the work of Freud; and although
the contributions of the founder are described thoroughly, so
are more recent developments in British object relations and
American interpersonal theories, the self psychology move-
ment, and contemporary intersubjective and relational theo-
ries. The research that supports much of this work also is
described.

The primary single school alternative to psychodynamic
psychotherapy is behavioral and cognitive-behavioral
psychotherapy, and this is presented thoroughly and well by
W. Edward Craighead and Linda Wilcoxon Craighead. This,
too, is not a simple and unitary approach, but combines both
behavior therapy and cognitive-behavioral psychotherapy,
each of which has many variations. The clinical approach is
integrated in the presentation with extensive research evi-
dence, and the description of specific treatments for specific
syndromes can be read in conjunction with many of the chap-
ters in the Part I that describe these syndromes in more detail.

Along with psychodynamic psychotherapy and behavioral
and cognitive-behavioral psychotherapy, there always has
been a third force, the humanistic-experiential school. This is
covered by Leslie Greenberg, Robert Elliott, and Germain
Lietaer, and it also incorporates many individual approaches
within the generic orientation, such as person-centered,
Gestalt, existential, and experiential therapy. They all share a
commitment to a phenomenological approach, a belief in
the uniquely human capacity for reflective consciousness
and growth, and a positive view of human functioning. Here,
as in all the psychotherapy chapters, research evidence also is
covered.

The fourth chapter that deals with individual psychother-
apy does not recognize the boundaries established by
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schools, which themselves, as we have seen, are more het-
erogenous than is commonly believed. Rather, psychother-
apy integration seeks to take from each that which is most
useful, and these attempts are described by Louis G.
Castonguay, Marvin R. Goldfried, Gregory S. Halperin, and
Jack J. Reid Jr. Just as the single schools are more complex
than initially appears to be the case, psychotherapy integra-
tion is made up of many different attempts at rapprochement,
drawing freely from all other theoretical and technical ap-
proaches and from research evidence. It is interesting to note
that many of the leading practitioners of individual schools,
including most of the authors of the chapters presenting those
schools, are involved in attempts at a higher order integration
of their work, which should work for the benefit of the
patients that are served.

Aside from the individual approaches to psychotherapy,
two other modalities are quite prominent. Patients are seen
not only as individuals but also in groups or along with other
members of their family. Group psychotherapy is described
by Anne Alonso, Sarah Alonso, and William Piper. The goals
of group therapy vary from overall personality reorganization
to symptom-focused work and deal with patients in outpa-
tient and inpatient settings. There also is a gamut of theoreti-
cal approaches that parallel the approaches that have been
described in the chapters covering individual orientations to
psychotherapy.

Family therapy is covered by Hamid Mirsalimi, Stephanie
H. Perleberg, Erica L. Stovall, and Nadine J. Kaslow. Al-
though an understanding of family systems theory is neces-
sary for this work, the variations in application are every bit
as great as in individual and group psychotherapy, if not
greater. Alongside the typical approaches to psychotherapy,
specific attention is given to culturally competent family
therapy and gender-sensitive approaches to family therapy. In
addition, specific applications of family therapy are de-
scribed as they relate to medical problems, substance abuse,
and family violence.

Two very popular approaches that represent applications
of psychotherapy in specific situations or formats are crisis
intervention therapy and brief psychotherapy. Crisis inter-
vention is the focus of the chapter by Lisa M. Brown, Julia
Shiang, and Bruce Bongar. Crisis intervention involves the
provision of emergency mental health care to individuals and
groups. Crises can refer to unusual and devastating events,
such as the recent World Trade Center disaster, or to mile-
stones in human life, such as divorce, that create upheavals in
functioning. The immediate response to these crises can be of
great help to the victim and also can provide the opportunity
for much human growth. Cultural considerations, current re-
search, and relevant legal issues are reviewed, along with the
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many theoretical approaches that are taken to resolving
crises.

The brief psychotherapies are presented by Stanley B.
Messer, William C. Sanderson, and Alan S. Gurman. Brief
versions of each of the major orientations, including psy-
chotherapy integration, are described, and a brief approach to
marital and family psychotherapy is also covered. It may be a
reflection of the current health care scene that there is more
attention given to working in a more abbreviated fashion, but
this is not necessarily second best, and the chapter makes
clear how much good work can be done in a shorter time
frame than is customarily considered.

Up to this point every chapter has focused on the adult
population. However, in a life span framework, the other
ends of the chronological spectrum also must be considered.
Child psychotherapy is described by Richard J. Morris,
Huijun Li, Patricia Sdnchez Lizardi, and Yvonne P. Morris.
Although the title is narrow, the conception includes adoles-
cents as well as children, and the approaches cover the
usual spectrum ranging from psychodynamic to cognitive-
behavioral, including humanistic approaches. Given the for-
mative importance of early experience, the treatment of
younger people is an important contribution to the mental
health of the population, and this chapter covers the various
indications and approaches.

At the other end of the age spectrum, the approaches to
treating the older patient are presented by Bob G. Knight,
Inger Hilde Nordhus, and Derek D. Satre. They adopt an in-
tegrative model, drawing on the usual approaches to individ-
ual treatment and adopting methods, where necessary, to the
needs of the older adult. A range of typical older adult disor-
ders are considered, and evidence about treatment ap-
proaches is considered. A specific model, the Bergen model,
is presented, along with a case example and much evidence
for the necessity and efficacy of intervention.

In each of the chapters in Part II, concerned as they all are
with psychotherapy, the picture arises of a field marked by
great heterogeneity. The value of integration is presented,
either in a specific chapter devoted to psychotherapy integra-
tion or as incorporated in many other chapters that deal with
specific populations or modalities. Each chapter presents
evidence for the approach being presented, and the picture of
an evolving and developing field, marked by great promise
and great accomplishment, is clear.

Clinical psychology is a science and a practice, and both
elements have been presented consistently throughout the
first two parts. It also is a profession, and issues that concern
the profession are the topic of Part III. It is not sufficient
for an individual to declare himself to be a clinical psycholo-
gist; rather, much training is required, and credentials are

necessary so that members of the public who wish to use the
service of professional psychologists. Concerns about the
education, training, licensing, and credentialing of clinical
psychologists are presented by Judy E. Hall and George
Hurley. The authors are prominent in the United States and
Canada, respectively, and they cover these issues as mani-
fested in their countries, as well as, to a lesser degree, in
Mexico, reflecting the recent emphasis on mobility and com-
parability of training and credentials that has characterized
these discussions.

A profession must be self-regulating and serve the inter-
ests of the public if it is to be established and accepted. One
necessary component of self-regulation is ethical practice,
and issues about ethics that relate to clinical psychology are
described by Stanley E. Jones. The APA ethics code is
generic and applies to all psychologists, but this chapter fo-
cuses on those issues that are of most concern to the clinical
psychologist. These include major ethical practice issues and
frequent problems experienced by practitioners. Familiarity
with these issues and their successful resolution are neces-
sary for the sound practitioner, and this presentation should
help to focus the potential problem areas and the models of
understanding and resolving them.

Clinical psychology is practiced in a social context, and
the changing context has had a marked effect on the nature of
the practice. The health care marketplace in the United States
is described by David J. Drum and Andrew Sekel. Their sur-
vey is both historical and conceptual, and it traces the evolu-
tion of health care in the United States from its early stage of
self-regulation and independence to the current stage of input
from multiple stakeholders in health care delivery. The impli-
cation this has for the future is not clear, of course, but some
very educated guesses are offered, as well as the identifica-
tion of key areas of concern.

The impact of technology on clinical psychology is de-
scribed by Kjell Erik Rudestam, Ronald A. Giannetti, and
B. Hudnall Stamm. Technology clearly is a cutting-edge area
of development, and it has significant impact on clinical psy-
chology. Telecommunication technology has been used to
provide health information and intervention and for consulta-
tion and supervision across distances. There have been uses
of the computer to provide testing and psychotherapy by
computer, as well as to use it as a means of communication to
facilitate more direct services from the provider. There is a
great need for the validation of such services as well as a need
for the development of ethical guidelines that are tied to this
new method of service delivery.

Finally, we turn our attention to the future. Patrick H.
DeLeon, Kristofer J. Hagglund, Stephen A. Ragusea, and
Morgan T. Sammons explore areas of expanding roles for



psychologists in future years. They also talk about technol-
ogy but then go on to discuss other cutting-edge areas such as
prescriptive authority and policy opportunities. As our soci-
ety evolves, the field of clinical psychology also must evolve,
and these authors lay out many possibilities for growth and
development.

Clinical psychology is an expanding science and profes-
sion, and its capacity to continue to be relevant depends on its
ability to adapt to changing social conditions, needs, and op-
portunities. We began with an account of historical factors,
attempted to provide a context for the current state of the
field, presented chapters that described these developments
in detail, and concluded with a look toward the future. Clini-
cal psychology has made major contributions to the disci-
pline of psychology and to the welfare of society, and it
shows every indication of continuing to grow and evolve
with the world about it, and, by doing so, to retain its position
at the forefront of scientific and professional developments.
We hope that we have been successful in outlining these
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possibilities and that we will be witness to continued growth
and development.
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Fundamental to the science and practice of clinical psychol-
ogy is a valid diagnostic nomenclature. Clinicians and re-
searchers need a common language with which to describe
what they are treating and studying. However, the diagnosis
and classification of psychopathology has been and contin-
ues to be difficult and controversial. This chapter begins with
an overview of the nature of diagnosis and classification. The
history of the diagnosis of psychopathology is then briefly
described, including the recent editions of the American
Psychiatric Association’s (APA) diagnostic manual. Empha-
sis is given to issues of reliability, diagnostic stability, utility,
cultural biases, and validity. Major controversies of the
current diagnostic nomenclature are then discussed,
including comorbidity, bias, the categorical-dimensional
debate, and definitions of mental disorder. The chapter con-
cludes with a presentation of new methods for diagnostic
research.
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ON DIAGNOSIS AND CLASSIFICATION

Folk Taxonomies

Man is by nature a classifying animal. His continued existence
depends on his ability to recognize similarities and differences
between objects and events in the physical universe and to make
known these similarities and differences linguistically. Indeed,
the very development of the human mind seems to have been
closely related to the perception of discontinuities in nature.
(Raven, Berlin, & Breedlove, 1971, p. 1210)

Raven and his colleagues used the phrase folk taxonomy to
emphasize their belief that peoples through the ages have de-
veloped taxonomies as ways of manipulating knowledge.
Although this predisposition is particularly descriptive of spe-
cialist subgroups within cultures (e.g., mental health profes-
sionals), all cultures have developed taxonomies that—even
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across diverse cultures—nonetheless tend to take on strik-
ingly similar characteristics.

Taxonomies recognize naturally occurring groups. They
are readily identified as natural groups, at least by specialists;
accordingly, they are treated as discontinuous from each other.
This is certainly the case with psychopathology, in which such
illnesses as schizophrenia, mood disorders, substance-related
disorders, and others have been viewed as distinct from each
other as well as from psychologically healthy states for many
decades.

Taxonomies are developed for communication about
items of interest to cultural groups that are acquainted with
the properties of the items. They are, in effect, a kind of short-
hand language that concentrates useful information in the
hands of the specialists who require access to that informa-
tion. The same is true of psychiatric diagnosis, which is the
province of the mental health professionals, who daily trade
information about their patients back and forth by means of a
literature organized around diagnostic classes.

Taxonomies are also organized in a shallow hierarchys;
this means that most folk taxonomies focus on generic taxa
(categories at a low level of abstraction but not so specific as
at the species level). These categories typically comprise a set
that is memorizable (typically between 250 and 800) and
consist of mutually separate and distinctively named cate-
gories with well-understood limits. The more specific or va-
rietal the members of a genus, the more cultural importance
that genus tends to have. Thus, the DSM-IV contains around
300 diagnostic categories, and those with the greatest degree
of cultural significance—dementia praecox (schizophrenia)
in the nineteenth century and (more recently) the mood, anx-
iety, and substance use disorders—are the most ramified and
differentiated.

In other words, the traditions of modern syndromal diag-
nosis in psychiatry fit well within the limits of folk tax-
onomies as outlined by Raven and his coworkers. As clinical
psychologists, we can take comfort in our adherence to an
ancient natural scientific tradition, taxonomy. Said another
way, we are not deviating from a putative scientific norm, as
some critics of psychiatric diagnosis have alleged (e.g., Albee,
1970; Kanfer & Saslow, 1965; Zigler & Phillips, 1961), when
we deploy diagnostic classification systems to categorize our
patients. Humans indeed are classifying animals, and we men-
tal health professionals are very human in this regard.

Natural and Prototype Categorization

Rosch (1973) developed the useful concept of nonarbitrary
natural categories, like names of colors, that form around per-
ceptually salient natural prototypes. Natural categories have

eight key attributes, which we illustrate here by using color as
the example: (a) They are partitioned—not from discrete clus-
ters but from continua (e.g., wavelength); (b) they cannot be
further reduced to simpler attributes (e.g., attributes of color
such as saturation and reflectance require a specialist’s skills
to describe and understand, and they must be specially
learned); (c) some of the examples of these categories are bet-
ter than others (e.g., true colors vs. off hues); (d) they are not
arbitrary; (e) they are easily learned by novices; (f) they at-
tract attention and are easily remembered because they are
based on properties that are more salient perceptually than
other stimuli in their domains (e.g., sky blue is more salient
than aqua, forest green is more salient than lime, snow white
is more salient than cream); (g) these salient properties of nat-
ural categories serve as natural prototypes for the organization
of more knowledge; and (h) natural categories have fuzzy (in-
distinct) boundaries, so they will ultimately encompass both
clear-cut and marginal examples. Lilienfeld and Marino
(1995) subsequently extended this analysis specifically to
psychiatric diagnosis by arguing that psychopathologic enti-
ties are Roschian or natural categories because they are parti-
tioned from the continuum of human behavior, they are
irreducible to simpler concepts, and some are better examples
of firmly bounded categories than others are.

The view that mental disorders represent natural cate-
gories complements another influential conceptualization,
prototypic categorization, first described by Cantor, Smith,
French, and Mezzick (1980). Lamenting the tendency of nu-
merous critics of psychiatric diagnosis to endorse the unhelp-
ful classification standards of what they term the classical
categorization model, Cantor and her colleagues proposed
instead a prototype categorization model.

The classical categorization model makes the following
assumptions about the items to be organized in a diagnostic
process that the prototypic categorization model does not:
(a) the presence of universally accepted criteria for class
membership (e.g., all squares have four sides, and all schizo-
phrenic individuals are autistic); (b) high agreement about
class membership among classifiers (e.g., everyone agrees on
what is a square, just as everyone agrees on who is schizo-
phrenic); and (c) within-class homogeneity of members (e.g.,
all squares look alike, and all schizophrenic persons behave
the same way). Obviously, this standard is inappropriate to
judgments of mental disorder.

Cantor and colleagues’ prototype categorization appears
to characterize far better the process of syndromal classi-
fication epitomized by DSM-III, DSM-III-R, and DSM-IV.
That approach assumes (a) correlated—not necessarily
pathognomonic—criteria for class membership, (b) high
agreement among classifiers only when classifying cases that



demonstrate most of the correlated criteria for class mem-
bership, and (c) heterogeneity of class membership because
criteria are only correlated, not pathognomonic.

Psychiatric diagnosis and the diagnostic system look reasonably
orderly when viewed within the context of [naturalistic classifi-
cation] systems. Heterogeneity of class membership, borderline
cases, and imperfect inter- and intrajudge reliability can all be
accepted and studied as fundamental properties of the system,
rather than branded as aberrations, errors in measurement or
faulty utilization of an otherwise classical scientific system. Re-
visions in training procedures can be made to better mirror the
system as it is actually conceptualized and utilized by practicing
clinicians. (Cantor et al., 1980, p. 190)

Utility of Classification and Diagnosis

Birley (1975) suggested that diagnosis should really be
viewed as an art. He made this suggestion in the belief that
the prime challenge to both the artist and the diagnostician is
to grasp a complex and daunting slice of nature and trans-
form it into a condensed, symbolic representation in such a
way as to communicate a truth about that slice of nature.
However, diagnosis is much more often viewed as a scientific
tool. Viewing it this way, Blashfield and Draguns (1976) de-
tailed its diverse scientific purposes as follows: (a) communi-
cation, because without a consensual language, practitioners
could not communicate; (b) a means for organizing and re-
trieving information, because an item’s name is a key to its
literature and knowledge accrues to the type; (c) a template
for describing similarities and differences between individu-
als; (d) a means of making predictions about course and out-
come; and (e) a source of concepts to be used in theory and
experimentation.

The view of diagnosis as a scientific tool is best exempli-
fied in the work of members of the neo-Kraepelinian school
of American psychiatry. This group of influential thinkers
was drawn largely from psychiatry faculty at the Washington
University School of Medicine in Saint Louis and the
Columbia University College of Physicians and Surgeons in
New York. Their diagnostic research during the decades of
the 1960s and 1970s laid the groundwork for the revolution-
ary advances of the DSM-III (APA, 1980).

The neo-Kraepelinians, like their namesake, Emil
Kraepelin, endorsed the existence of a boundary between
pathological functioning and problems in living. Although
this was seen as a permeable boundary (those who exist on
one side of it sometimes cross over to the other), it was
nonetheless an important distinction to make because the
existence of pathology is an important mandate for profes-
sional attention. Second, viewing psychiatry as a branch of
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medicine, the neo-Kraepelinians viewed mental illness, like
any other illness, as the purview of medicine. Mental illnesses
are real, they are diverse, and—by applying a scientific
method of discovery, the neo-Kraepelinians affirmed—they
can be affected by studies of their etiology, course, prognosis,
morbidity, associated features, family dynamics, and predis-
posing features.

DSM-I AND DSM-11

Historical Roots

Prior to the philosopher-physician Paracelsus, diagnoses were
made on the basis of presumed etiology, as when Hippocrates
rooted the illnesses he diagnosed in various imbalances of
fluxes and humors (Zilboorg, 1941). This changed with
Paracelsus’ delineation of syndromal diagnosis, with the syn-
drome defined as a group of signs and symptoms that co-occur
in a common pattern and characterize a particular abnor-
mality or disease state. To our day, syndromal diagnosis has
focused on the signs and symptoms of disease entities.
Typically, it organizes them hierarchically, by the principles
of descriptive similarity or shared symptom pictures. In
Paracelsus’ system, as well as in each succeeding step toward
the modern approach epitomized by the DSM-11I (APA, 1980)
and DSM-IV (APA, 1994), the etiology of the illness was
presumed to be unknown and hence unnecessary for the diag-
nostic task.

Notable and more complete nomenclatures were subse-
quently developed, first by Thomas Sydenham (1624-1663)
and later by Francois de Sauvages (1706—1767); both devel-
oped what were for their time organized and comprehensive hi-
erarchical classification systems. Shortly afterwards Phillippe
Pinel, best known for his pioneering efforts to humanize the
care of French patients in hospitals for the insane, developed an
even more comprehensive classification system (Zilboorg,
1941). The appearance of this nomenclature coincided with the
rise of asylums for the insane, for which Pinel was partly re-
sponsible. Both Pinel’s system and the new availability of large
numbers of patients in asylums paved the way for the marked
increase in efforts to categorize psychopathology during the
ensuing nineteenth century.

Predictably, superintendents of asylums for mentally ill
patients in the nineteenth century were concerned almost en-
tirely with cases of serious and protracted psychopathology—
organic mental disorders, severe developmental disabilities,
dementia, and what we today call schizophrenia and bipolar
disorder (Nathan, 1998; Spitzer, Williams, & Skodol, 1980).
Advances in the understanding of these serious disorders



6 Diagnosis and Classification

accelerated when the German psychiatrist Karl Kahlbaum
(1828-1899) discovered the value of knowing premorbid
course and risk factors as means of predicting outcome in de-
mentia praeccox (today we call the disorder schizophrenia).
Additional advances followed Kraepelin’s (1907) research on
posthospital course, clinical outcome, and treatment response
in cases of major mental illness (Zilboorg, 1941). Kraepelin
synthesized these ideas and those of his intellectual forebears
in his series called Lectures in Psychiatry, which developed
the basic outlines of the first modern taxonomy of mental ill-
nesses, from which many of our current concepts, procedures,
and technical terms have developed.

In the twentieth century, psychiatrists and psychologists
developed realms of clinical practice discrete from—and
very different from—the mental asylums, including schools,
the military services, private clinics, and other service out-
lets. Their experiences, especially during World War II, when
psychological casualties took an unexpectedly high toll
among combat personnel, required development of a nomen-
clature that provided substantially greater coverage of the
nonpsychotic conditions. Nosologies grew increasingly com-
plex in publications by the National Commission on Mental
Hygiene/Committee on Statistics of the American Medico—
Psychological Association (1917; Blashfield, 1984), the
American Psychiatric Association/New York Academy of
Medicine (APA, 1933), and especially the Veterans Adminis-
tration in the aftermath of World War II. These developments
formed the basis for the publication of the first formal nosolo-
gies sponsored by the American Psychiatric Association—
DSM-I (APA, 1952) and DSM-II (APA, 1968).

Deficiencies

The much-anticipated first edition of the Diagnostic and
Statistical Manual of Mental Disorders (DSM-I; APA, 1952)
was a pioneering comprehensive syndromal classification
system. It enabled North American mental health profession-
als, at least in principle, to employ a common diagnostic lan-
guage for the first time. At the same time, DSM-I and its like
successor, DSM-II (1968), shared serious deficiencies.

The manuals contained relatively little material. The
DSM-I contained 130 pages and fewer than 35,000 words;
DSM-II was four pages longer but contained about as many
words. As a result, they provided only brief, vague descrip-
tions of each syndrome; typically, these descriptions con-
sisted of one or two short paragraphs listing distinguishing
signs and symptoms but not detailing them. This information
proved insufficient for reliable diagnoses.

An additional problem was that the signs and symptoms
linked to each syndrome were not empirically based; instead,

they represented the accumulated clinical wisdom of the small
number of senior academic psychiatrists who had drafted
these two instruments. As a consequence, the diagnostic signs
and symptoms were often inconsistent with the clinical expe-
riences of mental health professionals working in public
mental hospitals, mental health centers, and the like.

Consequently, clinicians often failed to agree with one an-
other in assigning diagnoses based on DSM-I and DSM-II.
They often failed to agree both when they were presented
with the same diagnostic information (interclinician agree-
ment; Beck, Ward, Mendelson, Mock, & Erbaugh, 1962;
Nathan, Andberg, Behan, & Patch, 1969; Sandifer, Pettus, &
Quade, 1964) and when they were asked to reevaluate the
same patient after a short time had passed (diagnostic consis-
tency; Zubin, 1967).

Predictably, the low reliability of DSM-I and DSM-1I diag-
noses affected both their validity and their clinical utility. If
clinicians could not agree on a diagnosis, it was unlikely that
they would be able to validate the diagnosis against other
measures (Black, 1971). For the same reason, they would be
unlikely to have confidence in predictions of the future course
of diagnosed disorders (Nathan, 1967) or to create the diag-
nostically homogeneous groups of patients necessary to en-
able examination of etiological or treatment issues (Nathan &
Harris, 1980).

The poor reliability and validity of diagnoses rendered ac-
cording to DSM-I and DSM-II raised ethical concerns among
some practitioners and scholars. Szasz (1960) wrote exten-
sively of the dehumanizing, stigmatizing consequences of
psychiatric labeling, ultimately concluding that the modern
constructs of psychiatric illness categories were mere myths.
Szasz’s ideas were lent empirical substance in 1973 when
Rosenhan published “On Being Sane in Insane Places.” In this
classic study, eight of Rosenhan’s peers, friends, and graduate
students self-referred to one of 12 psychiatric hospitals, com-
plaining of hearing voices. Immediately upon admission, they
ceased complaining of any abnormal perceptions and mani-
fested no other symptoms. Nonetheless, all eight were diag-
nosed as psychotic, and their subsequent behavior was
construed in conformance to that label. Summarizing his find-
ings, Rosenhan concluded, “The normal are not detectably
sane” (p. 252), a damning assertion indeed for advocates of
then-current diagnostic systems in psychiatry.

DSM-IIT AND DSM-III-R

The publication of DSM-III (APA, 1980) represented a sub-
stantial advance in the reliability, validity, and utility of syn-
dromal diagnosis. DSM-III-R, published in 1987, was a



selective revision of DSM-III that retained the advances
of the 1980 instrument and incorporated generally modest
changes in diagnostic criteria that new clinical research
suggested should be a part of the diagnostic system.

Development of DSM-111

In the late 1960s, psychiatrist Robert Spitzer and his col-
leagues at the New York State Psychiatric Institute undertook
research on syndromal diagnosis that ultimately led to the de-
velopment of several structured diagnostic interviews. These
instruments were the first to have the capability of gathering
the exhaustive data on clinical signs and symptoms required
by an empirically based nomenclature. Chief among these
structured interviews were the Mental Status Schedule
(Spitzer, Fleiss, Endicott, & Cohen, 1967) and the Psychiatric
Status Schedule (Spitzer, Endicott, Fleiss, & Cohen, 1970).
Additionally, Spitzer and his colleagues developed two com-
puter programs, called DIAGNO and DIAGNO-II, that were
designed to use the clinical information gathered by the
Mental Status Schedule to assign reliable clinical diagnoses
(Spitzer & Endicott, 1968, 1969).

Diagnostic researchers at Washington University in Saint
Louis shared a parallel interest in developing more system-
atic, empirically buttressed approaches to diagnosis. They
published an article in 1972 (Feighner et al., 1972) that set
forth explicit diagnostic criteria for the 16 major disorders
about which the authors believed enough empirical data had
accumulated to ensure reliability and validity. The intent of
what came to be called the Feighner criteria was to replace
the vague and unreliable material on these disorders in the
DSM-I and DSM-II with formally organized, empirically
supported diagnostic criteria. The hope was that these
criteria could help researchers establish the diagnostically
homogeneous experimental groups that diagnostic and treat-
ment researchers were increasingly demanding. The format
of the Feighner criteria anticipated—and influenced—the
format of the diagnostic criteria subsequently adopted for
DSM-III.

In 1975, the Research Diagnostic Criteria (RDC) were
proposed. Developed jointly by the New York State Psychi-
atric Institute and Washington University groups (Spitzer,
Endicott, & Robins, 1975), the RDC were designed to permit
empirical testing of the presumed greater reliability and va-
lidity of the Feighner criteria. In fact, the reliability of the
RDC did yield substantially greater diagnostic reliability for
diagnoses of the same disorders based on DSM-II (Helzer,
Clayton, et al., 1977; Helzer, Robins, et al., 1977). This find-
ing foreshadowed the enhanced reliability of DSM-III diag-
noses a few years later.
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The DSM-III diagnostic criteria, based in large part on
the RDC, constitute the nomenclature’s most significant
departure. They are designed to organize each syndrome’s
distinguishing signs and symptoms within a consistent for-
mat, so that each clinician who is called upon to use them
can define each sign and symptom the same way and
process the resulting diagnostic information in a similarly
consistent manner. Many studies of the DSM-III diagnostic
criteria have affirmed the criteria’s success in inducing sub-
stantially higher diagnostic reliability, albeit not for every
syndrome. However, as Skodol and Spitzer (1987) observed
in describing five sources of variation among raters and rat-
ings, not every factor contributing to less-than-perfect diag-
nostic reliability stems from inadequacies in the diagnostic
system.

Subject variance, as the patient’s state changes over time; occa-
sion variance, as the subject is in a different stage of the same
condition, or at least reports different information about it; in-
formation variance, as different information is obtained from the
patient as a result of different examinations; observer variance,
as raters differ in their understanding or interpretation of phe-
nomena, such as in rating blunted affect; and criterion variance,
as subjects are allocated to different classes because different
decision rules are followed. (Skodol & Spitzer, 1987, p. 15)

Around the time of publication of DSM-III, several struc-
tured and semistructured diagnostic interviews based on the
DSM-III were published in recognition of the impact on diag-
nostic reliability of information, observer, and criterion vari-
ance, all associated with the process by which diagnostic
information is gathered. The best known of these instruments is
the National Institute of Mental Health (NIMH) Diagnostic In-
terview Schedule (DIS; Robins, Helzer, Croughan, & Ratcliff,
1981), a structured interview that was taught to nonclinician in-
terviewers for use in the multisite Epidemiologic Catchment
Area (ECA) study (Regier et al., 1984). The semistructured
Structured Clinical Interview for DSM-III (SCID; Spitzer,
1983; Spitzer & Williams, 1986) was also published around the
same time. Both have been widely used, and both appear to
contribute to the enhanced diagnostic reliability of DSM-III.
These important—and in most ways unprecedented—new in-
struments and ones like them provided the data-gathering
structure both for major new epidemiological efforts (e.g.,
ECA study, Regier et al., 1984; National Comorbidity Survey,
Kessler, Sonnega, Bromet, Hughes, & Nelson, 1995) and for a
host of clinical and preclinical studies because such instru-
ments ensured the internal validity of research by helping
keep samples of human psychopathology well documented
diagnostically.
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Reliability

The earliest direct tests of the interrater reliability of DSM-II1
were in the context of the field trials of the instruments that
were conducted in the late 1970s. Data from two large field tri-
als indicated that reliability was adequate but not outstanding,
with overall kappa values of .68 and .72 for chance-correct
agreement on Axis I disorders. Diagnoses for substance use
disorder, schizophrenia, and organic mental disorder were sig-
nificantly more reliable than were those for the adjustment and
anxiety disorders (Spitzer, Forman, & Nee, 1979; Williams,
Hyler, & Spitzer, 1982).

The reliability of the disorders of childhood was also exam-
ined in the DSM-III field trials; their reliability had been
problematic through the years, in part because of the change-
ability of behavior during this era in a person’s life. Field trial
studies of the reliability of criteria for the new DSM-III
childhood disorders, markedly expanded from DSM-II to
DSM-III, were disappointing—in part because of clinicians’
unfamiliarity with the radically new system (Cantwell, Russell,
Mattison, & Will, 1979; Mattison, Cantwell, Russell, & Will,
1979). However, subsequent reliability studies of childhood
disorder diagnoses attained from semistructured diagnostic
interviews based on the DSM-III criteria and translated into
Japanese (Hanada & Takahashi, 1983) and Norwegian (Larsen
& Vaglum, 1986) were more promising.

A substantial number of reliability studies of the DSM-III
and DSM-III-R diagnostic criteria have been published. In gen-
eral, these studies point to greater diagnostic stability and
greater interrater agreement for these instruments than for their
predecessors, DSM-I and DSM-II. Enhanced reliability has
been especially notable for the diagnostic categories of schizo-
phrenia, bipolar disorder, major depressive disorder, and sub-
stance abuse and dependence. The reliability of the personality
disorders, some of the disorders of childhood and adolescence,
and some of the anxiety disorders, however, has been less
encouraging (e.g., Chapman, Chapman, Kwapil, Eckblad, &
Zinser, 1994; Fennig et al., 1994; Klein, Ouimette, Kelly, Ferro,
& Riso, 1994; Mattanah, Becker, Lexy, Edell, & McGlashan,
1995), in part because of diagnostic stability problems.

Diagnostic Stability

Even though the DSM-III and DSM-III-R diagnostic criteria
markedly enhanced diagnostic reliability, diagnostic stability
continued to affect the diagnostic process because of natu-
rally occurring changes in clinical course over time. As the
research summarized in this section suggests, diagnostic sta-
bility depends both on the reliability of the diagnostic instru-
ment and on the variability of clinical course over time.

Fennig et al. (1994) investigated the 6-month stability of
DSM-III-R diagnoses in a large group of first-admission patients
with psychosis—a notably diagnostically unstable group. Af-
fective psychosis and schizophrenic disorders showed substan-
tial diagnostic stability, with 87-89% of patients remaining
in the same broad category. Stability for subtypes of these con-
ditions were less stable; only 62-86% of patients remained in
the same subcategory. Forty-three percent of these diagnostic
changes were attributed to clinical course, and the rest was
assumed to reflect the imperfect reliability of the diagnostic
process itself.

In a subsequent study of the stability of psychotic diag-
noses, Chen, Swann, and Burt (1996) examined changes
from schizophrenia diagnoses to those of other disorders and
from those of other disorders to schizophrenia in inpatients
hospitalized at an urban acute care hospital at least four times
over a 7-year period. Only 22% of patients with a schizo-
phrenia diagnosis at the beginning of the study received a dif-
ferent diagnosis during a subsequent hospitalization. Females
and patients of Hispanic origin were more likely than others
were to experience a diagnostic change from schizophrenia.
However, 33% of patients with an initial diagnosis other
than schizophrenia were later diagnosed with schizophrenia.
Males and African Americans were more likely to change to
a diagnosis of schizophrenia. These authors concluded that—
contrary to widespread belief—the diagnosis of schizophre-
nia in current practice is not static.

Coryell et al. (1994) followed up a large group of patients
initially diagnosed with major depressive disorder according
to the Research Diagnostic Criteria (Spitzer et al., 1975) at
6-month intervals for 5 years and then annually for another
3 years. During this time, most patients had at least two recur-
rences of the disorder; some had three or four. The kappa sta-
tistic was used to quantify the likelihood that patients with
psychotic, agitated-retarded, or endogenous subtypes of the
disorder in a given episode would manifest the same subtype in
subsequent episodes. The psychotic subtype showed the great-
est diagnostic stability across multiple subsequent episodes;
for all three subtypes, diagnostic stability was greater for con-
tiguous episodes than for noncontiguous episodes.

Nelson and Rice (1997) tested the 1-year stability of
DSM-III lifetime diagnoses of obsessive-compulsive disor-
der (OCD) in data from the ECA study. The temporal stabil-
ity of OCD diagnoses over the course of a year turned out to
be surprisingly poor: Of subjects in the ECA sample who met
criteria for OCD, only 19% reported symptoms a year later
that met the OCD criteria. These findings seemed to reflect an
excess of false positives for OCD on initial diagnostic exam-
ination, raising concerns about the validity of diagnoses of
other conditions reported in the ECA study.



Mattanah and his colleagues (1995) investigated the sta-
bility of a range of DSM-III-R disorders in a group of adoles-
cent inpatients 2 years after hospitalization. Predictably,
diagnostic stability for these subjects was lower than that
for the same diagnoses in adults. Internalizing disorders
(e.g., the affective disorders) turned out to be more stable but
of uncertain reliability because of more new cases at follow-
up, whereas externalizing disorders (e.g., attention-deficit/
hyperactivity disorder; ADHD) were less stable but more re-
liable because of fewer new cases at follow-up. Surprisingly,
personality disorder clusters and substance use disorders
were both stable (53%) and reliable.

These studies of diagnostic stability emphasize the extent to
which diagnostic reliability depends on both the clarity and the
validity of diagnostic criteria, along with the inherent symp-
tom variability of particular disorders over time, as influenced
by alterations in environmental and individual circumstances.
These findings also suggest that the stability component attrib-
utable to DSM-III and DSM-III-R diagnostic criteria caused
problems for a number of diagnoses.

Utility and Validity

The developers of DSM-III addressed its predecessors’ disap-
pointing clinical validity and utility in several ways (Spitzer
et al., 1980). To begin with, the DSM-1Il and DSM-III-R
volumes are much larger than their predecessors—in part to
accommodate inclusion of more than three times as many di-
agnoses and in part to provide detailed information on each
syndrome along with its defining diagnostic criteria. (Criti-
cism of this proliferation of diagnoses in DSM-II1 is reviewed
later in this chapter.) The substantial increase in numbers of
syndromes made it easier for clinicians to locate and name
more precisely the syndromes they observed in their patients.
The information about the syndrome included in the volume
provided concise summaries of empirical data permitting en-
hanced understanding of the likely context of the syndrome
in the patient’s milieu.

Another of DSM-III’s innovations was its introduction of the
multiaxial diagnostic system, which provides for assessment of
patients along five dimensions, or axes, rather than only one.
The patient’s psychopathology was to be recorded on Axes I
and II; medical conditions impacting on the mental disorders
were to appear on Axis III; the severity of psychosocial stres-
sors that might affect the patient’s behavior was to be located on
Axis IV; and the patient’s highest level of adaptive functioning
was to be indicated on Axis V. The range of information avail-
able from multiaxial diagnosis was presumed to be more useful
for treatment planning and disposition than was the single diag-
nostic label available from DSM-I and DSM-I1.
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Despite these substantial changes, it has not proven to
be easy to document the enhanced validity and utility of
DSM-III. The absence of the kind of definitive, documented
etiological mechanisms, with associated laboratory findings,
by which the diagnoses of many physical disorders are
confirmed—a gold standard for comparative purposes—has
made establishing the validity of many DSM-III diagnoses a
good deal more difficult (Faraone & Tsuang, 1994). In recog-
nition of the absence of a gold standard for the validation of
clinical diagnoses, Robins and Guze (1970) proposed vali-
dating diagnoses against “internal criteria, such as consis-
tency of the psychopathological symptoms and signs, and
external criteria, like laboratory tests, genetic and family
studies, course of illness, and delimitation from other illness”
(Skodal & Spitzer, 1987, p. 18).

An editorial in The American Journal of Psychiatry by
Andreasen (1995) recalled Robins and Guze’s 1970 proposal
for validation alluded to previously, a structure that would in-
clude existing validators like clinical description and family
studies, but they add a new validator—neurophysiological
and neurogenetic laboratory tests. Although she acknowl-
edges that laboratory tests have not yet emerged as prime
sources of validation information, Andreasen nonetheless be-
lieves that psychiatry’s neuroscience base is key to the conti-
nuing evolution of validation. Specifically, she proposed “an
additional group of validators . . . to link symptoms and diag-
noses to their neural substrates (which) include molecular
genetics and molecular biology, neurochemistry, neuro-
anatomy, neurophysiology, and cognitive neuroscience . . .
(linking) psychiatric diagnosis to its underlying abnormali-
ties in DNA” (p. 162). As what follows indicates, the search
for neuronal, neurobiological, and genetic-familial valida-
tors, along with more traditional clinical and epidemiological
ones, characterizes contemporary validation attempts.

Schizophrenic Spectrum Disorders

Subsequent reports on efforts to validate the schizophrenic
spectrum disorders have utilized Andreasen’s (1995) “addi-
tional group of validators.” Thus, Gur, Mozley, Shtasel,
Cannon, and Gallacher (1994) sought to relate whole-brain
volume to clinical subtypes of schizophrenia. Magnetic reso-
nance imaging (MRI) measures of cranial, brain, and ventric-
ular and sulcal cerebrospinal fluid volume were examined in
schizophrenic men and women and healthy comparison sub-
jects. The MRI measures differentiated males from females,
including male patients from female patients, patients from
comparison subjects, and subgroups of patients based on
symptom profiles. The research revealed two patterns of neu-
roanatomic whole-brain abnormalities that differ in severity
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according to symptom differences and may reflect differen-
tial involvement of dysgenic and atrophic pathophysiological
processes.

Two studies with related goals reported data from the epi-
demiologically based Roscommon Family Study. Kendler,
Neale, and Walsh (1995) examined the familial aggregation
and coaggregation of five hierarchically defined disorders—
schizophrenia, schizoaffective disorder, schizotypal-paranoid
personality disorder, other nonaffective psychoses, and psy-
chotic affective illness—in siblings, parents, and relatives of
index and comparison probands. The aim was to determine
whether these patterns could be explained by a single under-
lying continuum of liability to the schizophrenic spectrum.
Although schizophrenia and psychotic affective illness
could be clearly assigned to the two extremes of the schizo-
phrenia spectrum, the proper placement of schizoaffective
disorder, schizotypal-paranoid personality disorder, and other
nonaffective psychoses could not be clearly made. Nonethe-
less, Kendler and his colleagues considered these results to
support the existence of a schizophrenic spectrum in which
these five disorders manifest with varying severity an under-
lying vulnerability that is strongly transmitted within fami-
lies. In a companion report, Kendler, McGuire, Gruenberg,
and Walsh (1995) found that probands with schizoaffective
disorder differed significantly from those with schizophrenia
or affective illness in lifetime psychotic symptoms as well as
in outcome and negative symptoms assessed at follow-up.
Relatives of probands with schizoaffective disorder had sig-
nificantly higher rates of schizophrenia than did relatives of
probands with affective illness. These data are consistent
with the hypotheses that schizoaffective disorder results from
the co-occurrence of a high liability to both schizophrenia
and affective illness and that DSM-III-R criteria for schizo-
affective disorder define a syndrome that differs meaning-
fully from either schizophrenia or affective illness.

Strakowski (1994) examined antecedent, concurrent, and
predictive validators of the DSM-III/DSM-III-R schizo-
phreniform disorder diagnosis. Consistent data in support of
the validity of the diagnosis as either a distinct diagnostic en-
tity or a subtype of schizophrenia or affective illness could
not be found. Instead, Strakowski concluded that these pa-
tients constitute a heterogeneous group with new-onset schiz-
ophrenia, schizoaffective disorder, and atypical affective
disorder and a small subgroup with a remitting nonaffective
psychosis.

In sum, this research on the schizophrenic spectrum disor-
ders has succeeded in validating the disorders at the two ends
of the continuum, but it has largely failed to identify distinct
validators—either clinical or neurobiological—for those dis-
orders between the extremes.

Depressive Disorders

Kendler and Roy (1995) explored links between two common
diagnostic sources of lifetime major depression—family his-
tory and personal history—and three independent validators.
Although data from personal interview and family history
agreed diagnostically at only a modest level, controlling for
presence or absence of a personal interview diagnosis of
major depression permitted family history diagnosis of the
same disorder to predict future episodes of major depression,
neuroticism, and familial aggregation of major depression sig-
nificantly. Kendler et al. (1996) applied latent class analysis to
14 disaggregated DSM-III-R symptoms for major depression
reported over the course of a year by members of more than a
thousand female-female twin pairs. Three of the seven identi-
fied classes represented clinically significant depressive
syndromes: mild typical depression, atypical depression, and
severe typical depression. Depression was not etiologically
homogeneous in this sample of twins; instead it was composed
of several syndromes at least partially distinct from clinical,
longitudinal, and familial-genetic perspectives. Both studies
by this group, then, showed a convergence of old and new val-
idators of major depression. In contrast to Kendler’s research
on the schizophrenic spectrum disorders, however, the validity
of the major depression diagnostic syndrome was consistently
supported.

Haslam and Beck (1994) tested the content and latent struc-
ture of five proposed subtypes of major depression. Analysis
of self-reported symptom and personality profiles of more
than 500 consecutively admitted outpatients with a primary
major depressive diagnosis yielded clear evidence for dis-
creteness only for the endogenous subtype; the other proposed
forms lacked internal cohesion or were more consistent with a
continuous or dimensional account of major depression.

Interface of Depression and Anxiety

Clark, Watson, and Reynolds (1995) have sought to validate
co-occurring depression and anxiety by means of a tripar-
tite model that groups symptoms of these conditions into
three subtypes: (a) largely nonspecific symptoms of general
distress; (b) the manifestations of somatic tension and arousal
that are relatively unique to anxiety; and (c) the symptoms of
anhedonia specific to depression. The validity of this model
was tested in five samples—three student samples, one adult
sample, and one patient sample—in two studies reported
in 1995. Watson, Weber, et al. (1995) used the Mood and
Anxiety Symptom Questionnaire (MASQ) along with other
symptom and cognition measures to validate these hypothe-
sized symptom groups. Consistent with the tripartite model,



MASC Anxious Arousal and Anhedonic Depression scales
differentiated anxiety and depression well and also showed
excellent convergent validity. Watson, Clark, et al. (1995)
conducted separate factor analyses of the 90 items of the
MASQ. The same three factors (General Distress, Anhedonia
vs. Positive Affect, Somatic Anxiety) emerged in each of the
five data sets, suggesting that the symptom structure in this
domain is highly convergent across diverse samples. More-
over, the factors broadly corresponded to the symptom groups
proposed by the tripartite model.

Joiner and his colleagues provided additional support for the
validity of the tripartite model’s portrayal of anxiety and
depression. In three separate studies, they reported that the
model (a) distinguished among pure forms of depression and
anxiety, comorbid depression and anxiety, and mixed anxiety-
depression in a group of college students (Joiner & Blalock,
1995); (b) provided a good fit for data from self-report measures
of depression, anxiety, self-esteem, and positive and negative
affect completed by another group of undergraduates (Joiner,
1996); and (c) described validly the psychopathologic behavior
of a group of child and adolescent psychiatric inpatients (Joiner,
Catanzaro, & Laurent, 1996).

In an effort to validate Beck’s cognitive model of depres-
sion and anxiety (Beck, 1976, 1987), which shares important
assumptions with the tripartite model, Clark, Steer, and Beck
(1994) explored both common and specific symptom dimen-
sions of anxiety and depression proposed by both models
in groups of psychiatric outpatients and undergraduates.
Principal-factor analyses with oblique rotations on the items
of the Beck Depression Inventory and the Beck Anxiety In-
ventory revealed two correlated factors: depression and anx-
iety. Second-order factor analyses yielded a large general
distress or negative affect factor underlying the relationship
between the two first-order factors. These results are consis-
tent with both the tripartite and cognitive models, with cog-
nitive and motivational symptoms found to be specific to
depression and physiological symptoms found to be unique
to anxiety.

Using five standard measures of anxiety and depression,
Clark, Beck, and Beck (1994) compared symptom features
of four DSM-III subtypes of depressive and anxiety disorders
in a group of outpatients. Depression was distinguished by
anhedonia, cognitions of personal loss and failure, and dys-
phoric mood, whereas anxiety was characterized by specific
autonomic arousal symptoms, threat-related cognitions, and
subjective anxiety and tension. Major depression and panic
disorder were better differentiated by specific symptom mark-
ers than were dysthymia and generalized anxiety disorder.

Zinbarg and Barlow (1996) relied on a semistructured
clinical interview and a self-report battery of questionnaires
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to identify central features of the anxiety disorders in a large
group of patients seeking outpatient treatment. Their results
were consistent with both the DSM-III-R and DSM-1V hierar-
chical models of anxiety and the anxiety disorders, as well as
with Beck’s and with Clark and Watson’s trait models.

Criticisms of DSM-III and DSM-III-R

DSM-I1II represented a major improvement in the diagnosis
of psychopathology. Nevertheless, numerous criticisms have
also been made. Discussed in the following sections are con-
cerns regarding the propagation of diagnostic labels, defini-
tion of mental disorder, promotion of the medical model, and
its atheoretical approach.

Propagation of Diagnostic Labels

The number of diagnostic labels in DSM-III totaled more than
three times the number contained within DSM-1. For this pro-
liferation of diagnostic labels, the drafters of the instrument
were severely criticized. Child clinical psychologist Norman
Garmezy (1978), for example, expressed great concern
about the marked increase in diagnoses for childhood and
adolescent conditions. He feared that this many new diag-
noses would tempt clinicians to label unusual but normal be-
haviors of childhood as pathological, thereby stigmatizing
children who were simply behaving like children. Related
concerns were expressed shortly after DSM-IV appeared.
Social workers Kirk and Kutchins (1994), for example, ac-
cused the developers of the instrument of “diagnostic imperi-
alism” by inappropriately labeling “insomnia, worrying,
restlessness, getting drunk, seeking approval, reacting to crit-
icism, feeling sad, and bearing grudges . . . (as) possible signs
of a psychiatric illness” (p. A12).

Definition of Mental Disorder

The definition of mental disorder developed for DSM-III and
retained in DSM-III-R and DSM-IV has also been widely crit-
icized. It has been viewed both as far too broad and en-
compassing of behaviors not necessarily pathological and
criticized as insufficiently helpful to clinicians who must dis-
tinguish between uncommon or unusual behavior and psy-
chopathological behavior. The definition states the following:

Each of the mental disorders is conceptualized as a clinically sig-
nificant behavioral or psychological syndrome or pattern that oc-
curs in an individual and that is typically associated with either a
painful symptom (distress) or impairment in one or more impor-
tant areas of functioning (disability). In addition, there is an
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inference that there is a behavioral, psychological, or biological
dysfunction, and that the disturbance is not only in the relation-
ship between the individual and society. (APA, 1980, p. 6)

Addressing these concerns, Spitzer and Williams (1982)
defended the definition by noting their intention to construct
a nomenclature that would cast as wide a clinical net as pos-
sible so that persons who were suffering from even moder-
ately disabling or distressing conditions would receive the
help they needed. The promise of alternative definitions of
mental disorder proposed by Wakefield (1992, 1997) and
Bergner (1997) is evaluated later in this chapter.

Promotion of the Medical Model

Schacht and Nathan (1977), Schacht (1985), and others ques-
tioned the frequent emphasis in DSM-III on disordered brain
mechanisms in its discussions of etiology as well as its appar-
ent endorsement of pharmacological treatments in preference
to psychosocial treatments for many disorders. In response,
Spitzer (1983) justified these endorsements by noting that
the DSM-III text was intended simply to reflect the state of
knowledge of etiology and treatment. Similar concerns have
been voiced about DSM-1V (Nathan & Langenbucher, 1999).

Atheoretical Approach

DSM-III and its successors were also were criticized for their
intentionally atheoretical, descriptive position on etiology.
Critics (e.g., Klerman et al., 1984) charged that this stance
ignored the contributions of psychodynamic theory toward
fuller understanding of the pathogenesis of mental disorders
and the relationships between emotional conflict and the ego’s
mechanisms of defense. Responding to these concerns in
1984 (Klerman, Vaillant, Spitzer, & Michels, 1984), Spitzer
questioned the empirical basis for the claim that psycho-
dynamic theory had established the pathogenesis of many of
the mental disorders. In the foreword to DSM-III-R (APA,
1987), Spitzer (the primary author of the foreword) noted that
the descriptive, atheoretical approach of DSM-III and DSM-
III-R reflects “our current ignorance of the etiology and patho-
genesis of most of the mental disorders” but added that “it is
not intended to inhibit or denigrate the role of etiologic theo-
ries in psychiatry” (APA, 1987, p. xxiv).

DSM-1v

The development of DSM-III and DSM-III-R was chaired
by psychiatrist Robert Spitzer. The development of DSM-1V
was given to another psychiatrist, Allen Frances, who was

given the mandates to provide a better documentation of the
empirical support for the decisions that would be made, to
improve the utility of the manual for the practicing clinician,
and to improve congruency with International Classification
of Diseases (ICD) 10.

DSM-IV Process

The principal goal of the DSM-1V process (Frances, Widiger, &
Pincus, 1989; Nathan, 1998; Nathan & Langenbucher, 1999;
Widiger & Trull, 1993) was to create an empirically based
nomenclature. To achieve this goal, a three-stage process was
used. The process began with the appointment of 13 work
groups, each consisting of four to six individuals. They covered
the anxiety disorders; child and adolescent disorders; eating dis-
orders; late luteal phase dysphoric disorder; mood disorders; the
multiaxial system; delirium, dementia, amnesia, and other cog-
nitive disorders; personality disorders; psychiatric system inter-
face disorders; psychotic disorders; sexual disorders; sleep
disorders; and substance-related disorders.

The work groups began their work by undertaking system-
atic literature reviews designed to address unresolved diag-
nostic questions. When the literature reviews failed to resolve
outstanding questions, the work groups sought clinical data
sets that might be capable of doing so; 36 reanalyses of exist-
ing patient data sets were ultimately completed. The work
groups also designed and carried out 12 large-scale field trials
involving more than 7,000 participants at more than 70 sites
worldwide.

The DSM-1V process is thoroughly chronicled in four
sourcebooks that archive literature reviews and summarize
findings from data reanalyses and field trials. The first three
(Widiger, Frances, et al., 1994; Widiger, Francis, et al., 1996;
Widiger et al., 1997) include 155 detailed literature reviews
commissioned by the DSM-IV work groups. Volume 4 (Widiger
et al., 1998) includes summaries of the results of 36 data re-
analyses completed by nine work groups, the key findings of
12 field trials, and each work group’s final report.

DSM-1V Field Trials

Although summaries of the field trials appear in Volume 4 of
the sourcebooks, nine DSM-1V field trial reports have also been
published in journals. Field trial reports on mixed anxiety-
depression (Zinbarg et al., 1994) and oppositional defiant dis-
order and conduct disorder in children and adolescents (Lahey,
Applegate, Barkley, Garfinkel, & McBurnett, 1994) appeared
in August 1994, followed later the same year by field trial re-
ports on sleep disorders (Buysse et al., 1994) and autistic dis-
order (Volkmar et al., 1994). The following year, field trial



reports for obsessive-compulsive disorder (Foa & Kozak,
1995), somatization disorder (Yutzy et al., 1995), the mood
disorders (Keller et al., 1995), and the substance-related disor-
ders (Cottler et al., 1995) appeared. The field trial report for an-
tisocial personality disorder was published in 1996 (Widiger,
Hare, Rutherford, Corbitt, & Hart, 1996).

Most of the field trials contrasted the diagnostic sensi-
tivity and specificity of alternative sets of existing diagnos-
tic criteria—including those of ICD-10, DSM-III-R, and
DSM-11I—with one or more sets of new criteria. Many ex-
plored the impact on diagnostic reliability of changes in the
wording of criteria. Some field trials also considered the di-
agnostic consequences of differing criterion thresholds and
assessed the need for additional diagnostic categories.

Symptom data from the field trial for schizophrenia and
related psychotic disorders were recently factor analyzed
(Ratakonda, Gorman, Yale, & Amador, 1998) to determine
whether the three common schizophrenic symptom domains—
labeled positive, negative, and disorganized—also encompass
the symptoms of psychotic disorders other than schizophrenia.
These domains are apparently not exclusive to schizophre-
nia; they also describe the behavior of patients with schizo-
affective disorder and primary mood disorder.

Reliability and Validity

Most data reported to date on the reliability and validity of
DSM-1V categories have come from the field trial reports.
They suggest modest increments in the reliability of a few di-
agnostic categories (e.g., oppositional defiant disorder and
conduct disorder in children and adolescents, substance
abuse and dependence) and validity (e.g., autistic disorder,
oppositional defiant disorder in childhood and adolescence).
Unfortunately, they also report no real progress in addressing
the substantial reliability problems of the personality disor-
ders, the sleep disorders, the disorders of childhood and ado-
lescence, and some of the disorders within the schizophrenic
spectrum.

The Research Diagnostic Project (RDP) at Rutgers
University has focused on diagnostic issues in substance abuse
for several years. Initial RDP studies found the reliability of
lifetime DSM-1V diagnoses of alcohol, cannabis, cocaine, and
opiate abuse and dependence to be high (Langenbucher,
Morgenstern, Labouvie, & Nathan, 1994b). The diagnostic
concordance of DSM-III, DSM-1V, and ICD-10 for disorders
involving alcohol, the amphetamines, cannabis, cocaine, the
hallucinogens, the opiates, PCP, and the sedative-hypnotics
was found to be high for severe disorders and less so for dis-
orders barely reaching diagnostic threshold (Langenbucher,
Morgenstern, Labouvie, & Nathan, 1994a). Langenbucher
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and his colleagues (1997) also compared the predictive valid-
ity of four sets of dependence criteria and found the DSM-IV
criteria for tolerance and dependence to be less discriminating
than alternative criteria were. Finally, Langenbucher and
Chung (1995) traced the onset and staging of symptoms of al-
cohol abuse and dependence. They identified three discrete
stages—alcohol abuse, alcohol dependence, and accommoda-
tion to the illness—thereby supporting the construct validity
of alcohol abuse as a discrete first illness phase and alcohol
dependence as distinct from and succeeding abuse.

Three additional studies of DSM-1V reliability and validity
have also appeared. The first (Eaton, Anthony, Gallo, Cai, &
Tien, 1997) reported a 1-year incidence rate of 3.0 per 1,000 per
year for major depression in Baltimore, diagnosed according to
DSM-1V criteria; this rate was comparable to earlier estimates
that used DSM-11I criteria. Two other studies explored diagnos-
tic issues raised by the personality disorders. Ball, Tennen,
Poling, Kranzler, and Rounsaville (1997) examined relations
between alcohol, cocaine, and opiate abusers’ personality dis-
orders and their responses to five- and seven-factor models
of personality (respectively, the Neuroticism, Extraversion,
Openness Personality Inventory, NEO-PI; Costa & McCrae,
1989 and the Temperament and Character Inventory, TCI;
Cloninger, Svrakic, & Przybeck, 1993). NEO-PI scales were
strongly linked with specific personality disorders and TCI
scales somewhat less so, thereby adding to the growing litera-
ture attesting to the power of personality trait dimensions to
portray personality disorder validly. On exploring differences
in clinicians’ uses of Axes I and II, Westen (1997) appeared to
have identified an additional source of the diagnostic unrelia-
bility of the personality disorders. Whereas clinicians tended to
use questions taken directly from the operational criteria to
diagnose Axis I disorders, they made Axis II diagnoses more
often by “listening to patients describe interpersonal inter-
actions and observing their behavior with the interviewer”
(p. 895). The latter practice may contribute to the unreliability
of personality disorder assessment.

Gender and Cultural Bias

Corbitt and Widiger (1995) lamented the paucity of empirical
findings on gender prevalence rates in the personality dis-
orders (PDs) that contributed to the controversy surrounding
DSM-III-R’s estimates that more women than men merit the
diagnoses of histrionic PD and dependent PD. The DSM-1V
text now avoids specifying gender prevalence rates for these
disorders. DSM-IV has also added three PDs (schizoid,
schizotypal, and narcissistic) to the three (paranoid, antiso-
cial, and obsessive-compulsive) disorders that DSM-III-R in-
dicated were diagnosed more often in males than in females.
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Corbitt and Widiger ask whether DSM-IV has unintentionally
introduced diagnostic bias in the laudable effort to combat it,
by going beyond the modest empirical data on gender preva-
lence rates for the histrionic and dependent PDs. Hartung and
Widiger (1998) consider the question of gender prevalence
rates in DSM-1V diagnoses more generally. Although conclu-
sions about these rates were informed by data from several
sources—the field trials, existing data sets, and systematic lit-
erature reviews—they could possibly have been compro-
mised by sampling biases (e.g., disproportionate numbers of
one or the other gender in sample populations) or biases
within the diagnostic criteria themselves (e.g., lack of gender
neutrality in criteria sets). Hartung and Widiger claim that as
aresult, DSM-IV may retain vestiges of the gender-based bias
that characterized its predecessors.

Criticisms of DSM-1V

There is general agreement on the strong empirical base that
underlies DSM-IV. Yet even persons most involved in the
development of the instrument acknowledge limitations on
full utilization of the extensive empirical database because of
unavoidable, biased, or misleading interpretations of the data
(e.g., Kendler, 1990; Widiger & Trull, 1993).

Responding to criticisms that professional issues overshad-
owed scientific ones in the creation of DSM-IV (e.g., Caplan,
1991; Carson, 1991), Widiger and Trull (1993) defended atten-
tion to issues of utility that sometimes preempted issues of va-
lidity, such as when a valid diagnosis is de-emphasized because
so few patients meet its criteria. Nonetheless, even though
these authors admitted that the DSM-1V task force had to be
sensitive to a variety of forensic, social, international, and pub-
lic health issues, they saw the result as largely an empirically
driven instrument. They also expected many of the decisions
made during development of the instrument to continue to be
debated, in part because the database for these decisions was
often ambiguous or inadequate.

The lead review of DSM-IV in the American Journal of
Psychiatry was written by Samuel Guze (1995), akey figure in
the development of DSM-III. Although it was largely positive,
Guze’s review (1995) expressed concern that many DSM-1V
diagnostic conditions failed to meet Robins and Guze’s (1970)
criteria for diagnostic validity. He criticized the apparent
proliferation of less than fully validated diagnostic entities,
a theme others (e.g., Grumet, 1995; Kirk & Kutchins, 1992,
1994) have also sounded. To this concern, Pincus, First,
Frances, and McQueen (1996) note that although DSM-IV
contains 13 diagnoses not in DSM-III-R, it has eliminated
eight DSM-III-R diagnoses, for a net gain of only five.

CONTINUING DIAGNOSTIC CONTROVERSIES

DSM-1V is a notable improvement over the prior editions of
the APA diagnostic manual. Nevertheless, many diagnostic
controversies remain. Discussed in the following sections are
issues concerning excessive comorbidity, biases in diagnosis,
the debate over categorical versus dimensional models, and
new definitions of mental disorder.

Comorbidity

In a conceptual consideration at diagnostic comorbidity,
Klein and Riso (1993) revisited two fundamental issues:
whether disorders are discrete and natural classes or artifi-
cial categories created by the establishment of arbitrary cut-
offs on a continuum and whether categorical or dimensional
models of psychopathology better capture the essence of psy-
chopathology. (We review research on the first of these issues
in this section and research on the second later.) A phenome-
non that is pervasive in clinical research is that patients and
community participants rarely meet diagnostic criteria for
just one mental disorder, contrary to the intentions of the au-
thors of the diagnostic manual to develop criteria sets that
lead to the identification of one single pathology. Klein and
Riso listed six conceptual and statistical methods that could
be used to demonstrate the existence of discrete boundaries
between disorders and 11 possible explanations for diagnos-
tic co-occurrences; they ultimately concluded that even these
sophisticated methods may not properly account for all in-
stances of comorbidity.

Evaluating the impact of high rates of comorbidity on clin-
ical practice and research design in a large sample of young
adults, Newman, Moffit, Caspi, and Silva (1998) concluded
that groups that underrepresent comorbidity (e.g., student
samples) probably also underestimate effect sizes for rela-
tions between a disorder and its correlates (e.g., physical
health problems, interference with daily living, use of treat-
ments, etc.), whereas groups that overrepresent comorbidity
(e.g., clinical samples) overestimate effect sizes.

Concerns about the nature and extent of comorbidity led to
the development of the National Comorbidity Survey (NCS),
a nationwide stratified multistage survey of the U.S. popula-
tion from 15 through 54 years of age. In an initial NCS report,
Blazer, Kessler, McGonagle, and Swartz (1994) reported
higher 30-day and lifetime prevalence estimates of major
depression than the estimates reported in the ECA study
and confirmed the high rates of co-occurrence between major
depression and a range of other mental disorders. Kessler
et al. (1995) examined the prevalence and comorbidity of



DSM-III-R posttraumatic stress disorder (PTSD) in a second
NCS article. PTSD was strongly comorbid with other lifetime
DSM-III-R disorders in both men and women—especially
the affective disorders, the anxiety disorders, and the sub-
stance use disorders. In another NCS report, Magee, Eaton,
Wittchen, McGonagle, and Kessler (1996) reported that life-
time phobias are highly comorbid with each other, with other
anxiety disorders, and with affective disorders; they were
more weakly comorbid with alcohol and drug dependence. As
with major depression, comorbid phobias are generally more
severe than pure phobias.

Four additional comorbidity studies all investigated the
frequent co-occurrence of substance-related and other psychi-
atric disorders. Two (Hudziak et al., 1996; Morgenstern,
Langenbucher, Labouvie, & Miller, 1997) explored links
between PDs and substance abuse; a third (Brown et al., 1995)
traced the clinical course of depression in alcoholics; the fourth
(Fletcher, Page, Francis, Copeland, & Naus, 1996) investigated
cognitive deficits associated with long-term cannabis use. All
confirmed that substance abuse and the PDs—especially bor-
derline and antisocial PD—co-occur at high frequency, as does
substance abuse and mood disorder as well as long-term sub-
stance abuse and cognitive dysfunction.

Reflecting recent clinical interest in comorbid mental and
physical disorders, Sherbourne, Wells, Meredith, Jackson,
and Camp (1996) reported that patients with anxiety disorder in
treatment for chronic medical conditions like hypertension, di-
abetes, or heart disease functioned at levels lower than those of
medical patients without comorbid anxiety. These differences
were most pronounced in mental-health-related quality-of-life
measures and when anxiety rather than depression was comor-
bid with the chronic medical conditions. A study with related
aims (Johnson, Spitzer, Williams, Kroenke, & Linzer, 1995)
reported that many of the primary care medical patients they
studied also suffered from alcohol abuse or dependence;
nearly half also had other co-occurring mental disorders. Al-
though the substance abusers reported poorer health and greater
functional impairment than did primary care patients without
any mental disorders, they were less impaired than were
patients who were diagnosed with mood, anxiety, eating, or
somatoform disorders.

O’Connor, McGuire, Reiss, Hethering, and Plomin (1998)
attempted to fit adolescent and parent reports and observa-
tional measures of depressive symptoms and antisocial be-
havior from a national sample of 720 same-sex adolescents to
behavioral genetic models to determine the respective genetic
and environmental influences on individual differences in
and co-occurrence of the two psychopathological behav-
iors. Approximately half the variability in the depressive
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symptoms and antisocial behaviors could be attributed to
genetic factors, although shared and nonshared environmen-
tal influences were also significant.

Reflecting another major societal concern, a 1996 issue
of Archives of General Psychiatry featured five reports
on the co-occurrence of violence and mental illness (Eronen,
Hakola, & Tiihonen, 1996; Hodgins, Mednick, Brennan,
Schulsinger, & Engberg, 1996; Jordan, Schlenger, Fairbank,
& Caddell, 1996; Teplin, Abram, & McClelland, 1996;
Virkkunen, Eggert, Rawlings, & Linnoila, 1996). Summariz-
ing the principal findings from these studies, Marzuk (1996)
observed that this relationship “appears strongest for the se-
vere mental illnesses, particularly those involving psychosis,
and it is increased by the use of alcohol and other psycho-
active substances” (pp. 484—-485). Results from a 26-year
prospective study of a 1966 Finnish birth cohort (Tiihonen,
Isohanni, Rasanen, Koiranen, & Moring, 1997) supported
the same conclusions: Risk for criminal behavior was sig-
nificantly higher among persons with psychotic disorders,
especially persons suffering from alcohol-induced psychoses
or schizophrenia and coexisting substance abuse.

Overall, the extensive research on comorbidity to date
has confirmed both the identity of the disorders most commonly
comorbid (e.g., substance-related disorders, personality disor-
ders, depression, anxiety) and comorbidity’s substantial adverse
social, physical, psychological, and psychiatric consequences.

Diagnostic Bias

Diagnostic biases based on race and gender have recently been
confirmed. Garb (1997) concluded that African American and
Hispanic patients are less likely than Caucasians are to be di-
agnosed with psychotic mood disorder and more likely to be
diagnosed with schizophrenia despite comparable symptoms.
Becker and Lamb (1994) reported that females are more likely
to be diagnosed with histrionic personality disorder than are
males, whereas males are more likely than females are to be
diagnosed with antisocial personality disorder despite equiva-
lent symptoms. Depression is also diagnosed more often in
women than it is in men, even when symptoms of mood disor-
der are comparable across the genders (Potts, Burnam, &
Wells, 1991). Gender also influences the differential diagnosis
of major depression and organic mental disorder (Wrobel,
1993). Both male and female clinicians show these gender-
based diagnostic biases (Adler, Drake, & Teague, 1990).

An important question for future research is the source
and nature of these apparent biases. Biases can be inherent to
a diagnostic nomenclature (e.g., the presence of a particular
diagnosis could reflect cultural biases within the organization
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that constructed the nomenclature), or they could be confined
to the diagnostic criteria (i.e., the disorder does in fact exist
but the criteria set is biased against a particular ethnic or gen-
der group), clinicians’ applications of the criteria set, or in-
struments of assessment. Biases in assessment are discussed
in more detail within volume 10 (devoted entirely to the topic
of assessment) of this series.

The Categorical-Dimensional Debate

Categorical versus dimensional classification first became a
matter of concern when DSM-III more than doubled the num-
ber of diagnoses included in its predecessors. As diagnoses
proliferated with DSM-III and DSM-1V, the frequency of co-
morbidity substantially increased, causing clinicians to ask
whether the comorbidity that resulted represented the co-
occurrence of two or more separate mental disorders or a
single disorder that had simply been labeled in different
ways. As a consequence, the advantages and disadvantages of
dimensional and categorical approaches to personality and di-
agnosis has begun to be debated and explored extensively
(e.g., Clark, Livesley, & Morey, 1997; Clark, Watson, &
Reynolds, 1995; Klein & Riso, 1993; Widiger, 1997b). The
focus of these efforts has been primarily on the personality
disorders, in which symptom overlap is greatest, but the is-
sues and proposals apply to other sections of the manual as
well. For example, Watson and Clark (1995), Watson, Clark,
et al. (1995), and Watson, Weber, et al. (1995) have explored
dimensions that underlie depression and anxiety. Some of that
research has already been considered previously, in our re-
view of efforts to validate DSM-III and DSM-III-R diagnoses.
The research has also been reviewed extensively by Mineka,
Watson, and Clark (1998), as well as by Clark (2000).

According to Clark (1999), dimensional approaches to
personality disorder (a) are theoretically consistent with the
complexity of symptom patterns that is observed clinically,
(b) increase reliability, (c) are theoretically consistent with
the observed lack of discrete boundaries between different
types of psychopathology and between normality and psy-
chopathology, and (d) provide a basis for understanding
symptom heterogeneity within diagnoses by retaining infor-
mation about component trait levels.

Clark (1999) distinguished between two different dimen-
sional approaches to the personality disorders. The first, rooted
in the traditional categorical system, conceptualizes each sep-
arate disorder as a continuum, so that in principle any patient
could exhibit different levels of traits of several personality
disorders. The alternative is the trait dimensional approach, in
which assessment aims to create a profile of the personality
traits that underlie the disorder. Although several instru-

ments that reflect the higher order factors describing normal
personality have proven useful for studying relations between
personality and personality disorders (e.g., Widiger, 1993),
only recently have instruments been developed specifically
for the purpose of tapping into the lower order traits relevant
to personality disorders. These include the 15-dimension
Schedule for Nonadaptive and Adaptive Personality (SNAP;
Clark, 1993) and the 18-dimension Dimensional Assessment
of Personality Pathology—Basic Questionnaire (DAPP-BQ;
Livesley, 1990).

In unpublished research by Clark and her colleagues rela-
ting diagnostic and trait dimensional approaches to personality
disorder (Clark, 1999), two patient samples were interviewed
with the Structured Interview for DSM-III-R Personality
Disorders—Revised (SIDP-R; Pfohl, Blum, Zimmerman, &
Stangl, 1989) and completed the SNAP. Multiple correlations
between SNAP scales and diagnostic interview scores revealed
a great deal of common variance: The information in a SNAP
profile enabled prediction of between one quarter and three
quarters of the variance in the interview-based diagnostic rat-
ings, suggesting that the trait dimensions assessed by the SNAP
underlie clinical ratings of personality pathology. These find-
ings are especially impressive in view of datareviewed by Clark
et al. (1997) to the effect that obtaining convergent validity for
measures of PD assessment has been extremely difficult.

It is widely believed that categorical and dimensional models are
inherently incompatible, and that one must choose between them.
In actuality, however, it is more accurate to describe these mod-
els as existing in a hierarchical relation to one another, with
dimensions being the blocks from which categories may be built.
(Clark et al., 1997, p. 206)

O’Connor and Dyce (1998) recently reviewed the clinical
data supporting the several models of PD configuration. They
found moderate support for the DSM-IV dimensions and
Cloninger’s (1987) tridimensional theory, and they found
stronger support for the five-factor model (Widiger, Trull,
Clarkin, Sanderson, & Costa, 1994) and Cloninger and
Svrakic’s (1994) empirically derived seven-factor model. On
balance, they concluded that four of the five factors within
the five-factor model explain the bulk of the variance associ-
ated with PD. Unfortunately, these authors failed to include
in their comparisons either the tripartite model or the trait di-
mensional approaches characterized by the SNAP and the
DAPP-BQ. The integration of the SNAP and DAPP-BQ
models with the five-factor model has been demonstrated in
studies by Clark and Reynolds (2001) and Clark and Livesley
(1994). However, although impressive progress has been
made in recent years in amassing conceptual and historical



support for dimensional versus categorical approaches to the
personality disorders and other overlapping psychopatholog-
ical entities, the ultimate utility of the trait dimensional ap-
proach will not be known until substantially more research
data have been gathered that demonstrate empirically the ad-
vantages of this approach to these disorders.

New Definitions of Mental Disorder

As previously indicated, a continuing criticism of DSM-III
and DSM-1V has been their definition of mental disorders,
which critics have seen as so broad and all-encompassing
as to include many nonpathological behaviors within its
purview. As a result, alternative definitions have been pro-
posed. Two of the most widely discussed of these are briefly
reviewed here.

Wakefield’s Harmful Dysfunction

Wakefield first defined mental disorder as harmful dysfunc-
tion in 1992 and in subsequent publications (e.g., 1997,
1999a, 1999b) defended and clarified the definition. To Wake-
field, whether a condition is harmful requires a value judg-
ment as to its desirability or undesirability, and dysfunction
refers to a system’s failure to function as shaped by processes
of natural selection.

A condition is a mental disorder if and only if (a) the condition
causes some harm or deprivation of benefit to the person as
judged by the standards of the person’s culture (the value crite-
rion), and (b) the condition results from the inability of some
mental mechanism to perform its natural function, wherein a nat-
ural function is an effect that is part of the evolutionary explana-
tion of the existence and structure of the mental mechanism
(the explanatory criterion). (Wakefield, 1992, p. 385)

Bergner (1997), however, has argued that Wakefield’s
harmful dysfunction conceptualization requires clinicians to
make judgments about patients’ mental mechanisms and that
many such judgments cannot reliably be made. Lilienfeld and
Marino (1995, 1999) also take issue with Wakefield’s defini-
tion. They argue that many mental functions are not direct evo-
lutionary adaptations but are instead neutral by-products of
adaptations. They also note that the concept of the evolution-
arily designed response neglects the fact that natural selection
often produces extreme behavioral variability across individ-
uals and that many disorders that have achieved consensus are
best portrayed as evolutionarily adaptive responses to danger,
threat, or loss.

Disagreeing, Spitzer (1997) calls Wakefield’s construct
a “brilliant breakthrough” (p. 259) because it emphasizes
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that what is not working in the organism is the function that
we expect to be present and in operation by virtue of evolu-
tion and selection. Richters and Hinshaw (1997) also laud
Wakefield’s construct, even though they acknowledge that it
requires a thorough knowledge of internal, neurobiological
operations as well as value judgments about external, social
data—both requirements that are difficult to satisfy.

Bergner and Ossorio’s Significant Restriction

Claiming that consensus on a definition of psychopathology
has not been achieved despite years of trying, Bergner (1997)
concluded that this situation has seriously affected efforts to
study psychopathology, to treat it, and to deal with its social
consequences. He endorsed a definition of psychopathology
previously proposed by Ossorio (1985): Psychopathology is
best defined as “significant restriction in the ability of an
individual to engage in deliberate action and, equivalently,
to participate in available social practices” (Bergner, 1997,
p- 246). This definition “meets the intellectual criteria that an
adequate definition represent a non-empirical articulation of
the necessary and sufficient conditions for correct application
of a concept, and that it successfully discriminate instances of
a concept from non-instances.”

Comparing Bergner’s definition to his own (Wakefield,
1992), Wakefield (1997) concluded that it is neither neces-
sary nor sufficient to define a disorder. Its most serious prob-
lem is its overinclusiveness: Many restrictions on deliberate
action are imposed in normal mental functioning. By con-
trast, Wakefield understandably affirmed that his own
harmful dysfunction analysis, criticized by Bergner (1997),
adequately discriminates between disorder and nondisorder.
Spitzer (1997), whose own attempt to define mental disorder
is represented by DSM-III (APA, 1980) and its successors,
admitted to fatigue at efforts to define psychopathology and
expressed uncertainty over the value of a consensus defini-
tion. He wrote that the Bergner-Ossorio definition simply
“muddles the issues,” whereas he lauded Wakefield’s harm-
ful dysfunction conceptualization as a “brilliant break-
through” because it clarifies important underlying issues
(p- 259). Although Widiger (1997a) was pleased that Bergner
addressed the fundamental issues and principal difficulties in
defining mental illness, he agreed with others that the
Bergner-Ossorio definition of mental disorder ultimately will
not be more successful than earlier efforts were. A major rea-
son is the absence of distinct boundaries between either
physical disorders or normality for the construct proposed—
an attraction for a scientist like Widiger who has espoused di-
mensional approaches to some forms of psychopathology.
Finally, Nathan (1997) took issue with Bergner’s statement



18 Diagnosis and Classification

that a consensus on a definition of mental disorder does not
exist, in view of the widespread acceptance of the value of
DSM-1V and its predecessors by mental health professionals.
Moreover, Nathan (1997) noted, however attractive Bergner’s
construct may be, in the final analysis, data on utility—absent
to this time—will be the ultimate arbiter of the construct’s
worth.

In a subsequent expansive articulation of his position,
Bergner (in press) restated and defended his conception of
pathology as behavioral disability or functional impairment,
concluded that it unifies theoretically divergent explanations
of psychopathology, offered a consequent model of integra-
tive psychotherapy, and weighed the considerable scientific
and clinical implications of this integrative framework.

NEW QUANTITATIVE METHODS FOR
DIAGNOSTIC AND CLASSIFICATION RESEARCH

The advanced quantitative techniques described in this sec-
tion of the chapter increasingly have been brought to bear on
problems of diagnosis and classification. The success to date
of these efforts suggests even greater use of these approaches
in the future.

Event-History Analysis

Event-history techniques such as survival-hazard analysis (Cox
& Oakes, 1984; Singer & Willett, 1991) appear to hold great
promise for all levels of nosologic analysis—subcriterion, crite-
rion, and composite algorithm—for which longitudinal data are
available. To date, survival-hazard analysis has been applied to
both the onset of depression, alcoholism, marijuana use, and
other mental disorders at the syndrome level (e.g., Burke,
Burke, Rae, & Regier, 1991) and the individual symptom
level (Langenbucher & Chung, 1995; Martin, Langenbucher,
Kaczynski, & Chung, 1996; Rosenberg & Anthony, 2001).
Survival methods generate two kinds of functions. The
survival function estimates the proportion of individuals
(cases) at each point in time to have escaped (survived) the
onset of an index event such as the emergence of a psycho-
logical symptom or syndrome. Survival curves with steep
slopes represent events that tend to occur relatively early;
gradual slopes indicate that the events have occurred later.
The hazard function estimates the likelihood that a case that
has not yet experienced an event will do so during that pe-
riod. An advantage of survival-hazard analysis for noso-
logic research on illness onset and symptom staging is its
capacity to accommodate cases that have not yet developed
the problem (so-called right-censored data); other methods

only use data from frankly ill or fully symptomatic subjects
with (presumably) more severe illnesses. Another advan-
tage is that survival-hazard analysis shows changes in risk
and onset patterns across time rather than revealing only a
cross-sectional view. The method produces a graphic plot of
case survival and hazard, an intuitive and appealing mode
of presenting data that often highlights relationships—such
as symptom clusters or stages (e.g., Langenbucher &
Chung, 1995)—that are otherwise obscure.

Item Response Theory

Item response theory (IRT) focuses on the distribution of in-
dividuals’ response patterns for a given set of items and offers
the researcher a choice of models for understanding item
or criterion behavior (Hambleton, Swaminathan, & Rogers,
1991).

The two-parameter logistic IRT model appears most rele-
vant to the situation in which diagnostic symptoms are as-
sessed by structured interview. Two-parameter IRT obtains
estimates of each symptom’s discrimination and threshold
parameters. An item’s discrimination is its ability to distin-
guish subjects with levels of the latent trait (the underlying
dimension of illness severity) above or below the item’s
threshold. An item’s threshold is the point on the underlying
dimension or trait at which 50% of respondents endorse the
item (i.e., report that they have the symptom). Threshold is
therefore closely related to the construct of item difficulty in
classical psychometrics. Discrimination and threshold, called
the a and b parameters, respectively (Hambleton et al., 1991),
can be presented graphically as an item response function
or IRF. Plotted for each item or symptom, the IRF is an
S-shaped normal ogive function that shows the probability
that the symptom will be endorsed at each level of the latent
trait. IRFs express discrimination as slope (gradually sloping
IRFs indicate items with low discrimination and steeply slop-
ing IRFs indicate items with high discrimination) and express
threshold as horizontal displacement on the latent trait axis
(IRFs displaced far to the right indicate items with high
threshold and IRFs displaced to the left indicate items with
low threshold). IRFs can be used to construct a scale that pro-
vides a parsimonious assessment of individual respondents’
positions on the underlying or latent dimension. An opti-
mally constructed scale consists of items with discrimination
greater than 1.0 and thresholds relatively evenly dispersed
from low to high, in order to cover the full range of the un-
derlying dimension.

Two-parameter IRT appears especially useful for under-
standing patterns of responses to structured or semistruc-
tured diagnostic interviews. In this situation IRT assumes
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unidimensionality of the underlying dimension of psy-
chopathology, requiring a preliminary stage of factor analysis
to ensure that the diagnostic questions can be adequately mod-
eled by a single underlying dimension—for example, depres-
sion, cognitive disorganization, and so forth. Thisis alimitation
of the method because unidimensionality is a firm requirement
for IRT. Although they are not yet widely used at this time, IRT-
based analyses are powerfully heuristic and are beginning to
surface in analyses of both discrete diagnostic instruments—
for example, Cooke and Michie’s (1997) analysis of the Hare
Psychopathy Checklist-Revised (Hare, 1991) and Kirisci,
Moss, and Tarter’s (1996) analysis of the Situational Confi-
dence Questionnaire (Annis & Graham, 1987)—and DSM-1V
diagnostic criteria themselves (Langenbucher et al., 2000).

Latent Class Analysis

Latent class analysis (LCA; McCutcheon, 1987) has been
used to explore naturally occurring subtypes within a previ-
ously homogeneous collection of cases. LCA has much in
common with and can be viewed as a categorical form of
conventional factor analysis.

Different symptom profiles exist even for members of
the same diagnostic category—for example, some alcoholics
complain principally of physiological symptoms, whereas
others experience loss of control, just as some schizophren-
ics complain of dramatic positive symptoms, whereas others
are withdrawn, with predominantly negative symptom pro-
files. LCA assumes that these different profiles are the result of
the presence within the diagnostic group of a limited number
of mutually exclusive subtypes or latent classes, each with
its own characteristic symptom profile. LCA identifies the
structure and number of these latent classes by maximizing
goodness of fit across models with different numbers and com-
position of latent classes. Results of LCA include membership
probabilities—a statement of the expected prevalence of each
latent class within the data set—and symptom endorsement
probabilities (SEPs), which reflect the likelihood that a mem-
ber of a particular class will endorse an item or symptom as
present.

Although it is quite new, LCA has generated a great deal
of excitement in subtyping research because it creates strong,
falsifiable models. It has been applied successfully to studies
of the latent classes of alcoholism (Bucholz et al., 1996), eat-
ing disorders (Bulik, Sullivan, & Kendler, 2000), depression
(Chen, Eaton, Gallow, & Nestadt, 2000), and social phobia
(Kessler, Stein, & Berglund, 1998), among other types of
mental disorder. Bucholz et al.’s (1996) study underlined the
centrality of substance-specific withdrawal in alcoholism and
of nosologic instability—issues that have been a matter of

debate for several decades. Kessler et al.’s (1998) study
showed that social phobia is actually a conglomerate of two
separate fear types—pure speaking fear versus more diffuse
social fear—based on performance and interactional anxiety.

Taxometric Analyses

Meehl and his colleagues have developed a variety of statistical
techniques, coined faxometrics, for exploring the latent struc-
ture of psychological constructs. These techniques are statisti-
cal procedures that analyze relationships within and between
variables that would be uniquely indicative of latent classes, re-
ferred to as taxons (Meehl, 1995; Widiger, 2001).

One of the first taxometric techniques was maximum co-
variance analysis or MAXCOV (Waller & Meehl, 1998).
MAXCOV permits investigation of relationships among sev-
eral fallible but valid indicators of a disorder. Two indicators
are correlated with one another across groups identified by
the scores obtained on the indicators. For example, two of the
diagnostic criteria for a major depressive disorder could be
correlated with one another in persons with only one, two,
three, four, or more of the remaining diagnostic criteria for
depression. The analyses are repeated using two other diag-
nostic criteria and are repeated again and again until all
possible pairs of indicators have been correlated with one an-
other. The average distribution of correlations is then ob-
tained. If the distribution of averaged correlations lies flat
along the levels of the other indicators, then the distribution
is said to be consistent with a continuous, dimensional vari-
able; if there is a clear peak in the distribution of correlations,
then the distribution is said to be consistent with a categorical
variable.

Additional taxometric techniques include mean above
minus mean below a cut (MAMBAC; Waller & Meehl, 1998),
maximum eigenvalue (MAXEIG; Waller & Meehl, 1998), and
latent mode factor analysis (L-MODE; Waller & Meehl, 1998).
MAXEIG is a multivariate generalization of MAXCOV. Like
MAXCOV, MAXEIG examines the degree of covariation be-
tween indicators along successive points along another indica-
tor. However, whereas MAXCOV considers the covariance
between a pair of indicators, MAXEIG considers the eigen-
value (the multivariate analogue of covariance) of the first
principal factor of the matrix of all remaining indicators.

MAMBALC creates a series of cuts along one indicator and
examines differences in scores on a second indicator for cases
falling above and below each cut. If the latent structure is tax-
onic, a plot of these differences should be peaked (suggesting
the presence of an optimal cutting score). If there are no
underlying latent class taxons, then the plot should take
on a dish-shaped curve that would be characteristic of a
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dimensional latent structure. L-MODE works by factor ana-
lyzing all available indicators and examining the distribution
of scores on the first principal factor. If the construct is taxonic,
factor scores should be bimodally distributed; if the construct
is dimensional, factor scores should be unimodally distributed.
Most researchers use more than one taxometric analysis in
any given study because the consistency of findings across
different taxometric techniques is considered to be most in-
formative. These techniques have been used in many diag-
nostic studies, including studies of the latent class structure of
depression (Haslem & Beck, 1994; Ruscio & Ruscio, 2000),
schizotypia (Lenzenweger & Korfine, 1992), and dissociation
(Waller, Putnam, & Carlson, 1996; Waller & Ross, 1994).

Receiver-Operator Characteristic Analysis

Typically, DSM-III, DSM-III-R, or DSM-1V diagnoses are
entered if a patient meets some minimum number of
symptoms—three of a possible nine for a diagnosis of
substance dependence, five of a possible nine for a major de-
pressive episode. A shortcoming of the DSM tradition, how-
ever, has been the promulgation of these clinical thresholds or
cut points in an essentially arbitrary way, as the result of expert
consensus rather than empirical research. Receiver-operator
characteristic (ROC) analysis represents an attractive alterna-
tive to this arbitrary approach because it is capable of suggest-
ing symptom thresholds with optimum points of balance
between diagnostic sensitivity and specificity (Hsiao, Bartko,
& Potter, 1989)

At each possible cut point—one of seven possible symp-
toms, two of seven, three of seven, and so on—ROC plots di-
agnostic sensitivity (the proportion of ill cases diagnosed as ill)
against specificity (the proportion of well cases diagnosed as
well) in a simple bivariate space, so that the effect on diagnos-
tic positivity and base rates of setting the cut point at different
levels can be studied. A refinement, quality ROC (QROC;
Clarke & McKenzie, 1994) compares different ROC curves
for different symptom combinations, identifying threshold
levels of particular symptom combinations that are more effi-
cient than others. Although they are not yet widely used, ROC-
based methods have begun to show substantial promise for
selecting symptom thresholds and profiles that are most sensi-
tive to cases of true illness. For example, Cassidy, Chapman,
Kwapil, Eckblad, and Zinser (2000) have validated a proposed
algorithm for mixed bipolar episode that requires two of a pos-
sible six dysphoric symptoms and Mota and Schachar (2000)
developed, with ROC-based methods, specific combinations
of ADHD symptoms; these combinations were two to three
times more efficient than were stock DSM-IV algorithms in
discriminating hyperactive from normal children.

A FINAL WORD

Although we have worked hard to ensure that this chapter ac-
curately reflects the problems—substantial, controversial, and
perplexing—that continue to burden syndromal diagnosis, we
have worked just as hard to represent the extensive empirical
support for the validity of DSM-1IV (APA, 1994). Neverthe-
less, few would disagree that substantial improvement will
have to be made to the processes as well as the conceptual un-
derpinnings of syndromal diagnosis more generally. We have
suggested both some of the problems that must be faced and
some of the research methods that will be deployed to address
these problems if such substantial improvement in the perfor-
mance of our diagnostic systems is, in fact, to be gained.

We are confident that very significant improvements in the
reliability, external validity, coverage, and cultural coherence
of our diagnostic systems will be made in DSM-V and its suc-
cessors because nosology is a maturing field widely and
rightly viewed as crucial to the development of the mental
health sciences generally. It is possible that DSM-IV’s succes-
sors will take a very different form and perhaps even be based
on a completely different set of underlying assumptions, such
as adimensional rather than categorical view of mental illness.
Nonetheless, it is also true that DSM-IV’s current categorical
structure conveys in easily accessible form valuable informa-
tion on etiology, epidemiology, psychopathology, associated
features, and treatment of most forms of human psycho-
logical suffering. The organization of the chapters that follow
in this text attests to the utility and validity of this nomencla-
ture, even though virtually every chapter author, if asked,
could readily volunteer his or her own concerns with the
present system.
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From the time that modern views of mental illness emerged
in the late eighteenth and early nineteenth centuries, signifi-
cantly less attention has been given to mental health problems
in children than it has to problems in adults (Rie, 1971). Even
today there are far fewer categories for diagnosing mental
disorders in children, and these categories vary in their sensi-
tivity to developmental parameters and context. Current
knowledge of child and adolescent disorders is compromised
by a lack of child-specific theories, by an unsystematic ap-
proach to research (Kazdin, 2001), and by the inherent con-
ceptual and research complexities (Kazdin & Kagan, 1994),
which may explain why there are far fewer empirically sup-
ported treatments for children than for adults (Chambless &
Ollendick, 2001). Despite these caveats, tremendous ad-
vances have been made over the last decade (Mash &
Barkley, 1996; Mash & Wolfe, 2002; Rutter & Sroufe, 2000).
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New conceptual frameworks, new knowledge, and new re-
search methods have greatly enhanced our understanding of
childhood disorders (Cicchetti & Cohen, 1995; Sameroff,
Lewis, & Miller, 2000) as well as our ability to assess and
treat children with these problems (Mash & Barkley, 1998;
Mash & Terdal, 1997b).

We begin with a discussion of the significance of children’s
mental health problems and the role of multiple interacting
influences in shaping adaptive and maladaptive patterns
of behavior. Next we provide a brief overview of disorders of
childhood and adolescence and related conditions as de-
fined by current diagnostic systems (American Psychiatric
Association; APA, 2000). We then consider two common cat-
egories of problems in children and adolescents: externalizing
disorders (disruptive behavior disorders; attention-deficit/
hyperactivity disorder, ADHD), and internalizing disorders
(mood disorders, anxiety disorders). We illustrate current
issues and approaches to child and adolescent disorders by
focusing on ADHD and anxiety disorders as examples. In
doing so we consider the main characteristics, epidemiology,
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developmental course, associated features, proposed causes,
and an integrative developmental pathway model for each of
these disorders. We conclude with a discussion of current
issues and future directions for the field.

THE SIGNIFICANCE OF CHILDREN’S MENTAL
HEALTH PROBLEMS

Long-overdue concern for the mental health of children and
adolescents is gradually coming to the forefront of the politi-
cal agenda. For example, in the United States the new mil-
lennium witnessed White House meetings on mental health
in young people and on the use of psychotropic medications
with children. A Surgeon General’s Conference on Children’s
Mental Health resulted in an extensive report and recommen-
dations (U.S. Public Health Service, 2001a), closely followed
by a similar report on youth violence (U.S. Public Health Ser-
vice, 2001b). Increasingly, researchers in the fields of clinical
child psychology, child psychiatry, and developmental psy-
chopathology are becoming attentive to the social policy im-
plications of their work and in effecting improvements in the
identification of and services for youth with mental health
needs (Cicchetti & Toth, 2000; Weisz, 2000c). Greater recog-
nition is also being given to factors that contribute to chil-
dren’s successful mental functioning, personal well-being,
productive activities, fulfilling relationships, and ability to
adapt to change and cope with adversity (U.S. Department
of Health and Human Services, 2000; U.S. Public Health
Service, 2001a).

The increase in attention to children’s mental health prob-
lems derives from a number of sources. First, many young
people experience significant mental health problems that
interfere with normal development and functioning. As many
as one in five children in the United States experience some
type of difficulty (Costello & Angold, 2000; Roberts,
Attkisson, & Rosenblatt, 1998), and 1 in 10 have a diagnos-
able disorder that causes some level of impairment (B. J.
Burns et al., 1995; Shaffer et al., 1996). These numbers likely
underestimate the magnitude of the problem because they do
not include a substantial number of children who manifest
subclinical or undiagnosed disturbances that may place them
at high risk for the later development of more severe clinical
problems (McDermott & Weiss, 1995).

Moreover, the frequency of certain childhood disorders—
such as antisocial behavior and some types of depression—may
be increasing as the result of societal changes and conditions
that create growing risks for children (Kovacs, 1997). Among
these conditions are chronic poverty, family breakup, single
parenting, child abuse, homelessness, problems of the rural

poor, adjustment problems of immigrant and minority chil-
dren, and the impact of HIV, cocaine, and alcohol on children’s
growth and development (Duncan, Brooks-Gunn, & Klebanov,
1994; McCall & Groark, 2000). Evidence gathered by the
World Health Organization suggests that by the year 2020,
childhood neuropsychiatric disorders will rise proportionately
by over 50% internationally—to become one of the five most
common causes of morbidity, mortality, and disability among
children (U.S. Public Health Service, 2001a).

For a majority of children who experience mental health
problems, these problems go unidentified—only about 20%
receive help, a statistic that has not changed for some time
(B. J. Burns et al., 1995). Even when children are identified
and receive help for their problems, this help may be less
than optimal. For example, only about half of children with
identified ADHD seen in real-world practice settings receive
care that conforms to recommended treatment guidelines
(Hoagwood, Kelleher, Feil, & Comer, 2000). The fact that so
few children receive appropriate help is probably related
to such factors as inaccessibility, cost, parental dissatisfaction
with services, and the stigmatization and exclusion often
experienced by children with mental disorders and their
families (Hinshaw & Cicchetti, 2000).

Unfortunately, children with mental health problems who
go unidentified and unassisted often end up in the criminal
justice or mental health systems as young adults (Loeber &
Farrington, 2000). They are at a much greater risk for drop-
ping out of school and for not being fully functional members
of society in adulthood, which adds further to the costs of
childhood disorders in terms of human suffering and financial
burdens. For example, average costs of medical care for
youngsters with ADHD are estimated to be double those
for youngsters without ADHD (Leibson, Katusic, Barberesi,
Ransom, & O’Brien, 2001). Moreover, allowing just one
youth to leave high school for a life of crime and drug abuse
is estimated to cost society from $1.7 to $2.3 million (Cohen,
1998).

UNDERSTANDING DISORDERS OF CHILDHOOD
AND ADOLESCENCE

Much of what we know about disorders of childhood and
adolescence is based on findings obtained at a single point in
the child’s development and in a single context. Although it is
useful, such information is incomplete because it fails to cap-
ture dynamic changes in the expression and causal factors
that characterize most forms of child psychopathology. Only
in the last two decades have efforts to describe and explain
psychopathology in children included longitudinal methods



and conceptual models that are sensitive to developmental
change and the sociocultural context (Cicchetti & Aber,
1998; Boyce et al., 1998; Garcia Coll, Akerman, & Cicchetti,
2000).

The study of child psychopathology is further complicated
by the fact that most childhood disorders do not present in
neat packages, but rather overlap, co-exist, or both with other
disorders. For example, symptoms of anxiety and depression
in childhood are highly correlated (Brady & Kendall, 1992;
Compas & Oppedisano, 2000), and there is also much overlap
among emotional and behavioral disorders, child maltreat-
ment, substance abuse, delinquency, and learning difficulties
(e.g., Greenbaum, Prange, Friedman, & Silver, 1991). Many
behavioral and emotional disturbances in children are also
associated with specific physical symptoms, medical condi-
tions, or both.

Furthermore, few childhood disorders can be attributed
to a single cause. Although some rare disorders such as
phenylketonuria (PKU) or Fragile X mental retardation may
be caused by a single gene, current models in behavioral ge-
netics recognize that more common and complex disorders
are the result of multigene systems containing varying effect
sizes (Plomin, 1995). Most childhood disorders are the result
of multiple and interacting risk and protective factors, causal
events, and processes (e.g., Ge, Conger, Lorenz, Shanahan, &
Elder, 1995). Contextual factors such as the child’s family,
school, community, and culture exert considerable influence,
one that is almost always equivalent to or greater than those
factors usually thought of as residing within the child (Rutter,
2000b).

Like adult disorders, causes of child psychopathology are
multifaceted and interactive. Prominent contributing causes
include genetic influences, neurobiological dysfunction, dif-
ficult infant temperament, insecure child-parent attachments,
problems in emotion regulation or impulse control, maladap-
tive patterns of parenting, social-cognitive deficits, parental
psychopathology, marital discord, and limited family re-
sources, among others. The causes and outcomes of child
psychopathology operate in dynamic and interactive ways
across time and are not easy to disentangle. The designation
of a specific factor as a cause or an outcome of child
psychopathology usually reflects the point in an ongoing
developmental process that the child is observed and the
perspective of the observer. For example, a language deficit
may be viewed as a disorder (e.g., mixed receptive-
expressive language disorder), the cause of other problems
(e.g., impulsivity), or the result of some other condition or
disorder (e.g., autism). In addition, biological and environ-
mental determinants interact at all periods of development.
For example, the characteristic styles used by parents in
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responding to their infants’ emotional expressions may
influence the manner in which patterns of cortical mappings
and connections within the limbic system are established
during infancy (Dawson, Hessl, & Frey, 1994). Thus, early
experiences may shape neural structure and function, which
may then create dispositions that direct and shape the child’s
later experiences (Dawson, Ashman, & Carver, 2000).

The experience and the expression of psychopathology in
children are known to have cognitive, affective, physiologi-
cal, and behavioral components; consequently, many differ-
ent descriptions and definitions of abnormality in children
have been proposed (Achenbach, 2000). However, a central
theme in defining disorders of childhood and adolescence is
adaptational failure in one or more of these components or in
the ways in which these components are integrated and orga-
nized (Garber, 1984; Mash & Dozois, 1996). Adaptational
failure may involve a deviation from age-appropriate norms,
an exaggeration or diminishment of normal developmental
expressions, interference in normal developmental progress,
a failure to master age-salient developmental tasks, a failure
to develop a specific function or regulatory mechanism, or
any combination of these (Loeber, 1991).

Numerous etiological models have been proposed to
explain psychopathology in children. These models have
differed in their relative emphasis on certain causal mecha-
nisms and constructs, and they often use very different termi-
nology and concepts to describe seemingly similar child
characteristics and behaviors. Biological paradigms, for ex-
ample, have emphasized genetic mutations, neuroanatomy,
and neurobiological mechanisms as factors contributing to
psychopathology, whereas psychological paradigms have fo-
cused on the interpersonal and family relationships that shape
a child’s cognitive, behavioral, and affective development.
Although each of the various models places relative impor-
tance to certain causal processes versus others, most models
recognize the role of multiple interacting influences. There is
a growing recognition to look beyond the emphasis of single-
cause theories and to integrate currently available models
through intra- and interdisciplinary research efforts (cf.
Arkowitz, 1992).

Interdisciplinary perspectives on disorders of childhood
and adolescence mirror the considerable investment in chil-
dren on the part of many different disciplines and profes-
sions, each of which has its own unique perspective of child
psychopathology. Psychiatry-medicine, for example, has
viewed and defined such problems categorically in terms of
the presence or absence of a particular disorder or syndrome
that is believed to exist within the child. In contrast, psychol-
ogy has conceptualized psychopathology as an extreme
occurrence on a continuum or dimension of characteristic(s)
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and has also focused on the role of environmental influences
that operate outside the child. However, the boundaries are
arbitrarily drawn between categories and dimensions, or be-
tween inner and outer conditions and causes, and there is
growing recognition to find workable ways of integrating the
two different worldviews of psychiatry-medicine and psy-
chology (Richters & Cicchetti, 1993).

CHILD AND ADOLESCENT DISORDERS:
AN OVERVIEW

Many of the disorders that are present in adults are also pre-
sent in children in one form or another, although admittedly
the pathways are complex. Even though children can have
similar mental health problems as adults, their problems
often have a different focus. Children may experience diffi-
culty with normal developmental tasks, such as beginning
school, or they may lag behind other children their age or be-
have like a younger child during stressful periods. Even when
children have problems that appear in adults, their prob-
lems may be expressed differently. For example, anxious
children may be very concerned about their parents and other
family members and may want to be near them at all times to
be sure that everyone is all right.

The APA’s Diagnostic and Statistical Manual of Mental
Disorders—Fourth Edition—Text Revision (DSM-IV-TR; APA,
2000) recognizes the uniqueness of childhood disorders in a
separate section for disorders usually first diagnosed in in-
fancy, childhood, or adolescence. However, this designation
is viewed primarily as a matter of convenience, recognizing
that the distinction between disorders in children and those in
adults is not always clear. For example, although most indi-
viduals with disorders display symptoms during childhood
and adolescence, they sometimes are not diagnosed until
adulthood. In addition, many disorders not included in the
childhood disorders section of DSM-IV-TR often have their
onset during childhood and adolescence, such as depression,
schizophrenia, and bipolar disorder.

A brief overview of DSM-1V-TR disorders of childhood is
presented in Table 2.1 for problems in development and learn-
ing and in Table 2.2 for behavior and other disorders. The dis-
orders listed in these tables have traditionally been thought of
as first occurring in childhood or as exclusive to childhood
and as requiring child-specific operational criteria.

In addition to the separate listing of disorders of childhood
and adolescence, many other DSM-IV-TR disorders apply to
children and adolescents. As highlighted in Table 2.3, the
most common of these are mood and anxiety disorders. For
these disorders, the same diagnostic criteria are used for chil-

TABLE 2.1 DSM-1V-TR Categories for Developmental and
Learning Disorders Usually First Diagnosed in Infancy, Childhood,
or Adolescence

Mental retardation

Significantly below average intellectual functioning (an IQ of
approximately 70 or less) with onset before age 18 years and associated
deficits or impairments in adaptive functioning.

Level of Severity: Mild, moderate, severe, profound

Pervasive developmental disorders

Severe deficits and pervasive impairments in many areas of development,
including reciprocal social interaction, communication, and the presence of
stereotyped behavior, interests, and activities.

Categories: Autistic disorder, Rett’s disorder, childhood disintegrative
disorder, Asperger’s disorder

Learning disorders

Academic functioning substantially below that expected given the
youngster’s chronological age, measured intelligence, and age-appropriate
education.

Categories: Reading disorder, mathematics disorder, disorder of written
expression

Communication disorders

Characterized by difficulties in speech and language.

Categories: Expressive language disorder, mixed receptive-expressive
language disorder, phonological disorder, stuttering

Motor skills disorder

Motor coordination that is substantially less than expected given the
youngster’s chronological age and measured intelligence.

Category: Developmental coordination disorder

dren and adults with various adjustments made based on the
age-appropriateness, duration, and—in some instances—the
types of symptoms.

The DSM-IV-TR distinction between child and adult cate-
gories is recognized as being arbitrary—more a reflection of
our current lack of knowledge concerning the continuities-
discontinuities between child and adult disorders than of
the existence of qualitatively distinct conditions (Silk,
Nath, Siegel, & Kendall, 2000). Recent efforts to diagnose
ADHD in adults illustrate this problem (Faraone, Biederman,
Feighner, & Monuteaux, 2000). Whereas the criteria for
ADHD were derived from work with children and the disor-
der is included in the child section of DSM-IV-TR, the same
criteria are used to diagnose adults even though they may
not fit the expression of the disorder in adults very well. Sim-
ilarly, it is not clear that the degree of differentiation repre-
sented by the many DSM-IV-TR categories for anxiety
disorders in adults fits with how symptoms of anxiety are
expressed during childhood, which may reflect differences
related to when symptoms appear in development rather than
to the type of disorder (Zahn-Waxler, Klimes-Dougan, &
Slattery, 2000). The more general issue here is whether there
is a need for separate diagnostic criteria for children versus



TABLE 2.2 Categories for Behavior and Other Disorders Usually
First Diagnosed in Infancy, Childhood, or Adolescence

Attention-deficit/hyperactivity disorder (ADHD)

Characterized by a persistent age-inappropriate pattern of inattention,
hyperactivity-impulsivity, or both.

Subtypes: Predominantly inattentive type, predominantly hyperactive-
impulsive type, combined type

Oppositional defiant disorder (ODD)

A recurrent pattern of negativistic, hostile, disobedient, and defiant behavior.
Conduct disorder (CD)

Characterized by a repetitive and persistent pattern of behavior that violates
the basic rights of others or major age-appropriate societal norms or rules.
Subtypes: Childhood-onset type, adolescent-onset type

Feeding and eating disorders of infancy or early childhood

Persistent disturbances in eating or feeding such as the ingestion of non-
nutritive substances, regurgitation and rechewing of food, and failure to eat
adequately, resulting in a failure to gain weight or weight loss.

Categories: Pica, rumination disorder, feeding disorder of infancy or early
childhood

Tic disorders

Prominent features are vocal and or motor tics. Tics may be simple (e.g.,
eye blinking, throat clearing) or complex (hand gestures, spontaneous
expression of words or phrases).

Categories: Tourette’s disorder, chronic motor or vocal tic disorder,
transient tic disorder

Elimination disorders

Repeated and developmentally inappropriate passage of feces (encopresis)
or voiding of urine (enuresis) into inappropriate places.

Categories: Encopresis, enuresis

Other disorders of infancy, childhood, or adolescence

Separation anxiety disorder: Anxiety concerning separation from primary
attachment figures.

Selective mutism: Consistent failure to speak in specific social situations,
despite speaking in other situations.

Reactive attachment disorder: Marked and developmentally inappropriate
disturbances in social relatedness in the context of pathological care.

Stereotypic movement disorder: Repetitive, driven, and nonfunctional
motor behavior (e.g., rocking, playing with hands, head banging).

adults or whether the same criteria can be used by adjusting
them to take into account differences in developmental level
and context.

There are a number of additional DSM-IV-TR categories
for other conditions that are not defined as mental disorders
but are frequently a focus of clinical attention during child-
hood. As highlighted in Table 2.4, these categories include
relational problems, maltreatment, and academic and adjust-
ment difficulties. The relational nature of most childhood dis-
orders underscores the significance of these categories for
diagnosing children and adolescents (Mash & Johnston,
1996). Although DSM-IV-TR does not provide the specifics
needed to adequately diagnose these complex concerns, it
does call attention to their importance.
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TABLE 2.3 Common Categories for Disorders of Childhood or
Adolescence Not Listed Separately in DSM-IV-TR as Those Usually
First Diagnosed in Infancy, Childhood, or Adolescence

Mood disorders

Characterized by extreme, persistent, or poorly regulated emotional states
such as excessive unhappiness or wide swings in mood from sadness to
elation. A disturbance in mood is the predominant feature.

Categories: Major depressive disorder (MDD), dysthymic disorder (DD),
bipolar disorders (BP)
Anxiety disorders®

Characterized by strong negative affect, bodily feelings of tension, and
apprehensive anticipation of future danger or misfortune.

Categories: Specific phobia, social phobia, obsessive-compulsive disorder,
posttraumatic stress disorder, acute stress disorder, generalized anxiety
disorder, panic disorder, panic disorder with agoraphobia.

Other disorders

Eating disorders

Sleep disorders

Somatoform disorders

Factitious disorders

Dissociative disorders

Sexual and gender identity disorders
Schizophrenia and other psychotic disorders
Substance-related disorders

Impulse-control disorders not elsewhere classified
Adjustment disorders

Personality disorders

“see also Table 2.5.

TABLE 2.4 Selected DSM-IV-TR Categories for Other Conditions
That May Be a Focus of Clinical Attention During Childhood That Are
Not Defined as Mental Disorders

Relational problems

Characterized by patterns of parent-child or sibling interaction associated
with clinically significant impairment in functioning, symptoms among one
or more members of the relational unit, or impairment in the functioning of
the unit itself.

Categories: Relational problem related to a general mental disorder or
general medical condition, parent-child relational problem, partner
relational problem, sibling relational problem

Problems related to abuse or neglect

Characterized by severe physical, sexual, or neglectful mistreatment of the
child.

Categories: Physical abuse of child, sexual abuse of child, neglect of child.
Other problems

Bereavement

Borderline intellectual functioning

Academic problem

Identity problem

Child or adolescent antisocial behavior

Acculturation problem
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In the sections that follow, we consider the two most com-
mon types of child and adolescent disorders: externalizing and
internalizing problems. Youngsters with externalizing prob-
lems generally display behaviors that are disruptive and harm-
ful to others (Campbell, Shaw, & Gilliom, 2000). In contrast,
those with internalizing problems experience inner-directed
negative emotions and moods such as sadness, guilt, fear, and
worry (Zahn-Waxler et al., 2000). In reality, both types of dis-
orders have behavioral, emotional, and cognitive compo-
nents, and there is substantial overlap between the two.

EXTERNALIZING DISORDERS:
ATTENTION-DEFICIT/HYPERACTIVITY
DISORDER (ADHD)

Externalizing disorders are characterized by a mix of impul-
sive, overactive, aggressive, and delinquent acts (G. L.
Burns et al., 1997). They include a wide range of acting-out
behaviors—from annoying but mild behaviors such as non-
compliance and tantrums to more severe behaviors such as
physical aggression and stealing (McMahon & Estes, 1997).
The two major types of externalizing disorders are (a) disrup-
tive behavior disorders and (b) ADHD. We limit our discussion
to ADHD and discuss its symptoms and subtypes, epidemiol-
ogy, developmental course, accompanying disorders, associ-
ated features, causes, and possible developmental pathways.
Many of the issues that we address in discussing ADHD (e.g.,
prevalence estimates, comorbidity, gender and cultural factors,
multiple and interacting causes, developmental pathways)
have relevance for most other disorders of childhood.

ADHD is characterized by persistent and age-inappropriate
symptoms of inattention, hyperactivity-impulsivity, or both
(Campbell, 2000). Children with ADHD have great difficulty
focusing on demands, are in constant motion, act without
thinking, or any combination of these. Views of ADHD have
changed dramatically over the past century as a result of new
findings and discoveries (Barkley, 1998).

Symptoms and Subtypes

The main attention deficit in ADHD appears to be one of
sustained attention (Douglas, 1999). When presented with an
uninteresting or repetitive task, the performance of a child
with ADHD deteriorates over time compared to that of other
children. However, findings are not always consistent and
may depend on the definitions and tasks used to assess this
construct (Hinshaw, 1994). Symptoms of hyperactivity and
behavioral impulsivity are best viewed as a single dimension
of behavior called hyperactivity-impulsivity (Lahey et al.,
1988). The strong link between hyperactivity and behavioral

impulsivity has led to suggestions that both are part of a more
fundamental deficit in behavioral inhibition (Barkley, 1997;
Quay, 1997).

The three core features of ADHD—inattention, hyperac-
tivity, and impulsivity—are complex processes. The current
view is that hyperactivity-impulsivity is an essential feature
of ADHD. In contrast to inattention, it distinguishes children
with ADHD from those with other disorders and from normal
children (Halperin, Matier, Bedi, Sharma, & Newcorn, 1992).
As such, impulsivity-hyperactivity appears to be a specific
marker for ADHD, whereas inattention is not (Taylor, 1995).
Children with ADHD display a unique constellation and
severity of symptoms but do not necessarily differ from com-
parison children on all types and measures of inattention,
hyperactivity, and impulsivity (Barkley, 1998).

DSM-1V-TR specifies three ADHD subtypes based on the
child’s primary symptoms, which have received growing
empirical support (Eiraldi, Power, & Nezu, 1997; Faraone,
Biederman, & Friedman, 2000; Gaub & Carlson, 1997a).
Children with the combined type display symptoms of both
inattention and hyperactivity; those with the predominantly
hyperactive-impulsive type display primarily symptoms of
hyperactivity-impulsivity; and those with the predominantly
inattentive type display primarily symptoms of inattention.
Children with the combined and predominantly hyperactive-
impulsive types are more likely to display problems in in-
hibiting behavior and in behavioral persistence than are those
who are predominantly inattentive. They are also more likely
to be aggressive, defiant, and oppositional; to be rejected by
their peers; and to be suspended from school or placed in
special education classes (Lahey & Carlson, 1992). Because
children who are predominantly hyperactive-impulsive are
usually younger than those with the combined type, it is not
yet known whether these are actually two distinct subtypes or
the same type at different ages (Barkley, 1996).

Children who are predominantly inattentive are described
as inattentive and drowsy, daydreamy, spacey, in a fog or easily
confused, and they commonly experience a learning disability.
They process information slowly and find it hard to remember
things. Their main deficits seem to be speed of information
processing and selective attention. Growing—but not yet
conclusive—evidence suggests that children who are predo-
minantly inattentive constitute a distinct subgroup from other
two types (Maedgen & Carlson, 2000). They appear to display
different symptoms, associated conditions, family histories,
outcomes, and responses to treatment (Barkley, 1998).

The DSM-IV-TR criteria for ADHD have a number of
limitations (Barkley, 1996), several of which apply to other
childhood disorders as well. First, they are developmentally
insensitive, using the same symptom criteria for individuals
of all ages—even though some symptoms, such as running
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and climbing, apply more to young children. In addition, the
number of symptoms needed to make a diagnosis is not ad-
justed for age or level of maturity even though many of these
symptoms show a general decline with age. Second, accord-
ing to DSM-IV-TR, ADHD is a disorder that the child either
has or does not have. However, because the number and
severity of symptoms are also a matter of degree, children
who fall just below the cutoff for ADHD are not necessarily
qualitatively different from those who are just above it. In
fact, over time, some children move in and out of the DSM-
IV-TR category as a result of fluctuations in their behavior.
Third, there is some uncertainty about the DSM-IV-TR re-
quirement that symptoms must have an onset prior to age 7.
There seems to be little difference between children with an
onset of ADHD before or after age 7 (Barkley & Biederman,
1997), and about half of children with ADHD who are pre-
dominantly inattentive do not manifest the disorder until
after age 7 (Applegate et al., 1997). Finally, the requirement
of persistence for 6 months may be too brief for young chil-
dren. Many preschoolers display symptoms for 6 months,
and the symptoms then go away. These limitations highlight
the fact that DSM-IV-TR criteria are designed for specific
purposes—classification and diagnosis. They help shape our
understanding of ADHD and other childhood disorders but
are also shaped by—and in some instances lag behind—new
research findings.

Epidemiology

As many as one half of all clinic-referred children display
ADHD symptoms either alone or in combination with other
disorders, making it one of the most common referral prob-
lems in North America (Barkley, 1998). The best estimate is
that about 3—7% of all school-age children in North America
have ADHD (APA, 2000; Jensen et al., 1999). However, as
with other disorders, estimates can and do vary widely be-
cause informants in different settings do not always agree on
symptoms or may emphasize different symptoms. Teachers,
for example, are especially likely to rate a child as inattentive
when oppositional symptoms are also present (Abikoff,
Courtney, Pelham, & Koplewicz, 1993). Because adults may
disagree, prevalence estimates are much higher when based
on just one person’s opinion than they are when based on a
consensus (Lambert, Sandoval, & Sassone, 1978).

ADHD occurs much more frequently in boys than in girls,
with estimates ranging from 6-9% for boys and from 2-3% for
girls in the 6- to 12-year age range. In adolescence, overall
rates of ADHD drop for both boys and girls, but boys still
outnumber girls by the same ratio of 2:1 to 3:1. This ratio is
even higher in clinic samples, in which boys outnumber girls
by 6:1 or more—most likely because boys are referred more

frequently due to their defiance and aggression (Szatmari,
1992). ADHD in girls may go unrecognized and unreported
because teachers may fail to recognize and report inattentive
behavior unless it is accompanied by the disruptive symptoms
normally associated with boys (McGee & Feehan, 1991). In
fact, many of the DSM-IV-TR symptoms, such as excessive
running around, climbing, and blurting out answers in class
are generally more common in boys than in girls. Thus, sam-
pling, referral, and definition biases may be a factor in the
greater reported prevalence of ADHD in boys than in girls.

In the past, girls with ADHD were a highly under-studied
group (Arnold, 1996). However, recent findings show that
girls with ADHD are more likely to have conduct, mood, and
anxiety disorders; lower IQ and school achievement scores;
and greater impairment on measures of social, school, and
family functioning than are girls without ADHD (Biederman
et al., 1999; Greene et al., 2001; Rucklidge & Tannock,
2001). In addition, the expression, severity of symptoms,
family correlates, and response to treatment are similar for
boys and girls with ADHD (Faraone et al., 2000; Silverthorn,
Frick, Kuper, & Ott, 1996). When gender differences are
found, boys show more hyperactivity, more accompanying
aggression and antisocial behavior, and greater impairment in
executive functions, whereas girls show greater intellectual
impairment (Gaub & Carlson, 1997b; Seidman, Biederman,
Faraone, & Weber, 1997).

Developmental Course

The symptoms of ADHD are probably present at birth,
although reliable identification is difficult until the age of
3—4 years when hyperactive-impulsive symptoms become in-
creasingly more salient (Hart, Lahey, Loeber, Applegate, &
Frick, 1996). Preschoolers with ADHD act suddenly without
thinking, dashing from activity to activity, grabbing at imme-
diate rewards; they are easily bored and react strongly and
negatively to routine events (Campbell, 1990; DuPaul,
McGoey, Eckert, & VanBrakle, 2001). Symptoms of inatten-
tion emerge at 5—7 years of age, as classroom demands for
sustained attention and goal-directed persistence increase
(Hart et al., 1996). Symptoms of inattention continue through
grade school, resulting in low academic productivity, dis-
tractibility, poor organization, trouble meeting deadlines, and
an inability to follow through on social promises or commit-
ments to peers (Barkley, 1996).

The child’s hyperactive-impulsive behaviors that were pre-
sent in preschool continue, with some decline, during the
years from 6 to 12. During elementary school, oppositional
defiant behaviors may also develop (Barkley, 1998). By
8—12 years, defiance and hostility may take the form of serious
problems, such as lying or aggression. Through the school
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years, ADHD increasingly takes its toll as children experience
problems with self-care, personal responsibility, chores, trust-
worthiness, independence, social relationships, and academic
performance (Koplowicz & Barkley, 1995; Stein, Szumoski,
Blondis, & Roizen, 1995). Although hyperactive-impulsive
behaviors decline significantly by adolescence, they still
occur at a level higher than in 95% of same-age peers
(Barkley, 1996). The disorder continues into adolescence for
at least 50% or more of clinic-referred elementary school chil-
dren (Barkley, Fisher, Edelbrock, & Smallish, 1990; Weiss &
Hechtman, 1993). Childhood symptoms of hyperactivity-
impulsivity (more so than those of inattention) are generally
related to poor adolescent outcomes (Barkley, 1998). Some
youngsters with ADHD either outgrow their disorder or learn
to cope with it. However, many continue to experience prob-
lems, leading to a lifelong pattern of suffering and disappoint-
ment (Mannuzza & Klein, 1992).

Accompanying Disorders and Symptoms

As many as 80% of children with ADHD have a co-occurring
disorder (Jensen, Martin, & Cantwell, 1997). About 25% or
more have a specific learning disorder (Cantwell & Baker,
1992; Semrud-Clikeman et al., 1992) and 30-60% have im-
pairments in speech and language (Baker & Cantwell, 1992;
Cohen et al., 2000). About half of all children with ADHD—
mostly boys—also meet criteria for oppositional defiant dis-
order (ODD) by age 7 or later, and 30-50% eventually
develop conduct disorder (CD; Barkley, 1998; Biederman,
Faraone, & Lapey, 1992). ADHD, ODD, and CD tend to run
in families, which suggests a common causal mechanism
(Biederman et al., 1992). However, ADHD is usually associ-
ated with cognitive impairments and neurodevelopmental
difficulties, whereas conduct problems are more often related
to family adversity, parental psychopathology, and social dis-
advantage (Schachar & Tannock, 1995).

About 25% of children with ADHD—usually younger
boys—experience excessive anxiety (Tannock, 2000). It is
interesting to note that the overall relationship between
ADHD and anxiety disorders is reduced or eliminated in ado-
lescence. The co-occurrence of an anxiety disorder may in-
hibit the adolescent with ADHD from engaging in the
impulsive behaviors that characterize other youngsters with
ADHD (Pliszka, 1992). As many as 20% of children with
ADHD experience depression, and even more eventually
develop depression or another mood disorder by early
adulthood (Mick, Santangelo, Wypij, & Biederman, 2000;
Willcutt, Pennington, Chhabildas, Friedman, & Alexander,
1999). The association between ADHD and depression may
be a function of family risk for one disorder’s increasing risk
for the other (Biederman et al., 1995).

Associated Features

Children with ADHD display many associated cognitive,
academic, and psychosocial deficits. They consistently show
deficits in executive functions—particularly those related to
motor inhibition (Pennington & Ozonoff, 1996). Most chil-
dren with ADHD are of at least normal overall intelligence,
but they experience severe difficulties in school nevertheless
(Fischer, Barkley, Edelbrock, & Smallish, 1990). In fact, the
academic skills of children with ADHD have been found to
be impaired even before they enter the first grade (Mariani &
Barkley, 1997).

The association between ADHD and general health is
uncertain at this time (Barkley, 1998; Daly et al., 1996), al-
though a variety of health problems have been suggested
(e.g., upper respiratory infections, asthma, allergies, bed-
wetting, and other elimination problems). Instability of the
sleep-wake system is characteristic of children with ADHD,
and sleep disturbances are common (Gruber, Sadeh, & Raviv,
2000). Resistance to going to bed and fewer total hours may
be the most significant sleep problems (Wilens, Biederman, &
Spencer, 1994), although the precise nature of the sleep
disturbance in ADHD is not known (Corkum, Tannock, &
Moldofsky, 1998). Up to 50% of children with ADHD are
described as accident-prone, and they are more than twice as
likely as other children to experience serious accidental in-
juries, such as broken bones, lacerations, severe bruises,
poisonings, or head injuries (Barkley, 1998). As young adults,
they are at higher risk for traffic accidents and offenses (Nada-
Raja et al., 1997) as well as for substance abuse (Wilens,
Biederman, Mick, Faraone, & Spencer, 1997) and risky
sexual behaviors such as multiple partners and unprotected
sex (Barkley, Fisher, & Fletcher, 1997).

Families of children with ADHD experience many difficul-
ties, including interactions characterized by negativity, child
noncompliance, high parental control, and sibling conflict
(Whalen & Henker, 1999). Parents may experience high levels
of distress and related problems; the most common ones are de-
pression in mothers and antisocial behavior (i.e., substance
abuse) in fathers. Further stress on family life stems from
the fact that parents of children with ADHD may themselves
have ADHD and other associated conditions (Johnston &
Mash, 2001). It is critical to note that high levels of family con-
flict and the links between ADHD and parental psychopathol-
ogy and marital discord seem to be related to the child’s
co-occurring conduct problems rather than to ADHD alone.

Children and adolescents with ADHD display little of the
give and take, cooperation, and sharing that characterize other
children (Dumas, 1998; Henker & Whalen, 1999). They are
disliked and uniformly rejected by peers, have few friends,
and are often unhappy (Gresham, MacMillan, Bocian,
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Ward, & Forness, 1998; Landau, Milich, & Diener, 1998).
Their difficulties in regulating their emotions (Melnick &
Hinshaw, 2000) and the aggressiveness that frequently ac-
companies ADHD often lead to conflict and negative peer
reputation (Erhardt & Hinshaw, 1994).

Causes

Current research into causal factors provides strong evidence
for ADHD as a disorder with neurobiological determinants
(Biederman & Spencer, 1999; Tannock, 1998). However, bi-
ological and environmental risk factors together shape the
expression of ADHD symptoms over time following several
different pathways (Johnston & Mash, 2001; Taylor, 1999).
ADHD is a complex and chronic disorder of brain, behavior,
and development; its cognitive and behavioral outcomes af-
fect many areas of functioning (Rapport & Chung, 2000).
Therefore, any explanation of ADHD that focuses on a single
cause and single outcome is likely to be inadequate (Taylor,
1999).

Genetics

Several sources of evidence point to genetic influences as im-
portant causal factors in ADHD (Kuntsi & Stevenson, 2000).
First, about one third of immediate and extended family mem-
bers of children with ADHD are also likely to have the disor-
der (Faraone, Biederman, & Milberger, 1996; Hechtman,
1994). Of fathers who had ADHD as children, one third of
their offspring have ADHD (Biederman et al., 1992; Pauls,
1991). Second, studies of biologically related and unrelated
pairs of adopted children have found a strong genetic influ-
ence that accounts for nearly half of the variance in attention-
problem scores on child behavior rating scales (van den Oord,
Boomsma, & Verhulst, 1994). Third, twin studies report heri-
tability estimates of ADHD averaging .80 or higher (Tannock,
1998). Both the symptoms and diagnosis of ADHD show av-
erage concordance rates for identical twins of 65%—about
twice that of fraternal twins (Gilger, Pennington, & DeFries,
1992). Twin studies also find that the greater the severity of
ADHD symptoms, the greater the genetic contributions
(Stevenson, 1992).

Finally, genetic analysis suggests that specific genes may
account for the expression of ADHD in some children
(Faraone et al., 1992). Preliminary studies have found a rela-
tion between the dopamine transporter (DAT) gene and
ADHD (Cook et al., 1995; Gill, Daly, Heron, Hawi, &
Fitzgerald, 1997). Studies have also focused on the gene that
codes for the dopamine receptor gene (DRD4), which has
been linked to the personality trait of sensation seeking (high
levels of thrill-seeking, impulsive, exploratory, and excitable

behavior; Benjamin et al., 1996; Ebstein et al., 1996). Find-
ings that implicate specific genes within the dopamine sys-
tem in ADHD are intriguing, and they are consistent with a
model suggesting that reduced dopaminergic activity may be
related to the behavioral symptoms of ADHD (Faraone et al.,
1999; Winsberg & Comings, 1999). However, other genetic
findings indicate that the serotonin system also plays a crucial
role in mediating the hyperactive-impulsive components of
ADHD (Quist & Kennedy, 2001). As with other disorders of
childhood, it is important to keep in mind that in the vast ma-
jority of cases, the heritable components of ADHD are likely
to be the result of multiple interacting genes on several dif-
ferent chromosomes. Taken together, the findings from fam-
ily, adoption, twin, and specific gene studies suggest that
ADHD is inherited, although the precise mechanisms are not
yet known (Edelbrock, Rende, Plomin, & Thompson, 1995;
Tannock, 1998).

Pre- and Perinatal Factors

Many factors that compromise the development of the ner-
vous system before and after birth—such as pregnancy and
birth complications, low birth weight, malnutrition, early neu-
rological insult or trauma, and diseases of infancy—may be
related to ADHD symptoms (Milberger, Biederman, Faraone,
Chen, & Jones, 1996; Milberger, Biederman, Faraone, Guite,
& Tsuang, 1997). Although these early factors predict later
symptoms of ADHD, there is little evidence that they are spe-
cific to ADHD because they also predict later symptoms of
other disorders as well. A mother’s use of cigarettes, alcohol,
or other drugs during pregnancy can have damaging effects on
her unborn child. Mild or moderate exposure to alcohol before
birth may lead to inattention, hyperactivity, impulsivity, and
associated impairments in learning and behavior (Streissguth,
Bookstein, Sampson, & Barr, 1995). Other substances used
during pregnancy—such as nicotine or cocaine—can ad-
versely affect the normal development of the brain and lead to
higher than normal rates of ADHD (Weissman et al., 1999).

Neurobiological Factors

There is both indirect and direct support for neurobiologi-
cal causal factors in ADHD (Barkley, 1998; Faraone &
Biederman, 1998). There are known associations between
events or conditions known to be related to neurological
status and symptoms of ADHD. Among these are peri- and
postnatal events and diseases; environmental toxins such as
lead; language and learning disorders; and signs of neurolog-
ical immaturity, such as clumsiness, poor balance and coordi-
nation, and abnormal reflexes. Other sources of indirect
support include the improvement in ADHD symptoms
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produced by stimulant medications known to affect the cen-
tral nervous system, the similarity between symptoms of
ADHD and symptoms associated with lesions to the pre-
frontal cortex (Grattan & Eslinger, 1991), and the deficient
performances of children with ADHD on neuropsychological
tests associated with prefrontal lobe functions (Barkley,
Grodzinsky, & DuPaul, 1992).

Neuroimaging studies have found that children with
ADHD have a smaller right prefrontal cortex than do those
without ADHD (Filipek et al., 1997) and show structural ab-
normalities in several parts of the basal ganglia (Semrud-
Clikeman et al., 2000). Although simple and direct relations
cannot be assumed between brain size and abnormal function,
anatomic measures of frontostriatal circuitry are related to
children’s performance on response inhibition tasks (Casey et
al., 1997). In adults with ADHD and in adolescent girls with
ADHD, positron-emission tomography (PET) scan studies
have found reduced glucose metabolism in the areas of the
brain that inhibit impulses and control attention (Ernst et al.,
1994). Significant correlations have also been found between
diminished metabolic activity in the left anterior frontal
region and severity of ADHD symptoms in adolescents
(Zametkin et al., 1993). Taken together, the findings from
neuroimaging studies suggest the importance of the frontostri-
atal region of the brain in ADHD. These studies tell us that in
children with ADHD, there is a structural difference or less ac-
tivity in certain regions of the brain, but they don’t tell us why.

Family Factors

Genetic studies find that psychosocial factors in the family
account for only a small amount of the variance (less than
15%) in ADHD symptoms (Barkley, 1998), and explanations
of ADHD based exclusively on negative family influences
have received little support (Silverman & Ragusa, 1992;
Willis & Lovaas, 1977). Nevertheless, family influences
are important in understanding ADHD for several reasons
(Johnston & Mash, 2001; Whalen & Henker, 1999). First,
family influences may lead to ADHD symptoms or to a
greater severity of symptoms. In some circumstances, ADHD
symptoms may be the result of interfering and insensitive
early caregiving practices (Jacobvitz & Sroufe, 1987). In ad-
dition, for children at risk for ADHD, family conflict may
raise the severity of their hyperactive-impulsive symptoms to
a clinical level (Barkley, 1996). Second, family problems
may result from interacting with a child who is impulsive and
difficult to manage (Mash & Johnston, 1990). The clearest
support for this child-to-parent direction of effect comes from
double-blind placebo control drug studies in which chil-
dren’s ADHD symptoms were decreased using stimulant

medications. Decreases in children’s ADHD symptoms pro-
duced a corresponding reduction in the negative and control-
ling behaviors that parents had previously displayed when
their children were unmedicated (Barkley, 1988; Humphries,
Kinsbourne, & Swanson, 1978). Third, family conflict is
probably related to the presence, maintenance, and later
emergence of associated ODD and CD symptoms. Many in-
terventions for ADHD try to change patterns of family inter-
action to head off an escalating cycle of oppositional behavior
and conflict (Sonuga-Barke, Daley, Thompson, Laver-
Bradbury, & Weeks, 2001). Family influences may play a
major role in determining the outcome of ADHD and associ-
ated problems even if such influences are not the primary
cause of ADHD (Johnston & Mash, 2001).

Summary and Integration

ADHD has a strong biological basis, and for many children, it
is an inherited condition. However, the specific cause of the
disorder is not known. ADHD is probably the result of a com-
plex pattern of interacting influences. We are just beginning to
understand the complex causal pathways through which bio-
logical risk factors, family relationships, and broader system
influences interact to shape the development and outcome of
ADHD over time (Hinshaw, 1994; Taylor, 1999). Although
data do not yet permit a comprehensive causal model, a possi-
ble developmental pathway for ADHD that highlights several
known causal influences and outcomes is shown in Figure 2.1.
Findings generally suggest that inherited variants of genes re-
lated to the transmission of dopamine and serotonin lead to
structural and functional abnormalities in the frontal lobes and
basal ganglia regions of the brain. Altered neurological func-
tion causes changes in psychological function involving a
failure of children to adequately suppress inappropriate re-
sponses; this in turn leads to many failures in cognitive perfor-
mance. The outcome involves a pattern of restless and
disorganized behavior thatis identified as ADHD, that also im-
pairs social development and functioning, and that may lead to
symptoms of ODD and CD (Barkley, 1997; Taylor, 1999).

INTERNALIZING DISORDERS:
ANXIETY DISORDERS

Internalizing disorders involve a core disturbance in emo-
tions and moods such as worry, fear, sorrow, and guilt (Zahn-
Waxler et al., 2000). The two major types of internalizing
disorders are (a) mood disorders and (b) anxiety disorders.
Children with mood disorders experience extreme, persis-
tent, or poorly regulated emotional states such as excessive
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Figure 2.1 A possible developmental pathway for attention-deficit/hyperactivity disorder.

unhappiness or wide swings in mood from sadness to elation.
The two most common mood disorders in childhood are
major depressive disorder (MDD) and dysthymic disorder
(DD; APA, 2000). MDD and DD are related; many children
with DD eventually develop MDD, and some children may
experience both disorders (Lewinsohn, Rohde, Seeley, &
Hops, 1991). A third mood disorder, bipolar disorder, is rare
in children, although there is growing interest in this problem
in young people (Carlson, Bromet, & Sievers, 2000; Geller &
Luby, 1997). In the sections to follow, we limit our discussion
to anxiety disorders, highlighting many of the same features
that we covered for ADHD. Once again, issues that we raise
in discussing anxiety disorders have relevance for other
childhood disorders as well.

Anxiety disorders are among most common mental health
problems in young people (Majcher & Pollack, 1996; Vasey
& Ollendick, 2000). However, because milder forms of anxi-
ety are a common occurrence in normal development and
because anxiety disorders are not nearly as damaging to other
people or property as are ADHD and disruptive behavior

disorders, anxiety disorders frequently go unnoticed, undiag-
nosed, and untreated (Albano, Chorpita, & Barlow, 1996).
Anxiety was once thought of as a transient problem, but we
now know that many children who experience anxiety con-
tinue to have problems well into adolescence and adulthood
(Ollendick & King, 1994). Although isolated symptoms of
fear and anxiety are usually short-lived, anxiety disorders in
children have a more chronic course (March, 1995). In fact,
nearly half of those affected have an illness duration of
8 years or more (Keller et al., 1992).

Symptoms and Types

Anxiety is a mood state characterized by strong negative
emotion and bodily symptoms of tension in which an indi-
vidual apprehensively anticipates future danger or misfortune
(Barlow, 1988). The term anxiety disorder describes children
who experience excessive and debilitating anxiety. However,
as described in Table 2.5, these disorders take a number of
different forms that vary in focus and severity as a function
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TABLE 2.5 Anxiety Disorders in Children: Main Features

Separation anxiety disorder (SAD): Excessive and age-inappropriate
anxiety about separation from the home or attachment figures that lasts for
at least 4 weeks and begins before age 18 years.

Specific phobia: Age-inappropriate and marked fear in response to the
presence or anticipation of a specific object or situation (e.g., animals,
injections, seeing blood); the fear persists for at least 6 months and is
excessive or unreasonable. Exposure provokes immediate anxiety and is
avoided or endured with intense anxiety and distress; children may not
recognize that their fear is excessive or unreasonable. Main subtypes involve
phobias of animals and insects, blood-injection-injury, specific situations
(e.g., elevators, flying, enclosed places), and other types (e.g., loud sounds,
costumed characters).

Social phobia (social anxiety disorder): A marked and persistent fear of
social or performance situations that expose the child to unfamiliar adults
and peers, scrutiny, and possible humiliation or embarrassment; fear
persists for at least 6 months.

Generalized anxiety disorder (GAD): Excessive and uncontrollable

anxiety and worry (apprehensive expectation) about a number of events or
activities (e.g., school performance, sporting events) on more days than not
for at least 6 months. Child must display at least one of six characteristic
symptoms: restlessness, fatigue, difficulty concentrating, irritability, muscle
tension, and sleep disturbance.

Obsessive-compulsive disorder (OCD): Recurrent, time consuming

(more than 1 hour a day), and disturbing obsessions (persistent and
intrusive thoughts, ideas, impulses, or images) and compulsions (repetitive,
purposeful, and intentional behaviors or mental acts) that are performed in
response to an obsession. Children may not recognize their obsessions and
compulsions as excessive or unreasonable. In children, common obsessions
focus on contamination, fears of harm to self or others, and concerns with
symmetry; common compulsions include excessive washing and bathing,
checking, and ordering.

Posttraumatic stress disorder (PTSD): Persistent anxiety (a duration of

at least 1 month) after an overwhelming traumatic event that is outside

the range of usual human experience. The response to the event involved
intense fear, helplessness, horror, or disorganized or agitated behavior.
Symptoms include reexperiencing the traumatic event (e.g., intrusive
recollections, repetitive play, frightening dreams), avoidance of associated
stimuli and numbing of general responsiveness (e.g., avoidance of thoughts
and feelings associated with the trauma, restricted range of emotion), and
extreme arousal (e.g., sleep difficulties, hypervigilance).

Panic disorder and agoraphobia: Recurrent unexpected panic attacks
followed by at least 1 month of persistent concern about having another,
constant worry about the consequences of the attacks, or a significant
change in behavior related to the attacks. The main feature of agoraphobia
is anxiety about and avoidance of places or situations from which escape
might be difficult or embarrassing or where help might be unavailable in
the event of a panic attack or symptoms.

of development. It is important to keep in mind that there is
substantial overlap among these disorders in childhood (Pine,
Cohen, Cohen, & Brook, 2000). Many children suffer from
more than one type—either at the same time or at different
times during their development (Zahn-Waxler et al., 2000).

Epidemiology and Accompanying Disorders

The overall prevalence rates for anxiety disorders in children
range from about 6-18% (Costello & Angold, 2000). Rates

vary as a function of whether functional impairment is part of
the diagnostic criteria, with the informant, and with the type
of anxiety disorder.

Separation Anxiety Disorder (SAD)

SAD is the most common anxiety disorder in youths, occur-
ring in about 10% of all children. It seems to be equally com-
mon in boys and girls, although when gender differences
are found they tend to favor girls (Last, Perrin, Hersen, &
Kazdin, 1992). Most children with SAD have another anxiety
disorder—most commonly generalized anxiety disorder (Last,
Perrin, Hersen, & Kazdin, 1996). About one third develop a
depressive disorder within several months of the onset of
SAD. They may also display specific fears of getting lost or of
the dark. School reluctance or refusal is also quite common in
older children with SAD (King & Bernstein, 2001).

Specific Phobia

About 2-4% or more of all children experience specific
phobias at some time in their lives (Essau, Conradt, &
Petermann, 2000; Muris & Merckelbach, 2000). However,
only a very small number of these children are referred
for treatment, suggesting that most parents do not view spe-
cific phobias as a significant problem. Specific phobias—
particularly blood phobia—are generally more common in
girls than boys (Essau et al., 2000). The most common co-
occurring disorder for children with a specific phobia is an-
other anxiety disorder. Although comorbidity is frequent for
children with specific phobias, it tends to be lower than it is
for other anxiety disorders (Strauss & Last, 1993). Phobias
involving animals, darkness, insects, blood, and injury typi-
cally have their onset at 7-9 years, which is similar to normal
development. However, clinical phobias are much more
likely to persist over time than are normal fears, even though
both decline with age. Specific phobias can occur at any age
but seem to peak between ages 10 and 13 years (Strauss &
Last, 1993).

Social Phobia (Social Anxiety Disorder)

Social phobia occurs in 1-3% of children, affecting slightly
more girls than boys (Essau, Conradt, & Petermann, 1999).
Girls may experience more social anxiety because they are
more concerned with social competence than are boys and
attach greater importance to interpersonal relationships
(Inderbitzen-Nolan & Walters, 2000). Among children re-
ferred for treatment for anxiety disorders, as many as 20%
have social phobia as their primary diagnosis, and it is also



the most common secondary diagnosis for children referred
for other anxiety disorders (Albano et al., 1996). Even so,
many cases of social phobia are overlooked because shyness
is common in our society and because these children are not
likely to call attention to their problem even when they are
severely distressed (Essau et al., 1999). Two thirds of chil-
dren and adolescents with a social phobia have another anxi-
ety disorder—most commonly a specific phobia or panic
disorder (Beidel, Turner, & Morris, 1999). About 20% of
adolescents with a social phobia also suffer from major de-
pression. They may also use alcohol and other drugs as a
form of self-medication and as a way of reducing their anxi-
ety in social situations (Albano et al., 1996).

Social phobias generally develop after puberty, with the most
common age of onset in early to midadolescence (Strauss & Last,
1993). The disorder is extremely rare in children under the age
of 10. The prevalence of social phobia appears to increase with
age, although little information is available to describe the nat-
ural course of the disorder or its long-term outcome.

Generalized Anxiety Disorder (GAD)

Along with SAD, GAD is one of the most common anxiety
disorders of childhood, occurring in 3-6% of all children
(Albano et al., 1996). It is equally common in boys and girls,
with perhaps a slightly higher prevalence in older adolescent
females (Strauss, Lease, Last, & Francis, 1988). Children
with GAD present with a high rate of other anxiety disorders
and depression. For younger children, co-occurring SAD and
ADHD are most frequent; older children with GAD tend to
have specific phobias and major depression, impaired social
adjustment, low self-esteem, and an increased risk for suicide
(Keller et al., 1992; Strauss, Last, Hersen, & Kazdin, 1988).
About half of children referred for treatment for anxiety dis-
orders have GAD. This proportion is higher than it is for
adults, in whom the disorder is more common, but fewer
adults seek treatment (Albano et al., 1996).

The average age of onset for GAD is 10-14 years (Albano
et al.,, 1996). In a community sample of adolescents with
GAD, the likelihood of their having GAD at follow-up was
higher if symptoms at the time of initial assessment were se-
vere (Cohen, Cohen, & Brook, 1993). Nearly half of severe
cases were rediagnosed after 2 years, suggesting that severe
generalized anxiety symptoms persist over time, even in
youngsters who have not been referred for treatment.

Obsessive-Compulsive Disorder (OCD)

The prevalence of OCD in children and adolescents is 2-3%,
which suggests that it occurs about as often in young people
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as in adults (Piacentini & Graae, 1997). Clinic-based studies
of younger children indicate that OCD is twice as common in
boys as it is in girls. However, this gender difference has
not been found in community samples of adolescents, which
may be a function of age, referral bias, or both (Albano et al.,
1996). The most common comorbidities for OCD are other
anxiety disorders, depressive disorders (especially in older
children with OCD), and disruptive behavior disorders
(Piacentini & Graae, 1997). Substance use disorders, learn-
ing disorders, and eating disorders are also overrepresented
in children with OCD, as are vocal and motor tics (Peterson,
Pine, Cohen, & Brook, 2001; Piacentini & Graae, 1997).

The mean age of onset of OCD is 9—-12 years with two
peaks—one in early childhood and another in early adoles-
cence (Hanna, 1995). Children with an early onset of OCD (age
6-10) are more likely to have a family history of OCD than are
those with a later onset, which indicates a greater role of ge-
netic influences in such cases (Swedo, Rapoport, Leonard,
Lenane, & Cheslow, 1989). These children have prominent
motor patterns, engaging in compulsions without obsessions
and displaying odd behaviors, such as finger licking or com-
pulsively walking in geometric designs. One half to two thirds
of children with OCD continue to meet the criteria for the
disorder 2—14 years later. Although most children, including
those treated with medication, show some improvement in
symptoms, fewer than 10% show complete remission (Albano,
Knox, & Barlow, 1995).

Posttraumatic Stress Disorder (PTSD)

PTSD is common in children exposed to traumatic events
(Perrin, Smith, & Yule, 2000). The prevalence of PTSD
symptoms is greater in children who are exposed to life-
threatening events than it is in those who are not. For exam-
ple, nearly 40% of children exposed to the Buffalo Creek dam
collapse in 1972 showed probable PTSD symptoms 2 years
after the disaster (Fletcher, 1996). PTSD in children is also
strongly correlated with degree of exposure. In children ex-
posed to a school yard sniper attack, proximity to the attack
was linearly related to the risk of developing PTSD symptoms
(Pynoos et al., 1987). Traumatized children frequently exhibit
symptoms of other disorders besides PTSD, and children
with other disorders may have PTSD as a comorbid diagnosis
(Famularo, Fenton, Kinscherff, & Augustyn, 1996). The
PTSD that occurs in children traumatized by fires, hurricanes,
or chronic maltreatment may worsen or lead to disruptive
behavior disorders (Amaya-Jackson & March, 1995).
Because PTSD can strike at any time during childhood, its
course depends on the age of the child when the trauma oc-
curred and on the nature of the trauma. Because the traumatic
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experience is filtered cognitively and emotionally before it
can be appraised as an extreme threat, how trauma is experi-
enced depends on the child’s developmental level. Some chil-
dren appear to have different trauma thresholds, although
exposure to horrific events is traumatic to nearly all children.
Several trauma-related, child, and family factors appear to be
important in predicting children’s course of recovery from
PTSD following exposure to a natural disaster (La Greca,
Silverman, & Wasserstein, 1998). Among these are loss and
disruption following the trauma, preexisting child character-
istics (e.g., psychopathology), coping styles, and social sup-
port (Perrin et al., 2000).

Longitudinal findings suggest that PTSD can become a
chronic psychiatric disorder, persisting for decades or a life-
time (Fletcher, 1996). Children with chronic PTSD may dis-
play a developmental course marked by remissions and
relapses. Moreover, individuals exposed to a traumatic event
may not exhibit symptoms until months or years afterwards,
when a situation that resembles the original trauma triggers
the onset of PTSD. For example, sexual abuse during child-
hood may lead to PTSD in adult survivors.

Panic Disorder (PD)

Whereas panic attacks are common among adolescents
(about 35-65%), panic disorder is much less common, af-
fecting less than 1% to almost 5% of teens (Ollendick,
Mattis, & King, 1994). Adolescent females are more likely to
experience panic attacks than are adolescent males, and a
fairly consistent association has been found between panic
attacks and stressful life events (King, Ollendick, & Mattis,
1994; Last & Strauss, 1989). About half of adolescents with
PD have no other disorder, and for the remainder an addi-
tional anxiety disorder and depression are the most common
secondary diagnoses (Kearney, Albano, FEisen, Allan, &
Barlow, 1997; Last & Strauss, 1989). After months or years
of unrelenting panic attacks and the restricted lifestyle that
results from avoidance behavior, adolescents and young
adults with PD may develop severe depression and may be at
risk for suicidal behavior. Others may begin to use alcohol or
drugs as a way of alleviating their anxiety.

The average age of onset for a first panic attack in adoles-
cents with PD is 1519 years, and 95% of adolescents with the
disorder are postpubertal (Bernstein, Borchardt, & Perwien,
1996; Kearney & Allan, 1995). PD occurs in otherwise emo-
tionally healthy youngsters about half the time. The most
frequent prior disturbance when there is one is a depressive
disorder (Last & Strauss, 1989). Unfortunately, children and
adolescents with PD have the lowest rate of remission for any
of the anxiety disorders (Last et al., 1996).

Gender, Ethnicity, and Culture

Studies have found a preponderance of anxiety disorders in
girls during childhood and adolescence (Lewinsohn, Gotlib,
Lewinsohn, Seeley, & Allen, 1998). By age 6, twice as many
girls as boys have experienced symptoms of anxiety, and this
discrepancy persists through childhood and adolescence.
Such findings should be interpreted cautiously, however,
because the possibility that girls are more likely than are
boys to report anxiety cannot be ruled out as an alternative
explanation.

Research into the relationship between ethnic and cultural
factors and childhood anxiety disorders is limited and incon-
clusive. Studies comparing the number and nature of fears in
African American and White youngsters have found the two
groups to be quite similar (Ginsburg & Silverman, 1996;
Treadwell, Flannery-Schroeder, & Kendall, 1994). However,
African American children report more symptoms of anxiety
than do White children (Cole, Martin, Pecke, Henderson, &
Harwell, 1998). White children endorse more symptoms of
social phobia and fewer symptoms of separation anxiety than
do African American children (Compton, Nelson, & March,
2000). The underrepresentation of minorities and children of
lower socioeconomic status (SES) for certain anxiety dis-
orders such as OCD could also reflect a bias in which minor-
ity children are less likely to be referred for treatment (Neal
& Turner, 1991).

Among children referred for anxiety disorders, Whites are
more likely to present with school refusal and higher severity
ratings, whereas African Americans are more likely to have a
history of PTSD and a somewhat greater number of fears
(Last & Perrin, 1993). Although anxiety may be similar in the
two groups, patterns of referral, help-seeking behaviors,
diagnoses, and treatment processes are likely to differ. For
example, African Americans may be more likely to turn for
help with their child’s OCD symptoms to members of their
informal social network, such as clergy or medical personnel,
than to mental health professionals (Hatch, Friedman, &
Paradis, 1996). Their family members are also less likely to
be drawn into the child’s OCD symptom:s.

Research comparing phobic and anxiety disorders in
Hispanic and White children finds marked similarities on
most measures, including age at intake, gender, primary diag-
noses, proportion of school refusal, and proportion with more
than one diagnosis. Hispanic children are more likely to have
a primary diagnosis of SAD. Hispanic parents also rate their
children as more fearful than do White parents (Ginsburg &
Silverman, 1996). Few studies have examined anxiety disor-
ders in Native American children. Prevalence estimates from
one study of Native American youth in Appalachia (mostly



Cherokee) indicate rates of anxiety disorders similar to those
for White youth, with the most common disorder for both
groups being SAD. Rates of SAD were slightly higher for
Native American youth, especially for girls (Costello,
Farmer, Angold, Burns, & Erkanli, 1997).

Although cross-cultural research into anxiety disorders in
children is limited, specific fears in children have been stud-
ied and documented in virtually every culture. Developmen-
tal fears (e.g., a fear of loud noises or separation anxiety)
occur in children of all cultures at about the same age. The
number of fears in children tends to be highly similar across
cultures, as does the presence of gender differences in pattern
and content. Nevertheless, the expression and developmental
course of fear and anxiety may be affected by culture.
Cultures that favor inhibition, compliance, and obedience
have increased levels of fear in children (Ollendick, Yang,
King, Dong, & Akande, 1996).

Accompanying Disorders and Symptoms

A child’s risk for accompanying disorders varies with the
type of anxiety disorder. Social phobia, GAD, and SAD are
more commonly associated with depression than is specific
phobia. Depression is also diagnosed more often in children
with multiple anxiety disorders and in those who show severe
impairments in their everyday functioning (Bernstein, 1991).

The strong and undeniable relationship between anxiety
and depression in young people merits further discussion
(Kendall & Brady, 1995; Mesman & Koot, 2000). Does anxi-
ety lead to depression, are anxiety and depression the same dis-
order with different clinical features, are they on a continuum
of severity, or are they distinct disorders with different causes
but some overlapping features (Seligman & Ollendick, 1998;
Zahn-Waxler et al., 2000)? Children with anxiety and depres-
sion are older at age of presentation than are children with
anxiety alone, and in most cases symptoms of anxiety both
precede and predict those of depression (Brady & Kendall,
1992; Cole, Peeke, Martin, Truglio, & Seroczynski, 1998).
Symptoms of anxiety and depression may form a single indis-
tinguishable dimension in younger children but are increas-
ingly distinct in older children and in children with at least one
diagnosable disorder (Cole, Truglio, & Peeke, 1997; Gurley,
Cohen, Pine, & Brook, 1996). Recent studies of children’s
negative emotional symptoms generally support the three dis-
tinct constructs of anxiety, depression, and fear, with anxiety
corresponding to negative affect, depression to low positive
affect, and fear to physiological overarousal (Chorpita,
Daleiden, Moffitt, Yim, & Umemoto, 2000; Joiner & Lonigan,
2000; Lonigan, Hooe, David, & Kistner, 1999).
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Associated Features

Children with anxiety disorders are typically of normal intel-
ligence, and there is little evidence of a strong relationship
between anxiety and I1Q. However, excessive anxiety may be
related to deficits in specific areas of cognitive functioning,
such as memory, attention, and speech or language. High
levels of anxiety can interfere with academic performance.
One study found that anxiety in the first grade predicted
anxiety in the fifth grade and significantly influenced fifth-
grade achievement (Ialongo, Edelsohn, Werthamer-Larsson,
Crockett, & Kellam, 1995). The specific mechanisms in-
volved could include anything from frequent absences to
direct interference on cognitive tasks, such as writing a test
or solving a math problem.

Children with anxiety disorders selectively attend to in-
formation that may be potentially threatening, a tendency
referred to as anxious vigilance or hypervigilance (Vasey,
El-Hag, & Daleiden, 1996). Anxious vigilance is maintained
because it permits the child to avoid potentially threatening
events by means of early detection and with minimal anxiety
and effort. Although this strategy may benefit the child in the
short term, it has the negative long-term effect of maintaining
and heightening anxiety by interfering with the information-
processing and coping responses needed to learn that many
potentially threatening events are not so dangerous after all
(Vasey et al., 1996).

When faced with a clear threat, both normal and anxious
children use rules to confirm information about danger and
play down information about safety. However, high-anxious
children often do this in the face of less obvious threats,
suggesting that their perceptions of threat activate a danger-
confirming reasoning strategy (Muris, Merckelbach, &
Damsma, 2000). Anxious children generally engage in more
negative self-talk than do nonanxious children. However,
positive self-talk does not distinguish anxious children from
controls, suggesting that their internal dialogue is more nega-
tive but not necessarily less positive than that of other chil-
dren (Treadwell & Kendall, 1996). Although cognitive errors
and distortions are associated with anxiety in children, their
possible role in causing anxiety has not been established
(Seligman & Ollendick, 1998).

Children with anxiety disorders often experience somatic
symptoms such as stomachaches or headaches. These com-
plaints are more common in youngsters with PD and SAD
than in those with a specific phobia. Somatic complaints
are also more frequent in adolescents than in younger chil-
dren and in children who display school refusal. Children
with anxiety disorders may also have sleep disturbances.
Some may experience nocturnal panic—an abrupt waking in
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a state of extreme anxiety—that is similar to a daytime panic
attack. Nocturnal panic attacks usually occur in adolescents
with PD (Craske & Rowe, 1997).

Many children with anxiety disorders have low social com-
petence and high social anxiety, and their parents and teachers
are likely to view such children as anxious and socially mal-
adjusted (Chansky & Kendall, 1997; Krain & Kendall, 2000;
Strauss, Lease, Kazdin, Dulcan, & Last, 1989). Compared to
their peers, these children are more likely to see themselves as
shy and socially withdrawn and more likely to report low self-
esteem, loneliness, and difficulties in starting and maintaining
friendships. Some of their difficulties with peers may be related
to specific deficits in emotion understanding—particularly in
hiding and changing emotions (Southam-Gerow & Kendall,
2000). Findings are mixed regarding how children with
anxiety disorders are viewed by other children (Kendall,
Panichelli-Mindel, Sugarman, & Callahan, 1997). It appears
that childhood anxiety disorders are most likely to be associ-
ated with diminished peer popularity when they coexist with
depression (Strauss, Lahey, Frick, Frame, & Hynd, 1988).

Causes

It is important to recognize that different anxiety disorders
may require different causal models. For example, the affec-
tive, physiological, and interpersonal processes in GAD may
differ from those in other anxiety disorders (T. M. Borkovec &
Inz, 1990). Current models of anxiety emphasize the impor-
tance of interacting biological and environmental influences
(Chorpita & Barlow, 1998; Zahn-Waxler et al., 2000).

Early Temperament

Early temperament has been implicated as a precursor for
anxiety disorders. Children differ markedly in their reactions
to novel or unexpected events—perhaps because of genetics,
gender, cultural background, prior experience, or a combina-
tion of factors. Orienting, attending, vigilance, wariness, and
motor readiness in response to the unfamiliar are important
mechanisms for survival. From an evolutionary perspective,
abnormal fears and anxieties partly reflect variation among
infants in their initial behavioral reactions to novelty (Kagan,
1997).

This variation is a reflection of inherited differences in the
neurochemistry of structures that are thought to play an im-
portant role in detecting discrepant events (Kagan, Snidman,
Arcus, & Reznick, 1994). These structures include the amyg-
dala and its projections to the motor system, the cingulate and
frontal cortex, the hypothalamus, and the sympathetic nervous
system. Children who have a high threshold to novelty are pre-
sumed to be at low risk for developing anxiety disorders.

Other children are born with a tendency to become overex-
cited and to withdraw in response to novel stimulation—an
enduring trait for some and a possible risk factor for the devel-
opment of later anxiety disorders (Kagan & Snidman, 1999;
Schwartz, Snidman, & Kagan, 1999).

The pathway from a shy-inhibited temperament in infancy
and childhood to a later anxiety disorder is neither direct nor
straightforward. Although a shy-inhibited temperament may
contribute to later anxiety disorders, it is not an inevitable
outcome (Prior, Smart, Sanson, & Oberklaid, 2000). Such an
outcome probably depends on whether the inhibited child
grows up in an environment that fosters this tendency
(Kagan, Snidman, & Arcus, 1992). For example, a parent’s
use of firm limits that teach inhibited children how to cope
with stress may reduce their risk for later anxiety. In contrast,
it is possible that well-meaning but overprotective parents
who shield their sensitive child from stressful events may in-
advertently encourage a continuation of timidity by prevent-
ing the child from confronting fears and—by doing so—
eliminating them. Such tendencies in the parents of inhibited
children may be common (Hirshfeld et al., 1992; Rosenbaum
et al., 1991). Thus, inhibited children may be at high risk not
only because of their inborn temperament but also because of
their elevated risk of exposure to anxious, overprotective
parenting (Turner, Beidel, & Wolff, 1996).

Genetics

Family and twin studies suggest a biological vulnerability to
anxiety disorders, indicating that children’s general tenden-
cies to be inhibited, tense, or fearful are inherited (DiLalla,
Kagan, & Reznick, 1994). However, little research exists at
present to support a direct link between specific genetic
markers and specific types of anxiety disorders. Contribu-
tions from multiple genes seem related to anxiety only when
certain psychological and social factors are also present.

The overall concordance rates for anxiety disorders are sig-
nificantly higher for monozygotic (MZ) twins than for dizy-
gotic (DZ) twins (Andrews, Stewart, Allen, & Henderson,
1990). However, MZ twin pairs do not typically have the same
types of anxiety disorders. This finding suggests that what is
inherited is a disposition to become anxious, and the form that
the disorder takes is a function of environmental influences.
Twin and adoption studies of anxiety in children and adoles-
cents may be summarized as follows: There is a genetic influ-
ence on anxiety in childhood that accounts for about one third
of the variance in most cases; heritability for anxiety may be
greater for girls than for boys; shared environmental influ-
ences or experiences that make children in the same family
resemble one another (e.g., maternal psychopathology,



ineffective parenting, or poverty) have a significant influence
on anxiety disorders in children and adolescents (Eley, 1999).

Two lines of evidence suggest that anxiety disorders run in
families. First, parents of children with anxiety disorders have
increased rates of current and past anxiety disorders. Second,
children of parents with anxiety disorders have an increased
risk for anxiety disorders (McClure, Brennan, Hammen, &
Le Brocque, 2001). Children of parents with anxiety disor-
ders are about five times more likely to have anxiety disorders
than are children of parents without anxiety disorders (Beidel
& Turner, 1997). However, they are not necessarily the
same anxiety disorders (Mancini, van Ameringen, Szatmari,
Fugere, & Boyle, 1996). Nearly 70% of children of parents
with agoraphobia meet diagnostic criteria for disorders such
as anxiety and depression, and they report more fear and anx-
iety and less control over various risks than do children of
comparison parents. However, the fears of parents with ago-
raphobia and the fears of their children are no more closely
aligned than are those of nonanxious parents and their chil-
dren, once again supporting the view that it is a general pre-
disposition for anxiety that is perpetuated in families (Capps,
Sigman, Sena, & Henker, 1996).

Neurobiological Factors

The part of the brain most often connected with anxiety is the
limbic system, which acts as a mediator between the brain
stem and the cortex (Sallee & Greenawald, 1995). Signs of
potential danger are monitored and sensed by the more primi-
tive brain stem, which then relays them to the higher cortical
centers via the limbic system. This brain system is referred to
as the behavioral inhibition system and is believed to be over-
active in children with anxiety disorders. Neuroimaging
studies point to abnormalities in limbic-based amygdala, sep-
tohippocampal, and brain stem hypothalamic circuits as being
associated with anxiety disorders (Pine & Grun, 1999).

A group of neurons known as the locus ceruleus is a major
brain source for norepinephrine, an inhibitory neurotransmit-
ter. Overactivation of this region is presumed to lead to a fear
response, and underactivity is presumed to lead to inatten-
tion, impulsivity, and risk taking. Abnormalities of these sys-
tems appear to be related to anxiety states in children (Sallee
& Greenawald, 1995). The neurotransmitter system that has
been implicated most often in anxiety disorders is the
gamma-aminobutyric acid (GABAergic) system.

Family Factors

Surprisingly little is known about the relation between parent-
ing styles or family factors and anxiety disorders. Parents of
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anxious children are often described as overinvolved, intru-
sive, or limiting of their child’s independence. Observations
of interactions between 9- to 12-year-old children with anxi-
ety disorders and their parents found that parents of children
with anxiety disorders were rated as granting less autonomy
to their children than were other parents; the children rated
their mothers and fathers as being less accepting (Siqueland,
Kendall, Steinberg, 1996). Other studies have found that
mothers of children previously identified as behaviorally in-
hibited are more likely to use criticism when interacting with
their children and that emotional overinvolvement by parents
is associated with an increased occurrence of SAD in their
children (Hirshfeld, Biederman, Brody, & Faraone, 1997;
Hirshfeld, Biederman, & Rosenbaum, 1997). These findings
generally support the notion of excessive parental control as a
parenting style associated with anxiety disorders in children,
although the causal role of such a style is not yet known
(Chorpita & Barlow, 1998; Rapee, 1997).

Not only do parents of children with anxiety disorders
seem to be more controlling than do other parents, but they
also have different expectations of their children. For exam-
ple, when they thought the child was being asked to give a
videotaped speech, mothers of children with anxiety disor-
ders expected their children to become upset and had low ex-
pectations for their children’s coping (Kortlander, Kendall, &
Panichelli-Mindel, 1997). It is likely that parental attitudes
shape—and are shaped by—interactions with the child, dur-
ing which parent and child revise their expectations and be-
havior as a result of feedback from the other (Barrett, Rapee,
Dadds, & Ryan, 1996).

Insecure early attachments may be a risk factor for the de-
velopment of later anxiety disorders (Bernstein et al., 1996;
Manassis & Bradley, 1994). Mothers with anxiety disorders
have been found to have insecure attachments themselves, and
80% of their children are also insecurely attached (Manassis,
Bradley, Goldberg, Hood, & Swinson, 1994). Infants who are
ambivalently attached have more anxiety diagnoses in child-
hood and adolescence (Bernstein et al., 1996). Although itis a
risk factor, insecure attachment may be a nonspecific one in
that many infants with insecure attachments develop disorders
other than anxiety (e.g., disruptive behavior disorder), and
many do not develop any disorders.

Summary and Integration

There is much debate regarding the distinctness of the DSM-
IV-TR childhood anxiety disorders, with some individuals
emphasizing the similarities among these disorders and oth-
ers emphasizing the differences (Pine, 1997). An emphasis
on similarities is consistent with the strong associations
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among the different disorders, the presence of shared risk
factors such as female gender, and evidence of a broad ge-
netic predisposition for anxiety. An emphasis on differences
is consistent with different developmental progressions and
outcomes as well as differences in the biological correlates
of anxiety disorders in children versus adults (Pine et al.,
2000). Children with anxiety disorders will most likely dis-
play features that are shared across the various disorders as
well as other features that are unique to their particular
disorder.

A possible developmental pathway for anxiety disorders
in children is shown in Figure 2.2. In children with an inborn
predisposition to be anxious or fearful, the child’s sense that
the world is not a safe place may create a psychological vul-
nerability to anxiety. After anxiety occurs, it feeds on itself.
The anxiety and avoidance continue long after the stresses
that provoked them are gone. In closing, it is important to
keep in mind that many children with anxiety disorders do
not continue to experience problems as adults. Therefore, it
will be important to identify risk and protective factors that
would explain these differences in outcomes (Pine & Grun,
1999).

Inborn disposition to be

anxious or fearful

CURRENT ISSUES AND FUTURE DIRECTIONS

ADHD and anxiety—Ilike most disorders of childhood and
adolescence—involve broad patterns of behavior and dys-
function that unfold over time as the result of multiple inter-
acting risk and protective factors in the child and the
environment (Rutter & Sroufe, 2000). Building on our dis-
cussion of these disorders, we next highlight a number of cur-
rent issues and future directions related to the study of child
psychopathology more generally.

Defining Disorders of Childhood and Adolescence

Defining child psychopathology and identifying the bound-
aries between abnormal and normal functioning are arbitrary
processes at best—subject to meaning-based cultural inter-
pretations (Hoagwood & Jensen, 1997). Traditional psychi-
atric approaches to defining mental disorders in children
have emphasized concepts such as symptoms, diagnosis, and
illness as residing within the child, and by doing so, they
have strongly influenced the ways in which we think about
child psychopathology and related questions (Richters &

Insecure attachment =

Psychological vulnerability

Hypervigilance for threat .

Early child rearing environment

Parenting style

Overcontrolling and overprotective

parenting behavior
Rigid parenting beliefs

Danger-laden beliefs
Diminished sense of control

1
Arousal and avoidance

Stressors

Short-term relief
Avoidance of elaborative
cognitive processing
Poor coping skills

Arousal and avoidance in the
absence of threat

Anxiety disorder

Figure 2.2 A possible developmental pathway for anxiety disorders.



Cicchetti, 1993). Implicit in these approaches was the view
that a single primary cause would be found for each disorder
and that this cause would be diagnosis specific (Rutter &
Sroufe, 2000). They also gave little attention to causes as dy-
namic processes that operate over time, the role of context,
direct and indirect influences, and developmental pathways.

The DSM-1V-TR diagnostic categories for childhood dis-
orders clearly reflect this tradition. As a result, there has been
ongoing concern about the subjective formulation and static
nature of these categories, their insensitivity to developmen-
tal, age, gender, and contextual parameters, and their hetero-
geneity and overlap (Mash & Terdal, 1997a). In addition,
many of the DSM-IV-TR categories for describing child psy-
chopathology are downward extensions of concepts and cat-
egories developed for adults. There remains a need for a
developmental system of classification.

Many childhood disorders such as anxiety, depression,
and disruptive behavior appear to reflect dimensions of per-
sonality rather than categorical problems (Werry, 2001).
Even disorders such as autism that have traditionally been
viewed as categorical in nature can be conceptualized as an
extreme on a continuum of social behavior (Baron-Cohen,
2000). For dimensional disorders, children who score just
below the cutoff for a diagnosis may one day meet criteria
and often show impairment that is comparable to that of chil-
dren who score above the cutoff. Similarly, those above the
cutoff may someday move below.

Current definitions of child psychopathology are cog-
nizant of the need for standardized approaches to diagnosis
and classification, and the DSM-IV-TR criteria represent a
considerable improvement over the idiosyncratic definitions
that characterized previous practices. However, the limita-
tions of traditional diagnostic approaches indicate a need to
broaden these perspectives to incorporate dimensional con-
cepts and dynamic causal processes. This melding of ideas
and approaches within the interdisciplinary framework
known as developmental psychopathology (Cicchetti &
Sroufe, 2000) will likely continue to advance our definition
and understanding of childhood disorders and our ability to
help children who suffer from them.

Healthy Functioning

The study of child psychopathology requires attention to nor-
mal developmental processes for several reasons (Cicchetti &
Richters, 1993). First, judgments of abnormality require
knowledge about developmental functioning relative to
same-age peers and to the child’s own baseline of develop-
ment. Second, normal and abnormal functioning represent
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two sides of the same coin in that dysfunction in a particular
domain of development (e.g., cognitive) is usually accompa-
nied by a failure to meet developmental tasks and expecta-
tions in the same domain (e.g., academic performance).
Third, in addition to the specific problems that lead to referral
and diagnosis, disturbed children are also likely to show im-
pairments in other areas of adaptive functioning. Fourth,
most children with specific disorders are known to cope ef-
fectively in some areas of their lives. Understanding the
child’s competencies informs our knowledge of the disorder
and provides a basis for the development of effective treat-
ment strategies. Finally, many child behaviors that are not
classifiable as deviant at a particular point in time may never-
theless represent less extreme expressions or compensations
of an already existing disorder or early expressions of a later
progression to deviant extremes as development continues
(Adelman, 1995). Therefore, any understanding of abnormal-
ity requires that we also attend to these less extreme prob-
lems. Future research on child psychopathology is likely to
expand its focus on normal developmental processes, norma-
tive and representative community samples of children,
and resilient children who show normal development despite
adversity.

Context

Any consideration of disorders of childhood and adolescence
needs to consider the social context in which these disorders
develop (Boyce et al., 1998; Cicchetti & Aber, 1998). Chil-
dren’s development and behavior changes rapidly such
that descriptions taken at one point in time or in one context
may yield information very different from that taken at other
times or in other contexts. Understanding context requires a
consideration of both proximal and distal events. Among
these are events that impinge directly on the child in a partic-
ular situation at a particular point in time, extrasituational
events that affect the child indirectly (e.g., a parent’s work-
related stress), and temporally remote events that continue to
affect the child through their representation in memory.
Defining context has been—and continues to be—a matter of
some complexity (Mischel, 1968). For example, contextual
events such as stress (Compas, Connor-Smith, Saltzman,
Thomsen, & Wadsworth, 2001) and maltreatment (Wolfe,
1999) have been defined in numerous ways. Contexts for the
development of psychopathology encompass heterogeneous
sets of circumstances whose effects are likely to vary as a
function of the configuration of these circumstances over
time, when and where outcomes are assessed, and the specific
domains of development that are affected.
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Comorbidity

Comorbidity refers to the manifestation of two or more dis-
orders whose co-occurrence is greater than what would be
expected by chance alone. As we saw for ADHD and anxiety
disorders, supposedly distinct forms of psychopathology
often co-occur in the same child (Angold, Costello, &
Erkanli, 1999). In fact, rates of comorbidity as high as 50%
have been reported in community samples, with even higher
rates in clinical samples (Caron & Rutter, 1991).

Although research has become increasingly sensitive to
the occurrence and pattern of co-occurring disorders, less at-
tention has been given to the mechanisms underlying these
associations (Rutter & Sroufe, 2000). At least some of the
overlap may be due to sampling biases or false assumptions
about diagnostic categories and boundaries (e.g., viewing
anxiety disorders as distinct conditions rather than as over-
lapping conditions or as different points in the progression of
the same disorder). Alternatively, both disorders may result
from the same set of risk factors—for example, genetic risk
or maternal psychopathology; or the presence of one disorder
may predispose the child to developing another—for exam-
ple, when the presence of early ADHD disrupts family rela-
tions and leads to later CD (Johnston & Mash, 2001).
Comorbidity in childhood disorders may also be partly a
function of developmental level—that is, of underlying
processes that have not yet achieved full differentiation
(Lilienfeld, Waldman, & Israel, 1994). Finally, differing rates
of comorbidity with age may reflect the fact that the appear-
ance of one disorder or problem may precede the appearance
of another—for example, inattention preceding impulsivity
or anxiety preceding depression (Brady & Kendall, 1992).

Because the presence and patterning of comorbidity can
easily distort or confuse how findings are interpreted, a better
understanding of the mechanisms underlying these associa-
tions may serve to increase our understanding of both the dis-
orders of interest as well as related risk and protective factors.
Whatever ambiguities surround the construct of comorbidity,
the fact that many disorders cluster together has important im-
plications for how child psychopathology is conceptualized
and treated (Kazdin & Kagan, 1994). For example, the pres-
ence of certain comorbid conditions has been found to influ-
ence the effectiveness of both behavioral and pharmacological
interventions in children with ADHD (Jensen et al., 2001).

Prevalence

Prevalence estimates for most childhood disorders are di-
rectly related to changing diagnostic practices and trends.
Earlier versions of DSM (APA, 1952, 1968) contained few

separate child categories, and many forms of child psy-
chopathology were constructed, so to speak, with the intro-
duction of DSM-III in 1980 (APA, 1980) and reconstructed in
subsequent revisions. For example, empirical findings in the
1980s did not support the category of attention deficit dis-
order without hyperactivity as a unique symptom cluster
(Routh, 1990). As a result, this category was not included in
DSM-III-R; however, as a result of new findings, it appeared
in DSM-1V as the predominantly inattentive subtype. Simi-
larly, several of the DSM-III-R categories for anxiety disor-
ders for children changed in DSM-IV, lost their status as an
independent category for children, or were dropped entirely
(e.g., overanxious disorder; Albano et al., 1996).

Changes in diagnostic criteria based on new findings and
other considerations (e.g., eligibility for services) are likely
to continue to influence prevalence estimates. For example,
current estimates of autism are about three times higher
than previous ones (Fombonne, 1999; Tanguay, 2000), and
this increase is primarily due to a broadening of the criteria
used to diagnose autism and an increased recognition of
milder forms of the disorder (Bryson & Smith, 1998;
Gillberg & Wing, 1999). There is also ongoing debate about
whether Asperger’s disorder is a variant of autism or simply
describes higher-functioning individuals with autism
(Schopler, Mesibov, & Kunce, 1998; Volkmar & Klin, 2000).
The resolution of this debate and prevalence estimates for
both autism and Asperger’s disorder will depend on how the
diagnosis of Asperger’s disorder is used, because no official
definition for this disorder existed until it was introduced in
DSM-1V-TR (Volkmar & Klin, 1998).

The most consistent conclusions to be drawn from epi-
demiological findings are that prevalence rates for childhood
problems are generally high but that rates vary as a result of
several factors. These include the criteria used to define the
problem; the nature of the disorder; the age, gender, social
class, and ethnicity of the child; the method and source of in-
formation; and sampling considerations such as the settings
in which children are identified.

Gender Differences

There are important differences in the prevalence, expression,
accompanying disorders, underlying processes, outcomes, and
developmental course of psychopathology in boys versus girls
(Eme, 1979, 1992; Hops, 1995; Zahn-Waxler, 1993). ADHD,
autism, childhood disruptive behavior disorders, and learning
and communication disorders are all more common in boys
than in girls, whereas the opposite is true for most anxiety dis-
orders, adolescent depression, and eating disorders (Hartung
& Widiger, 1998). Although gender differences are well



established, the meaning of these differences is not well un-
derstood. For example, it is difficult to determine whether
observed gender differences are a function of referral or
reporting biases, the way in which disorders are currently de-
fined, differences in the expression of the disorder (e.g., direct
vs. indirect aggressive behavior), or sex differences in biolog-
ical characteristics and environmental susceptibilities. All are
possible, and there is a need for research into the processes un-
derlying these gender differences. Clearly the mechanisms and
causes of gender differences may vary for different disorders
(e.g., ADHD vs. depression) or for the same disorder at differ-
ent ages—for example, child versus adolescent OCD or early-
versus late-onset CD.

Boys show greater difficulties than girls do during early or
middle childhood—particularly with respect to disruptive be-
havior disorders. Girls’ problems may increase during ado-
lescence, with higher prevalence rates from midadolescence
through adulthood. For example, conduct disorders and
hyperactivity have been found to be more frequent in 12- to
16-year-old boys than they are in girls, whereas emotional
problems have been found to be more frequent for girls than
they are for boys in this age group (Boyle et al., 1987; Offord
et al., 1987). Additionally, early signs of aggression have
been found to predict later antisocial behavior for boys but
not for girls (Tremblay et al., 1992).

Girls are less likely than boys are to be identified as hav-
ing problems, largely due to sampling biases in which boys,
who are more severely disruptive, are also more likely to be
referred and studied (Spitzer, Davies, & Barkley, 1990). As a
result, there is a predominance of externalizing problems in
boys and of internalizing problems in adolescent girls in sam-
ples of children who are referred for treatment, but these
differences are less in nonreferred samples of children
(Achenbach, Howell, Quay, & Conners, 1991). Different
factors may also be associated with psychopathology in
boys versus girls. For example, in a population-based sample
of 9- to 15-year-olds, headaches were associated with depres-
sion and anxiety in girls, but with conduct disorder in boys
(Egger, Angold, & Costello, 1998). In addition, the types of
child-rearing environments predicting resilience to adversity
may differ for boys and girls. Resilience in boys is associated
with households in which there is a male model (e.g., father,
grandfather, older sibling), structure, rules, and some encour-
agement of emotional expressiveness. In contrast, resilient
girls come from households that combine risk taking and in-
dependence with support from a female caregiver (e.g.,
mother, grandmother, older sister; Werner, 1995).

Although the prevalence of disruptive behavior is lower in
girls than in boys, the risk of comorbid conditions such as
anxiety is higher in girls. It may be that girls’ heightened level
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of interpersonal sensitivity, caring, and empathy serves as a
protective factor in insulating them from developing anti-
social behavior. At the same time, however, girls’ overrecep-
tivity to the plight of others and their reluctance to assert their
own needs in situations involving conflict and distress
may elevate their risk for the development of internalizing
problems (Zahn-Waxler, Cole, Welsh, & Fox, 1995).

Socioeconomic Status

Although most children with mental health problems are from
the middle class, mental health problems are disproportion-
ately represented among the very poor. About 20% or more of
children in the United States and Canada are living in poverty,
and a significant number of them display impairments in their
social, behavioral, and academic functioning. The impact of
socioeconomic disadvantage on children derives from the
fact that SES is a composite variable that includes many po-
tential sources of negative influence. In addition to low in-
come, low SES is often accompanied by low maternal
education, a low level of employment, single-parent status,
limited resources, and negative life events (e.g., poor nutrition,
exposure to violence). Because overall indexes of SES may
include one or more of these variables in any given study, the
relationship that is reported between SES and child psy-
chopathology may vary as a function of the particular
index used as well as of racial and ethnic factors (McLeod &
Nonnemaker, 2000).

Lower-SES children have been reported to display more
psychopathology and other problems than do upper-SES
children (e.g., Hollingshead & Redlich, 1958). However, al-
though the reported relationships between SES and child psy-
chopathology are statistically significant, the effects are small
and should be interpreted cautiously (Achenbach et al.,
1991). More important is that global estimates of SES often
tell us little about the associated processes through which
SES exerts its influence on the child. Knowledge of such
processes is needed to inform our understanding of the disor-
der. For example, the effects of SES on aggression can be
explained mostly by stressful life events and by beliefs
that are accepting of aggression (Guerra, Huesmann, Tolan,
Van-Acker, & Eron, 1995).

Ethnicity and Culture

Despite the growing ethnic diversity of the North American pop-
ulation, ethnic representation in research studies and the study
of ethnicity-related issues more generally have received rela-
tively little attention in studies of child psychopathology, with
most data drawn largely from European-American culture
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(Foster & Martinez, 1995). Research into child psychopathol-
ogy has generally been insensitive to possible differences in
prevalence, age of onset, developmental course, and risk factors
related to ethnicity (Kazdin & Kagan, 1994). In addition, few
studies have compared ethnic groups while controlling for other
important variables such as SES, sex, age, and geographic re-
gion (Achenbach et al., 1991). In recent comparisons that have
controlled for these variables African American and Hispanic
American children are identified and referred at the same rates as
other children, but they are much less likely to actually receive
specialty mental health services or psychotropic medications
(Garcia Coll, & Garrido, 2000). White and Native American
children have been found to display similar mental health prob-
lems with the exception of substance abuse, which has higher
rates for Native American youngsters (Costello, Farmer, &
Angold, 1999).

Some studies that have included a small number of
African American children in their samples have reported
somewhat higher rates of externalizing problems for this
group (Costello, 1989; Velez, Johnson, & Cohen, 1989).
However, other studies with much larger national samples
that included non-Hispanic White, African-American, and
Hispanic children have reported either no or very small dif-
ferences related to race or ethnicity when SES, sex, age, and
referral status were controlled for (Achenbach & Edelbrock,
1981; Achenbach et al., 1991; Lahey et al., 1995). Thus, al-
though externalizing problems have been reported to be more
common among African American children, this finding is
probably an artifact related to SES. Externalizing disorder
is associated with both ethnicity and with SES; furthermore,
because there is an overrepresentation of minority-status
children in low-SES groups in North America, caution must
be exercised in interpreting the relationships among SES,
ethnicity, and aggression (Guerra et al., 1995; Lahey et al.,
1995).

In contrast to the mixed findings for conduct disorder, race
has not been found to be strongly associated with risk for eat-
ing disorders (Leon, Fulkerson, Perry, & Early-Zald, 1995).
However, Catalano et al. (1993) have reported different
patterns of substance abuse related to ethnicity. More re-
search is needed, but these and other findings suggest that
the effects of ethnicity probably vary with the problem
under consideration. As was the case for SES, global com-
parisons of the prevalence of different types of problems for
different ethnic groups are not likely to be very revealing. On
the other hand, studies into the processes that influence the
form, associated factors, and outcomes of different disorders
for various ethnic groups hold promise for increasing our un-
derstanding of the relationship between ethnicity and child
psychopathology.

Recent conceptualizations have looked at ethnicity-related
sources of stress such as stereotype threat and stereotype con-
firmation concern and own group conformity pressure. Re-
search suggests that members of ethnic minority groups
are not passive recipients of prejudice and discrimination
(this is true of mental health labels too); rather, they actively
attempt to make sense of and cope with multiple and distinct
ethnicity-related threats (Contrada et al., 2000).

The values, beliefs, and practices that characterize a par-
ticular ethnocultural group contribute to the development and
expression of childhood distress and dysfunction, which in
turn are organized into categories through cultural processes
that further influence their development and expression
(Harkness & Super, 2000). Through shared views about
causality and intervention, culture also structures the way in
which people and institutions react to the child’s problems.
Because the meaning of children’s social behavior is influ-
enced by cultural beliefs and values, it is not surprising
that the form, frequency, and predictive significance of dif-
ferent forms of child psychopathology vary across cultures or
that cultural attitudes influence diagnostic and referral prac-
tices (Lambert & Weisz, 1992).

Cross-cultural research on child psychopathology would
suggest that the expression and experience of mental disorders
in children is not universal (Fisman & Fisman, 1999). Patterns
of onset and duration of illness and the nature and relationship
among specific symptoms vary from culture to culture and
across ethnic groups within cultures (Hoagwood & Jensen,
1997). However, few studies have compared the attitudes, be-
haviors, and biological and psychological processes of chil-
dren with mental disorders across different cultures. Such
information is needed to understand how varying social expe-
riences and contexts influence the expression, course, and
outcome of different disorders across cultures. For example,
greater social connectedness and support in more traditional
cultures and greater access to resources and opportunities
in industrialized societies are examples of mechanisms that
may alter outcomes across cultures. Sensitivity to the role of
cultural influences in child psychopathology has increased
(Evans & Lee, 1998; Lopez & Guarnaccia, 2000) and is likely
to continue to do so as globalization and rapid cultural change
become increasingly more common (Garcia Coll et al., 2000).

Causal Processes

As illustrated by the models we presented for ADHD and
anxiety disorders, all forms of child psychopathology are in-
fluenced by multiple and complex interactional and transac-
tional processes—between characteristics of the child and
the changing environmental context for development and



behavior—that unfold over time. This view has led to an in-
creasingly integrative approach to the etiology of child psy-
chopathology that recognizes the role of multiple causal
processes, including neurobiological, psychological, social,
and cultural influences (Rutter & Sroufe, 2000). Models
based on this approach are complex—at times even over-
whelming—but necessary if disorders of childhood and ado-
lescence are to be understood (Cicchetti & Canon, 1999).
Constraints on the amount of diversity that is possible and the
fact that not all outcomes are equally likely makes the task of
understanding individual patterns of adaptation and maladap-
tation during childhood and adolescence somewhat more
manageable (Cicchetti & Sroufe, 2000).

Genetic, neurobiological, neurophysiological, and neu-
roanatomical evidence suggests a neurobiological basis for
many childhood disorders, including ADHD, autistic disorder,
adolescent depression, and OCD, to name a few. With respect
to genetics, recent research using molecular genetics has iden-
tified specific genes for autism (International Molecular Ge-
netic Study of Autism Consortium, 1998), ADHD (Kuntsi &
Stevenson, 2000), and Rett’s disorder (Amir et al., 1999). The
identification of specific genes has the potential to greatly en-
hance our understanding of a disorder as well as its specific
components (Stodgell, Ingram, & Hyman, 2000). However,
the initial steps in identifying a specific gene for any disorder
address only a small part of the genetic risk. Similar searches
will be needed to identify other genes, and multiple interacting
genes are a far more likely cause than is a single gene (Rutter,
2000a). Genetic influences are probabilistic, not determinis-
tic, and environmental and genetic factors are generally of
about equal importance (Plomin & Rutter, 1998). Most forms
of child psychopathology are polygenic, involving a number
of susceptibility genes that interact with one another and with
environmental influences to result in observed levels of im-
pairment (State, Lombroso, Pauls, & Leckman, 2000).

As our discussion of ADHD illustrated, research on brain
structure and function using neuroimaging procedures has
identified specific brain regions for ADHD and many other
disorders. Neuroimaging studies tell us that one region or an-
other may be involved but they do not tell us why, and the find-
ings for particular disorders are not always consistent from
study to study, for children of different ages, or for boys ver-
sus girls. Research into specific neurotransmitters has also
provided promising leads, although findings have also been
inconsistent. One of the difficulties in research in this area is
that most forms of child psychopathology often involve the
same brain structures and neurotransmitters, making it diffi-
cult to assess the specificity of their contributions to particular
disorders. Such findings may reflect the limitations of existing
categorical diagnostic systems that we discussed earlier.
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Child psychopathology research has increasingly focused
on the role of the family system, the complex relationships
within families, and the reciprocal influences among various
family subsystems (Fiese, Wilder, & Bickham, 2000). There
is a need to consider the processes occurring within disturbed
families and the common and unique ways in which these
processes affect both individual family members and subsys-
tems. Within the family, the role of the mother-child and mar-
ital subsystems have received the most research attention to
date, with less attention given to the role of siblings or fathers
(Hetherington, Reiss, & Plomin, 1994; Phares & Compas,
1992).

Research into family processes and child psychopathol-
ogy has not kept pace with family theory and practice. Fam-
ily members are frequently viewed as either the causes of
childhood disorders or as passive responders. An integrative
perspective in which family members are viewed as partners
in a complex process of reciprocal interaction is needed
(Hinshaw & Cicchetti, 2000). To accomplish this end, there is
a need for the development of sophisticated methodologies
and valid measures that will capture the complex relation-
ships that are operative in disturbed and normal family sys-
tems (Bray, 1995; Bray, Maxwell, & Cole, 1995). This task is
complicated by a lack of consensus concerning how dysfunc-
tional or healthy family functioning should be defined or
what specific family processes are important to assess (Bray,
1994; Mash & Johnston, 1996).

Continuities and Discontinuities

A central issue for theory and research in child psychopathol-
ogy concerns the continuity of disorders identified from one
time to another and the relationship between child and adult
disorders (Kazdin & Johnson, 1994; Rutter & Sroufe, 2000).
Prior to the emergence of a disorder, certain pathways may
suggest a failure to adapt to age-salient developmental tasks;
this failure in turn increases the likelihood of later problems,
given particular environmental events. Childhood disorders
are not static entities, and many children experience periods
of relapse, remission, or degrees of severity over the course
of their development. The concept of developmental path-
ways is crucial for understanding continuities and discontinu-
ities in psychopathology. A pathway defines the sequence
and timing of behavioral continuities and transformations
and relationships between successive behaviors (Loeber,
1991). Different pathways may lead to similar disorders
(equifinality), and similar initial pathways may result in
different disorders (multifinality), depending on the organiza-
tion of the larger system in which they occur. The systematic
delineation of developmental pathways, such as the ones that
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we presented for ADHD and anxiety disorders, attempts to
capture the changing expressions of a given disorder and to
assess causal process, the patterning of comorbid conditions
over time, and diverse outcomes.

Evidence in support of the continuity between child and
adult disorders is equivocal and depends on a number of
methodological factors related to research design, assessment
instruments, the nature of the study sample, and the type and
severity of the disorder. In general, the literature suggests that
child psychopathology is continuous with adult disorders for
some but not all problems. Some evidence appears to favor
the stability of externalizing problems over internalizing
problems. However, previous findings may reflect the sever-
ity and pervasiveness of the disorders assessed, referral
biases, and the fact that findings from longitudinal investiga-
tions of children with internalizing disorders are just begin-
ning to accumulate.

Research has focused not only on continuities and discon-
tinuities in childhood disorders but also on the identification
of factors that predict them. One factor that has been studied
in the context of CD is age of onset. It has been found that
early onset of symptoms relates to higher rates and more se-
rious antisocial acts over a longer period of time for both
boys and girls. However, psychosocial variables that are pre-
sent prior to and following onset may influence the serious-
ness and chronicity more than age of onset per se (Tolan &
Thomas, 1995). An issue that needs to be addressed concerns
whether early age of onset operates in a causal fashion for
later problems—and if so, how?

Although research supports the notion of continuity of
disorders, it does not support the continuity of identical
symptoms over time (e.g., homotypic correspondence). Con-
tinuity over time for patterns of behavior rather than for
specific symptoms is the norm. For example, although exter-
nalizing disorders in boys are stable over time, the ways in
which these behavioral patterns are expressed change dra-
matically over the course of development (Olweus, 1979).
Even with wide fluctuations in the expression of behavior
over time, children may show consistency in the adaptive and
maladaptive ways in which they organize their experiences
and interact with the environment. For example, behavioral
inhibition in infancy may affect later adjustment by influenc-
ing the way in which the child adapts to new and unfamiliar
situations and the ensuing person-environment interactions
over time. Certain genes and neural systems may also play a
significant predisposing role in influencing the continuity of
psychopathology (Pennington & Ozonoff, 1991). Disconti-
nuities in observable behavior may obscure continuities in
the mechanisms underlying observable behavior.

Given that developmental continuity is reflected in general
patterns of organization over time rather than in isolated be-
haviors or symptoms, the relationships between early adapta-
tion and later psychopathology are unlikely to be simple,
direct, or uncomplicated. The links between early and later
psychopathology are marked by continuities and by disconti-
nuities. The degree of continuity or discontinuity will vary as
a function of changing environmental circumstances and
transactions between the child and environment that affect
the child’s developmental trajectory.

Risk and Resilience

Resilience, which refers to successful adaptations in children
who experience significant adversity has received a good
deal of attention (Luthar, Cicchetti, & Becker, 2000). Early
patterns of adaptation influence later adjustment in complex
and reciprocal ways. Adverse conditions, early struggles to
adapt, and failure to meet developmental tasks do not in-
evitably lead to a fixed and unchanging abnormal path.
Rather, many different factors—including chance events and
encounters—can provide turning points whereby success in a
particular developmental task (e.g., educational advances,
peer relationships) alters a child’s course onto a more adap-
tive trajectory. Conversely, there are numerous events and
circumstances that may deflect the child’s developmental tra-
jectory toward that of maladaptation (e.g., dysfunctional
home environment, peer rejection, difficulties in school,
parental psychopathology, intergenerational conflict).
Further attention needs to be directed to the conceptual
and methodological problems that have plagued research on
resilience (Luthar et al., 2000), not the least of which is the
lack of a consistent vocabulary, conceptual framework, and
methodological approach. It is particularly important to en-
sure that resilience is not defined as a universal, categorical,
or fixed attribute of the child; individual children may be re-
silient in relation to some forms of environmental stress but
not to others, and resilience may vary over time and across
contexts. Rather than a direct causal pathway leading to a
particular outcome, resilience involves ongoing interactions
between risk and protective factors within the child and his or
her environment. These factors need to be conceptualized as
processes rather than as absolutes, because the same event or
condition can operate as a protective or risk factor as a func-
tion of the overall context in which it occurs. More than a
decade of research suggests that resilience is not indicative
of any rare or special qualities of the child per se (i.e., the in-
vulnerable child); rather, it is the result of the interplay of
normal developmental processes such as brain development,



cognition, caregiver-child relationships, regulation of emo-
tion and behavior, and the motivation for learning (Masten,
2001).

IMPLICATIONS FOR TREATMENT
AND PREVENTION

As aresult of the emergent concepts and findings discussed in
this chapter, treatment approaches for children’s mental health
problems have grown tremendously in sophistication and
breadth over the past two decades (Mash & Barkley, 1998).
Many interventions today combine the most effective ap-
proaches to particular problems in an ongoing, developmen-
tally sensitive manner (Kazdin, 2000). Moreover, because
children’s symptoms are often an expression of their unsuc-
cessful attempts to adapt to their circumstances, more empha-
sis today is placed on the child’s family, school, and
peers—not just on the child (Howard & Kendall, 1996). Ac-
cordingly, treatment goals often focus on building children’s
skills for adapting to their social environment—skills that will
facilitate long-term adjustment—not just on eliminating prob-
lem behaviors or reducing subjective distress in the short term.

Although many of the disorders discussed in this chapter
begin early in life, accurate early identification is difficult. The
reliability of many early symptoms such as social withdrawal,
labile mood, and perceptual and cognitive disturbances in pre-
dicting later problems is in many cases unknown. Neverthe-
less, growing evidence for the early presence of subclinical
symptoms for some childhood disorders (e.g., schizophrenia),
the fact that certain symptoms (e.g., aggressive behavior) are
known to predict later problems, and the early age of onset of
many forms of child psychopathology have led to an increas-
ing interest in prevention (Cicchetti, Rappaport, Sandler, &
Weissberg, 2000). Prevention efforts for most forms of child
psychopathology are now available, although their long-term
effectiveness is still being evaluated; however, early findings
are promising, suggesting that the early detection and treat-
ment of childhood disorders may lead to a better prognosis
and outcome in adolescence and adulthood (U.S. Public
Health Service, 2001a).

Efforts to evaluate treatments for childhood disorders have
intensified (Weisz, Donenberg, Han, & Weiss, 1995), resulting
in several noteworthy conclusions based on carefully con-
trolled research trials: (a) Changes achieved by children re-
ceiving psychotherapy are consistently greater than are those
for children not receiving therapy; (b) the average child who is
treated is better off at the end of therapy than at least 75% of
those children who did not receive treatment; (c) treatments
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have been shown to be equally effective for children with in-
ternalizing and externalizing disorders; (d) treatments are pro-
ducing focused changes in targeted areas such as anxiety, rather
than producing nonspecific or global effects such as changes in
how the child feels (Kazdin, 1996; Weisz, 1998; Weisz &
Weiss, 1993); and (e) the more outpatient therapy sessions
children receive, the more improvement is seen in their symp-
toms (Angold, Costello, Burns, Erkanli, & Farmer, 2000).

In contrast to these findings for research therapy, however,
studies of clinic therapy (i.e., in real-world settings) have
resulted in less favorable outcomes (Andrade, Lambert, &
Bickman, 2000; Weiss, Catron, Harris, & Phung, 1999;
Weisz et al., 1995; for exceptions, see study by Angold et al.,
2000; and meta-analytic review by Shadish, Matt, Navarro,
& Phillips, 2000). These findings suggest that conventional
services for children may be of limited effectiveness and that
integrating these commonly used interventions into more co-
ordinated systems of care also shows minimal support for the
beneficial effects of treatment (Weisz, 1998). However, few
studies exist of child therapy outcomes in settings where
treatment is typically conducted; thus, it is premature to draw
any conclusions from the findings from clinic and commu-
nity studies until more empirical data about therapy in prac-
tice are available (Shadish et al., 1997). In order to address
the differences in findings from research versus clinic stud-
ies, there is a growing interest in the development and evalu-
ation of treatment strategies that reflect decision-making and
service delivery as it occurs in clinical practice settings (T. D.
Borkovec, 2001; Weisz, 2000a, 2000b). Further discussion of
treatment and prevention is presented within subsequent
chapters of this volume.
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Kendler & Diehl, 1995; Tsuang & Faraone, 1995) has hin-
dered attempts at simple conceptualizations, leaving current
investigators talking about schizophrenia and other disor-
ders as “complex illnesses” (Andreasen, 2001, p. 113). Al-
though there are many issues in developing diagnostic
criteria for schizophrenia, three have been particularly im-
portant: (a) a chronic versus an episodic course, (b) positive
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versus negative symptoms, and (c) the presence of affective
symptoms.

ISSUES IN DIAGNOSIS

Chronicity, Negative Symptoms,
and Affective Symptoms

Considerable debate has centered on the importance of a
chronic course for a diagnosis of schizophrenia. Almost
everyone agrees that individuals who follow a classic chronic
course and manifest other symptoms of schizophrenia are
true schizophrenia patients. Disagreement centers on those
with an episodic course—especially with a small number of
episodes. Since 1980 in the United States, the Diagnostic and
Statistical Manual of Mental Disorders Third Edition, Third
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Edition—Revised, and Fourth Edition (DSM-III, DSM-III-R,
and DSM-1V, respectively) by the American Psychiatric Asso-
ciation (APA; 1980, 1987, 1994) have emphasized chronicity
by requiring a 6-month duration for the diagnosis of schizo-
phrenia. In DSM-1V, schizophreniform disorder applies to
patients with episodes lasting between 1 and 6 months,
whereas brief psychotic disorder applies to episodes of less
than 1 month, and it is considered unclear whether either di-
agnosis is related to schizophrenia (Siris & Lavin, 1995).

In recent decades, extensive research has focused on neg-
ative symptoms (the absence or insufficiency of normal be-
havior), such as poverty of thought or speech, flat or blunted
affect, apathy or anhedonia, and avolition or social with-
drawal (Andreasen, 2001; Sommers, 1985). These negative
symptoms are contrasted with positive symptoms (the pres-
ence of abnormal functioning), which may include hallucina-
tions, delusions, thought disorder, disorganized behavior, and
inappropriate emotions (Andreasen, 2001). Some theorists
view negative symptoms as the fundamental deficiency of
schizophrenia; others see them as a defect or residual state re-
sulting from and following an active psychotic state (i.e.,
positive symptoms). A third perspective conceptualizes posi-
tive and negative symptoms as more or less equally important
semi-independent processes (Lewine, 1985). The 6-month
duration requirement for a diagnosis of schizophrenia that
began with DSM-III made negative symptoms much more
salient because the active phase symptoms often do not last
for 6 months—placing the burden on negative symptoms to
demonstrate chronicity. Negative symptoms are conceptual-
ized as prodromal (preceding the onset of the active phase of
psychotic symptoms) or residual (continuing after the active
phase of psychotic symptoms) and either can be used to sat-
isfy the duration requirement.

The separation of schizophrenia from the affective disorders
(depression and mania) constitutes a third major diagnostic
issue. The presence of many patients with both schizophrenic
and affective symptoms (a schizoaffective clinical picture)
challenges any attempt to dichotomize the distinction between
schizophrenia and affective disorders (e.g., Kendell, 1982;
Meltzer, 1984; Siris & Lavin, 1995). Decisions on this issue
can profoundly affect the diagnosis of schizophrenia, and
the presence of large numbers of patients with schizoaffective
symptoms constitutes a major problem in conceptualizing
schizophrenia.

A Brief History of the Conceptualization
of Schizophrenia

Many discussions of the concept of schizophrenia begin with
Kraepelin’s fundamental contributions toward the end of the

nineteenth century and continuing into the early twentieth
century (Johnstone, 1999c). Kraepelin grouped together syn-
dromes with disparate clinical pictures on the basis of simi-
larities in course, outcome, and age of onset, applying the
name dementia praecox to this new diagnostic category. He
viewed the disorder as having a youthful onset, intellectual
and volitional disturbances, and a chronic course with intel-
lectual deterioration as the outcome. For Kraepelin, these
characteristics were a direct manifestation of an underlying
organic disturbance (i.e., psychological or psychosocial fac-
tors were not emphasized). As valuable as Kraepelin’s contri-
bution was, three issues created tension regarding his
position. First, the chronic, deteriorating course was a defin-
ing feature of dementia praecox (Andreasen & Carpenter,
1993), implying that treatment was impossible. Impossibility
of treatment should not be a matter of definition of a disorder,
but rather an empirical correlate (Chapman & Chapman,
1973). Second, a nonnegligible minority (about 13%) of his
dementia praecox patients failed to run a chronic, deteriorat-
ing course (Johnstone, 1999a). Third, onset of the disorder
was not limited to the youthful onset indicated by the term
praecox (Andreasen, 2001).

In response to these problems, Bleuler (1911/1950) offered
avery different conceptualization of the disorder, which he re-
named schizophrenia. In place of course and outcome empha-
sized by Kraepelin, Bleuler emphasized signs and symptoms
(Andreasen & Carpenter, 1993) and distinguished between
fundamental symptoms (somewhat similar to negative symp-
toms), which he viewed as specific to schizophrenia and as
permanent or chronic features of the disorder, and accessory
symptoms (somewhat similar to positive symptoms), which
may be completely absent during part or all of the course of the
disorder or may be very prominent (Bleuler, 1911/1950). Like
Kraepelin, Bleuler hypothesized a chronic underlying physi-
cal disease process that can progress on its own to produce the
full schizophrenia syndrome, but this process was associated
with fundamental symptoms. Influenced strongly by Freud,
Bleuler proposed that stressful events and other psychological
processes could substantially influence the course of the
accessory symptoms—an early statement of the popular
diathesis-stress model in which a genetic diathesis or vulnera-
bility responds to psychosocial stress by producing symptoms
of psychopathology (Rosenthal, 1970; Walker & Diforio,
1997).

Bleuler’s conceptualization was much broader than
Kraepelin’s. First, the prototypical clinical picture included
more than patients with a chronic, deteriorating course.
Second, Bleuler described a continuum of severity, with
milder cases blending into the normal range of personality
variation. Third, clinical judgment as to the presence of a



splitting in the basic functions of the mind replaced a more
easily observed chronic deterioration as the basis for diag-
nosis, making it possible to perceive schizophrenic pro-
cesses in a very large number of patients.

The emphasis on signs and symptoms introduced by
Bleuler combined with the difficulty of making clinical judg-
ments as to what signs and symptoms suffice for a diagnosis
of schizophrenia inevitably led to attempts to more precisely
identify symptoms specific to schizophrenia. In one particu-
larly influential attempt to achieve this goal, Schneider devel-
oped a list of first rank symptoms he believed to be specific to
schizophrenia (Andreasen & Carpenter, 1993). The resultant
list was restricted to unusual and bizarre hallucinations (e.g.,
hearing voices speak one’s thoughts aloud, discuss one in the
third person, or describe one’s actions) or delusions (e.g., be-
lieving that thoughts are inserted by an external force, that
one’s thoughts are broadcast to the outside world and heard by
others, or that one’s own actions are imposed by an outside
force; Johnstone, 1999a). Schneider’s approach, however, has
not proven to predict outcome (i.e., chronicity) in schizophre-
nia or to be specific to schizophrenia (Andreasen & Carpenter,
1993). Similarly, genetic studies have yielded little support
for the validity of first rank symptoms when such symptoms
are employed as the sole basis for the diagnosis of schizo-
phrenia (Gottesman, McGuffin, & Farmer, 1987; McGuffin,
Farmer, Gottesman, Murray, & Reveley, 1984). Nevertheless,
first rank symptoms have been a prominent part of the litera-
ture on schizophrenia and sometimes are incorporated into the
list of active phase symptoms in other diagnostic approaches.

Diagnostic Approaches

A number of well-known approaches to the diagnosis of
schizophrenia have been developed. In the United States, the
approach since DSM-III is especially noteworthy for requir-
ing a 6-month duration before schizophrenia can be diag-
nosed, thereby opting for the view that true schizophrenia
runs a relatively chronic course. DSM-III was strongly influ-
enced by what are known as the Feighner criteria (Feighner
etal., 1972) from the Washington University group and by
the research diagnostic criteria (RDC; Spitzer, Endicott, &
Robins, 1978) from the New York State Psychiatric Institute
group. The Feighner criteria strongly emphasize a chronic
course by requiring a 6-month duration, an absence of affec-
tive disorder diagnosis, and such predictors of chronicity as
being single, showing poor premorbid adjustment, and hav-
ing a family history of schizophrenia, while requiring only
one positive or active symptom. In contrast, the RDC require
two active-phase symptoms and only 2 weeks duration,
aiming for a concept broader than that captured by chronic
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schizophrenia. At the same time, the RDC also exclude pa-
tients who meet criteria for an affective disorder. As is dis-
cussed later in this chapter, in first-admission samples this
exclusion can be quite restrictive.

Whereas the aforementioned diagnostic systems were
created by consensus of committees attempting to interpret
the clinical and research literature, other approaches have
selected signs and symptoms that predict existing clinical di-
agnosis as the criterion. Further, one also hopes that by iden-
tifying features common to many diagnosticians, the essence
or core features of the diagnosis will be preserved while elim-
inating more idiosyncratic aspects (Carpenter, Strauss, &
Bartko, 1973)—although, of course, this approach depends
on the wisdom of current clinical diagnosis. One such system
was the New Haven Index (Astrachan et al., 1972), devel-
oped during an era of a very broad concept of schizophrenia.
The New Haven Index was able to predict clinicians’ diag-
noses in New Haven hospitals by using only signs and symp-
toms without mention of affective symptoms or a minimal
duration. Delusions, hallucinations, and thought disorder
were emphasized by requiring at least one of them and mak-
ing any two of them sufficient for a diagnosis.

A second system, sponsored by the World Health Organi-
zation, came from the International Pilot Study of Schizo-
phrenia (IPSS; Carpenter et al., 1973) involving 1,202
patients from nine countries. Stepwise discriminant function
analysis was used to identify 12 items that best discriminated
between patients with hospital diagnoses of schizophrenia or
not schizophrenia in half the sample and cross-validated on
the other half. These items included delusions (four items re-
flecting different types), thought disorder, restricted or flat
affect, poor insight, poor rapport during the interview, unreli-
able information during the interview, and the absence of
three indications of affective disorders (elation, depressed fa-
cial expressions, waking early). One point was awarded for
the presence of each of the nine positive indicators and for the
absence of each of the three affective symptoms. A table
indicating the agreement with hospital diagnoses of schizo-
phrenia and not schizophrenia (in the two samples) as a func-
tion of the number of points required to make a diagnosis
showed that requiring five or more points resulted in a rela-
tively broad concept of schizophrenia—detecting 80—-81% of
hospital diagnoses of schizophrenia, while diagnosing as
schizophrenic 13-22% of patients not diagnosed as having
schizophrenia by the hospital. With the more restrictive crite-
rion of six or more points, these numbers changed to 63—-66%
and 4-6%, respectively. The authors suggested choosing the
criterion (e.g., five or six points) for a diagnosis of schizo-
phrenia depending on the application—hence the term Flexi-
ble System, which has been applied to this approach.
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If the different diagnostic systems all assessed the same
clinical phenomenon but differed only in the threshold for
making a diagnosis, they would show a hierarchical relation-
ship: Broader systems, which diagnose more patients as
having schizophrenia, would include all patients diagnosed
as having schizophrenia by the narrower systems. Unfortu-
nately, that is not the case, and even the narrow systems did
not show high agreement (Gottesman et al., 1987). For exam-
ple, Strauss and Gift (1977) applied seven diagnostic systems
to 272 patients in their first hospitalization and found that 122
were diagnosed as schizophrenic by at least one system. The
two broadest systems were the New Haven Index and the
(IPSS) Flexible System-5 with 68 and 57 diagnoses, respec-
tively. Even though they are very broad, these systems missed
about half the 122 patients diagnosed as having schizophre-
nia by another system. The three narrowest systems were the
RDC, Feighner criteria, and Flexible System-6 with 4, 9, and
34 diagnoses, respectively. To illustrate poor agreement even
among narrower systems, the Feighner criteria and the RDC
agreed on a schizophrenia diagnosis for only two patients,
and the Flexible System-6 diagnosed as schizophrenic only
44% of those called schizophrenic by the Feighner criteria.
For the broader systems, the Flexible System-5 diagnosed as
schizophrenic only 65% of the New Haven Index cases. The
authors noted that the exclusion criteria for affective symp-
toms were responsible for the extreme narrowness of the
Feighner criteria and the RDC because affective symptoms
are prominent in first-admission samples of hospitalized
patients.

Although these diagnostic systems show greater agree-
ment and a more hierarchical structure with more chronic
hospitalized patients (Endicott et al., 1982), these data serve
to illustrate significant diagnostic disagreement and the
importance of chronicity and affective symptoms in making
a diagnosis. Strauss and Gift (1977) make another important
point about the implications of attempts to narrow the diag-
nosis of schizophrenia to a chronic, Kraepelinian view: Such
attempts shift the problem rather than solving it, creating
large numbers of undiagnosed (Feighner criteria) or schizoaf-
fective patients (RDC). Logically, if such large groups of pa-
tients are not to be considered as having schizophrenia, then
presumably alternative etiologic hypotheses need to be de-
veloped and evidence marshaled of discriminant validity vis-
a-vis schizophrenia, which has not been done.

This underscoring of some uncertainties in diagnosis
should not be taken to imply a chaotic situation. Quite to
the contrary, even with our imperfect conceptualizations of
schizophrenia, many reliable findings have been reported, es-
pecially in research on genetic influences. Indeed, the genetic
data constitute some of the most compelling findings in all of

psychopathology, and those findings in turn can inform diag-
nostic choices.

THE CONTRIBUTION OF GENETICS

Genetic Studies of Schizophrenia

The genetics of schizophrenia is one of the great stories in re-
search on psychopathology. This research demonstrated un-
equivocally that genetic factors are important to the etiology of
schizophrenia (e.g., Bassett, Chow, O’Neill, & Brzustowicz,
2001; Gottesman, 1991; Gottesman & Moldin, 1998; Kendler,
1999; Kendler & Diehl, 1995; Tsuang & Faraone, 1995).
Having established that point, this research additionally pro-
vides a foundation for examining the validity of concepts of
schizophrenia—that is, which ways of diagnosing schizophre-
nia produce the strongest findings from a genetic perspective?

The story begins with family risk for schizophrenia: It has
long been known that schizophrenia runs in families (Kendler
& Diehl, 1995). In these studies, one starts with a series of
index cases or probands with a diagnosis of schizophrenia
and then ascertains the risk of schizophrenia among their rel-
atives. Risk for schizophrenia increases with genetic similar-
ity. For example, using pooled European studies from 1920 to
1978, Gottesman et al. (1987) calculated the following risks
of (definite) schizophrenia: first-degree relatives 7.3-9.35%,
second-degree relatives 2.65-2.94%, and third-degree rela-
tives 1.56%. Similarly, for seven more modern studies with
improved methodology, Kendler and Diehl (1993) calculated
an estimated morbid risk of schizophrenia among first-degree
relatives to be 4.8% for schizophrenia probands compared
with 0.5% for control probands, confirming a roughly tenfold
increased risk reported by earlier family studies. Of course, in
family studies environmental similarity is confounded with
genetic similarity, creating a need for twin and adoption stud-
ies to clarify interpretation of family risk data.

Twin studies exploit an experiment of nature that creates
monozygotic (MZ) and same-sex dizygotic (DZ) twins
with 100% (exactly) and 50% (on average) of their genes in
common, respectively. Because many aspects of the environ-
ment are equally similar for MZ and DZ twins (see Kendler
& Diehl, 1995, for a discussion of this assumption), compar-
ison of risk for schizophrenia in the cotwins of schizophre-
nia probands offers a strong test of the genetic hypothesis.
As with family studies, twin studies from the first half of
the twentieth century had reported results supportive of the
genetic hypothesis: MZ cotwins of a schizophrenia proband
have a higher probability of schizophrenia than do DZ
cotwins.



These results seemed strongly supportive of the genetic
hypothesis, but critics questioned them on methodological
grounds. They argued that knowledge of zygosity contami-
nated the (nonblindfolded) diagnoses of schizophrenia,
allowing the investigator’s beliefs about heredity to bias the
outcome (Gottesman, 1991). However, in a sophisticated twin
study that laid to rest methodological criticisms, Gottesman
and Shields (1966) reported 50% concordance in MZ twins
compared with only 12% for DZ twins. Other modern twin
studies yielded similar results. Gottesman (1991) further
reported that a weighted average of the four recent (since
1963) European twin studies showed 48% MZ and 17% DZ
twin concordance, a more recent British study showed 40.8%
and 5.3% concordance (Cardno et al., 1999), and a summary
of four European studies (including Cardno et al., 1999) and
one Japanese twin study conducted in the 1990s reported her-
itabilities of the order of 80% (Cardno & Gottesman, 2000).
Thus, twin studies strongly support the genetic hypothesis
(Kendler & Diehl, 1995).

Adoption studies completed the final step, in which ge-
netic and environmental similarity are unconfounded. Heston
and Denney (1968) followed up the adopted-away but now-
adult offspring of mothers hospitalized for schizophrenia in
Oregon. At an average age of approximately 36 years, 5 of
47 experimental group (mother schizophrenic) adoptees
had developed schizophrenia compared with none out of 50
matched control adoptees (mother not schizophrenic),
strongly supporting the genetic explanation for the initial ob-
servation that schizophrenia runs in families.

A second, larger adoption study conducted in Denmark
exploited excellent government records listing births (includ-
ing adoption information), psychiatric diagnoses, and current
addresses for everyone in the country. In the initial report
on the Copenhagen sample, Kety and his colleagues (Kety,
Rosenthal, Wender, & Schulsinger, 1968; Kety, Rosenthal,
Wender, Schulsinger, & Jacobsen, 1978) selected adopted
children who later developed schizophrenia, along with a con-
trol group with no psychiatric history; using hospital records,
they ascertained the rate of schizophrenic spectrum disorders
(a broad concept, intended to miss no one with possible schiz-
ophrenia) among the roughly 150 biological and 80 adoptive
relatives of these index cases. Consistent with the genetic hy-
pothesis, there was an elevated rate of schizophrenia among
the biological relatives (8.7%) of the experimental index
cases compared with biological relatives of control index
cases (1.9%) and with the adoptive relatives of both the ex-
perimental group (2.7%) and the control group (3.6%). These
results were confirmed in a later report based on interview-
based diagnoses and data from all of Denmark (Kety et al.,
1994), as well as a reanalysis of the Danish interview-based
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data employing DSM-III diagnoses (Kendler, Gruenberg, &
Kinney, 1994) and an independent adoption study in Finland
(Tienari, 1991).

To summarize, the finding that schizophrenia runs in fam-
ilies could possibly be due to either genetic or environmental
influences, but replicated findings from twin and adoption
studies support the genetic interpretation. This conclusion
raises two important questions: (a) What genetic model ap-
plies to schizophrenia and (b) what concepts of schizophrenia
are supported by these data?

Genetic Models
Single-Gene Model

A single-gene model is attractive because it would be pos-
sible to locate the gene, study its properties, and ultimately
understand its effects on brain structure or function that lead
to schizophrenia. It would also be possible to identify non-
schizophrenic carriers of the gene and to study those individ-
uals to determine what environmental variables trigger the
development of schizophrenia. Unfortunately, single-gene
models have such a poor match to existing data that they can
be rejected—at least for a large majority of cases of schizo-
phrenia (Andreasen, 2001; Bassett et al., 2001; Faraone,
Green, Seidman, & Tsuang, 2001; Gottesman & Moldin,
1998; Kendler, 1999; Kendler & Diehl, 1993, 1995; McGue
& Gottesman, 1989; Tsuang & Faraone, 1997). Furthermore,
attempts to identify a single gene through linkage with ge-
netic markers in family pedigrees has been disappointing
(Gottesman & Moldin, 1998; Kendler, 1999; Tsuang &
Faraone, 1997).

Multifactorial Polygenic Model

Gottesman and Shields (1967) were the first to apply the mul-
tifactorial polygenic (MFP) model to schizophrenia, in which
a large number of genes—each often assumed to be of small
effect—along with environmental influences contribute in an
additive fashion to the overall liability for schizophrenia. The
model assumes a threshold such that schizophrenia develops
when total liability exceeds the threshold. In general, the ge-
netic data are consistent with MFP models with a threshold
(e.g., Andreasen, 2001; Faraone & Tsuang, 1985; Gottesman
et al., 1987; Gottesman & Moldin, 1998; Kendler & Diehl,
1993; Tsuang & Faraone, 1997).

Parenthetically, there always has been some theoretical
tension between the assumption of additivity in the MFP and
the implication of an interaction effect in the diathesis-stress
model—that is, stressors produce pathology only in those with
a diathesis (Gottesman, 1991). The additivity assumption in



70 Schizophrenia Spectrum Disorders

the MFP is appropriate because most of the extant data fit this
more parsimonious model, but interaction effects are to be
expected, in which genetic vulnerability increases one’s sensi-
tivity to environmental influences that tend to induce schizo-
phrenia (Gottesman & Moldin, 1998; Gottesman & Shields,
1972; Meehl, 1962). In recent years, evidence has accumu-
lated of such greater effects of stressors among genetically
vulnerable individuals (e.g., children or siblings of schizo-
phrenia probands) for obstetric complications (Tsuang &
Faraone, 1995), disturbed communication in adoptive parents
(Gottesman & Moldin, 1998), and for inferred but unspecified
stressors among second-generation African-Caribbean immi-
grants to the United Kingdom (Moldin & Gottesman, 1997).
Additionally, there may well be interaction effects among
genes, called epistasis (Bassett et al., 2001; Gottesman &
Moldin, 1998).

Mixed Models

Although the MFP model might be considered the default
hypothesis because of the good fit with genetic data, interme-
diate and mixed models cannot be excluded and, in fact, are
likely. In the limited-loci-polygenic model (Faraone &
Tsuang, 1985) a small number of loci (e.g., two loci with two
alleles each) contribute to schizophrenia. In order to fit the
empirical findings, these models must assume a modest ge-
netic contribution to schizophrenia, leaving a large environ-
mental contribution. A similar situation obtains with mixed
genetic models (a single gene combined with polygenes),
which can be made consistent with either (a) a rare (e.g., 10%
of schizophrenic cases) single gene with high penetrance
(e.g., .60) or (b) a much more common single gene that has
low penetrance (Gottesman & McGue, 1991; Kendler &
Diehl, 1993). These latter two models probably are more in-
teresting than the limited-loci-polygenic models because
they are consistent with relatively high heritability overall
(single gene plus polygenes) and potentially offer an expla-
nation for some of the heterogeneity in the schizophrenia
phenotype. The common single gene (or major gene) in par-
ticular is of interest because it might be associated with a
more chronic course (Iacono, 1998). Nevertheless, the MFP
model is a major component of any model consistent with
genetic data on schizophrenia—even if there are one or more
major genes with larger effects. Additionally, a broad review
of the behavior genetics literature suggests that the kind
of behavior represented by the construct of schizophrenia
is likely to involve polygenic influences (Plomin, 1990;
Plomin, DeFries, McLearn, & Rutter, 1997).

The preceding reasoning with respect to the MFP model
applies to the majority of schizophrenia cases and does not

exclude rare cases of schizophrenia or schizophrenia-like
psychoses attributable to another etiology. For example,
Tsuang and Faraone (1995) concluded that in some rare cases
gross chromosomal abnormalities cause schizophrenia, and
Gottesman (1991) listed numerous drugs, somatic disorders,
and genetic and chromosomal factors that produce pheno-
copies of schizophrenia (i.e., schizophrenia-like psychoses
that do not share the etiology of typical schizophrenia).

A small deletion of genetic material on the long arm of
Chromosome 22 (22q) has been associated with a form
of schizophrenia that develops in roughly 25% of individuals
with the deletion and accounts for up to 2% of individuals
with schizophrenia (Bassett et al., 2001). Although the 22q
deletion is inherited in an autosomal dominant pattern, due to
reproductive disadvantage such transmission is greatly re-
duced. Consequently, over 90% of the cases are due to de
novo mutations, which in turn are more likely with increasing
paternal age. More broadly, Gottesman (1991), when com-
paring schizophrenia to some extent with mental retardation,
speculated that a mixed model will prove most appropriate
for schizophrenia. In this model, some rare cases are attrib-
uted to single genes and others to primarily environmental
factors, but the vast majority are attributed to one of two vari-
ations of the MFP. Of this MFP group, up to 10% might re-
flect the effect of a specific major gene combined with
polygenic and environmental influences (the mixed genetic
model with a more common single gene described previ-
ously), whereas the remaining 90% reflect the standard MFP
model of polygenic and environmental influences. Although
a specific major gene operating in a polygenic context has not
yet been identified, identification of such a gene would con-
stitute a major breakthrough.

Specific and Nonspecific Liability

As noted previously, the MFP model assumes that polygenic
and environmental influences combine to produce total liabil-
ity with a threshold for the appearance of schizophrenia. The
liability is further assumed to be distributed normally in the
population as a whole and to consist of specific genetic, non-
specific genetic, and nonspecific environmental liability, as
well as genetic and environmental assets that reduce liability
(Gottesman, 1991). The modifier specific means that this as-
pect of the genetic contribution is specific to schizophrenia
and not to any other disorders, whereas nonspecific factors af-
fect liability but are not themselves specific to schizophrenia.

Relatively little has been said about the nature of non-
specific liability. As conceptualized within a diathesis-stress
framework, environmental stress (physical or psychosocial)
has nonspecific effects that influence but are not limited to



the risk for schizophrenia. Similarly, it is reasonable to sug-
gest that among the nonspecific genetic liability will be char-
acteristics that influence the amount of stress the person
experiences (Fowles, 1992b; also see Meehl’s classic 1962
paper for discussion of nonspecific factors involving vulner-
ability to stress). Two examples can serve to illustrate this
point. First, all other things being equal, individuals with an
anxiety-prone or stress-reactive temperament will experience
more stress than would less anxious individuals, thereby
contributing to nonspecific liability. Second, individuals
whose genetic endowment pushes toward lower intelligence
are more likely to experience academic, occupational, eco-
nomic, and even interpersonal aversive experiences that
make the world objectively more stressful. These suggestions
are consistent with Heston and Denney’s (1968) report that
among the adopted-away offspring of mothers with schizo-
phrenia, there was a trend toward an increased rate of mental
retardation and anxiety disorders. In selecting for mothers
who clearly had schizophrenia, the authors may have selected
for nonspecific genetic liability as well as specific genetic
liability. On the other hand, inasmuch as presumably there
are a large number of nonspecific effects, selection for any
specific characteristic (e.g., low intelligence) would be weak
and difficult to demonstrate. Furthermore, this nonspecific
liability would segregate independently of specific liability,
contributing to a varied collection of vulnerabilities and
deficits among the relatives of schizophrenia probands—
consistent with the impression of substantial rates of psy-
chiatric abnormalities among relatives (Gottesman, 1991;
Gottesman & Shields, 1976)—that add to the difficulty of
identifying the true schizophrenic spectrum.

Environmental Liability and Episodic Course

An important feature of the MFP model needs to be under-
scored. With a fixed threshold and additive genetic and envi-
ronmental liability, a trade-off exists between the genetic and
environmental liability. As genetic liability increases, less en-
vironmental liability is needed to reach threshold (Fowles,
1992b, 1994; Gottesman, 1991; Gottesman & Shields, 1982;
Siris & Lavin, 1995; Zubin & Spring, 1977). We do not know
how many genes are involved or how high the maximum lia-
bility can be, but it is generally assumed that there can be
enough genetic liability so that relatively little environmen-
tal stress is needed to reach threshold. Such individuals are
likely to run a chronic course because their total liability will
be above threshold most or all of the time. As the genetic con-
tribution to liability diminishes, it must be offset with greater
contributions from the environment. In those cases, the
course is likely to be episodic because most of the time the
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individual will not encounter that much stress. Of course,
stress can be more or less chronic, in which case even sub-
stantial contributions to liability from stress can be associated
with chronicity (Wing, 1978). Finally, as the genetic liability
diminishes even further, a point can be reached at which nor-
mal amounts of environmental stress will not be sufficient to
bring total liability to threshold, making such fortunate indi-
viduals not schizophrenic for genetic reasons. In this concep-
tualization of the underlying etiology, episodic schizophrenia
differs from chronic schizophrenia quantitatively but not
qualitatively. It may be practical to distinguish between cases
that—on average at least—are more genetic versus less ge-
netic, but the etiologic model remains the same for both.

Summary

It can be seen from this brief review that the MFP model
accounts well for genetic data, but one cannot exclude cont-
ributions from single rare genes with relatively high pene-
trance, purely environmental etiologies, and more common
single genes with low penetrance. It is important to note that
all attempts to fit genetic models to extant data conclude that
environmental factors cannot be neglected. Ironically, in this
sense the genetic data provide the strongest evidence for en-
vironmental contributions to schizophrenia. This evidence is
neutral with respect to whether the environmental contribu-
tion involves psychosocial factors or physical environmental
factors. Two major lines of research provide support for the
hypothesis that psychosocial stress does contribute to the
onset of schizophrenia—Ilife events and aversive family in-
teractions, both of which are reviewed later in this chapter—
but evidence also strongly supports physical environmental
contributions.

ENVIRONMENTAL INFLUENCES

Variability in Outcome

A contribution of life events to the onset of schizophrenia
became more likely after Bleuler broadened the concept of
schizophrenia to include those who would show improve-
ment. Additionally, with this outcome heterogeneity, it was
inevitable that investigators would try to find predictors of
good versus poor outcome. One approach distinguished
between process and reactive schizophrenia (Chapman &
Chapman, 1973; Neale & Oltmanns, 1980). Reactive schizo-
phrenia has a rapid onset associated with a life event, a nor-
mal premorbid adjustment, and a good prognosis. Process
schizophrenia has an insidious onset, poor premorbid social
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adjustment, affective flattening (a classic symptom of chronic
schizophrenia), and a poor prognosis. Premorbid adjustment
is the most powerful correlate of prognosis. In another
tradition, the term schizophreniform disorder originally re-
ferred to psychoses with good prognoses in order to distin-
guish them from so-called genuine schizophrenia (Siris &
Lavin, 1995)—that is, Kraepelinian chronic, deteriorating
schizophrenia. The predictors of good outcome are now
found in the good prognosis subtype of schizophreniform
disorder in DSM-1V (American Psychiatric Association,
1994, 2000; see also Siris & Lavin, 1995) with confusion or
perplexity during the episode and absence of blunted or flat
affect being added to good premorbid adjustment and rapid
onset as predictors of good outcome. The presence of affec-
tive symptoms also indicate a better prognosis (Siris &
Lavin, 1995).

Life Events
Interpretation of Outcome Heterogeneity

A plausible interpretation of the process-reactive or poor ver-
sus good prognosis distinction is that the process or poor
prognosis cases have greater (possibly largely genetic) vul-
nerability that adversely affects the premorbid personality
and develops into schizophrenia without the additional liabil-
ity of a noteworthy life event. In contrast, the reactive or
good prognosis cases are somewhat less vulnerable to schiz-
ophrenia and develop normally until a stressful life event
adds to liability and raises them above threshold for schizo-
phrenia. In many cases, the stress response to negative life
events does not last forever, the stress-based liability dimin-
ishes, and the person recovers from schizophrenic symptoms.
This interpretation of the nature of the process-reactive dis-
tinction implies that life events and the associated stress re-
sponse can contribute to the onset of schizophrenia but are
likely to do so most obviously for individuals with a sudden
onset of schizophrenic symptoms.

Life Event Studies

In a classic study consistent with the aforementioned rea-
soning, Birley and Brown (1970) assessed life events during
the 12 weeks prior to the onset of symptoms among patients
whose symptom onset could be dated within a week. This
datable-onset requirement necessarily precludes patients with
an insidious onset and samples strongly in favor of reactive
or good prognosis schizophrenia (approximately 50% of the
schizophrenic patients were excluded by this criterion).
Nonpatient controls from the community were asked about

life events in the 12 weeks before the interview. The schizo-
phrenic patients showed an increased rate of life events (60%
of patients) in the 3 weeks prior to onset relative to earlier
3-week periods and relative to all 3-week periods for the con-
trols (averaging about 21%).

For life events, there is a concern about the direction of
effect—whether incipient psychotic symptoms cause the life
event rather than the reverse. The authors rated the life events
for their independence of the individual’s behavior (e.g.,
losing one’s job because a factory closed clearly would be
independent). The results were similar to those previously
mentioned for the restricted group of events classified as
independent: 46% for the most recent 3 weeks for schizo-
phrenic patients compared with 12—14% for other 3-week pe-
riods for patients and all 3-week periods for controls. Thus,
this study found that life events were associated with onset of
symptoms among the roughly 50% of patients with a datable
onset and that the time frame for life event to symptoms was
relatively short—about 3 weeks.

It was 17 years before a replication of this important find-
ing was published. The World Health Organization reported
data from eight cities around the world (Day et al., 1987),
each site essentially constituting an attempt at independent
replication. Because control subjects were not available, this
study focused on the percentage of patients with life events in
the 3 weeks before a datable onset relative to the three earlier
3-week periods. The predicted elevations were statistically
significant at six of the eight sites for total life events and five
of the eight sites for independent life events with identical
trends at the remaining sites (not significant because of
smaller numbers of patients).

Ventura, Nuechterlein, Lukoff, and Hardesty (1989) noted
that the previous two studies involved retrospective memo-
ries of life events after the onset of schizophrenic symptoms
(possibly permitting memory bias for patients who want to
attribute the onset of schizophrenia to stress) and argued that
it was important to replicate the results in a prospective study.
They tracked 30 patients with schizophrenia following dis-
charge from the hospital with assessment of schizophrenic
symptoms biweekly (to detect relapse) and of life events
monthly. Using data from the last life event interview before
relapse-exacerbation, they found an increased number of life
events (both total and independent) relative to other time pe-
riods for the 11-patient relapse group and relative to compa-
rable months for the nonrelapse group. Although these
patients were not selected for a datable onset, they had shown
sufficient recovery that they could be monitored for relapse.
At least in that sense they were selected not to include
the most chronic, process cases of schizophrenia that tend to
be less responsive to treatment. Thus, similar results were



obtained in a prospective study, thereby eliminating the pos-
sibility of memory bias present in the Birley and Brown and
the Day et al. studies.

Extreme Life Events

The aforementioned studies were conducted with patients suf-
fering from typical schizophrenia. Dohrenwend and Egri
(1981) took the argument a step further and applied it to
battlefield psychoses that—at a symptom level—are indistin-
guishable from schizophrenia, although they are likely to remit
quickly. Finding that the individuals involved had shown no
other evidence of schizophrenia, they proposed that very se-
vere stress can contribute to a schizophrenic reaction in those
without any obvious vulnerability. Although most would argue
that these battlefield psychoses are not cases of true schizo-
phrenia, a parsimonious model would suggest that these indi-
viduals may have some genetic liability to schizophrenia but
only at a level that requires extreme stress to bring them to
threshold. As soon as that extreme stress passes, they should
recover and (hopefully) never again experience psychotic
symptoms. Inasmuch as the vast majority of battlefield casual-
ties do not involve symptoms of schizophrenia (Gottesman,
1991), the assumption that some degree of genetic liability
combines with the extreme stress to produce a schizo-
phrenic syndrome offers a possible explanation for why only
certain individuals are afflicted. This perspective perhaps par-
allels that for amphetamine psychosis—in which massive in-
creases in dopamine produced by stimulant drugs produce a
schizophrenia-like condition in normal individuals—that rou-
tinely is cited as evidence of the involvement of dopaminergic
activity in schizophrenia.

Life Events Act on a Small Percent of the Population

The implications of this literature on life events—in the con-
text of the MFP model—are that noteworthy stressful life
events are not necessary for the small number of individuals
with a heavy genetic loading for schizophrenia and are not
sufficient for the large number (perhaps over 95% of the pop-
ulation) with a modest or no genetic loading (Gottesman,
1991). Between these extremes, a range of genetic liability
for schizophrenia can be combined with stressful life events
to bring the individual to the threshold for manifestation of
schizophrenic symptoms. In a quantitative sense, the con-
tribution of stress need not be large for the population as a
whole because it centers on a small percentage of the popula-
tion with enough genetic liability to be vulnerable to environ-
mental stress (Fowles, 1992b, 1994; Gottesman & Shields,
1976; Siris & Lavin, 1995).

Environmental Influences 73

Aversive Family Interactions

Not all stressful environments involve obvious life events.
Some can be more subtle, as in the case of aversive family
interactions. In a study that initiated an important line of
research on family interactions and schizophrenia, Brown,
Birley, and Wing (1972) monitored 9-month relapse among
101 patients with schizophrenia discharged from the hospital
to live with family. At the patient’s admission to the hospital,
the authors rated an extensive interview with key relatives for
number of critical comments and unusual emotional overin-
volvement, these ratings being combined into a single index
of family expressed emotion (EE). High EE was associated
with more frequent relapse and interacted with both hours of
contact with high-EE families and compliance with medica-
tion. This study was replicated by Vaughn and Leff (1976)
and the pooled results summarized by Leff (1976) and Leff
and Vaughn (1985). Based on these pooled data, 51% of
patients returning to high-EE families relapsed versus 13%
for those returning to low-EE families. Of those in high-EE
families, 69% with more than 35 hours/week contact (in the
same room) with their relatives relapsed compared with only
28% with less than 35 hours/week contact. Additionally, med-
ication reduced relapse in high-EE families, with relapse
ranging from 15% for those on medication and having fewer
than 35 hours/week contact to 92% for the combination of
high contact and no medication. Hours of contact and med-
ication had no effect on relapse among patients with low-EE
families.

The basic finding that aversive family interactions in the
form of high EE predicts a higher rate of relapse has been
replicated many times (Hooley & Hiller, 1998). Debate has
centered on the direction of the effect: Does high EE cause
relapse, or could both relapse and family reactions to the pa-
tient reflect the effects of a third variable, such as severity of
the symptoms of schizophrenia? Although this question has
not been fully resolved and possibly there are bidirectional
effects, evidence suggests strongly that high EE among rela-
tives does contribute in important ways to relapse of schizo-
phrenic symptoms (Hooley & Hiller, 1998; Linszen et al.,
1997; Nuechterlein, Snyder, & Mintz, 1992).

Institutional Environments

In the famous three-hospital study, Wing and Brown (1970)
found that negative symptoms in schizophrenia (slowness, un-
deractivity, blunting of affect, and poverty of speech), called
the clinical poverty syndrome, varied across time and hospi-
tals as a function of the institutional environment—a phenom-
enon termed institutionalism. Clinical poverty was high on
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wards that placed many restrictions on patients and provided
few opportunities for activities; in contrast, it was minimized
on wards that placed fewer restrictions and required more
socially positive activities. Wing (1978) attributed clinical
poverty to “a protective reaction against the painful effects of
social interaction when one has inadequate equipment for
communication” (p. 606)—that is, some negative symptoms
can be seen as a form of passive or active avoidance. In agree-
ment, Carpenter, Heinrichs, and Wagman (1985) noted that in
some cases, social withdrawal may reflect a combination of
diminished social drive and a reaction to the development of
positive symptoms and to aversive environments. In a similar
observation, Manfred Bleuler (1974) described the elimina-
tion of what he called catastrophic schizophrenia by improved
hospital care prior to the advent of antipsychotic medications.
Catastrophic schizophrenia, which was the prototype for
Kraepelin’s dementia praecox, was characterized by an acute
onset of a severe psychosis, followed with little improvement
by a severe chronic psychosis lasting until death.

These phenomena reflect an interaction between a vulnera-
bility among schizophrenia patients and the hospital environ-
ment. The fundamental point is that negative symptoms are not
hard-wired manifestations of a genetic disease; rather, they are
secondary to the schizophrenic process interacting with the
environment. Thus, the environment contributes to some
degree even to a classic Kraepelinian clinical picture.

Cortisol as an Index of Stress During Episodes

If stress contributes to liability in schizophrenia, at least a
portion of patients should be experiencing stress during
episodes. Cortisol in blood or saliva in humans serves as an
index of activation of the hypothalamic-pituitary-adrenal
(HPA) axis, in turn a primary manifestation of the stress re-
sponse in humans. Additionally, failure to suppress cortisol
secretion in response to administration of the synthetic glu-
cocorticoid dexamethasone reflects poor feedback HPA regu-
lation. In studies reviewed by Walker and Diforio (1997),
increased baseline cortisol levels were associated with posi-
tive psychotic symptoms among patients with schizophrenia
in cross-sectional and longitudinal studies and were high
immediately prior to psychotic episodes, consistent with
precipitation of symptom exacerbation by increased cortisol
levels. Failure to suppress cortisol in the dexamethasone sup-
pression test (DST) was associated more strongly with nega-
tive than with positive symptoms, although the difference
might have been due to greater reduction of positive symp-
toms by medication. Similarly, DST failure was associated
with several indicators of poor prognosis—poor premorbid

adjustment, enlarged ventricals, worsening when medication
is suspended, and poorer outcome over time. These findings
strengthen the inference that psychosocial stress contributes
to nonspecific liability in schizophrenia.

Physical Environmental Influences

Physical Environment as a Primary
Cause of Schizophrenia

The possibility that schizophrenia is attributable to nongenetic
biological factors has been attractive to many investigators.
One favorite has been the hypothesis that an unspecified virus
causes brain damage that presents—perhaps years later—as
schizophrenia. However, one famous British advocate of
that position later came to the conclusion that there was no
evidence to support it (Crow in Liddle, Carpenter, & Crow,
1993). Invoking another important candidate, early trauma
such as birth injury was proposed by Murray, Lewis, and
Reveley (1985) to produce nongenetic forms of schizophrenia.
They suggested that such trauma might account for the af-
flicted twin in discordant MZ twin pairs.

Gottesman and Bertelsen (1989) rebutted this argument
by examining the risk of schizophrenia spectrum disorders
among the offspring of both twins in discordant MZ twin
pairs. They found an elevated risk of spectrum disorders that
was equally high for the offspring of the healthy and afflicted
cotwins and comparable to that for offspring of schizophrenia
probands in general, exactly what would be predicted by a
genetic hypothesis because of the identical genotype for the
healthy cotwin. According to the Murray et al. hypothesis,
there is no reason for increased risk for the offspring of
the healthy twin (or the afflicted twin, for that matter; see
Gottesman et al., 1987). The Gottesman and Bertelsen results
demonstrate that the genetic hypothesis applies to a large ma-
jority of discordant MZ twins (and, by implication, to a large
majority of all other cases of schizophrenia). Such evidence
does not preclude the possibility that there are some cases of
schizophrenia attributable to viral infection, obstetrical com-
plications, or head injuries, but the number of such cases
must be so few that they did not affect the results in the
Gottesman and Bertelsen study, and there is little empirical
support for environmental factors as a primary etiology of
schizophrenia (Bassett et al., 2001).

Physical Environment as Nonspecific Liability

In the context of the expectation of environmental contribu-
tions to schizophrenia in the MFP model, physical insults to
the brain may constitute part of the nonspecific contribution



of the environment, acting as a stressor to increase risk of
schizophrenia in individuals with a genetic vulnerability
(Walker & Diforio, 1997). As discussed previously in
connection with the process-reactive distinction, patients
whose onset of schizophrenia is associated with a life event
should—on average—have less genetic liability than do pa-
tients without a life event. On that assumption, the relatives
of persons with reactive schizophrenia should be at lower risk
for schizophrenia than are the relatives of persons with a
process schizophrenia. Gottesman (1991) cited an older study
in Germany that included head injuries as somatic life events
associated with the onset of schizophrenia. As expected from
this reasoning, the siblings of patients with somatic stressors
had a lower risk of schizophrenia (4.8%) than did siblings of
patients with no stressors of any kind (10%). Along with
other, more anecdotal (but nevertheless informative) evi-
dence, these findings led Gottesman (1991) to include head
injuries among the list of stressors that increase the risk of
episodes among genetically vulnerable individuals.
Although the evidence is mixed, pregnancy and birth
complications appear to be associated with an increased risk
of schizophrenia (Johnstone, 1999b)—especially in the sec-
ond trimester (Bunney & Bunney, 1999). Consistent with
this finding, Gottesman (1991) cited a review of twin studies
by McNeil and Kaij suggesting that obstetrical complica-
tions (pregnancy or birth complications and problems within
4 weeks of birth) may be stressors that combine with genetic
vulnerability to produce schizophrenia. Similarly, Andreasen
(2001) summarized findings that viral infections during
pregnancy and other birth complications contribute to the
development of schizophrenia, but they apparently do so in
combination with genetic factors. Tsuang and Faraone
(1995) found support for both obstetric complications and
viral infections and proposed that their effects could best be
conceptualized in the context of the MFP model.

The Genain Quadruplets

The contribution of other than genetic factors to heterogene-
ity is underscored by a famous study of the Genain (identical)
quadruplets (Mirsky et al., 2000; Rosenthal, 1963), all of
whom developed schizophrenia. Although they were geneti-
cally identical, these four sisters showed very different clini-
cal pictures, age at onset, course, and outcome. This varied
manifestation of schizophrenia in spite of genetic identity
underscores the importance of environmental factors—both
physical (e.g., brain injury at birth) and psychosocial (e.g.,
differential treatment by parents)—as contributors to the het-
erogeneity of schizophrenia (Mirsky et al., 2000).
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Summary

To summarize, all attempts to fit genetic models to the data
on family, twin, and adoption studies conclude that the envi-
ronment makes some contribution to the etiology of schizo-
phrenia; this conclusion is consistent with the diathesis-stress
hypothesis. More direct evidence supports the inclusion of
psychological stressors such as life events, aversive interper-
sonal interactions, and battlefield conditions as contributors
to the onset of episodes of schizophrenia. Similarly, institu-
tional environments influence negative symptoms in schizo-
phrenia. Additionally, physical insults such as head injuries,
obstetrical complications, and possibly viral infections con-
tribute to the development of schizophrenia in genetically
vulnerable individuals, although it may be that in relatively
rare cases, physical insults alone produce a schizophrenia-
like clinical condition. On average, the greater the contribu-
tion of psychological or physical stress to overall liability, the
less the genetic contribution needs to be—with subsequent
reduced risk of schizophrenia among the relatives.

THE CONCEPT OF SCHIZOPHRENIA FROM
A GENETIC PERSPECTIVE

In addition to pointing toward environmental contributions,
the genetics literature provides an important perspective in a
number of ways on the conceptualization of phenotypic het-
erogeneity. First, variation in genetic liability in the MFP
model has implications for conceptualizing phenotypic het-
erogeneity. Second, it is possible to compare the validity of
the diagnosis of schizophrenia for different diagnostic ap-
proaches from a genetic perspective. Assuming that invalid
diagnoses will add error variance and undermine the magni-
tude of findings, diagnostic approaches that yield weaker re-
sults are less valid. Third, the genetic perspective can be used
to evaluate different subtypes for inclusion in the schizophre-
nia spectrum.

Severity of Genetic Loading

As already implied, one form of genetic heterogeneity with
phenotypic consequences is to be expected from the MFP
model: adimension of severity of genetic liability (Gottesman,
1991; Gottesman et al., 1987) with consequences for family
risk and course. This assumption has been documented most
clearly with family risk data, in which family members of more
severe phenotypes (e.g., nuclear, Kraepelin’s hebephrenic
and catatonic, process, chronic, negative symptom, Crow’s
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Type II) have a greater risk of schizophrenia than do relatives
of those with other, less severe phenotypes (e.g., nonnuclear,
Kraepelin’s paranoid and simple, reactive, nonchronic, posi-
tive symptom, Crow’s Type I). For example, children of those
with hebephrenic and catatonic subtypes—sometimes called
nuclear schizophrenia because of their chronic, severe
course—have about a 20% risk of schizophrenia compared
with only 10% for the children of the milder paranoid and sim-
ple schizophrenic subtypes (Gottesman, 1991). Additionally,
differences in the severity of genetic liability will on average
be related to differences in course—high genetic liability is as-
sociated with a more chronic course and less high genetic lia-
bility with a more episodic course combined with life events as
precipitants of episodes (Gottesman, 1991; Siris & Lavin,
1995). In examining this question, Gottesman et al. (1987)
found no results that could not be attributed to a continuum of
severity within the concept of schizophrenia.

If these variations in family risk, course, and outcome are
reflections of severity of liability in the MFP model and
are not attributable to qualitatively different genetic etiolo-
gies, then subtypes should not breed true, so to speak, in
family studies—that is, all subtypes or forms of schizophre-
nia should be found among relatives, regardless of the sub-
type of the index case. The results have been clear: Although
there is some tendency for subtypes to breed true, all types
of schizophrenia are found in family pedigrees, contradicting
the hypothesis that schizophrenia can be subdivided on the
basis of qualitatively different genetic effects (Gottesman,
1991; Gottesman et al., 1987; Gottesman & Shields, 1982).
The polygenic model, then, can account for some of the
heterogeneity in schizophrenia without recourse to hypothe-
sizing qualitatively different underlying genetic etiologies.
Of course, etiologic heterogeneity remains a possibility—as
indicated previously—in the form of major genes in a
polygenic context, rare single genes with high penetrance,
and purely environmental effects (see also Kendler & Diehl,
1993).

Breadth of the Concept of Schizophrenia
Twin Studies

Twin studies have been used to advantage to examine the op-
timal breadth of the concept of schizophrenia. Gottesman
(1991) had eight experts diagnose 120 case histories com-
piled in the course of the Gottesman and Shields (1966)
Maudsley twin study. The breadth of the concept of schizo-
phrenia varied across diagnosticians, ranging from a narrow
approach that identified only 17 cases out of the 120 to a broad
concept that diagnosed 79 cases. Each expert’s diagnoses

were evaluated on the basis of the largest difference in MZ
versus DZ concordance. A middle-of-the-road breadth of
concept was found to be superior both to very broad and very
narrow approaches.

Gottesman et al. (1987; Gottesman, 1991) used the
Gottesman and Shields twin sample to evaluate DSM-III,
RDC, and Feighner criteria. DSM-III yielded good results:
47.5% MZ, 9.5% DZ concordance. RDC and Feighner
criteria yielded comparable results, but only if these strin-
gent diagnostic systems were broadened to include probable
schizophrenia. Use of Schneider first rank symptoms alone
(presence of any one symptom justifies a diagnosis of schiz-
ophrenia) yielded very poor results: Only a small number of
diagnoses of schizophrenia and the anomalous finding that
DZ concordance was higher than MZ concordance. Use of
Crow’s Type II criteria (discussed later in this chapter)
yielded only three cases, necessitating substitution of a mixed
type (Type I plus Type II) for comparison with a positive-
symptom-only type (cf. Fenton & McGlashan, 1992, for sim-
ilar findings). It is important to underscore that this test of the
diagnostic approaches was based on longitudinal research in
which a great deal of information about the course of the dis-
order over a period of time had been collected. Diagnostic ap-
proaches requiring a chronic course do much better with such
comprehensive data than they do when applied to cross-
sectional studies involving a single assessment at one point in
time. Gottesman et al. (1987), for example, cite a study in
which the Feighner criteria failed to diagnose 32% of cases
based on cross-sectional data when compared with later diag-
noses based on longitudinal data.

In the original report using the Maudsley twin study sample
with DSM-III diagnoses, Farmer, McGuffin, and Gottesman
(1987) used the ratio of MZ concordance to DZ concordance
to evaluate whether broadening the spectrum to include one
additional diagnosis along with schizophrenia improved
results. The ratio for schizophrenia alone was 5.01 (using data
from the preceding paragraph). Improvements were found
with adding schizotypal personality disorder (6.01), adding
affective disorder with mood-incongruent delusions (6.31),
and atypical psychosis (5.23), whereas there was no effect for
adding schizophreniform disorder (5.00).

Adoption and Family Studies

Adoption and family studies similarly can be used to provide
clues as to which variations on the schizophrenia theme should
be included in the schizophrenia spectrum. In the Danish
adoption study, Kety et al. (1968) reported results based on
hospital record diagnoses from the Copenhagen sample. Over
time, these investigators enlarged the sample to include the



rest of Denmark and conducted diagnostic interviews with all
participants. Kendler et al. (1994) reported results based on
DSM-111 diagnoses for this national sample, which serves as an
excellent illustration because of the relatively large sample
size (for an adoption study) and high quality of the data. As
in the original study, a broader concept of schizophrenia
spectrum disorders was used, which included schizophre-
nia; schizoaffective disorder, mainly schizophrenia (SAD-
MS); schizotypal personality disorder (SPD); and paranoid
personality disorder (PPD). The risk of these spectrum disor-
ders was elevated among the relatives of schizophrenic
(13.0%), SAD-MS (12.8%), and SPD (19.1%) index case
groups compared with a risk of only 3.0% among relatives of
the control adoptees. The specific diagnoses were tallied
among the relatives of the index cases and controls, and com-
parisons were made to see whether the particular diagnosis
was elevated. When specific diagnoses were tallied, the diag-
nosis of SPD was elevated among the relatives of all three
index case groups—schizophrenia (7.3%), SAD-MS (7.7%),
and SPD (14.9%)—compared with relatives of controls
(2.3%). The diagnosis of schizophrenia was elevated among
the relatives of schizophrenic (3.3%) and SAD-MS (5.1%) but
not SPD (0%) index groups compared with controls (0.3%).
SAD-MS and PPD were not significantly elevated among the
relatives of any index groups. Note that SPD was elevated
among relatives of schizophrenia probands, but schizophrenia
was not found among the relatives of SPD probands. In an op-
posite pattern, schizophrenia was found among relatives of
SAD-MS probands, but SAD-MS was not found among the
relatives of schizophrenia probands.

These analyses strongly support the inclusion of SPD in
the spectrum, based on the elevated risk of SPD among
relatives of schizophrenia probands. This conclusion consis-
tently has been supported in reviews of the family, twin, and
adoption literature (e.g., Asarnow et al., 2001; Battaglia &
Torgersen, 1996; Kendler & Diehl, 1995). In a polygenic
model in which SPD is a milder form, the risk of schizophre-
nia among relatives of SPD probands would be expected to
be relatively low and difficult to detect with small samples
(Battaglia & Torgersen, 1996), such as was the case in the
Kendler et al. (1994) study when the data were reported sep-
arately for each spectrum diagnosis. Nevertheless, enough
studies have found elevated risk of schizophrenia among rel-
atives of SPD probands that Battaglia and Torgersen (1996)
conclude the evidence is convincing.

Schizoaffective disorder clearly falls within the schizo-
phrenic spectrum, as long as it is restricted to mainly schizo-
phrenic subtypes. The unidirectional pattern of results for
SAD-MS in the Kendler et al. (1994) study is consistent with
the notion (discussed later in this chapter) that SAD-MS
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involves a genetic contribution from schizophrenia with per-
haps a synergistic but independent contribution of affective
symptoms—such that the combination will emerge from the
population as a whole when both happen to be present in
moderate degree. However, when starting with schizophrenia
in the proband, because of the independence of the two com-
ponents, affective symptoms would not necessarily combine
with schizophrenia symptoms among the relatives in high
numbers. Consistent with this model, Kendler and Diehl
(1995) report that in two large-scale studies, although there
was no increase in risk of mood disorders among the relatives
of schizophrenia probands (as expected), the risk of psy-
chotic features was more than twice as likely among the
affectively ill relatives of schizophrenia probands compared
with relatives of controls. This finding supports the notion
that genetic liability to schizophrenia combines with liability
to affective disorder to produce psychotic reactions.

The results for PPD were equivocal in the Danish study.
Similarly, some reviewers include it (e.g., Kendler & Diehl,
1995), whereas others find the evidence equivocal (Asarnow
etal., 2001). PPD appears to be less strongly related to schizo-
phrenia than is SPD but may well be included in the spectrum.

Schizophreniform Disorder

Overall, the evidence for inclusion of schizophreniform
disorder has been somewhat inconsistent, possibly as a func-
tion of varying conceptualizations of this disorder. As noted
earlier, the diagnosis originally referred to psychotic patients
with good prognosis in order to distinguish them from
Kraepelinian chronic schizophrenia (Siris & Lavin, 1995).
Since DSM-III (in the United States), the term has been nar-
rowed to refer to a condition identical to schizophrenia except
that it lasts less than 6 months and does not require deteriora-
tion in social and occupational functioning. In DSM-1V, a
minimum of 1-month duration is required to distinguish schiz-
ophreniform disorder from brief psychotic disorder (APA,
1994, 2000). The latter diagnosis to some extent reflects a
similar traditional Scandinavian concept of brief reactive psy-
chosis that emphasized a severe stressor shortly before the
onset of the psychosis, the understandability of the presenting
symptoms as a result of the stressor, and full recovery to nor-
mal function, although it should be noted that the precise def-
inition has varied over time and among authors (Siris &
Lavin, 1995). Also, DSM-1V does not require a stressful event.
Thus, the most salient aspect of these distinctions has to do
with the duration of one or more episodes, combined with at
least enough recovery to terminate an episode and an absence
of chronic negative symptoms that would meet the 6-month
duration requirement for schizophrenia in DSM-1V.
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An episodic course per se is not an issue for inclusion in the
concept of schizophrenia: Even with narrow diagnostic ap-
proaches, an episodic course is not precluded as long as the 6-
month criterion is met at some point. Similarly, an initial
presentation formally meeting the criteria for schizophreni-
form disorder is not incompatible with a later diagnosis of
schizophrenia. In many studies, the diagnosis is changed
to schizophrenia at follow-up, leaving a smaller (albeit still
significant) number who show a remitting nonaffective psy-
chosis (Siris & Lavin, 1995). Thus, it is only schizophreni-
form disorder based on a longitudinal perspective for which
there is a question of relatedness to schizophrenia.

In the Danish adoption study (Kendler et al., 1994),
schizophreniform disorder was included in a psychotic non-
spectrum group (i.e., was not seen as part of the schizophre-
nia spectrum), but other evidence has been more supportive.
In a DSM-III (lifetime diagnosis) reanalysis of the Iowa
Family Study, Kendler, Gruenberg, and Tsuang (1986) re-
ported as many schizophrenia cases among the relatives of
schizophreniform probands (3.6%) as among the relatives of
schizophrenia probands (3.7%), finding that the two diag-
noses were indistinguishable from a familial perspective.
Kendler and Diehl (1995) cited two large family studies
that reported an increased risk of remitting or atypical psy-
choses (nonaffective psychoses that do not meet criteria for
schizophrenia and thus would include schizophreniform
disorder) among the relatives of probands with schizophre-
nia and suggested that family liability to schizophrenia in-
creases the risk for several nonschizophrenic psychotic
disorders.

From the perspective of a polygenic model, the shorter the
episodes and the more complete the recovery, the lower is
the presumed genetic liability—therefore, the more difficult
it is to demonstrate genetic relatedness in family and adop-
tion studies. Also, lower genetic liability (schizophreniform
disorder) should be more easily seen among the relatives of
probands with higher genetic liability (schizophrenia) than
it is in the reverse direction. The evidence seems reason-
ably supportive of this expectation. As just noted, evidence
from family studies for inclusion of schizophreniform disor-
der in the schizophrenia spectrum is reasonably strong. Fur-
thermore, based on his reading of the genetics literature,
Gottesman (1991) included many cases of schizophreniform
disorder as part of schizophrenia: Although he accepted that
there may be some psychogenic psychoses, he argued that
schizophrenia can involve only one or two episodes, the du-
ration criterion is arbitrary and can lead to underdiagnosis,
and low-risk genotypes could develop mild and remitting
schizophrenia, reflecting the unity of schizophrenia with
manifestations along a broad continuum.

Brief Psychotic Disorder

Little or no evidence supports the inclusion of brief psychotic
disorder or brief reactive psychosis as part of the schizophre-
nia spectrum (Siris & Lavin, 1995). Several family studies
(unfortunately often methodologically flawed) found that
brief reactive psychosis tends to run in families and also may
be related to mood disorder but is not associated with schizo-
phrenia. Of even greater interest is that a Danish study of
matings between persons with schizophrenia and reactive
psychoses did not increase the risk of schizophrenia in off-
spring over that expected for children with one parent with
schizophrenia and one with no psychopathology (Gottesman,
1991; Gottesman et al., 1987). Although the small sample
size precludes firm conclusions, the result suggests no ge-
netic or environmental contribution to liability for schizo-
phrenia from brief reactive psychosis. Although it would be
parsimonious to speculate that a very modest specific genetic
liability for schizophrenia is required for a brief psychotic re-
action and that this small genetic effect is undetectable with-
out very large samples, it is also possible that processes
having little or nothing to do with schizophrenia cause a por-
tion of brief reactive psychoses.

Blurred Boundaries in the Polygenic Model

It should be appreciated that—as emphasized previously—in
a polygenic model the phenotypic manifestation of schizo-
phrenia may be influenced by contributions from different
types of nonspecific liability in different subgroups of patients.
Due to the varying importance of these contributions, it will be
difficult to demonstrate them with the sample sizes normally
available. Stating this point another way, in such a model
the boundaries of the spectrum are not distinct but rather
fall off gradually with quantitative variations in specific and
nonspecific genetic liability. Consequently, the boundaries of
the schizophrenic spectrum may be inherently blurred; only
the strongest and most common manifestations of schizophre-
nia may be reliably demonstrable.

Summary

From the preceding examples, it can be seen that the genetics
literature provides a valuable tool for evaluating the breadth
of the concept of schizophrenia and the validity of specific
diagnoses for inclusion in the schizophrenic spectrum (diag-
noses with similarities to schizophrenia that are genetically
related to schizophrenia). Based on the data reviewed so
far, there has been no support for a subdivision of schizo-
phrenia into two or more distinct genetic disorders, in spite of
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the heterogeneity of clinical features. A middle-of-the-road
diagnosis is supported, comparable to DSM-III and to RDC
and Feighner criteria diagnoses that were broadened to in-
clude probably schizophrenia—at least when these diagnoses
are applied to longitudinal data. Additionally, the concept of
schizophrenia needs to be broadened to include schizotypal
personality disorder and—in some sense—schizoaffective
disorder, mainly schizophrenic. Some phenotypic hetero-
geneity can be attributed to differences in the degree of ge-
netic vulnerability with a higher genetic loading implicated
for chronic, severe schizophrenia and the hebephrenic and
catatonic subtypes. On the other hand, the life event, ex-
pressed emotion, and physical environmental studies and the
example of the Genain quadruplets indicate that environmen-
tal factors affect the clinical picture.

HETEROGENEITY: A CHALLENGE TO THE
CONCEPTUALIZATION OF SCHIZOPHRENIA

Although differences in chronicity can be explained in terms
of a dimension of severity of genetic loading, other aspects of
the heterogeneity of schizophrenia continue to challenge the
conceptualization of schizophrenia. In particular, the positive
versus negative symptom distinction and the high frequency of
a schizoaffective clinical picture represent major phenomena
in need of explanation—thatis, how can any unitary concept of
schizophrenia account for these varied clinical pictures, or
(alternatively) what other sources of variance might account
for them? One neglected possibility is that nonspecific liability
may account for some heterogeneity.

Positive Versus Negative Symptoms
The Two-Dimensional Model

As noted previously, debate has centered on whether positive
or negative symptoms constitute the core symptoms of schizo-
phrenia. Rather than trying to subordinate one to the other,
Strauss, Carpenter, and Bartko (1974) viewed positive and
negative symptoms as representing semi-independent pro-
cesses. In a well-known proposal consistent with semi-
independence, Crow (1980, 1985) distinguished between
Type 1 and Type II schizophrenia, which he held are two
independent dimensions or pathological processes that under-
lie schizophrenic symptomatology. In his formulation, Type I
schizophrenia is characterized by positive symptoms (e.g.,
delusions, hallucinations), acute onset, an episodic course,
good premorbid adjustment, and good response to an-
tipsychotic medication, whereas Type II schizophrenia is

characterized by negative symptoms, insidious onset, intellec-
tual deterioration, poor premorbid functioning, a chronic
course, and a poorer response to antipsychotic medication.
Crow further attributed Type I schizophrenia to a neurochemi-
cal disturbance involving the neurotransmitter dopamine and
Type 1II schizophrenia to structural brain changes (e.g., en-
larged cerebral ventricles as assessed by computed tomo-
graphic studies—discussed later in this chapter). Given the
independence of these processes, patients may present with
only Type I or only Type II symptoms or a combination of the
two. However, patients with exclusively negative symptoms
are rare (Andreasen, Flaum, Swayze, Tyrell, & Arndt, 1990;
Gottesman et al., 1987).

Although Crow’s hypothesis of an association between
ventricular enlargement and negative symptoms has not been
supported (Andreasen et al., 1990; Gottesman & Bertelsen,
1989; Liddle et al., 1993), involvement of dopaminergic
activity in schizophrenia is indicated by three lines of
evidence. First, the potency of typical antipsychotic med-
ications correlates strongly with their ability to block
dopamine receptors, especially D2 receptors (e.g., Byne,
Kemether, Jones, Haroutunian, & Davis, 1999; Johnstone,
1999a). Second, dopamine agonists (e.g., amphetamine) in
large doses can produce a clinical syndrome indistin-
guishable from paranoid schizophrenia in nonschizo-
phrenic individuals (Krystal, Abi-Dargham, Laruelle, &
Moghaddam, 1999). Third, the same drugs in small doses
exacerbate symptoms in schizophrenic patients (Andreasen,
1985; Krystal et al., 1999) or cause transient symptoms in
schizophrenic patients in remission (Losonczy, Davidson, &
Davis, 1987). Additionally, as proposed by Crow, a good re-
sponse to typical antipsychotic medication is associated with
positive symptoms and a reactive schizophrenic pattern (e.g.,
Andreasen, 1985; Andreasen et al., 1990; Losonczy et al.,
1987; Reynolds, 1989). On the other hand, after many years
of research on this point it appears that although the
dopamine hypothesis of the mechanism of traditional an-
tipsychotic drugs is strongly supported, there is no positive
support for a primary excess of dopamine (or dopamine re-
ceptors) in schizophrenia (Byne et al., 1999; Crow in Liddle
et al., 1993; Weinberger & Lipska, 1995). Consistent with
seeing dopamine as not a primary cause of schizophrenia, the
newer, atypical antipsychotics (clozapine and risperidone)
have pointed to the importance of inhibiting serotonergic ac-
tivity, especially for treating negative symptoms (Kapur &
Remington, 1996). Undoubtedly, dopamine plays an impor-
tant role in schizophrenia, but it probably combines with
other factors (Andreasen, 2001), possibly interacting with
some other primary deficit in schizophrenia, to facilitate de-
velopment of positive symptoms.
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Like Crow, Carpenter (1992) addressed the theoretical
implications of the divergence of positive and negative symp-
toms. He considered and rejected two traditional explanations
for heterogeneity. One would reduce heterogeneity by divid-
ing schizophrenia into several disease entities. The second
would consider schizophrenia as a single disease entity and at-
tribute the heterogeneity to the interaction between a primary
pathology and other characteristics of the individual and
the environment (cf. the MFP model discussed previously).
Carpenter proposed instead that several distinct pathophysio-
logical processes (with different neural circuits, pathophysiol-
ogy, and etiology) combine differently in different individuals
to produce the syndrome of schizophrenia. Rather than study-
ing schizophrenia (comparing schizophrenic individuals with
nonschizophrenic individuals) one should study the distinct
pathophysiological processes (compare negative-symptom
schizophrenic individuals with nonnegative-symptom schizo-
phrenic individuals).

The Three-Dimensional Model

With time, the positive and negative symptom two-dimensional
model has been replaced by a three-dimensional model of
schizophrenic symptoms in which the positive psychotic
symptoms have split into two dimensions (Kirkpatrick,
Buchanan, Ross, & Carpenter, 2001). Using factor analysis,
Liddle (1987) found dimensions of psychomotor poverty
(negative symptoms of poverty of speech, blunted affect, and
decreased movement), reality distortion (positive symptoms
of various delusions and hallucinations), and disorganization
(formal thought disorder, inappropriate affect, and poverty
of content of speech). Replication of these dimensions in
later research and widespread acceptance of the findings
(Andreasen, Arndt, Alliger, Miller, & Flaum, 1995; Cuesta,
Peralta, & Caro, 1999; Johnstone, 1999a; Kirkpatrick et al.,
2001; Liddle et al., 1993) make it clear that multiple dimen-
sions of symptomatology must be incorporated into any fully
adequate theory of schizophrenia; however, the implications
of the addition of a third major symptom dimension have not
been fully developed, and this chapter focuses on the two-
dimensional model.

Genetic Versus Pharmacological Approaches

The conceptual challenge of the independence of important
symptom dimensions can be seen from another perspective.
As noted earlier, more chronic cases—including negative-
symptom cases (Gottesman et al., 1987)—seem to carry a
greater genetic liability. This association of a strong genetic

contribution to etiology with negative symptoms in contrast
to the association of the pharmacological dopamine hy-
pothesis with positive symptoms underscores the importance
of understanding both negative and positive symptoms.
Given that response to biological treatment and genetic con-
tributions to etiology are the two cornerstones of biological
theories of schizophrenia and yet are associated with semi-
independent dimensions of schizophrenia, it is obvious that
something more is needed for an adequate conceptualization
of schizophrenia.

Activity-Withdrawal

Although it is less frequently recognized as defining hetero-
geneity in schizophrenia, the activity-withdrawal dimension
nevertheless is of some importance. Assessed by ward ratings
on 10 items (Venables, 1957), patients with schizophrenia at
the active end are described as restless, loud, overtalkative,
overactive, and having many friends and interests (actually
reminiscent of mania), whereas withdrawn cases are de-
scribed by an absence of these features. In spite of being be-
haviorally inactive, withdrawn patients with schizophrenia
were found to be more highly aroused on the basis of two per-
ceptual measures of cortical reactivity and one autonomic
measure (Venables, 1963a, 1963b, 1967; Venables & Wing,
1962), whereas active patients were low on arousal. Thus, the
active schizophrenic patients showed a combination of be-
havioral activation, reward seeking, and low cortical arousal,
whereas the withdrawn schizophrenic patients showed a pat-
tern of anhedonia, behavioral inactivity, and high arousal
(presumably aversive arousal or anxiety, discussed later in
this chapter). Depue (1976) demonstrated a close congruence
between activity-withdrawal and the good-poor premorbid
adjustment distinction (withdrawn individuals showing poor
premorbid adjustment). Wing’s work on withdrawal in schiz-
ophrenia provided the background for the negative symptom
component of Crowe’s Type II symptom pattern (Crow,
1985), indicating the relevance of these findings to negative
symptoms. The active cases have received little attention in
the recent literature.

Schizoaffective Symptoms

The traditional disease model implies a discrete, categorical
distinction for different psychiatric disorders. Gradations of
severity have long challenged that view, making it difficult to
draw a sharp distinction between health and illness. Schizoaf-
fective symptoms challenge the categorical approach in a
different way: Even the boundaries between hypothesized



disorders are blurred. Although it is not the concern of the
present review, the past two decades or so have brought
increasing awareness of the generality of comorbidity across
many forms of psychopathology and the subsequent blurring
of boundaries (Mineka, Watson, & Clark, 1998). Schizoaf-
fective symptoms illustrate this phenomenon well.

As already noted, when patients are arranged along a
continuum from pure schizophrenia at one end to pure affective
disorder at the other end, the distribution is unimodal; patients
with schizoaffective symptoms outnumber those with purely
schizophrenic or purely affective symptoms (Kendell, 1982).
The prevalence of schizoaffective disorder is far too common to
be attributed to the chance occurrence of two relatively rare dis-
orders (Procci, 1989; Siris & Lavin, 1995). Among hospital ad-
missions for functional psychosis, depending on diagnostic
criteria, 10-30% manifest schizoaffective disorder (Siris &
Lavin, 1995). Even with narrow diagnostic systems that pre-
clude a diagnosis of schizophrenia when prominent depression
is present, significant depression is seen during the longitudinal
course of 25-50% of schizophrenia patients (Sands & Harrow,
1999). The theoretical challenge of the large number of
schizoaffective disorders is well recognized (Baron & Gruen,
1991; Crow, 1986, 1991; Grossman, Harrow, Goldberg, &
Fichtner, 1991; Kendell, 1982; Maier et al., 1993; Meltzer,
1984; Sands & Harrow, 1999; Siris & Lavin, 1995; Taylor,
1992; Taylor, Berenbaum, Jampala, & Cloninger, 1993). At-
tempts to dichotomize the schizoaffective continuum on the
basis of underlying etiology has failed, leading Crow (1998) to
conclude that no objective genetic boundaries can be drawn
between predominantly schizophrenic and predominantly af-
fective patients.

Although for a while it was popular to argue that schizoaf-
fective disorders are a variant of affective disorders (Meltzer,
1984), the evidence has not been consistent (Procci, 1989),
and in any case, supportive studies tend to select patients for
more prominent affective than schizophrenic symptomatol-
ogy (Siris & Lavin, 1995; Williams & McGlashan, 1987). As
noted earlier, when patients are selected to have schizoaffec-
tive symptoms with more prominent schizophrenic symp-
toms, they have more familial schizophrenia and less familial
affective disorder (Kendler et al., 1994; Levinson & Levitt,
1987). Furthermore, when both the full schizophrenic syn-
drome and the full affective disorder syndrome are present,
follow-up data point to a closer relationship to schizophrenia
(Williams & McGlashan, 1987).

Such results are consistent with a continuum in which the
vulnerability processes underlying affective disorders com-
bine additively with vulnerability to schizophrenia to reach
threshold for development of a psychotic episode (Braden,
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1984; Fowles, 1992b; Siris & Lavin, 1995). In this model, the
prominence of schizophrenic versus affective symptoms
varies with the magnitude of the underlying contribution
from schizophrenia or affective disorder. If vulnerability to
schizophrenia is the major contributor and is combined with
a small contribution from affective processes, then the clini-
cal picture will be largely schizophrenic or schizoaffective,
mainly schizophrenic. As the vulnerability to schizophrenia
decreases, more liability from the processes underlying af-
fective disorders is required to reach threshold for schizo-
phrenia, and the associated affective symptoms become more
prominent. This model can account for the continuum from
schizophrenia to affective disorders, the temporal coupling
between schizophrenic and affective symptomatology seen in
many patients, the more favorable prognosis when affective
symptoms are prominent, the higher number of schizoaffec-
tive diagnoses that is predicted on the basis of the chance
occurrence of two relatively infrequent disorders, and the
family and genetic findings (Siris & Lavin, 1995).

The model just presented can be strengthened by evidence
that the processes underlying affective disorders should
contribute to liability for schizophrenia—that is, some link-
age between the two liabilities that makes affective liabil-
ity relevant to the MFP model of schizophrenia. In order
to make this argument effectively and to address contribu-
tors to positive and negative symptoms, it is necessary to
consider the implications of the MFP model for the impor-
tance of affective processes and the associated underlying
systems.

AFFECTIVE NEUROBEHAVIORAL SYSTEMS AS A
NONSPECIFIC LIABILITY

In considering the problem of heterogeneity in schizophrenia,
the diathesis-stress and MFP models point to the processes
associated with stress as the origin of an important component
of nonspecific liability for schizophrenia—consistent with
recent conclusions that genetic factors act via various dimen-
sional risk factors involved in the multifactorial origins of
psychopathology rather than producing discrete categorical
diseases (Rutter, 1997). Neurobehavioral systems associated
with affective-emotional responses are obviously relevant—
both as affective responses to stressful environments and as
dimensions of temperament-based individual differences in
stress reactivity. Activity in these systems might be expected
to constitute nonspecific liability and to influence the clinical
presentation of schizophrenia. In this context, Fowles (1992b,
1994) cited Gray’s and Depue’s neurobehavioral theories
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as particularly useful. For Gray (1982, 1987; Gray &
McNaughton, 1996, 2000) the motivational-affective sys-
tems in question are the behavioral approach or behavioral ac-
tivation system (BAS), the behavioral inhibition system
(BIS; Gray & McNaughton, 2000), and the fight-flight system
(Gray & McNaughton, 2000), all derived from the literature on
animal learning and motivation but integrated with findings
in behavioral neuroscience. Depue (Depue & Collins, 1999;
Depue, Collins, & Luciana, 1996; Depue & lacono, 1989;
Depue & Lenzenweger, 2001) uses the term behavioral facili-
tation system (BFS) to describe a system almost identical to the
BAS, and he has written extensively on the relevance to per-
sonality and affective disorders. Depue’s and Gray’s primary
contributions have been to the BFS and BIS, respectively;
thus, those terms are used here.

The BFS: Reward Seeking, Coping With Stress, Positive
Affect, and Dopamine

The BFS facilitates goal-directed or reward-seeking behavior
and increases nonspecific arousal in response to conditioned
stimuli (CS) for reward. It is important to note that the BFS
also facilitates punishment-avoiding behavior in response to
cues for relieving nonpunishment in active avoidance situa-
tions (in which some instrumental response can avoid a
threatened punishment). The positive affective states accom-
panying the behavioral activation are hope and relief, respec-
tively. The substrate for the BAS-BFS centers on the ventral
tegmental area (VTA) dopamine projection system—the
VTA dopamine projection to the nucleus accumbens (the
mesolimbic dopaminergic pathway) and other structures
(see Depue & Collins, 1999, for additional dopamine projec-
tions in this system).

Several aspects of the BFS are especially important in the
present context. First, its role in active avoidance means that it
will be activated during any stressful situation in which the an-
imal (or person) expects that some coping response may be
effective in dealing with the potentially negative outcome.
Second, the neurotransmitter dopamine is centrally involved
in the substrate for the BAS (Gray, 1987) or the BFS (Depue &
Collins, 1999; Depue & Iacono, 1989). The same dopaminer-
gic pathways mediate the rewarding effects of many addictive
drugs such as amphetamines, cocaine, and heroin (Leshner,
1997; Wise & Bozarth, 1987; Wise & Rompre, 1989). There is
agreement, therefore, that dopamine pathways are involved in
activating behavior in response to cues for reward, and both
Gray and Depue describe a behavioral system that would be
involved in coping with stress. Consistent with that view, it is
well established that exposure to stress increases dopamine
release (Walker & Diforio, 1997; Weinberger, 1987). Third,

the BFS has been implicated in mania and depression, making
it relevant to schizoaffective disorders. Fourth, the BFS is
likely to influence the degree of behavioral activation seen
clinically in different subtypes of schizophrenia.

The BIS: Passive Avoidance, Extinction, Anxiety,
and Anxiolytic Drugs

The BIS inhibits behavior, increases nonspecific arousal, and
facilitates attention to the environment in two important situ-
ations involving goal conflict: (a) approach-avoidance con-
flict (also called passive avoidance), in which an animal may
receive punishment for making a rewarded response, such as
crossing an electrified grid in order to reach food, or—in a
more naturalistic setting—exploring for food when a preda-
tor might be present; and (b) extinction, in which the absence
of an expected reward produces frustration. Both situations
create a conflict between the desire to approach the reward
and the desire to avoid the punishment or frustration by not
approaching. All anxiolytic drugs—alcohol, barbiturates,
benzodiazepines, the novel anxiolytics (e.g., buspirone), and
the anxiolytic antidepressant imipramine—produce behav-
ioral and neurobiological effects that can be conceptualized
as weakening the BIS (Gray & McNaughton, 2000). These
findings contribute to Gray’s conclusion that the BIS is
the anxiety system, and the BIS is seen as a substrate for
Barlow’s concept of anxiety that is common to all of the anx-
iety disorders (Barlow, Chorpita, & Turovsky, 1996; Fowles,
1992a). The BIS, therefore, processes stressful (i.e., anxiety-
producing) stimuli, increases nonspecific arousal, and pro-
duces a clinical picture of reduced approach behavior. The
substrate for the BIS centers on the septo-hippocampal sys-
tem, which includes the hippocampus, the dentate gyrus, the
subicular area, the entorhinal cortex, and the posterior cingu-
late cortex (Gray & McNaughton, 2000).

The Fight-Flight System: Dealing With
Imminent Threats

Gray has described a third system, the well-known fight-flight
system, that prepares the organism for vigorous activity in the
form of flight or flight. In his earlier work Gray (1987) said
the fight-flight system is activated by unconditioned punish-
ment stimuli, but recently Gray and McNaughton (2000) de-
scribed the fight-flight system as activated when there is an
actual threat (as opposed to a potential threat), such as when a
predator is present. The term fear is commonly used (by Gray
and others) to refer to activation of the fight-flight system. The
fight-flight system, then, is a third stress-relevant system, but it
is one that responds to imminent danger. The neurobiological



substrate of the fight-flight system centers on the dorsal peri-
aqueductal gray, but Gray and McNaughton (2000) suggested
viewing it as part of a distributed system that also includes the
hypothalamus, amygdala, anterior and posterior cingulate, and
hippocampus.

The BIS-BFS and Heterogeneity in Schizophrenia

Fowles (1992b, 1994) suggested that the concepts of a BFS
and a BIS offer potential explanations for some aspects of het-
erogeneity in schizophrenia. The major considerations are
that the BFS is associated with behavioral activation (active
coping with stress, reward-seeking behaviors), positive affect,
and dopaminergic activity, whereas BIS activation is associ-
ated with behavioral inhibition in conflict situations and with
increased aversive arousal and negative affect in the form of
anxiety. Although both systems are implicated in responding
to threatening stimuli, both the behavioral effects and the un-
derlying systems are quite different and can be expected to af-
fect those vulnerable to schizophrenia differently.

The BFS is directly relevant to the manic form of schizoaf-
fective disorder. Depue (Depue & Ilacono, 1989; Depue,
Krauss, & Spoont, 1987; Depue & Zald, 1993) argues that the
features of manic episodes can be understood as resulting from
uncontrolled activation of the BFS (with resultant high levels
of dopaminergic activity) as a consequence of a breakdown of
regulation. For example, the manic features of increased activ-
ity, positive affect, and uncritical optimism while engaging in
risky activities are to be expected from uncontrolled activation
of a moderately strong BFS. The resultant high levels of
dopaminergic activity would combine with specific vulnera-
bility to schizophrenia, as suggested previously, to produce a
continuum of schizoaffective symptomatology involving pos-
itive symptoms (see Braden, 1984, for a similar proposal, al-
beit without notions of the BFS, in which he suggests that the
dopamine-based behavioral activation seen in mania combines
with vulnerability to schizophrenia to produce schizoaffective-
manic disorder).

The activity-withdrawal dimension should reflect the bal-
ance between the BFS and the BIS. A temperamentally strong
BFS would be expected to produce positive schizophrenic
symptoms in connection with a behaviorally active, reward-
seeking individual, as described previously for cases of ac-
tive schizophrenia. Additionally, stressful situations that
involve active coping by the individual would be expected to
produce an increase in dopaminergic activity, triggering pos-
itive symptom episodes of schizophrenia in vulnerable indi-
viduals. In contrast, a temperamentally weak BFS would
result in weak reward-seeking and active avoidance with
little positive affect. Additionally, the finding of high arousal
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in cases of withdrawn schizophrenia suggests that these
negative-symptom patients suffer from high aversive arousal
combined with behavioral inhibition (passive avoidance and
extinction) due to activation of the BIS. The consequences of
such temperament factors would be increased by an environ-
ment in which few responses were rewarded and aversive
control was prominent and would also be increased by
depression.

The first consideration in the application to schizoaffective
disorder with depression is that depression involves low posi-
tive affect (e.g., Mineka et al., 1998; Tellegen, 1985), which
can be seen as a result of greatly diminished activation of the
BFS (e.g., Fowles, 1994). All behavioral theories of depres-
sion emphasize a blocking of reward-seeking behavior,
punishment-avoiding behavior, or both as core etiologic fac-
tors (Eastman, 1976). Cognitive theories emphasize hopeless-
ness, by which they mean a lack of hope that behavior will
be effective in achieving desired goals (obtaining rewards
or avoiding punishments). Furthermore, Depue (Depue &
Tacono, 1989; Depue et al., 1987; Depue & Zald, 1993) con-
cluded that depression in the context of bipolar disorder can
be understood as a loss of BFS functioning—that is, the BFS
no longer responds to the usual reward incentive cues. Thus,
whether from a behavioral, cognitive, or biological perspec-
tive, depression is seen as involving a lack of the activities at-
tributed to the BFS.

At the same time, depression, which shares a genetic diathe-
sis with generalized anxiety disorder in the form of a predispo-
sition to general distress (Kendler, Neale, Kessler, Heath, &
Eaves, 1992), is associated with stress-related HPA activation
(Walker & Diforio, 1997). This high level of negative affect-
anxiety-distress should contribute nonspecifically to liability
for schizophrenia, combining with specific liability to produce
a continuum of schizoaffective-depressed symptomatology—a
proposal also articulated by others. For example, Kendler and
Diehl (1993) commented that “affective illness represents a
stress that might precipitate a psychosis” (p. 269). More for-
mally, Siris and Lavin (1995) articulated a shared diathesis in
which “an episode of a major mood disorder may constitute a
sufficient stressor” to elicit schizoaffective symptoms in indi-
viduals with a moderate schizophrenia diathesis (p. 1021). Pre-
sumably, it must be the high negative affect component of
depression that functions as a stressor.

According to this analysis, the combination of minimal
BFS functioning and high negative affect is one etiologic
pathway to the withdrawn clinical picture, characterized by
aversive arousal and lack of behavioral activation (prominent
negative symptoms). The well-established evidence that de-
pression can produce negative symptoms (e.g., Sommers,
1985) is consistent with this suggestion. Furthermore, the
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well-known negative symptom phenomenon of institutional-
ism, seen in schizophrenia patients exposed to nonstimulat-
ing and unrewarding psychiatric hospital environments (e.g.,
Sommers, 1985; Wing, 1978), can be understood as an ex-
tinction phenomenon that disrupts BFS activation and pro-
duces depression.

Thus, the BFS and the BIS are likely contributors to non-
specific liability in schizophrenia. Because of their different
features, they offer explanations for some of the heterogene-
ity in schizophrenia. Although the precise conceptualization
of these stress-relevant affective-motivational systems will
evolve with additional research, the genetics literature in the
form of the MFP model and its nonspecific contributors to li-
ability suggests that they are relevant to understanding the
etiology and heterogeneity in schizophrenia. The contribu-
tion of the fight-flight system and panic attacks is less clear,
although it seems likely that panic attacks constitute biologi-
cal stressors and that they promote withdrawal and avoidance
of situations in which they occur.

THE DEFICIT SYNDROME

Carpenter and his colleagues have focused on a deficit syn-
drome, reflecting Kraepelin’s avolitional psychopathology
(Carpenter, 1994; Carpenter, Heinrichs, & Wagman, 1988). A
key to defining the deficit syndrome is the long-standing recog-
nition that negative symptoms arise from a number of sources
other than from schizophrenia per se (Sommers, 1985). To the
institutionalism and postpsychotic depression mentioned pre-
viously can be added akinesia secondary to pharmacological
treatment with dopamine antagonists. Narrowly defined, aki-
nesia refers to extrapyramidal motor symptoms (diminished
arm swing, shortened stride, and rigid posture); broadly de-
fined, however, it includes a broad range of negative features
(e.g., lack of emotional reactivity, lack of goal-directedness,
lack of or retarded spontaneous speech, and masklike facial
expressions very similar to flat affect), quite possibly due to
impairment of a dopamine-based neurobehavioral system
(Harrow, Yonan, Sands, & Marengo, 1994) conceptualized
here as the BFS. Carpenter, Buchanan, Kirkpatrick, Thaker,
and Tamminga (1991) developed diagnostic criteria that at-
tempted to exclude secondary negative symptoms and to define
a primary deficit syndrome. These criteria required the endur-
ing presence of any two of the following: restricted affect,
diminished emotional range, poverty of speech, curbing of
interests, diminished sense of purpose, and diminished social
drive. This definition is narrower than those of other commonly
used scales for rating negative symptoms, which do not ex-
clude secondary negative symptoms (Kirkpatrick et al., 2001).

Recently, Carpenter and his colleagues (Kirkpatrick et al.,
2001) proposed that deficit psychopathology or a deficit
schizophrenia subtype is a disease distinct from schizophre-
nia without deficit features, at least based on preliminary ev-
idence to date. They estimated that the deficit schizophrenia
is seen in about 15% of first-episode schizophrenia cases. In
support of the view that deficit schizophrenia is a distinct
disease, Kirkpatrick et al. (2001) cite a range of evidence
comparing deficit and nondeficit schizophrenia, among
which were (a) a worse premorbid adjustment with insidious
onset; (b) poorer occupational and social functioning; (c) for
relatives of deficit schizophrenia probands, an increased risk
of schizophrenia, more severe social withdrawal, and a three-
fold increase in the risk of deficit rather than nondeficit schiz-
ophrenia; (d) a small increase in the prevalence of antibodies
for the Borna disease virus (and these antibodies are associ-
ated with greater severity of negative but not positive symp-
toms); (e) an increase in summer rather than winter births
(suggesting that winter births are associated with a more be-
nign course of nondeficit schizophrenia); (f) impairments on
neurocognitive measures sensitive to frontal and parietal lobe
dysfunction; (g) greater oculomotor (eye-tracking) dysfunc-
tion; and (h) decreased activity in the dorsolateral prefrontal
cortex and the inferior parietal cortex that they suggest is
consistent with dysfunction of the dorsolateral prefrontal
basal ganglia-thalamocortical circuit (DLPFC).

If the deficit syndrome simply were a more severe version
than the nondeficit syndrome of schizophrenia, then (the au-
thors argued) the deficit syndrome should appear to be more
extreme on a variety of problems characterizing schizophrenia
in general. Contrary to this expectation, deficit schizophrenia
patients have been found not to be more severe in terms of
overall psychotic symptoms and have been found to be less se-
vere in terms of (a) reduced frontal lobe white matter, (b) win-
ter births, (c) and some measures of positive symptoms. The
authors also cite less severe depression and other dysphoric
affect even on follow-up, but it is not clear to what extent this
correlate might be contaminated by excluding patients with
depression in the initial diagnosis of deficit schizophrenia.
Additionally, among the nonpsychotic relatives of deficit
schizophrenia probands, dysphoria and psychotic-like symp-
toms are less severe than they are among the nonpsychotic
relatives of nondeficit schizophrenia probands. Finally, among
deficit schizophrenia patients, the disorganization symptom
dimension is uncorrelated with impairment in the sequencing
of complex motor acts, whereas among schizophrenia patients
in general, there is a positive correlation.

These findings underscore the importance of the pos-
itive versus negative symptom distinction, and the authors
have argued against a single dimension in which the negative



symptom or deficit schizophrenia group is more severe on all
dimensions. On the other hand, it does not appear to be the case
that deficit schizophrenia breeds true, even with the more re-
strictive diagnostic approach developed by Carpenter and his
colleagues (i.e., the risk of deficit schizophrenia among rela-
tives of deficit probands is increased quantitatively, but non-
deficit cases still appear).

An alternative interpretation would attribute their findings
to greater severity of genetic loading combined with contri-
butions from nonspecific liability. As noted previously, when
examining negative symptom patients, Gottesman et al.
(1987) found no results that could not be attributed to a
continuum of severity. With an underlying continuum of
severity, threshold effects are possible that create apparent
discontinuous phenotypic variation (Gottesman & Shields,
1972). The difference in winter births and reduced frontal
lobe white matter could reflect a need for additional stressors
(in this case, physical environmental) for nondeficit schizo-
phrenia that involves a lesser genetic loading, as suggested
previously.

The implications of the association between negative
symptoms and the presence of antibodies for the Borna dis-
ease virus are not clear. Borna disease is an immune-mediated
meningoencephalitis known to infect a number of animal
species and recently believed to infect humans as well. It is be-
lieved to cause damage to the hippocampus that (at least
in theory), in turn, results in diminished activity in the
frontal cortex (hypofrontality as discussed later) and a hy-
podopaminergic state (Waltrip et al., 1997). Thus, Borna
disease might constitute a contributor to liability that is non-
specific with respect to schizophrenia but specific with respect
to negative symptoms due to the hypodopaminergic state.
Needless to say, more research is needed on the contribution
of Borna disease.

However, the position adopted here is that some hetero-
geneity cannot be accounted for simply in terms of severity;
rather, it reflects multidimensional components of nonspe-
cific liability. The negative syndrome may reflect a weak BFS
and a strong BIS in combination with an unrewarding and/or
aversive environment, producing a failure to initiate ap-
proach and active avoidance behavior and a lack of positive
affect—components of the avolitional syndrome. The in-
creased BIS-related aversive arousal may constitute an
important source of nonspecific liability in these patients.
The reduced dopaminergic activity associated with reduced
BFS activity would reduce positive symptomatology, making
deficit syndrome patients appear less severe on positive
symptoms. In addition to temperament variables, it is possi-
ble that more severe schizophrenia is associated with a
central nervous system (CNS) dysfunction that directly or
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indirectly disrupts functioning of the BFS, adding to the ef-
fects of temperament variables. Such a CNS dysfunction
could possibly reflect the effects of a single major gene, act-
ing in a polygenic context in a minority of schizophrenic
patients and producing a more severe form of schizophrenia.
To date, no such gene has been identified, but as noted previ-
ously, it is not incompatible with existing data.

BRAIN DYSFUNCTION HYPOTHESES

The features of schizophrenia are so extreme that it is difficult
to imagine that they could be produced by psychosocial expe-
riences alone as a normal part of learning. Consequently, a
great many researchers believe that some type of brain dys-
function plays an important role in schizophrenia. Research on
this hypothesis has been greatly facilitated by the development
of modern technology that allows imaging of both brain struc-
ture and function. Improvements in resolution of these tech-
niques have facilitated this effort. Two major findings have
been enlarged ventricles and hypofrontality (diminished acti-
vation of the frontal cortex) in cases of schizophrenia.

Enlarged Ventricles and Hypofrontality

Ventricles (pools of cerebrospinal fluid in the brain) can be
measured with structural techniques such as magnetic reso-
nance imagery. Enlarged ventricles (not attributable to med-
ication) repeatedly have been found in a portion of cases, and
it is also interesting to note that increased ventricular size is
associated with the schizophrenic twin in discordant MZ
twins (Berman & Weinberger, 1999; Bunney & Bunney,
1999). The enlarged ventricles imply smaller brain size but
do not indicate the cause or locus. Although some evidence
has supported reduced neural tissue in a number of areas, no
clear picture has emerged at present (Andreasen, 2001;
Berman & Weinberger, 1999; Bunney & Bunney, 1999), and
it is quite likely that no single area accounts for the enlarged
ventricles. Nevertheless, these findings strongly encourage
theories of brain dysfunction. As discussed later in this chap-
ter, those theories have suggested a problem in neural devel-
opment rather than a degeneration.

Another well-replicated finding—relying on functional
assessments of brain activity (changes in regional blood flow
secondary to neural activity)—is that schizophrenia involves
less activation of the prefrontal cortex during cognitive acti-
vation tasks, especially those involving working memory
(Berman & Weinberger, 1999). This presumed deficit in pre-
frontal activity, which is not attributable to medication, is
strongly supported by performance deficits on a wide range
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of neuropsychological tests tapping prefrontal cortical func-
tion, and both hypofrontality and neuropsychological deficits
appear to be more characteristic of individuals with negative-
symptom schizophrenia. Hypoactivation or hyperactivation
have been reported in other regions of the brain, but the
results have not been as consistent as those for the prefrontal
cortex.

The findings of hypofrontality and its association with
negative symptoms have served as the basis of speculations
concerning a complex role of dopamine. In a classic paper,
Weinberger (1987) suggested that a pathological process of
unknown origin early in life interferes with the functioning of
parts of the prefrontal cortex (especially the DLPFC) and lim-
bic system, functionally compromising activity in the meso-
cortical dopamine pathways (i.e., producing underactivity of
this dopamine pathway). The hypoactivity in the prefrontal
cortex releases the mesolimbic dopamine pathways from
feedback control, producing hyperactivity in this dopamine
pathway. In this theory, negative symptoms are related to un-
deractivity of the mesocortical dopamine pathways, whereas
positive psychotic symptoms are related to overactivity of the
mesolimbic pathways.

More recently, Byne et al. (1999) found support for an as-
sociation between hypofrontality and decreased activity of
mesocortical dopamine pathways, for a causal connection be-
tween hypofrontality and negative symptoms, and for an
inverse relationship between prefrontal cortex dopamine ac-
tivity and subcortical dopamine activity. However, evidence
of increased subcortical D, dopamine receptors in schizophre-
nia is suggestive of underactivity of subcortical dopamine. An
attempt to resolve this contradiction proposed that prefrontal
cortical afferents fail to produce enough tonic mesolimbic
dopamine release that results in up-regulation (i.e., an in-
crease) of D, receptors. The increased D, receptors then re-
spond more strongly to dopamine release caused by neural
firing, producing a functional hyperactivity of this pathway in
response to stimulation. This revised model permits the same
predictions as the Weinberger (1987) model by virtue of mod-
ifications that take into account findings of up-regulation of
D, receptors in mesolimbic pathways. The authors emphasize,
however, that the model is speculation that has yet to be tested.
Nevertheless, it serves to illustrate the complexity of current
versions of the dopamine hypothesis.

Neurodevelopmental Hypotheses: Distributed Networks
and Poor Connectivity

Recent theorizing has shifted from searching for a deficit in a
single area of the brain to an emphasis on interactions among
many different regions, leading to hypotheses of abnormal

interconnectedness of different areas as a result of neu-
rodevelopmental failures (Andreasen, 2001; Berman &
Weinberger, 1999; Bunney & Bunney, 1999; Weinberger,
1987; Weinberger & Lipska, 1995). Weinberger and Lipska
(1995) noted that during the second trimester of pregnancy,
young neurons migrate and settle into their appropriate target
sites; they suggested that schizophrenia involves a failure of
this process in which neurons may not only fail to make some
connections, but may also even make incorrect connections,
resulting in inefficient, noisy processing (rather than no pro-
cessing) between areas of the brain—specifically between the
prefrontal and temporal and limbic areas, although other areas
may be involved (see Berman & Weinberger, 1999). These
neural systems are implicated not only in complex cognitive
and psychological behaviors, but also in the regulation of sub-
cortical dopamine systems during periods of stress. The au-
thors suggested that this deficit is almost universally present
in schizophrenia but falls on a continuum of severity. Animal
data indicate that problems in dopaminergic regulation due to
malfunction of the prefrontal-temporolimbic cortical neural
systems do not appear until postpuberty, consistent with the
age of onset of schizophrenia.

Bunney and Bunney (1999) suggested a similar neurode-
velopmental model, also emphasizing abnormal functional
connectivity between brain regions that arises especially dur-
ing the second trimester of pregnancy. They focused on the
cortical subplate, a transitory structure critical to formation of
neural connections in the cortex during early brain develop-
ment, a disturbance of which is suggested to lead to abnormal
connections, particularly in the frontal and limbic regions and
in thalamocortical connections. Disruption of this process
during the second trimester by obstetrical complications and
viral infections is seen as a second hit that adds to genetic vul-
nerability in a minority of schizophrenic patients. Although
the authors did not explicitly suggest the idea, it is easy to
imagine (as suggested previously) that these second hits play
acritical role in individuals with a moderate degree of genetic
liability for schizophrenia but are not required for individuals
with greater genetic liability.

Andreasen (2001) also mentioned pregnancy and birth
complications, but she proposed that negative influences on
brain development probably occur at multiple times, acting in
an additive manner and potentially extending from the in-
trauterine period to late adolescence or young adulthood (dur-
ing which important neural connections are being made). The
range of environmental influences that affect brain develop-
ment include “head or birth injuries, viral infections, exposure
to toxins and drugs of abuse, hormonal changes, and other
factors” (p. 206). Although she cites evidence of decreased
size of the prefrontal cortex and the hippocampus (a part of



the limbic system), she reported that schizophrenic patients
show abnormal patterns of neural activity (inferred from
blood flow) in the thalamus and the cerebellum in addition to
the prefrontal cortex to a wide variety of tasks. However,
Andreasen concluded that no specific regional abnormalities
have been identified in schizophrenia. She suggested that the
fundamental problem is a dysfunction of functional connec-
tivity between distributed neural circuits (different areas of
the brain)—a misconnection syndrome. It is interesting to
note that she encouraged further work on cognitive relearning
treatment programs as an adjunct to medication for schizo-
phrenia patients, in the hope that such extensive retraining
may gradually form new neural connections.

Thus, there appears to be a convergence among different
investigators that the brain dysfunction in schizophrenia is
more subtle and complex than a lesion in a specific area and
that it is more than likely that the problem arises as a failure
of development. Additionally, the notions of faulty neural
wiring or misconnections suggest a more diffuse deficit rather
than the loss of a specific single psychological process. These
theoretical models, then, are consistent with the complexity
of deficits seen in schizophrenia and perhaps explain why it
has been so difficult to identify a specific psychological
deficit in schizophrenia (Chapman & Chapman, 1973;
Strauss, 2001). These models also suggest that pharmacolog-
ical manipulations can only partially ameliorate the problem,
inasmuch as drugs cannot restore appropriate neural connec-
tions. Although this neurodevelopmental perspective has
many positive features, it is an approach to looking for the
neurobiological substrate of schizophrenia rather than pro-
viding support for any specific theory. Indeed, there is no con-
sensus on the specific developmental insult that contributes to
the etiology of schizophrenia (Meinecke, 2001).

SUMMARY

The emotional, cognitive, and behavioral problems subsumed
under the terms schizophrenia and schizophrenia spectrum
constitute a complex and heterogeneous phenomenon that is
only approximated by our current conceptualizations and
diagnostic approaches. Opinions differ with respect to the
importance of—and ways to conceptualize—chronicity, nega-
tive versus positive symptoms, and affective symptoms, and
decisions on these issues exert a large effect on attempts to di-
agnose schizophrenia. In spite of these uncertainties, a large
literature on family, twin, and adoption studies have docu-
mented a very large genetic contribution to schizophrenia.
These same studies indicate that schizotypal personality disor-
der and schizoaffective disorder, mainly schizophrenic belong
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in the schizophrenia spectrum and suggest that schizophreni-
form disorder and paranoid personality disorder may well be
included. There is little or no positive support for inclusion of
brief reactive psychosis.

The extant genetic data are most consistent with the MFP
model, in which a large number of genes, each often assumed
to be of small effect, and environmental influences contribute
in an additive fashion to the overall liability for schizophre-
nia. Sources of liability include specific genetic, nonspecific
genetic, and nonspecific environment. Schizophrenia devel-
ops when total liability exceeds a threshold. Although a large
majority of cases of schizophrenia are attributed to the MFP
model, it is quite possible that some rare cases eventually will
be attributed primarily to single genes and others primarily to
environmental factors. Furthermore, within the MFP major-
ity, it is possible that a minority eventually will be attribut-
able in part to a major gene (combined with polygenes and
the environment) with low penetrance.

The phenotypic heterogeneity of schizophrenia challenges
all theoretical approaches. This chapter attempted to concep-
tualize heterogeneity in terms of the MFP model, including a
consideration of affective systems relevant to nonspecific lia-
bility. From the perspective of the MFP model, a greater
genetic loading will on average be associated with a more
chronic course, accounting for one aspect of heterogeneity.
The frequent pairing of affective and schizophrenic symp-
toms suggests that the affective and schizophrenia vulner-
abilities combine additively to produce a continuum from
relatively pure schizophrenia to relatively pure affective dis-
order with many cases of schizoaffective symptomatology.
Depue’s work indicates that mania involves uncontrolled ac-
tivation of the BFS, and it was suggested here that the
dopaminergic activity central to this system contributes non-
specifically to schizophrenia liability. Depression involves
suppression of this same system, combined with high nega-
tive affect—anxiety. It was proposed that the negative affect
contributes nonspecifically to liability and that the failure to
activate the BFS results in negative symptoms in the form of
social withdrawal. Negative symptoms also were attributed to
a temperamentally weak BFS combined with a temperamen-
tally strong BIS, along with a social environment that is unre-
warding and aversive. The extreme negative symptoms seen
in the deficit schizophrenia subtype described by Carpenter
and his colleagues are likely to reflect poor functioning of the
BFS, possibly due to a CNS dysfunction that directly or indi-
rectly disrupts the BFS or due to extremes of temperament
combined with unrewarding-aversive environments.

Given the difficulty of accounting for schizophrenia
symptoms in terms of psychosocial environmental events
alone, intense interest naturally has focused on theories of
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brain dysfunction. These efforts, however, have been hin-
dered by the crudeness of techniques for assessing CNS func-
tioning and by the complexity of schizophrenia. Two major
findings have been enlarged ventricles (a structural measure
indirectly indicating smaller brain size) and hypofrontality
(a functional measure showing diminished activation of the
frontal cortex). Neither finding has resulted in clear conclu-
sions concerning the neurobiological substrate for schizo-
phrenia. More recently, the earlier search for a deficit in a
single area of the brain has been replaced by an emphasis on
interactions among many different regions, with hypotheses
centering on abnormal interconnectedness of different areas
as a result of neurodevelopmental failures. As interesting
as these hypotheses are, again no firm conclusions have been
reached.

The conceptualization of schizophrenia in the present
chapter attempted to account for heterogeneity while retain-
ing the parsimonious assumption of an underlying schizo-
phrenic process varying in severity, to a substantial degree as
a function of genetic liability. In that sense, it embraced
Carpenter’s (1992) second model, seeing schizophrenia as a
single disease entity with heterogeneity attributed to the
interaction between this primary pathology and other charac-
teristics of the individual and the environment. By hypothe-
sizing two affective neurobehavioral systems that contribute
different types of nonspecific liability and have different
effects on behavior, it was possible to account for important
aspects of heterogeneity without giving up the concept of
schizophrenia as a distinct phenomenon. While this ap-
proach, like all biological theories of schizophrenia, must be
considered a work in progress, it is argued here that such
important functional neurobehavioral systems cannot be
ignored in any adequate approach to developing psychobio-
logical theories of psychopathology.
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Mood disorders are psychological disturbances defined by
intense emotional experiences of depression or mania (or
both). They are remarkably diverse in their features but share a
focus on an excessive mood that colors and distorts the way the
person thinks and views the world, accompanied by changed
levels of movement, activity, and energy; disturbed patterns of
sleep and appetite; and altered motivation and engagement in
the world. Mood disorders encompass both commonplace and
relatively rare disorders; their features may vary greatly from
one individual to another, ranging from mild, transient
changes to severe or enduring conditions. Some disorders of
mood are apparently understandable reactions to life’s adver-
sities, while others may seem baffling in their origin and ac-
companied by psychotic departures from reality. No segment
of the population is immune; mood disorders afflict the young
and the old, men and women, and people of any culture. De-
pressive disorders are so frequent that they have been called
the common cold of psychological disorders. Unlike the com-
mon cold, however, their consequences might be profoundly
distressing and disruptive to the sufferer and his or her family.
No matter how frequent and how impairing they may be, mood
disorders are often misunderstood, both by society and by the
sufferer and those in his or her life, and may be erroneously
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viewed by others as weaknesses of will or character and fail-
ures of emotional self-control.

In the following chapter the topics discussed are unipolar
depression and bipolar disorder, the two major forms of
mood disorders, and their variants. Despite some similarities,
the two disorders are viewed as distinct in their manifesta-
tions, underlying causes, and recommended treatments. Con-
sequently, the chapter presents information on these disorders
in separate sections.

DEFINING AND DIAGNOSING
UNIPOLAR DEPRESSION

The Experience of Depression

Depressed is a word in such common usage that it is often
used interchangeably with upset, disappointed, or some simi-
lar term to refer to a negative emotion following a bad expe-
rience. Depression may be a mood state, lasting only a few
moments or hours—occasionally a few days—but in which
other elements of the person’s functioning are unchanged. It
is, in fact, normal to have mild and brief depressed mood
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following an important loss or disappointment. Depression
as a psychological disorder is more than a temporary, mild
mood state. It is a constellation of experiences of mood,
physical functioning, quality of thinking and outlook, and
behaviors.

The depressed person may feel down or sad, but sadness
may often be less apparent than a general lack of interest
in activities that were once enjoyed. Irritability may be
the dominant mood, rather than sadness. Changes in mood
are accompanied by a gloomy outlook in which the future
seems bleak and uninviting, and the person views himself or
herself as flawed and inadequate, while circumstances may
seem overwhelmingly difficult or unrelenting in their depri-
vation and capacity for disappointment. Because of the neg-
ative outlook, the sufferer’s motivation and persistence may
be impaired. The negative interpretations of the self and
world that are typical of depression may seem illogical or
distorted to others, and there appears to be a focus on nega-
tive possibilities to the neglect of positive or even neutral
alternatives: “Even though I got this promotion at work, I
will fail”; “my family is supportive of me, but I don’t de-
serve it, and they will give up on me.” Bodily changes may
become pronounced with increasing severity of depression;
sleep is interrupted by awakening in the night or early
morning—although sometimes people sleep even more than
usual. Some individuals may focus extensively on aches
and pains and physical debility and medical symptoms. En-
ergy flags, and for some depression sufferers, it is an im-
mense chore to get out of bed, shower, and get dressed.
Appetite may be lost, and loss of weight may result, al-
though some individuals do not experience such changes
and may even eat more than usual. Behaviors mirror the
inner suffering; depressed individuals may withdraw from
others or discontinue typical activities, having little pleasure
or energy to sustain them—and even finding that being
around others makes them feel worse. Of course, others do
indeed find it difficult to enjoy the company of a silent or
suffering person who cannot be cheered, and may be frus-
trated with the depressed person’s seemingly willful exag-
gerations of negativity that they perceive inside and all
around themselves. Some people experience depression as
relentless suffering from which the only escape is death. For
such sufferers, thoughts of death may be persistent, and un-
fortunately, for a significant minority of depressed people,
suicidal acts may seem to be the only escape. What may
seem to others as an irrational reaction or an excessive and
selfish display of self-pity may even contribute to the
depressed person’s feeling of abandonment at the time of
greatest need. A vicious cycle of negative thoughts and

more depressed mood and behaviors may contribute to a
prolonged period of depressive suffering.

Diagnoses of Depression

The phenomenology of depression is relatively well recog-
nized, and diagnostic systems have been developed to at-
tempt to define key symptoms among the many possible
manifestations, and to operationally define the point at
which normal depressed mood becomes a clinical state. The
current Diagnostic and Statistical Manual of Mental
Disorders—Fourth Edition (DSM IV; American Psychiatric
Association [APA], 1994a) and International Classification
of Diseases—10th Revision (ICD-10; World Health Organiza-
tion, 1992) have evolved from various efforts to provide
systematic, reliable definitions. There are four key features
of diagnoses of depressive disorders: presence of more than
depressed or negative mood—requiring a variety of addi-
tional syndrome manifestations; duration over a period of
weeks or months to distinguish depression from temporary
mood shifts; and impairment, indicating that the depression
interferes with normal functioning. The fourth feature is criti-
cal to distinguishing between unipolar and bipolar mood
disorders: There must be information about prior sympto-
matology sufficient to determine whether the individual has
ever experienced a manic or hypomanic episode (described
later). Only if there has never been such an experience could a
person receive a diagnosis of unipolar depression. Those with
histories of mania are diagnosed with bipolar disorder.

Major Depressive Episode and Dysthymic Disorder

The two most common unipolar diagnoses are major depres-
sive episode (MDE) and dysthymic disorder. To meet diagnos-
tic criteria for MDE, one must be depressed for at least two
weeks, experience depressed mood nearly every day all day
or have a loss of interest or pleasure, and at least four of the re-
maining nine symptoms (covering a range of cognitive, phys-
ical, and behavioral changes, such as diminished ability to
think positively about the self or future or to concentrate;
thoughts of death; changes in speed and spontaneity of move-
ment). Dysthymic disorder is a milder, chronic form of de-
pression that includes depressive experiences lasting for at
least two years, accompanied by two or more of six milder de-
pressive symptoms. Both MDE and dysthymic disorder diag-
noses require the presence of impaired functioning in the
person’s important roles. Some individuals experience double
depression, a pattern observed in about 25% of clinical pa-
tients in which major depressive episodes are superimposed



on dysthymic disorder, an especially adverse disorder in
terms of course and impairment in adults (e.g., Keller, Lavori,
Endicott, Coryell, & Klerman, 1983; Klein, Taylor, Harding,
& Dickstein, 1988). Children who meet criteria for both MDE
and dysthymia also appear to function significantly worse
than children with either of the disorders alone (Goodman,
Schwab-Stone, Lahey, Shaffer, & Jensen, 2000).

Depression in children may be diagnosed with the same cri-
teria as for adults, with minor modifications. For instance, irri-
tability may be substituted for depressed mood, and dysthymic
disorder may be diagnosed with only one year’s duration. Al-
though there may be developmental differences in expression
of depressive symptoms (e.g., young children are unlikely to
report subjective states), currently research suggests few reli-
able differences in symptom patterns in adults and children (re-
viewed in Garber & Flynn, 2001), and therefore the same
criteria are to be used in the absence of validation of alternative
procedures. At the same time, however, some have questioned
the validity of distinguishing between MDE and dysthymic
disorder in children and adolescents, noting that their corre-
lates and impairments are similar (e.g., Goodman et al., 2000).

Subclinical Depression

Diagnostic criteria for defining MDEs and dysthymia are
somewhat arbitrary in their establishment of a cutoff of num-
ber and duration of symptoms. Depressive experiences may
include subsyndromal symptoms that are milder or briefer than
these two diagnoses, or that are intermittent but frequent, or
that are mild but enduring. Although mild and short-lived
symptoms may have little significance for a person’s life and
indeed might be considered normal reactions to losses and
disappointments, even mild but persistent symptoms may be
detrimental to a person’s adjustment. Research has shown, for
example, that subclinical depressions may predict future diag-
nosed depressions or other emotional problems, and may
result in significant impairment in functioning affecting
employment and social roles (e.g., Gotlib, Lewinsohn, &
Seeley, 1995; Horwath, Johnson, Klerman, & Weissman,
1992; Wells et al., 1989; Zonderman, Herbst, Schmidt, Costa,
& McCrae, 1993). Moreover, persisting mild symptoms fol-
lowing major depression (indicating lack of total recovery)
may portend a more severe future course of disorder, including
more frequent episodes and chronic symptomatology (Judd
et al., 2000).

Heterogeneity and Comorbidity of Depression

A particular challenge to the diagnosis of depression—and
indeed, to the validity of diagnoses—is the fact that depres-
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sive experiences may be quite varied and they commonly
overlap with or co-occur with other psychological dis-
orders. The variability in presentation may range from pre-
menstrual dysphoria to depressive delusions and psychotic
states. Over the years, attempts to define meaningful sub-
types have been based on the assumption that different
forms of depression may result from different causes, and
might have different effective treatments. A particular effort
to define biologically based forms (endogenous rather than
reactive or psychological forms) has permeated the field.
The DSM-1V system defines a subtype of melancholic fea-
tures of major depression based on phenomenology with
emphasis on somatic symptoms. Although it is sometimes
presumed to define a distinct form and perhaps biological
origin, some have argued that it may simply represent a
more severe version of depression. Another subtype distinc-
tion is a seasonal pattern of mood disorder, which may
occur in both unipolar and bipolar patients. Further efforts
to characterize potential etiological subtypes seem war-
ranted, and an important corollary is that models of etiology
or treatment methods that are successful with some depres-
sions are unlikely to cover all depressions.

The diagnostic picture may be further complicated by
comorbidity. The U.S. National Comorbidity Survey found
that of all adult community residents who met criteria for cur-
rent major depression, only 44% displayed pure depression,
and the others had one or more additional diagnoses
(Blazer, Kessler, McGonagle, & Swartz, 1994). Commonly
co-occurring disorders are anxiety disorders (such as panic dis-
order, generalized anxiety, and posttraumatic stress disorder),
substance abuse, and eating disorders. Moreover, Axis II
pathology is extremely common among depressed individuals,
with rates across different studies ranging from 23% to 87%
(Shea, Widiger, & Klein, 1992). Such mixtures of depression
and other disorders frequently portend more complicated
courses of depression, and more difficulty in achieving success
in treatment (Shea et al.).

In children, comorbidity is said to be the norm rather than
the exception, with few children having pure depression
rather than mixed with disruptive behavioral, anxiety, eating,
and substance use disorders (e.g., reviewed in Angold &
Costello, 1993; Hammen & Compas, 1994). High rates of co-
morbidity may reflect inadequacies in the diagnostic system
in which some of the same symptoms may occur in different
diagnoses, or over-narrowness in how disorders are con-
ceived. Additionally, in children the indistinct boundaries of
diagnoses may reflect a developmental reality in which non-
specific expressions of distress and behavioral disruption
cannot readily be classified until further maturation and
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development occur. Continuing efforts to explore develop-
mentally appropriate criteria for depression in children re-
main an important research priority (Garber & Flynn, 2001).

Assessment of Depression

There are presently several widely used instruments avail-
able to diagnose unipolar depressive disorders, and to char-
acterize the severity of symptomatology.

Diagnosing Depressive Disorders

To meet the goal of reliable, systematic application of diag-
nostic criteria to determine a person’s past or current mood
disorder, two methods have been widely used. The Structured
Clinical Interview for DSM-1V Axis I Disorders (SCID; First,
Spitzer, Gibbon, & Williams, 1995) has evolved from previ-
ous versions of research-oriented diagnostic criteria, includ-
ing the Schedule for Affective Disorders and Schizophrenia
(SADS; Endicott & Spitzer, 1978). It covers current and past
symptomatology sufficient to diagnose most Axis I disorders,
using semistructured questions and probes, administered by
clinically trained interviewers whose task is to elicit exam-
ples and determine whether described experiences fulfill
criteria to be included as definite symptoms. Interrater relia-
bilities for major depressive disorder and dysthymic disorder
are high (First et al., 1995). The SCID is used in most re-
search studies to select and define patient samples, and to
evaluate the course of disorder.

The other major diagnostic instrument is the Diagnostic
Interview Scale (DIS; Robins, Helzer, Croughan, & Ratcliff,
1981), developed for use in large epidemiological surveys.
The major characteristic of the DIS is the highly structured
administration of questions, eliciting yes-no answers from
respondents, with no follow-up questions to determine the
severity or significance of experiences with each symptom.
Hence, the DIS requires relatively little training for adminis-
tration, and does not require clinical experience. A computer
algorithm is used to score the DIS, yielding diagnoses inde-
pendent of clinician judgment. Thus, the DIS is used princi-
pally for epidemiological samples that are very large and for
which costs of clinically trained interviewers would be pro-
hibitive. The DIS has been reported to yield adequate relia-
bilities for depressive disorders. Some have feared that the
DIS tends to overdiagnose depression because respondents
may say yes to certain questions based on trivial negative
emotional experiences. However, perhaps somewhat surpris-
ingly, comparisons of rates of depressive diagnoses obtained
from the DIS compared with a clinician-based interview in-
dicated a tendency of the DIS to result in fewer diagnoses

(Eaton, Neufeld, Chen, & Cai, 2000). The authors suggest
that the procedures vary by the threshold at which diagnoses
are made, although agreement at the level of reporting syn-
drome features was fairly good.

It should be noted further that different diagnostic instru-
ments, owing to differences in wording and procedures, may
yield different estimates of rates of depression in the pop-
ulation. A recent modified version of the DIS, called the
Composite International Diagnostic Interview (CIDI; e.g.,
Kessler et al., 1994) was used in the National Comorbidity
Survey. Resulting data on incidence and prevalence of depres-
sion were notably higher than for the prior DIS-based Epi-
demiological Catchment Area studies. As Blazer et al. (1994)
noted, the instruments differed slightly on the stem questions,
with the CIDI asking more stem questions so that there were
more opportunities for people to acknowledge a depressive
mood. As Regier et al. (1998) observed, actual information
about the occurrence of depressive (and other) disorders may
be substantially affected by how the information is obtained.

Assessing Severity of Depressive Symptoms

There are a number of instruments available for research and
clinical use to evaluate severity of current depressive symp-
toms. One type is a self-report questionnaire, exemplified by
the Beck Depression Inventory (BDI), the most widely used
such scale. Developed by Beck, Ward, Mendelsohn, Mock,
and Erbaugh (1961), and recently revised as the BDI-II to be
consistent with the DSM-1V (Beck, Steer, & Brown, 1996),
the scale consists of 21 items, each containing four response
options differing in severity. Individuals select the one re-
sponse per item that corresponds most to their current clinical
state “over the past two weeks.” Total scores indicate level of
depression, but like all self-report scales for which a cutoff is
used to indicate significant symptoms, the scale is not a diag-
nostic instrument, and scores may be elevated temporarily
due to environmental, medical, or other emotional difficul-
ties. The BDI and BDI-II have been well studied and have
excellent reliability and validity for measuring severity of de-
pression (Beck, Steer, & Garbin, 1988; Beck et al., 1996).
Further detailed information on additional self-report meth-
ods is reviewed in Nezu, Ronan, Meadows, and McClure
(2000), Practitioner’s Guide to Empirically Based Measures
of Depression. Also, many instruments have been developed
for use with specific populations, such as children and ado-
lescents, geriatric samples, and with specialized content areas
related to depression, such as hopelessness, suicidality, self-
esteem, and others. There are also measures of depressed
mood state, exclusive of additional symptomatology. These
are beyond the scope of the current discussion.



Another type of assessment procedure for depression sever-
ity involves clinician-based interviews, representing the view
that some of the symptoms of depression are more objectively
characterized by a trained observer than by subjective self-
report. The most widely used such instrument is the Hamilton
Rating Scale for Depression (HRSD; Hamilton, 1960). It has
been amended and altered several times over the years. It is fo-
cused much more on somatic and behavioral symptoms than
on mood and cognitive symptoms as is typical in self-report
questionnaires. In its most commonly administered form, the
Hamilton is a 17-item scale measuring mood, guilt, suicidal
ideation, sleep disorders, changes in work and interests, psy-
chomotor agitation and retardation, anxiety, somatic symp-
toms, hypochondriasis, loss of insight, and loss of weight. It
has been shown to have solid psychometric properties, and is
nearly always included in clinical studies and treatment-
outcomes research. Nevertheless, it does not cover all symp-
toms of the DSM-IV syndrome of depression, and has been
criticized therefore as less adequate for assessing severity of
bipolar depression. Revisions include the Inventory of Depres-
sive Symptomatology—Clinician rated (IDS-C; Rush, Gullion,
Basco, Jarrett, & Trivedi, 1996) and the Revised Hamilton
Rating Scale for Depression (RHRSD; Warren, 1994).

COURSE AND CONSEQUENCES
OF UNIPOLAR DEPRESSION

Much of what clinicians once believed about depression—
that it occurs mostly in middle and older adulthood and rarely
in youngsters and that it is commonly expressed as a single
episode with full recovery—has been found to be untrue. The
following sections discuss key features of depression, and its
consequences in the lives of sufferers and their families.

Features of Unipolar Depression
Age of Onset

Researchers have documented that the most typical age of
onset of major depression is adolescence and young adult-
hood (Burke, Burke, Regier, & Rae, 1990). Young women in
particular have enormous liability for depression onset be-
tween ages 15 and 19 (Burke et al., 1990); 50% of respon-
dents with depression histories reported onset by age 25
(Sorenson, Rutter, & Aneshensel, 1991). Generally speaking,
the risk of first episode is significantly higher before age
40 than earlier (Coryell, Endicott, & Keller, 1992a). There
are two important implications. One is that depression is es-
pecially likely to affect young people during critical periods
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of their development, including marriage, childbearing, and
establishment of careers. Impairment during these impor-
tant functions might have persisting maladaptive conse-
quences. A second implication is that relatively early onset of
depression—or perhaps of any psychological disorder—may
portend a relatively worse course of illness, both because of
developmental disruptions and because earlier onset may
reflect a more severe form of the disorder.

The issue of whether childhood or early adolescent onset of
depression predicts higher rates of depression in adulthood has
been examined in a small number of longitudinal studies. In
the largest follow-up study of the continuity of childhood de-
pression into adulthood, Weissman, Wolk, Wickramaratne,
et al. (1999) determined that although the youngsters had
relatively high rates of psychological disorders and maladjust-
ment, there was poor specificity for depressive disorders—
except in a small sample that had recurrent episodes in
childhood and high rates of depressed relatives. Similar results
were reported by Harrington, Fudge, Rutter, Pickles, and Hill
(1990) in a follow-back study. Thus, childhood onset of
depression may predict significant disorder, but not specifi-
cally recurring depression—suggesting that many cases
labeled as childhood depression may reflect marked emotional
and behavioral dysregulation. In contrast, several follow-up
studies of adolescent-onset depression have shown relatively
high risk for recurring episodes in adulthood (e.g., Bardone,
Moffitt, Caspi, Dickson, & Silva, 1996; Harrington et al.,
1990; Lewinsohn, Rohde, Klein, & Seeley, 1999; Rao,
Hammen, & Daley, 1999; Weissman, Wolk, Goldstein, et al.,
1999).

Episode Length

Two trends are noteworthy concerning duration of major de-
pressive episodes. One is that the majority of episodes appear
to resolve within 6 months (including untreated depressions),
as shown by longitudinal studies of the natural course of
unipolar disorder. For instance, Coryell et al. (1994), in the
National Institute of Mental Health (NIMH) Collaborative
Depression Study (CDS), found that 55% of patients and
57% of nonclinical relatives who developed depression re-
covered by 6 months. The second trend, however, is that a
substantial minority of depressions persist for long periods,
and may even be chronic. For instance, the CDS follow-up
reported that after 5 years, 12% of patients had still not re-
covered (Keller et al.,, 1992). Even among those who no
longer meet diagnostic criteria for an episode, there may con-
tinue to be considerable residual symptomatology. Data from
the CDS indicate that unipolar patients manifested symptoms
during 59% of the weeks of the follow-up, with many never
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being free of some level of depressive symptoms (e.g., Judd
et al., 1998).

Risk for Recurrence of Depression

Whereas depression, except in its most severe forms, was
once considered a relatively benign disorder with recovery as
the norm, it is now recognized that depression is especially
pernicious not only because of protracted symptomatology,
but also because it is highly recurrent. More than 80% of de-
pressed adults experience at least one recurrence—a figure
increasing to 100% if minor or subsyndromal episodes are in-
cluded; and the median number of MDE:s is four (reviewed in
Judd, 1997). Recurrent episodes of MDE last about 20 weeks
(Solomon et al., 2000). An international study conducted
under the auspices of the World Health Organization found
that over 10 years, affected individuals experienced a mean
of 2.7 episodes of major depression, and spent an average of
27.5% of their lives in depressive episodes (Thornicroft &
Sartorius, 1993). Similar frequencies and probabilities of re-
current MDE have been observed in adolescent depressed
populations including both community and clinical samples
(e.g., McCauley et al., 1993; Rao et al., 1999).

Another feature of the recurrent nature of depressive
episodes is the observation that each recurrence increases the
probability of further episodes. Solomon et al. (2000) followed
patients over a 10-year period, and found that the probability of
recurrence after recovery from the index episode was 25% in
the first year, 42% by two years, and 60% by 5 years. More-
over, as predicted, median time to recurrence decreased with
subsequent episodes, and the converse also occurred: The
longer the person remained well, the less likely he or she was to
experience recurrence. The results suggest that episodes them-
selves increase likelihood of disorder, and the hypothesized
mechanisms of the process are discussed in later sections.

Impairment Associated With Depressive Disorders

It is hardly surprising that the low mood, loss of interest, de-
creased energy, sense of futility, and low self-esteem associ-
ated with depressive disorders would result in dysfunction in
important roles such as work, marital, and parental adjust-
ment. What is more surprising is the extent of debility, result-
ing in as much or even more self-reported impairment than
many serious medical disorders (e.g., Wells et al., 1989). In
the language of illness burden to society due to economic and
social disability as well as mortality, the World Health Orga-
nization has termed major depression the number-one cause
of disability in the world, and the fourth greatest cause of dis-
ease burden (expected to move to second most important by

the year 2020; Murray & Lopez, 1996). Depression is one of
the few psychological disorders that can be said to be fatal.
Mortality due to suicide has been estimated to affect about
15% of those with a diagnosis of major depressive episode
(Clark & Fawcett, 1992), and some studies suggest that de-
pression is also predictive of increased mortality associated
with medical disorders such as heart attacks (e.g., Musselman,
Evans, & Nemeroff, 1998).

In more specific terms of social disability, patients with
major depression in the CDS sample compared with controls
achieve lower educational and income levels, and have lower
rates of employment and decreased occupational status
(Coryell et al., 1993). Moreover, fewer of those with unipolar
depression were married, and those who were married re-
ported worse quality of relationships. Even relatively minor or
subsyndromal depressions are also associated with impair-
ment as noted previously (e.g., Gotlib et al., 1995; Wells et al.,
1989). Detailed analyses of level of work and social adjust-
ment as a function of level of symptomatology over several
years of follow-up in the CDS sample indicated a fairly linear
relationship between impairment and severity of depression
(Judd et al., 2000). Individuals who suffer from double depres-
sion appear to be especially likely to have occupational and so-
cial impairment, and those with dysthymic disorder (including
double depression) are more likely never married (Evans etal.,
1996). Of additional interest is the finding in the Judd et al.
study, as well as other reports, that impairment in role func-
tioning persists, even when the person is no longer in an
episode (e.g., Billings & Moos, 1985; Judd et al., 2000).

Not surprisingly, studies of the consequences of depres-
sion in children and adolescents also indicate significant im-
pairment of functioning. Those with childhood or adolescent
depression show relative difficulties in school performance
and conduct, and problematic relationships with peers and
family members (e.g., Lewinsohn et al., 1994; Puig-Antich
et al., 1993; see reviews in Birmaher et al., 1996; Hammen &
Rudolph, 1996). In addition to impaired current functioning,
a unique concern for depressed youngsters is the possibility
that depression interferes with acquisition of developmen-
tally appropriate skills and attainments. As a consequence,
depressed youngsters may be left behind in ways that may
contribute to further stress and depressive experiences.

Effects of Depression on Others

There has been considerable research on a further aspect of
depression’s toll: the effects of depression on others. A great
deal of the social disability of depression is due to two partic-
ular aspects of impairment: maladaptive marital relationships
and high risk for offspring of depressed parents to develop



depression and other disorders. As noted previously, there is
evidence of less frequency of marriage, or of greater marital
dissatisfaction or divorce among depressed patients than
nondepressed controls (Coryell et al., 1993; reviewed in
Gotlib & Hammen, 1992). The romantic relationships of
young women assessed over a S-year period indicated that
lower quality of the relationship at the end of the follow-up
and the boyfriends’ dissatisfaction were significantly corre-
lated with the amount of time the woman had spent in major
depressive episodes (Rao et al., 1999). Other research has in-
dicated that depressed women are more likely to be romanti-
cally involved with men who themselves have psychological
disorders (assortative mating), potentially creating a stressful
home environment (e.g., Hammen, 1991a; Merikangas,
Weissman, Prusoff, & John, 1988). The important question of
whether intimate relationship difficulties are unique and spe-
cific to depressive disorders has been addressed by Zlotnick,
Kohn, Keitner, and Grotta (2000) with community data
from the National Comorbidity Survey. These investigators
found that participants with current diagnoses of major de-
pressive episode or dysthymic disorder were significantly
more likely to report more negative and less positive quality
of their marital or intimate relationships than participants
with nonaffective disorders. Moreover, the relative negativity
was especially pronounced in their romantic relationships,
and not seen in their attitudes about friendships.

Overall, it appears that depressed persons themselves—as
well as their spouses—experience difficulties in the marital
relationship. The processes by which such problems occur
are not fully understood. Certainly, depression symptoms
themselves may create friction and mutual dissatisfaction.
Depressed people may also have impaired interpersonal
skills and dysfunctional cognitions that reflect poor inter-
personal problem-solving, often leading to conflict (e.g.,
Hammen, 1991b). They are often dependent on others, and
seek reassurance in ways that distance others (Barnett &
Gotlib, 1988; Joiner & Metalsky, 1995). Spouses and signifi-
cant others may view the depressed person as a burden, caus-
ing worry, reducing the sharing of pleasurable activities, and
rejecting suggestions for help or support. A survey of the
attitudes of spouses toward their depressed partners found
that they acknowledged numerous such problems, and 40%
of them were sufficiently distressed by the depressed person
to warrant treatment themselves (Coyne et al., 1987).

The other major area of difficulty for depressed people is
high likelihood that their children will have depressive or
other disorders. Numerous studies have now shown that
the risk to offspring for developing depression and other dis-
orders is very high, likely greater than 50% (reviews in
Beardslee, Versage, & Gladstone, 1998; Downey & Coyne,
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1990). Indeed, the risk is so pronounced that being a child
of a depressed parent is often said to be the strongest predic-
tive factor for youth depression. Numerous studies have
attempted to shed light on the mechanisms by which risk is
imparted. Certainly, genetic transmission may be one path-
way. Additionally, however, it seems apparent from many ob-
servational studies of depressed women with their infants,
toddlers, and school-age children that the quality of the
parent-child interaction is relatively more negative than for
nondepressed mothers and their youngsters (e.g., reviewed in
Goodman & Gotlib, 1999; Kaslow, Deering, & Racusin,
1994). Similarly, depressed children and adolescents have
more negative relationships with their parents (Kaslow et al.,
1994). Being a child in a family with a depressed parent also
typically subjects the child to elevated levels of chronic stress
(including parent marital disorder) and episodic life events,
which may also contribute to children’s risk for disorder
(e.g., Hammen, 2002).

An important consequence of impaired marital and family
relationships is that the impact of the depressed person on
family members may create a context that endures even when
the person is no longer depressed. Difficult marital issues and
problematic relationships with ill children may present en-
during challenges to depressed adults, contributing not only
to the persistence of impairment but also to the risk for
further depression.

WHO IS AFFECTED BY UNIPOLAR DEPRESSION?

Rates of Depression

In the United States, the most recent epidemiological survey
of adults between the ages of 15 and 54, using the CIDI as de-
scribed earlier, reported a rate of 4.9% current major depres-
sion, and 17% lifetime major depression (Kessler et al.,
1994). Earlier surveys had reported substantially lower rates
but used different methods as noted previously. An interna-
tional collaborative study, using various methods to arrive at
DSM-I111 diagnoses, indicated an annual rate of major depres-
sion ranging from 0.8% in Taiwan to 5.8% in New Zealand
(with the United States at 3% annually; Weissman et al.,
1996). This study also reported lifetime rates of MDE be-
tween 1.5% and 19% across the various sites. Additionally,
dysthymic disorder is estimated to affect 2—4% of the popu-
lation internationally (Smith & Weissman, 1992).
Depressive disorders in young children are relative rare,
possibly affecting 2-3% of preadolescents and 1% of pre-
schoolers (Angold & Costello, 1993; Kashani & Carlson,
1987). However, epidemiological surveys of diagnoses
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among children have been much more limited in scope than
those for adults. Data on rates of adolescent depression gener-
ally indicate much higher rates than in childhood. For instance,
the Oregon Adolescent Depression Study found that 3% met
criteria for current major depression or dysthymia, and a total
of 20% had a lifetime diagnosis of depressive disorder
(Lewinsohn, Hops, Roberts, Seeley, & Andrews, 1993).

Gender, Age, and Depression
Sex Differences in Depression

For many years a striking gender difference has been noted,
with many more women reporting—or being treated—for de-
pressive disorders than men. The Cross-National Collabora-
tive Group (Weissman et al., 1996) found a gender difference
in every culture studied, and overall, the rate of approxi-
mately 2:1 is cited indicating women’s prevalence among
those with unipolar depressive disorders.

The gender gap appears to emerge in early adolescence
(e.g., Angold & Rutter, 1992; Cohen et al., 1993). The mag-
nitude of the gender difference—and its emergence in early
adolescence—have stimulated many theories and research
efforts to explain the patterns (e.g., reviewed in Cyranowski,
Frank, Young, & Shear, 2000; Nolen-Hoeksema, 1990;
Nolen-Hoeksema & Girgus, 1994). A variety of biological
and psychosocial perspectives have been pursued with no
final resolution, including hormonal effects and timing of pu-
berty; differential exposure to stressors; gender differences in
self-esteem, cognition, and coping; societal expectations and
access to achievement; and many others. A review of this lit-
erature is beyond the scope of the chapter, but the implica-
tions are significant for theoretical models of depression,
treatments, and prevention programs.

Age Trends in Depression

A further challenge to models of understanding depression
concerns evidence that young people are experiencing in-
creasing rates of depression. Not only is the age of onset of
depression now known to be in the teens or early 20s for most
sufferers, but the rates of depression appear to be higher in
more recently born people. For instance, the Cross-National
Collaborative Group (1992) found that rates of depression in-
creased in birth cohorts such that they were highest by age 25
in those who had been born since 1955. The rate appears to be
continuing to increase in more recently born youngsters, with
rates in adolescent and young women higher than 30% (e.g.,
Lewinsohn, Rohde, Seeley, & Fischer, 1993; Rao et al.,
2000). Although methodological artifacts such as memory
bias have been argued to be a partial cause, recent evidence

based on use of the same instrument over a 40-year period in
the same community confirms that rates of depression have
indeed increased in young women (Murphy, Laird, Monson,
Sobol, & Leighton, 2000). Conversely, many studies have
suggested that the rates of depression in older adults have
been declining—although information on the very old is typ-
ically absent from most surveys (e.g., Murphy et al., 2000;
see Wallace & O’Hara, 1992).

Theories of the origins of increased rates of depression in
young people, especially females, abound. It has been sug-
gested that changing cultural trends including family break-
ups and increasing social mobility diminishing supportive
resources plus increased stress in the form of heightened ex-
pectations and increased competition for careers may have
contributed. Such age trends appear to be a particular chal-
lenge to theories emphasizing biological diatheses. Neverthe-
less, the issue remains unresolved, while its consequences
continue to be of considerable concern and interest.

UNIPOLAR DEPRESSION: THEORIES
OF ETIOLOGY AND VULNERABILITY

There are numerous biological and psychosocial perspectives
on the origins of depression, and new findings emerge fre-
quently following advances in the technologies for evaluating
genetic and neurobiological processes. Consequently, the eti-
ology sections can attempt only a brief statement of these
approaches, and the current directions in which research is
proceeding. It is safe to say that nearly all models adopt a
diathesis-stress perspective, and many assume a biological
predisposition that may require activation by environmental
stressors. Itis noted, however, that few studies have tested such
interactions.

Biological Approaches
Genetic Vulnerability to Unipolar Depression

Depression undeniably runs in families. Many studies of the
first-degree relatives of depressed patients have reported rates
of depression ranging between 7% and 30% across studies—
considerably in excess of rates in the general population
(Gershon, 1990; Winokur, Coryell, Keller, Endicott, & Leon,
1995). Studies of the children of depressed parents, as noted
previously, have indicated that having a parent with a depres-
sive disorder is one of the strongest predictors of youth depres-
sion (reviewed in Beardslee et al., 1998).

Of course, family studies do not prove a genetic mechanism
of transmission, given potential effects of the family environ-
ment. Moreover, there is no evidence of a single depressive
gene or defect—and likely never will be, given the apparent



heterogeneity of depression and multiple causal pathways.
However, genetic strategies that are less confounded with
environmental factors are also suggestive. Twin studies using
modern biometric model-testing analyses have proven to be
highly suggestive. Kendler and colleagues (e.g., Kendler,
Neale, Kessler, Heath, & Eaves, 1992) have published a series
of studies based on a population-based twin registry in
Virginia. Initially focused on female twins (Kendler et al.,
1992), the authors found significantly higher monozygotic
(MZ) concordance than dizygotic (DZ) concordance, recently
replicated with male twin pairs (Kendler & Prescott, 1999).
Biometric twin-modeling statistical analyses concluded that
the genetic liability accounted for 39% of the risk for MDE in
both male and female twin pairs, with the remaining 61% of
the variance attributable to individual-specific factors (such as
stressful events). McGuffin, Katz, Watkins, and Rutherford
(1996) also conclude that there is a moderate role of genetic
factors in depression, based on their inpatient sample. To date,
however, there is no consensus on whether more severe forms
of depression are especially likely to be genetically related
(e.g., Kendler, Gardner, & Prescott, 1999; Lyons et al., 1998;
McGuffin et al., 1996).

Psychoneuroendocrinology of Depression

Even though suggestive, genetic studies to date do not tell
what it is that might be transmitted. Brain functioning and
neuroendocrine processes may provide possible mecha-
nisms. Considerable evidence implicates dysregulation of
the human stress response of the hypothalamic-pituitary-
adrenal (HPA) axis in depressive disorders. Numerous
studies have found elevated levels of cortisol, a hormone re-
sulting in various forms of physical arousal and activation, in
acutely depressed people compared to nondepressed people
(as well as increased levels of corticotropin releasing factor,
or CRF). When individuals are no longer depressed, cortisol
levels return to normal. In addition to hypersecretion of cor-
tisol, investigators have observed abnormalities in the regu-
lation of cortisol. A review of 100 studies of abnormal
cortisol regulation and clinical course concluded that the ab-
normalities themselves did not predict treatment outcome,
but when the abnormalities continued even after treatment,
they portended poorer prognosis and high likelihood of re-
lapse (Ribeiro, Tandon, Grunhaus, & Greden, 1993). Thus,
the subset of depressed people with abnormal HPA function-
ing may have a worse type of depression, or at least a form
that perhaps stems from an underlying disorder of the stress
response system.

Stress-related neuroendocrine processes may also affect
brain development, predisposing to depression. Plotsky,
Owens, and Nemeroff (1998) recently reviewed research on
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stress and HPA-related hormones and their effects on the
brain. They speculated that early stress experiences may
sensitize specific neural circuits, resulting in depressive reac-
tions in later life in response to stressful life events (see also
Gold, Goodwin, & Chrousos, 1988; Sapolsky, 2000). Most of
the relevant research has been conducted on animals, but a
growing body of human research has shown abnormal HPA
axis functioning associated with adverse childhood experi-
ences such as insecure attachment and abuse experiences
(e.g., Gunnar, 1998; Heim, Ehlert, Hanker, & Hellhammer,
1998). However, information about continuity of effects into
childhood or their direct and specific link with depressive
reactions has yet to be established.

Neurotransmitters and Depression Vulnerability

There has been considerable historical interest in the poten-
tial role of monoamine neurotransmitters such as serotonin,
norepinephrine, and dopamine in mood disorders. These
neurotransmitters are especially important in the limbic sys-
tem of the brain, areas affecting drives and emotions, and
pathways to other parts of the brain. The original cate-
cholamine hypothesis of depression (Schildkraut, 1965) em-
phasizing relative deficits of these substances has proven to
be far too simplistic, yielding to greater focus on amine re-
ceptor systems (McNeal & Cimbolic, 1986) and models of
dysregulation of neurotransmitters (e.g., Siever & Davis,
1985). Recently, attention has turned particularly to serotonin
(5-HT) models of depression (reviewed in Maes & Meltzer,
1995), suggesting that vulnerability to depression may arise
from alterations in presynaptic 5-hydroxytryptamine (SHT)
activity and postsynaptic serotonin receptor functioning.
Moreover, since the hippocampus is a site of serotonergic in-
nervation of the regulation of the HPA axis, it has been spec-
ulated that lowered central SHT activity in depression may
attenuate hippocampal feedback control over the HPA axis,
inducing excessive corticosteroid secretion (Maes & Meltzer,
1995). Experimental analogue studies involving challenges
with depletion of serotonin precursors that induce temporary
depression in remitted patients (e.g., Smith, Fairburn, &
Cowen, 1997) provide further suggestive evidence that
serotonin processes may be involved in some forms of de-
pression. Recent data also implicate a role of other neuro-
transmitters, such as norepinephrine and dopamine. It should
be kept in mind that neurotransmitters are intimately interre-
lated with other neuroendocrine processes in the brain, and
the interactions among them are extremely difficult to tease
apart. Moreover, most of the cross-sectional designs of such
studies make it difficult to draw definitive conclusions about
whether depression results from—or causes—abnormalities
of brain functioning.
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Functional and Structural Brain Changes in Depression

It has long been known that certain medical conditions with
brain lesions cause depression (e.g., certain strokes, neurode-
generative diseases), prompting a search for particular areas
of the brain associated with depressive symptoms. Neuro-
imaging studies have reported some evidence of structural
abnormalities in the brains of depressed people, such as re-
duced frontal volume (Coffey et al., 1993). A review by
Kennedy, Javanmard, and Vaccarino (1997) concludes that
the evidence shows reduced metabolic rate and reduced
blood flow during depressive states, and consistent evidence
of abnormalities in the functions of the prefrontal and cigu-
late cortices—areas closely linked with limbic and paralim-
bic structures. However, as noted earlier, research designs
have been unable to demonstrate when such observed abnor-
malities are stable, and whether they are the cause or the
result of depressive disorders.

Electrophysiological research on frontal brain activity
by Davidson and colleagues has resulted in a model of emo-
tional reactivity that may have considerable promise as a
vulnerability factor in negative emotional states such as de-
pression (e.g., Davidson, 1993). He observed that depressed
patients and even previously depressed but remitted patients
showed relative left frontal hypoactivation. Davidson pro-
posed that decreased left prefrontal activation represents an
underactivation of an approach system, thus reducing the per-
son’s tendency to experience pleasure and positively engage-
ment with the environment while enhancing the likelihood of
developing depressive symptoms. Interestingly, several stud-
ies have found that infants and toddlers with depressed moth-
ers display relative left frontal hypoactivation (e.g., Jones,
Field, Fox, Lundy, & Davalos, 1997). Investigators have spec-
ulated that the patterns may be genetically transmitted—or
acquired prenatally or in early stressful interactions with a
depressed mother—and may represent a mechanism of risk for
development of depression.

Additional Topics in the Biology of Depression

Abnormalities of the circadian rhythms affecting the sleep-
wake cycle as well as cortisol and other bodily processes
have been hypothesized to contribute to mood disorders. Nu-
merous studies have demonstrated not only clinical com-
plaints of sleep disturbances but also abnormalities of sleep
waves—in stages such as rapid eye movement (REM) and
slow-wave sleep. Research on circadian rhythm abnormali-
ties is discussed further in the section on bipolar disorder.
The relatively higher rates of depression among women
has stimulated much speculation on a hormonal component

to vulnerability to depression. To date, however, there is little
evidence of a major role of hormones in clinical mood disor-
ders. It has been noted that even massive changes in hor-
monal levels such as those accompanying childbirth are
associated with only minor depressive symptoms, called
postpartum blues. A recent review of changes involving such
hormones as progesterone, estrogen, prolactin, and others as-
sociated with postpartum major depression notes the nega-
tive or inconsistent findings (Hendrick, Altshuler, & Suri,
1998). The authors conclude that while there is no evidence
of an etiologic role for the hormones, some women may ex-
perience mood changes because they are extremely sensitive
to hormone levels. It is noteworthy that this field of study has
focused mainly on levels of hormones, while degrees of
change and the interactions among ovarian and stress-related
hormones are promising topics that merit further study pend-
ing methodological improvements.

Psychological Models of Depression

Historically, psychodynamic theories of depression (melan-
cholia) variously emphasized the experience of loss and in-
trapersonal dynamics including self-esteem and close
relationships. Many of these same themes have been studied
in more modern models of depression, and several themes are
recognized as important contributors to depression vulnera-
bility: stressful life events including loss; negative cognitive
representations of the self and the world; quality of close
relationships including childhood experiences.

Cognitive Vulnerability to Depression

Aaron Beck’s original (1967) cognitive model of depression
was the first to illuminate the characteristically negative
thinking of depressed people, and to assign causal signifi-
cance in the phenomenology of depressive disorders to self-
critical, pessimistic, helpless, and hopeless interpretations of
the self and the world. Beck’s approach gave rise to a verita-
ble paradigm shift in clinical science in its focus on the sig-
nificance and measurement of conscious thoughts and
cognitive processes in psychopathology. Beck’s approach
was highly successful in describing depressive thinking, and
stimulated the development of related but somewhat different
approaches to understanding vulnerability to depression in
adults (e.g., Abramson, Alloy, & Metalsky, 1989; see reviews
in Ingram, Miranda, & Segal, 1998; Segal & Ingram, 1994)
and in children (e.g., reviews in Garber & Flynn, 2001;
Hammen & Rudolph, 1996). Both questionnaire-based and
experimental information-processing methods are presently
being employed by researchers to test the power of the



cognitive vulnerability models to predict who is at risk for
depression and under what conditions it might develop (e.g.,
Alloy et al., 2000).

The cognitive perspective has been the dominant psycho-
logical model of depression for more than two decades, and
is bolstered both by research and common sense (i.e., that the
way people think about the misfortunes that may befall them
is what determines reactions to stressors, and that some peo-
ple are prone to magnify the sense of being incompetent or
diminished by negative events). However, these approaches
have not been well supported as playing a causal role in the
origin of depression, nor is it established that their contribu-
tions are necessary, substantial, and specific to depression
(e.g., Hammen, 2000). Hammen emphasized the need for
greater integration of the cognitive perspectives with devel-
opmental, contextual, and biological approaches.

Stressful Life Events

There is strong empirical support for an association between
significant stressful life events and depressive syndromes, in
both community and clinical samples (e.g., Dohrenwend,
Shrout, Link, Martin, & Skodol, 1986; Shrout et al., 1989).
For instance, in Brown and Harris’s (1989) review of seven
community studies, approximately 70-95% of individuals
who developed cases of depression experienced a prior se-
vere life event, compared with 25-40% among those who did
not develop depression.

Although these studies indicate that most depressions are
triggered by a significant negative life event, the obverse
raises the critical question of vulnerability: Most people who
do experience even major negative events do not become de-
pressed. Why do some people become depressed and others
do not? One approach, a multiple risk-factor model, suggests
that depression occurs in the context not only of stressors, but
also of chronic strains and diminished resources for coping,
such as social support (e.g., Lewinsohn, Hoberman, &
Rosenbaum, 1988; Moos, Cronkite, & Moos, 1998). Brown
and colleagues (e.g., Brown & Harris, 1978, 1989; Brown,
Andrews, Harris, Adler, & Bridge, 1986) have shown empir-
ical support for their model that includes life-event occur-
rence in the context of chronic stressors, reduced support, and
psychological conditions such that the negative event is espe-
cially meaningful in terms of the person’s values, commit-
ments, and self-esteem.

Many studies have indicated that severe childhood adver-
sities, such as physical or sexual abuse, may predict adult his-
tories of depression among women (e.g., Kessler & Magee,
1993; McCauley et al., 1997). Such work has not revealed the
mechanisms by which such experiences result in risk for
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depression, and depression is by no means the specific conse-
quence of childhood adversities.

A refinement of the life-stress approaches suggests that
individuals may be particularly vulnerable to some stressors
more than to others. Specifically, individuals differ in the
sources of their self-esteem and sense of mastery, with some
individuals experiencing personal worth as deriving from
the achievement of highly valued goals and control (auton-
omy), whereas others are more likely to invest themselves and
their self-definitions in personal relationships with others
(sociotropy). Negative events occurring in the vulnerable
domain may be especially interpreted as depletions of the
sense of worth and competence, leading to depression. Several
studies have found support for the life event—vulnerability
matching approach in adults (e.g., Hammen, Marks, Mayol, &
DeMayo, 1985; Segal, Shaw, Vella, & Katz, 1992) and
children (Hammen & Goodman-Brown, 1990).

Another focus on stressful life events has emphasized the
role that depressed people may play in the occurrence of stress-
ful events. While research has clearly demonstrated the effects
of stressors in precipitating depression among those who are
vulnerable, other studies have shown that the behaviors of
depressed women—even when not currently in a depressive
episode—may contribute to the occurrence of stressors, espe-
cially stressors with interpersonal conflict themes (Daley et al.,
1997; Hammen, 1991a). Depressed women may have difficult
relationships with their children—and with their own spouses
(e.g., Gotlib, Lewinsohn, & Seeley, 1998)—and may lack the
skills to deal with problematic personal relationships. More-
over, depressed women are especially likely to marry men with
psychopathology (e.g., Hammen, 1991b), thereby contribut-
ing to a stressful personal environment that may cause further
depressive reactions. In a family or interpersonal context
marked by conflict, repeated depressive experiences may
occur.

An additional form of vulnerability to stressful life events
may result from a sensitization process in which early expo-
sure to significant stressors may increase the likelihood that
subsequent stressors may trigger depression. Both psycho-
logical mechanisms of cognitive sensitization, as well as
neurobiological changes in the developing brain, have been
posited to account for such processes (e.g., Post, 1992;
Sapolsky, 2000; Segal, Williams, Teasdale, & Gemar, 1996).
Hammen, Henry, and Daley (2000) showed that young
women’s reports of early childhood adversity were associ-
ated with lowered levels of stress prior to depression onset
compared with women who developed depression but who
did not have early adversity. Clinical lore, and a few empiri-
cal studies, have suggested that repeated episodes of depres-
sion are progressively less associated with stress, such that
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triggering stressors may eventually become unnecessary for
episodes to occur (e.g., Post, 1992). One recent longitudinal
study appeared to support this model (Kendler, Thornton, &
Gardner, 2000). Direct evidence of the neurobiological con-
sequences of children’s exposure to severe stressors, as well
as for animal models (e.g., reviewed in Plotsky et al., 1998;
Sapolsky, 2000) suggest that this integrative stress-biology
perspective may hold considerable promise for understand-
ing depression vulnerability.

Interpersonal Approaches to Depression Vulnerability

There has been increasing research and theoretical interest
in interpersonal aspects of depression. Initially, work in this
area emphasized the debilitating social consequences, such
as the effects of depression on marital relations and children’s
development, as noted previously. More recently, investiga-
tors have explored the role of interpersonal factors in the
origin of depression, not only as social stressors precipitating
episodes, but also in terms of the role that early parent-child
relationships and interpersonal styles, needs, and cognitions
may play in creating vulnerability to depression. No single
model or theory defines this area, and readers may be referred
to Gotlib and Hammen (1992), Psychological Aspects of
Depression: Toward a Cognitive-Interpersonal Integration,
and Joiner and Coyne (1999), The Interactional Nature of
Depression, for more extended reviews. In the following
sections, two interpersonal topics are discussed briefly.

Dysfunctional Parent-Child Relations

From various theoretical perspectives, including psycho-
dynamic (e.g., Bowlby’s attachment theory; Bowlby, 1978,
1981) and social learning perspectives emphasizing the acqui-
sition of interpersonal skills and self-views in the context of in-
teractions with parents, many investigators have emphasized
the important role of the quality of parent-child relations in
vulnerability to depression. Studies have shown that depressed
adults, as well as children and adolescents, report more nega-
tive relationships with their parents and show more evidence
of insecure attachment (e.g., Kobak, Sudler, & Gamble, 1991;
Rosenfarb, Becker, & Khan, 1994; reviewed in Gerlsma,
Emmelkamp, & Arrindell, 1990; Kaslow et al., 1994). Inse-
cure attachments are presumed to determine later beliefs,
expectations, and behaviors in intimate relationships; mal-
adaptive patterns may create vulnerability to depression. For
example, a study of young women found that those with more
negative cognitions about their ability to trust and depend on
others were more likely to experience depression following a
negative interpersonal life event than women who did not

have such beliefs (Hammen et al., 1995). Although more lon-
gitudinal and prospective studies are needed to further validate
the role of such experiences in risk for depression, the sheer
volume of supportive findings indicates that parent-child rela-
tionships, especially those characterized by negative affect
and harsher parental control, may contribute to a sense of per-
sonal inadequacy that promotes susceptibility to depression.

Dependency and Reassurance-Seeking

Dependency has long been recognized as a concomitant and
risk factor for depression—as a trait, or as the diathesis in a
diathesis-stress interaction (e.g., reviews by Barnett &
Gotlib, 1988; Nietzel & Harris, 1990). As noted earlier,
measures of sociotropy or dependency represent beliefs
and schemas about the importance of contact and value by
others, and when individuals high in such cognitions en-
counter negative interpersonal relationships, depressive reac-
tions may result. Recently, Joiner and colleagues have
speculated that reassurance-seeking may be an individual
difference variable that serves as a vulnerability to develop
depression. Reassurance-seeking is related to the construct
of dependency—emotional reliance on others and the belief
that affection, acceptance, and support of others are essen-
tial to well-being. Joiner and Metalsky (1995; see also
Potthoff, Holahan, & Joiner, 1995) showed that a measure of
reassurance-seeking predicted future depressive symptoms in
students experiencing stressful situations.

TREATMENT OF DEPRESSION

Since the chapter’s focus is psychopathology rather than
treatment, only a brief overview of treatment issues is noted.
Only 25 years or so ago, there were few effective treatment
options for depression. However, there is now solid empirical
evidence for success in treating the acute phase of depression
with short-term structured psychotherapy or with a variety of
antidepressant medications. Cognitive-behavioral therapy
(CBT; see review in Hollon, Haman, & Brown, 2002) and in-
terpersonal psychotherapy (IPT; see review in Weissman &
Markowitz, 2002), as well as various tricyclic and selective
serotonin reuptake inhibitors (SSRIs) and atypical medica-
tions (reviewed in Gitlin, 2002) are all approximately equally
effective. Recently, evidence has suggested that CBT and IPT,
as well as SSRI medications, may also be effective in reduc-
ing depression in children and adolescents (e.g., Brent et al.,
1997; Emslie et al., 1997; reviewed in Kaslow, McClure, &
Connell, 2002). Overall, medication studies indicate about
60-70% effectiveness in reducing depressive symptoms.



Since depressive episodes tend to recur, a critical question
is whether treatments prevent relapse and recurrence. It has
become standard pharmacotherapy practice to continue med-
ications for 6 to 9 months beyond symptom remission to pre-
vent relapse, and maintenance medication at full dosage may
be recommended for those whose histories indicate a signifi-
cant risk for recurrence. Among the psychotherapies, CBT
is especially oriented toward teaching patients skills they
can use to prevent future episodes, and some evidence of the
success in reducing rates of relapse has been reported espe-
cially for CBT (e.g., Hollon et al., 2002). Maintenance
(periodic) IPT sessions have also been shown to lower recur-
rence rates (e.g., Frank, Kupfer, Wagner, McEachran, &
Cornes, 1991). Remaining questions about whether there are
some kinds of depression (e.g., more severe, more vegeta-
tive) that respond better to medications than to therapy are
largely unresolved. Also, the question of whether combined
medication-psychotherapy treatments are better than either
alone has resulted in mixed results (Hollon et al., 2002).

Accordingly, future research is needed to refine the issue of
the best match between treatment type and patient character-
istics. Moreover, additional challenges remain. For one thing,
most people do not seek treatment for depression, and those
who do often are the ones most likely to be impaired and to
have comorbid conditions. Adolescents, for example, may
require more than medication alone to resolve their complex
symptoms and maladjustment in social and academic roles.
Also, many individuals are not adherent to the medication
regimens, or may require unique combinations of treatments.
Thus, finding ways to disseminate treatments to those in need,
helping them to improve their lives as well as reduce depres-
sive symptoms, improving treatments for more complex
cases, and improving methods of preventing relapse are all
important priorities in the treatment field.

BIPOLAR DISORDER

Compared with unipolar depression, bipolar disorder is much
more rare and is presumed to have a fundamentally biological
origin with a genetic diathesis. Its severe, recurrent course ne-
cessitates lifelong pharmacological treatment for most suffer-
ers. Also in comparison to unipolar depression, bipolar
disorder has been less studied, in part because its diagnostic
boundaries and differences from unipolar disorders were de-
fined only relatively recently (in the late 1970s). Nevertheless,
efforts to treat this potentially severe disorder with empirically
tested medications helped to usher in an era of clearer diagnos-
tic criteria and the study of neural mechanisms of pharma-
cotherapy effects, which in turn played an important role in the
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development of modern neuroscience (Goodwin & Ghaemi,
1999). The following sections are relatively brief and descrip-
tive, attempting to highlight the current understanding of this
disorder and ongoing research activity on unresolved issues. A
detailed account of bipolar disorder is presented in Goodwin
and Jamison (1990), Manic-Depressive Illness.

Defining and Diagnosing Bipolar Disorder
Bipolar Diagnoses

The defining feature of bipolar disorder is the occurrence of a
manic or hypomanic episode, or mixed states of mania and
depression. The classical term manic-depressive illness has
been replaced in recent years by the term bipolar disorder, be-
cause the former sometimes referred to recurrent depressive
episodes in the absence of mania—a condition that nowadays
would be called unipolar depression. Because both bipolar
and unipolar disorder employ the same diagnostic criteria for
presence of depressive episodes, diagnostic errors may occur.
Individuals with current depression must be evaluated care-
fully for past history of mania or hypomania. Mania is
defined as a period of persistently expansive, elevated, or irri-
table mood that is accompanied by at least three additional
symptoms reflecting inflated self-esteem or grandiose think-
ing, marked cognitive changes such as distractibility or flight
of ideas, pressured speech, decreased need for sleep, agitation
or increased activity, and excessive involvement in pleasur-
able activities that have potentially harmful consequences.
When similar symptoms are present but not severe enough to
cause significant impairment of functioning or require hospi-
talization, the condition is termed hypomania. Mania must
persist for at least a week, and hypomania for at least 4 days.
Mania can be so severe as to include psychotic experiences
and extremely destructive behaviors clearly signifying need
for hospitalization, whereas hypomania may be brief and rel-
atively mild—and therefore sometimes difficult to diagnose
or recall. Mixed episodes refer to seemingly simultaneous or
rapidly alternating manic and depressive symptoms. Bipolar I
disorder is defined by presence of one or more manic
episodes, whereas bipolar II disorder signifies history of
hypomanic episodes and major depressive disorders.

Less severe mood swings that include numerous periods
of highs and lows that do not meet criteria for mania or major
depression may be diagnosed as cyclothymic disorder. Others
have suggested that there may be additional variants of bi-
polar disorder in the subclinical bipolar spectrum, possibly
portending risk for future bipolar I or II disorder or indicating
stable bipolar temperaments or personalities (Akiskal, 1996;
Depue, Krauss, Spoont, & Arbisi, 1989; Eckblad & Chapman,
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1986; Lewinsohn, Klein, & Seeley, 1995). Research interest
in further validation of bipolar diagnostic criteria or possible
subtypes continues (e.g., Cassidy, Forest, Murry, & Carroll,
1998).

Diagnostic accuracy may be compromised by mispercep-
tion of acute depressive episodes as unipolar when they are
actually bipolar. Further problems may occur when severe psy-
chotic symptoms of grandiosity or paranoia are misconstrued
as schizophrenia. Also, the features of substance abuse and
intoxication-related behaviors may make it difficult to recog-
nize bipolar disorder. Such comorbid conditions or psychotic
features may all contribute to the failure to recognize, accu-
rately diagnose, and appropriate treat bipolar disorder. Indeed,
as Goodwin and Ghaemi (1999) noted, about 40% of hospital-
ized patients they and colleagues had diagnosed as bipolar had
not been diagnosed as bipolar by previous psychiatrists.

Substance abuse is an especially problematic comorbid
condition (e.g., Kessler, Rubinow, Holmes, Abelson, & Zhao,
1997). For instance, Helzer and Pryzbeck (1988) found that
individuals with bipolar I disorder had 6.2 times the likeli-
hood of alcohol abuse as those in the general U.S. population.
Not only may substance abuse problems prevent accurate di-
agnosis, but they are commonly associated with worse out-
comes (e.g., Strakowski et al., 1998)—perhaps because they
interfere with treatment adherence, but also because sub-
stances may affect biological brain processes that underlie
the disorder. Personality disorders are also a common co-
occurring problem among samples of bipolar patients,
although potentially overlapping mood and behavioral symp-
toms require caution in interpretation. Studies that have at-
tempted to examine personality disorder symptoms during
remission of bipolar episodes have found particularly high
rates of Cluster B disorders (e.g., Dunayevich et al., 1996;
Peselow, Sanfilipo, & Fieve, 1995). Generally, as with other
disorders, Axis II pathology generally predicts greater psy-
chosocial maladjustment and more severe clinical course
(e.g., Barbato & Hafner, 1998).

Diagnosis of Bipolar Disorder in Children
and Adolescents

Diagnosis of bipolar disorder in adolescents is now relatively
well accepted, although it is potentially challenging if the
first episode is depression. The disorder is frequently either
misdiagnosed because of confusing comorbid conditions, or
mislabeled as schizophrenia, substance abuse, or disruptive
behavioral disorders. Some investigators have reported rela-
tively higher rates of mixed episodes and more rapid cycling
in adolescent bipolar patients than in adults (e.g., Kutcher,
Robertson, & Bird, 1998; McElroy, Strakowski, West, Keck,

& McConville, 1997). Such cases may portend a relatively
more difficult course of disorder than those who have rela-
tively classic bipolar disorder (e.g., Stober et al., 1995).

Considerable controversy surrounds the question of child-
hood bipolar disorder (e.g., mania). Most investigators agree
that such cases, although rare, definitely occur. Disagree-
ment, however, concerns the frequency of occurrence and the
accurate diagnosis of potentially ambiguous presentations,
especially when longitudinal data are not available. A key
problem is that childhood mania typically does not have fea-
tures that help define adult mania: an acute onset, periods of
relatively good functioning between episodes, and distinct
periods of elevated mood or irritability. Geller et al. (1998)
followed a well-defined sample of manic children with a
mean onset age of 8.1 years, and reported that 75% had ultra-
dian cycles (variation within 24 hr) and were chronically
ill. Many presumed manic children show what appear to be
mixed states, with intensely irritable moods and rages (e.g.,
Carlson & Kelly, 1998; Faraone, Biederman, Wozniak, et al.,
1997). They are often aggressive and viewed as out of con-
trol, with severe impairment, and less evidence of euphoria
and grandiosity than adults show (Faedda et al., 1995).

The apparent overlap of symptoms of mania and attention-
deficit/hyperactivity disorder (ADHD) is especially confus-
ing. Symptoms of hyperactivity, heightened energy and
restlessness, distractibility, racing thoughts and pressure to
talk, and impulsivity may make it difficult to distinguish
between ADHD and mania. However, systematic compar-
isons indicate significantly higher scores for mania symp-
toms in bipolar children with ADHD than in children with
ADHD alone (Geller et al., 1998). In contrast to typical
ADHD, children with bipolar disorder may be purposefully
destructive; may have prolonged rages, temper tantrums, and
rapidly shifting moods; and may even show gross distortions
in the perception of reality (Papolos & Papolos, 1999; Weller,
Weller, & Dogin, 1998).

Biederman and colleagues (Biederman, 1998; Faraone,
Biederman, Mennin, et al., 1997; Faraone, Biederman,
Wozniak, et al., 1997) argue that ADHD and bipolarity are
comorbid disorders, possibly reflecting an etiological geneti-
cally transmitted subtype of bipolar disorder. These investi-
gators argue that comorbidity with ADHD may be a marker
of childhood-onset bipolar disorder. Biederman (1998) fur-
ther suggests that many cases of juvenile bipolar disorder
may be missed or misdiagnosed because they are mistaken
for severe cases of ADHD, when in fact they are a subtype of
bipolar disorder. Geller et al. (1998), however, have sug-
gested that ADHD in young bipolar samples may be a pheno-
copy ADHD, driven by developmentally prevalent high
energy in children. Geller predicts that, with age, the ADHD



will decrease to population levels by adulthood. Thus, ADHD
may be either a prodrome or developmentally expressed ver-
sion of bipolarity in children, rather than a separate disorder.
On the other hand, some have argued that what is called
mania in children may often be a mislabeled, nonspecific se-
vere psychopathology found in children, possibly a “multiple
complex developmental disorder”—which suggests that
there are conditions of severe emotional and behavioral dys-
regulation that we simply have yet to characterize adequately
(e.g., Carlson & Kelly, 1998; Carlson, Loney, Salisbury, &
Volpe, 1998). Clearly, longitudinal studies of purported bi-
polar disorder in children are needed to help resolve the diag-
nostic issues. Meanwhile, some suggest that at the very least,
diagnosis of prepubertal bipolar disorder be made only by
very experienced clinicians (e.g., Nottelman & Jensen, 1998).

Course of Bipolar Disorder

By definition, bipolar disorder is recurrent, with multiple life-
time episodes. One 5-year follow-up of patients with mood
disorders indicated more total episodes for those with bipolar
than for those with unipolar disorders (Winokur, Coryell,
Keller, Endicott, & Akiskal, 1993). A subgroup of bipolar I
patients (possibly 20-30%) seemingly do not experience de-
pression, and therefore have only manic episodes (Kessler
et al., 1997). Individuals vary additionally in whether they
have depression following or preceding mania, whether they
have polyphasic course patterns, and whether their patterns
are consistent or inconsistent. Several studies have suggested
that there may be prognostic significance to the patterning of
episodes. The most extensive longitudinal study, the NIMH
CDS, examined the association with patterning and outcome
in patients with bipolar I over a period of up to 15 years
(Turvey et al., 1999). They found that most bipolar patients
had consistent polarity patterns, especially those whose
episodes started with mania. Those with cycles that com-
menced with depressive episodes tended to have longer
episodes and spent an average of 30% of the follow-up in an
affective episode, compared to 18% in those with manic-
onset patterns. Also, those whose episodes began with de-
pression were more likely to have chronic illness courses
over time. Based on close analysis of symptom patterns in
bipolar patients in the same sample over a 15-year period,
Coryell et al. (1998) concluded that there may be a depressive
subtype of bipolar I disorder, marked by persistent depressive
symptoms observable during the first 2 years of follow-up
and continuing over the entire period, accompanied by poor
prognosis in psychosocial adjustment.

Two additional bipolar I patterns have been especially asso-
ciated with poor prognosis, as defined by multiple and frequent
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episodes, incomplete recovery, and psychosocial impairment.
One concerns rapid cycling, defined as four or more episodes
in a year’s time. Rapid cycling is found to occur in approxi-
mately 5-15% of patients in treatment, and is more common
among women (e.g., Coryell et al., 1992b). It is sometimes a
side effect of antidepressant treatment, especially if treatment
is administered in the absence of concurrent mood stabilizers.
Also, mixed state episodes of concurrent manic and depressive
symptoms also appear to portend worse outcomes (e.g., Keller,
Lavori, Coryell, Endicott, & Mueller, 1993).

It has often been noted, since Kraepelin (1921), that
episodes become more frequent after the first few, up to a
point at which frequency may stabilize (see also Goodwin &
Jamison, 1990). This pattern has implications that are dis-
cussed later, concerning kindling and the pathophysiology of
bipolar disorder.

Age of onset of bipolar disorder has classically been viewed
as occurring commonly in late teens and young adulthood.
Kraepelin (1921) concluded that the greatest frequency of first
episodes of manic depression occurs between the ages of 15 and
20. Supporting this observation, Faedda et al. (1995) summa-
rized 28 studies that reported onset by age; overall, 25% of
bipolar patients had onset before the age of 20. The authors sug-
gest that this figure is probably inaccurate, noting that many of
the original samples may have excluded child and early-onset
cases owing to diagnostic biases and practices of the time.
These findings are consistent with a retrospective self-report
survey of 500 members of the National Depressive and Manic-
Depressive Association (Lish, Dime-Meenan, Whybrow, Price,
& Hirschfeld, 1994). When individuals with bipolar disorder
were asked to indicate their best estimate of age of symptom
onset, 60% reported onset in childhood and adolescence. Re-
search on age of onset is, of course, also hampered by defini-
tions of onset. As Carlson, Bromet, and Sievers (2000) asked,
does one date onset of bipolar disorder from first symptoms,
first episode, first treatment, or first hospitalization—or first di-
agnosis? Establishing age of onset of bipolar disorder may have
the further complication that first episodes may be depression,
followed by an indeterminate interval before manic episodes
occur and thus establish the diagnosis. Exemplifying the poten-
tial difficulty of accurate diagnosis if the first episode is major
depression, several longitudinal studies have shown a switch
rate of about 15% from apparent unipolar depression to bipolar
disorder (e.g., Akiskal et al., 1995; Coryell et al., 1995). For
childhood- or adolescent-onset depression the rates may be
even higher. A review of seven studies of more than 250 de-
pressed children and adolescents followed for 2—4 years re-
ported a mean switch rate from depression to mania of about
25% (Faedda et al., 1995; see also Kovacs, 1996; Weissman,
Wolk, Wickramaratne, et al., 1999).
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The implications of accurate diagnosis may be especially
important for those with childhood or adolescent onset. Sev-
eral studies have indicated that earlier onset of bipolar disor-
der portends a more pernicious clinical course with more
social impairment (Carlson et al., 2000; Lish et al., 1994;
Schurhoff et al., 2000). Moreover, it is commonly hypothe-
sized that early detection and appropriate treatment may
lessen the course of illness, based on the presumed neurobio-
logical processes in which episodes actually alter the brain
and accentuate a possible kindling mechanism (as will be
discussed further).

Whereas bipolar I patients may experience both mania and
hypomania along with major depressive episodes, bipolar II
patients experience only hypomania and major depressive
episodes. Over time, the pattern appears to be stable—this is,
such individuals do not switch to manic episodes (Coryell
etal., 1989). Episodes of depression are especially character-
istic, and associated with impaired functioning.

Impairment and Consequences of Bipolar Disorder

It was once believed that most bipolar patients were relatively
symptom free between episodes, and that the disorder could be
relatively successfully treated with lithium monotherapy.
However, in recent years several longitudinal studies have
demonstrated considerable variability in bipolar I patients’
courses and social functioning, with a far less rosy picture of
treatment success. Harrow, Goldberg, Grossman, and Meltzer
(1990) and Tohen, Waternaux, and Tsuang (1990) found that
only aminority of bipolar I patients had good clinical and func-
tional outcomes, despite apparently adequate lithium treat-
ment. Gitlin, Swendsen, Heller, and Hammen (1995) followed
patients for amean of more than 4 years, and found that despite
adequate treatment with mood stabilizers, 73% had at least
one major episode of depression or mania, and most had mul-
tiple episodes. Moreover, there was considerable subclinical
symptomatology, paralleled by impaired work and social
adjustment.

Epidemiology of Bipolar Disorder

The rate of bipolar I disorder is generally about 1% of the
population, although rates vary somewhat by country, and
presumably, by diagnostic practices (Weissman et al., 1996).
In the United States, somewhat different instruments in epi-
demiological surveys—the DIS versus the CIDI (as previ-
ously noted)—resulted in different rates. The former yielded
a rate of bipolar I disorder of 0.8%, while the National
Comorbidity Survey reported a rate of 1.6% (Kessler et al.,
1994). These variations reflect not only diagnostic method

differences and unreliability, but also, as observed previously,
the fact that diagnostic distinctions regarding bipolar disorder
may be difficult, compounded by the relatively poor recogni-
tion or insight of affected individuals about their own manic
and hypomanic experiences. Bipolar II disorder is estimated
to affect somewhere between 0.3 and 3.0% of the population,
and bipolar spectrum disorders, depending on how defined,
may affect between 3.0 and 6.5% (Angst, 1998).

Unlike the rates of unipolar depression, the rates of bipo-
lar I disorder are approximately the same for men and women
(Weissman et al., 1996), although bipolar II disorder is diag-
nosed more frequently in women than men. Absence of strik-
ing gender differences is often seen as consistent with the
view of a biological basis of bipolar disorder.

Etiological Approaches to Bipolar Disorder
Genetic Studies

There is solid evidence of heritability of bipolar disorder.
Family studies have consistently revealed an interesting pat-
tern: Both unipolar and bipolar disorders (mania) occur in
relatives of bipolar patients, whereas only unipolar disorder
is found among relatives of unipolar patients (e.g., Winokur
et al., 1995). This distinctive pattern has helped to confirm
that bipolar disorder is a separate disorder from unipolar de-
pression. In addition to family studies, twin studies indicate
heritability. A review by NIMH (1998) indicated that concor-
dance rates for bipolar I disorder in monozygotic twins range
between 33 and 80%.

For several years the focus of genetic research was on dis-
covery of a single genetic locus, often based on isolated ex-
tended families with high rates of bipolar illness (e.g., Baron
etal., 1987; Egeland etal., 1987). Most findings, however, were
not replicated, and modern genetic techniques have identified
multiple possible chromosome locations, including chromo-
somes 18, 21q, 11, and others (e.g., Bellivier et al., 1998; see
review in Kelsoe, 1997). Despite interest in single-locus ap-
proaches, most research now suggests a polygenic disorder
(Goodwin & Ghaemi, 1999). Current major bipolar genetic
studies are underway to help resolve the genetic issues.

In addition to genetic research, there is considerable inter-
estindiscovery of potential markers of risk for bipolar disorder
in children of bipolar parents. A meta-analysis of high-risk
studies indicated that children of bipolar parents had a 52%
likelihood of some diagnosis, with a risk of 26.5% of mood
disorders (Lapalme, Hodgins, & LaRoche, 1997). Bipolar
disorder occurred in 5.4% of the offspring of bipolar parents,
whereas none of the children of non-ill parents were bipolar.
Obviously this figure cannot be taken as the final estimate of



risk for bipolarity, because most of the children had not
passed—or even entered—the age of risk. The figure of
15-20% is often cited as the risk for developing bipolar disor-
ders in offspring of a bipolar parent (e.g., Goodwin & Ghaemi,
1999). To date, high-risk research has yet to identify symptom,
psychological, genetic, or biological markers of potential
bipolar diathesis. Discovery of bipolar-related genes, for ex-
ample, could help to identify children who might benefit from
early treatment (see treatment section, later).

Neuroregulatory Processes in Bipolar Disorder

Presuming genetic predisposition to bipolar disorder, the
mechanism of the illness is unknown. However, any model
must be able to explain clinical features of the disorder, such as
recurrent episodes and the switches from one state to another,
as well as apparent progression in severity and frequency of
episodes. On the basis of animal research, Post (e.g., Post,
1992; Post, Rubinow, & Ballenger, 1984) has speculated that
processes resembling kindling or behavioral sensitization may
operate in which the brain is altered by repeated episodes of
mood disorder, resulting in increased sensitivity to neurotrans-
mitter and neurohormonal regulation of mood in response to
stressors or other triggering experiences. This hypothesis is
consistent with the clinical observation that the severity of un-
treated episodes worsens over time, and that early episodes are
more likely triggered by stressors whereas later episodes are
not. Several studies have shown nonspecific brain abnormali-
ties but present conflicting evidence of correlation of extent of
abnormality with length of illness (e.g., Altshuler et al., 1995;
Dupontetal., 1995; Strakoswki et al., 1999). Recently, a study
found neurocognitive impairments, especially those of mem-
ory and learning, that were strongly correlated with total dura-
tion of lifetime episodes (Van Gorp, Altshuler, Theberge,
Wilkins, & Dixon, 1998). Consistent with Post’s model, these
authors speculated that repeated bipolar episodes may induce
hippocampal dysfunction (with memory and learning impair-
ment) through the toxic effects of episode- or stress-induced
hypercortisolemia. Although the kindling model is intriguing,
its empirical basis remains to be further developed.

Other models of brain and neurotransmitter functioning
have been articulated over the years (e.g., Schildkraut, 1965;
dopamine and the behavioral facilitation system, according to
Depue & Iocono, 1989; and others). Simple neurotransmitter
approaches have not captured much recent attention in isola-
tion. However, relatively recent research on the mechanisms
responsible for the effectiveness of lithium and antidepres-
sants has led to important advances in understanding complex
neurobiological processes. As Goodwin and Ghaemi (1999)
phrase it, current thinking favors “the evolution from synaptic
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neurotransmitter-based hypotheses to . . . postsynaptic second
messenger-based hypotheses™ (p. 47). Research in this area
promises to shed new light not only on possible bipolar
illness—related abnormalities but on other disorders as well.

Circadian-Rhythm Abnormalities

Neurotransmitter systems also may be a mechanism through
which hypothesized abnormalities in circadian rhythms cause
episodes. Wehr (e.g., Wehr & Goodwin, 1983) suggested
that brain abnormalities affecting regulation of daily biologi-
cal rhythms may cause desynchronization of the cycles, lead-
ing to clinical symptoms—as well as to seasonal patterns of
mood episodes. Patterns of seasonal variation of mood and
associated biological states—in both unipolar and bipolar
patients—have contributed to considerable research interest in
chronobiological processes in mood disorders (Goodwin &
Jamison, 1990). Interestingly, disrupted sleep cycles are well
known to trigger manic episodes in some bipolar patients,
leading clinicians to urge individuals with bipolar I disorders
to be cautious about sleep loss, international travel, and other
sleep-altering patterns.

Psychosocial Processes in Bipolar Disorder

Although modern theories of bipolar disorder do not view it
as fundamentally caused by psychological processes, a small
but growing body of research emphasizes the importance of
such factors in potentially influencing the course of illness. It
is also possible that psychological and environmental factors
play a role in triggering the disorder among those who may
be biologically predisposed. It is clear that psychological
factors play a role in treatment outcome and adherence to
medication.

A number of studies have shown that stressful life events
may affect the course of disorder by triggering episodes of
depression and mania (e.g., reviewed in Johnson & Roberts,
1995). Quality of family and spouse support also appear to
affect outcome, in that more negative family attitudes toward
the patient significantly predict increased likelihood of re-
lapse (Miklowitz, Goldstein, Nuechterlein, Snyder, & Mintz,
1988), and better social support in general appears to predict
a more favorable course of disorder (Johnson, Winett, Meyer,
Greenhouse, & Miller, 1999). To date, however, research has
not been designed to test potentially important predictors of
manic versus depressive experiences, and such questions are
important. Also, considerably more work is needed to help
understand the psychosocial predictors of the vastly different
outcomes—both clinical and functional—that are observed
among bipolar patients.
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Treatment of Bipolar Disorder

Medications are the primary treatment for bipolar disorders,
and are indicated for reduction of manic (antimanic drugs) or
depressive (antidepressant drugs) symptoms in the short run,
and prevention of episodes over time (mood stabilizers).
Lithium is the most frequently used and effective antimanic
and mood stabilizer medication. Up to 2 weeks of lithium treat-
ment may be needed to achieve significant reduction of manic
symptoms (APA, 1994b), and treatment of acute mania may
also include use of neuroleptics. Regarding lithium’s prophy-
lactic effect, a review of 10 double-blind, placebo-controlled
studies indicated a significantly lower probability or intensity
of an episode in those taking lithium, compared with placebo
(Goodwin & Jamison, 1990). Despite the enormous treatment
advances that lithium brought about in the early 1960s, how-
ever, recent studies, as indicated previously, have shown that
many patients have relatively high rates of relapse and symp-
toms despite adequate lithium treatment. It has been argued
that recent investigations may include many patients who have
more treatment-resistant forms of disorder, or who have prob-
lems with medication compliance. It is also suspected that
lithium is especially effective for those who have classic bipo-
lar I disorder, with manic and depressive episodes, but less so
for those with mixed or cycling episodes. Moreover, due to
lithium’s potential toxicity and various side effects—as well as
to patients’ reduced insight about the need for continuous
medication—compliance with lithium may be problematic,
requiring continuing medical monitoring and support. It has
also been suggested, although not empirically resolved, that
periodic discontinuation of lithium may reduce its effective-
ness in episode prevention.

In recent years, several additional mood stabilizer medica-
tions that are pharmacological antiseizure drugs have been
used with apparently good results in treatment of acute
mania—and apparently (although less well established em-
pirically) with prophylactic effects as well. Sodium val-
proate, for example, is suspected to be more effective than
lithium for patients who have mixed states and rapid cycling
(APA, 1994b). Although it, too, is associated with bother-
some side effects (such as weight gain), it is not toxic. Carba-
mazepine is also apparently effective as an antimanic and
mood stabilizer medication, but may have serious adverse
side effects including fatal toxicity.

Use of antidepressants to treat depression in bipolar pa-
tients is problematic, because they may trigger manic
episodes and have been implicated in the emergence of rapid-
cycling bipolar episodes. Indeed, it has been speculated that
recent studies of the relatively poor showing for lithium
prophylaxis may reflect illness courses that are more difficult

to treat in part because of the widespread use of antidepres-
sants without concurrent mood stabilizers (e.g., Goodwin &
Ghaemi, 1999). Psychiatrists are urged to use antidepressants
with caution in bipolar patients. New drugs with safer anti-
depressant properties are currently being evaluated.

An intriguing issue in treatment concerns the implications
of the previously mentioned kindling hypothesis: the idea
that early intervention in the course of disorder may prevent
the development of future episodes by eliminating the cumu-
lative pathological effects of episodes themselves. There
is considerable interest in detection of bipolar disorder in
children and those at risk due to genetic factors to enable
early intervention. Lithium treatment of children and adoles-
cents is relatively well established, but the long-term effects
have not been evaluated in terms of the kindling hypothesis.

There is also increasing interest in psychotherapy and psy-
chosocial interventions for bipolar patients as an adjunct to
pharmacological treatment (e.g., APA, 1994b). A number of is-
sues have been targeted: education about the illness, identifica-
tion of prodromal signs of impending episodes, management
of lifestyles to promote stable sleep and social patterns con-
ducive to more stable moods, dealing with issues of personal
identity and self-esteem in the face of destructive mood swings,
encouragement of adherence to medication, and improved per-
sonal and family communications and problem solving. Family
process, cognitive-behavioral, and interpersonal psychotherapy
models are currently being applied and studied (e.g., Frank,
Swartz, & Kupfer, 2000; reviewed in Johnson, Greenhouse, &
Bauer, 2000).

CONCLUSIONS AND FUTURE DIRECTIONS

The past two decades have seen enormous amounts of re-
search on mood disorders, contributing substantially to the
understanding of unipolar and bipolar disorders in children,
adolescents, and adults. Future work on the further identifica-
tion of the disorder, the clarification of risk markers, and the
longitudinal course of disorders in children will be a high pri-
ority, especially to test the hypotheses that early intervention
may quell the severity of the course of recurrent mood dis-
orders. High-risk studies of the offspring of unipolar parents
have been highly informative, but new ground will be broken
by more integrative approaches that include multiple and
interacting factors, including both biological and psycho-
social variables. High-risk research in bipolar families is of
great interest but in need of further attention.

Additional clarification of possible subtypes of unipolar
and bipolar disorders, including subclinical variants, will be
necessary to fully understand the ranges and courses of the



disorders and their distributions in the population. However, it
would be unfortunate to focus only on syndromal conditions,
since specific symptoms and constellations of characteristics—
such as negative affectivity or behavioral activation—may
also be productive for further study.

Research on etiological factors will continue to mine the
advances in genetic and neuroscience models and techniques.
However, a hugely important issue is the integration of bio-
logical and psychosocial models. Although there are increas-
ing signs of such integration, important advances in mood
disorders will require developments in conceptualization and
methods that employ strategies from multiple fields.

Both pharmacological and psychological treatments have
proven to be successful in reducing depressive symptomatol-
ogy. The challenge in this topic is to extend the effectiveness
of such interventions to reduce recurrence and prevent future
episodes. Among bipolar patients, treatment options are
somewhat more limited, but advances are being made on
both the medication and psychotherapy fronts. However, an
important consideration in both unipolar and bipolar popula-
tions is dissemination of treatments, and encouragement of
those in need to get treatment. Surprisingly large numbers of
both depressed and bipolar patients are not being treated at
all, or are not being treated aggressively enough. The obsta-
cles appear to include recognition of the illnesses as well as
lack of widespread use of treatment guidelines and limited
availability of empirically supported therapies outside the
university communities. Treatments of children are particu-
larly challenging and important, and preventive interventions
require continued exploration.

Finally, the demographics of mood disorders command
ongoing interest: Depression has increased in young people
and continues to affect women disproportionately. All our as-
sessment, etiological models, and treatments need to contend
with and shed further light on this reality.
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Anxiety disorders are complex and mysterious, but we have
learned much about them in the past decade. Knowl-
edge of these disorders is complicated by the fact that each
one may take a very different form with different symptom
manifestations, from the presence of intrusive, uncontrol-
lable, negative thoughts to fainting at the sight of blood.
Yet anxiety disorders have two fundamental emotions in
common: anxiety and fear. We have learned in the last
decade that anxiety and fear are clearly distinct emotions, al-
though they are related in fundamental ways. We have also
learned that anxiety is implicated heavily across the full
range of psychopathology. Anxiety is a future-oriented emo-
tion characterized by marked negative affect, bodily symp-
toms of tension, and chronic apprehension. The focus of
anxiety is on potentially threatening or dangerous events
that may occur at some time in the future, from the next
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minute to the next year and beyond. Fear, on the other hand,
is an immediate alarm reaction to present danger character-
ized by strong escape-action tendencies. We have also
learned that one can experience the emotion of fear when
there is really nothing to be afraid of. This experience has
been labeled panic. These emotions are the building blocks
of anxiety disorders, and they arrange themselves in differ-
ent ways in that they focus on varying internal and external
stimuli that had become imbued with threat or danger to
form the variety of anxiety disorders. In this chapter we will
briefly review the nature and treatment of each anxiety dis-
order with an emphasis on the symptomatic expression of
each one across the lifespan. Posttraumatic stress disorder
will not be covered in this chapter due in part to space limi-
tations and its coverage within the chapter concerned with
disorders of extreme stress.



120 Anxiety Disorders

SEPARATION ANXIETY DISORDER

Separation anxiety disorder (SAD) is the most common anxi-
ety disorder experienced by children, accounting for approxi-
mately one-half of children seen for mental health treatment
of anxiety disorders (Bell-Dolan, 1995). SAD has also been
associated with later risk of anxiety disorders such as panic
disorder in adolescence and adulthood (Lease & Strauss,
1993). The key feature of SAD is excessive anxiety and fear
concerning separation from home or from those to whom the
child is attached. Such anxiety must be inappropriate given
the age and expected developmental level of the child. Al-
though separation anxiety has been recognized and studied
as a characteristic of normal development for many years
(Bowlby, 1970; Freud, 1958) it was not treated as a distinct
clinical diagnostic category until the 1980 publication of the
Diagnostic and Statistical Manual of Mental Disorders—Third
Edition (DSM-III), which described SAD as one of three
distinct anxiety disorders of childhood.

Clinical Presentation

Separation anxiety is well recognized as one of the normal,
developmentally related fears that arise and dissipate at rea-
sonably predictable times during childhood (Pianta, 1999).
Separation fears are said to peak between the ages of 9 and
13 months, and occur among children all over the world
(Barlow, 2002; Marks, 1987b). For most children, separation
anxiety begins to decrease after about 2 years 6 months of
age. This typically occurs through a process of experiencing
progressively longer and gradual separation experiences that
are not accompanied by aversive consequences (Bernstein &
Borchardt, 1991). Given that separation anxiety is a normal
developmental phenomenon in infancy and toddlerhood, the
SAD diagnosis is given only if the child’s level of anxiety
during separation is inappropriate considering the child’s age
and developmental level, and significantly interferes with the
child’s healthy functioning.

The defining feature of SAD is an excessive and unrealistic
fear of separation from an attachment figure, usually a parent.
This anxiety reaction must persist for a period of 2 weeks and
must be well beyond that normally seen in other children of the
child’s developmental level (American Psychiatric Associa-
tion [APA], 1994, p. 113). This fear is expressed through ex-
cessive and persistent worry about separation, behavioral and
somatic distress when faced with separation situations, and
persistent avoidance of or attempts to escape from such situa-
tions (Albano, Chorpita, & Barlow, 1996; Bell-Dolan, 1995).
Children’s separation worries include worries that a parent
will leave and never return, or worries that they themselves

will be lost, kidnapped, or killed. In younger children, re-
peated nightmares containing themes of separation are com-
mon (Francis, Last, & Strauss, 1987).

Young children with SAD often display disruptive, opposi-
tional behaviors as well as avoidance behaviors that cause sig-
nificant interference in child and family functioning and in
normal social development (Tonge, 1994). It is not uncommon
for young children with SAD to begin to avoid social situations
that involve separation from a caregiver, such as playing with
friends or going to birthday parties. Young children may be
very clingy with parents, often refusing to play in a different
room of the house or outside unless a parent is present. Young
children may become desperate in their attempts to contact par-
ents. Academic performance may be compromised by repeated
requests to leave class or a refusal to attend school, or by the
child’s preoccupation with separation concerns. In addition,
young children with SAD often display disruptive behaviors at
bedtime, including refusing to sleep in their own rooms, beg-
ging to sleep with a parent, and crying and pleading to have sib-
lings sleep with them. For older children, the avoidance of
separation may cause them to refuse to engage in appropriate
peer activities (e.g., sports, clubs, sleepovers) without a parent
present (Albano et al., 1996).

Children diagnosed with SAD are more likely to report
somatic complaints than children diagnosed with phobic dis-
orders (Last, 1991). Children often complain of physical symp-
toms, such as headaches or gastrointestinal upset, and display
disruptive behaviors such as temper tantrums, crying, or plead-
ing. These physical symptoms and somatic complaints can lead
to secondary consequences that further complicate matters for
the child and family. Frequent visits to the family doctor occur
and often lead to costly medical investigations. In a review of
95 children admitted to a psychiatry inpatient unit, children
with SAD reported a significantly greater number of medically
unexplained physical symptoms than those with other diag-
noses (Livingstone, Taylor, & Crawford, 1988). Reports of
abdominal pain and heart palpitations were significantly more
likely in children with separation anxiety than in children with
other psychopathological disorders. Pediatric headache, which
is often associated with a high state of general arousal and mus-
cle tension in the head and neck (Tonge, 1994), is another
symptom often seen in children with SAD. These physical
symptoms often lead to immediate care and attention from the
parent, which results in positive reinforcement and secondary
gain that may further perpetuate the problem.

Prevalence and Demographics

In the past 10 years there have been a number of epidemiolog-
ical studies reporting the prevalence rates of various anxiety



disorders in nonreferred young children. These studies indi-
cate that anxiety disorders are probably one of the most com-
mon (if not the most common) categories of childhood
disorder (Bernstein & Borchardt, 1991; Eisen, Engler, &
Geyer, 1998). SAD has been said to be the most common anx-
iety disorder seen in children and adolescents, with epidemio-
logical studies reporting that as many as 41% of children
experience separation concerns, while between 5% and 10%
show a clinical level of separation anxiety (Costello & Angold,
1995). Most clinical researchers agree that it is quite common
for even very young children (aged 3 years and older) to expe-
rience excessive separation distress that causes significant in-
terference in social, academic, and family functioning.

Comorbidity

Children with SAD often report a variety of specific fears in
addition to their separation fears. These include fears of mon-
sters, animals, and insects, fear of the dark, and fear of getting
lost, although such fears may or may not be of phobic propor-
tion (Last, Francis, & Strauss, 1989). In addition, there is con-
siderable evidence of a high level of comorbidity between
SAD and depression (Werry, 1991). For example, Werry
(1991) indicated that one-third of children with SAD presented
with a comorbid depressive disorder that developed several
months following the onset of SAD. In more severe cases, chil-
dren with SAD may threaten to harm themselves in attempts to
escape or avoid separation situations (Last, 1991).

Cultural Influences

There has been relatively little research conducted about the
possible influences of ethnic and cultural factors on the de-
velopment and phenomenology of SAD in children, and
some of these studies have had conflicting results. For exam-
ple, one study found that children with SAD were primarily
Caucasian (Last, Hersen, Kazdin, Finkelstein, & Strauss,
1987), yet other studies have reported that anxiety symptoms
are more common in black than white childern. Such findings
may have been biased, however, by the demography of the
area served by the clinic, and the extent to which various eth-
nic groups used clinical services.

Other research has shown that children all over the world
have reported feelings of anxiety upon separation (e.g.,
Chiland & Young, 1990). However, for some children who are
raised in cultures that have extended families living together,
it is possible that these children would have less opportunity
to be left alone, or to have to separate from a primary care-
giver. It is possible children from certain cultures may have
the opportunity to develop secure attachments with several
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caregivers. For children whose schooling is conducted in or
close to the home, there may be fewer opportunities for chil-
dren to develop such separation fears. Overall, very little re-
search has been conducted to date on the influence of culture
on the epidemiology, symptom presentation, or progression
of anxiety disorders in children, leaving the area relatively
uncharted and open to future research.

Developmental Changes and Course

Although SAD first presents in the preschool child, the mean
age of presentation of the disorder to a clinical setting has been
reported to be around 9 years (Last, Francis, Hersen, &
Kazdin, 1987). SAD has also been found to be more prevalent
in prepubertal children than in adolescents (Geller, Chestnut,
Miller, Price, & Yates, 1985). There are a number of develop-
mental differences in the presentation and phenomenology of
SAD. Francis et al. (1987) evaluated 45 children and adoles-
cents (aged 5-16) with SAD and found no gender differences
on each of the symptom criteria for the disorder. However,
there were age differences with regard to which criteria were
most frequently endorsed. Young children (aged 5-8) en-
dorsed the greatest number of symptoms, and were most likely
to report fears of unrealistic harm, nightmares about separa-
tion, or school refusal; older children (aged 9-12) endorsed
excessive and severe distress at the time of separation; adoles-
cents (aged 13—16) most often endorsed somatic complaints
and school refusal.

Etiology
Role of Temperament

There are no empirically validated theories on the development
of SAD. Because separation anxiety is normal and adaptive for
infants and small children, SAD has been conceptualized as a
failure to transition from this developmental stage. However,
recent research about the development of SAD indicates that its
onset is most likely due to the interaction of environmental
events and stresses, temperamental characteristics, develop-
mental experiences of care and attachment, and various biolog-
ical vulnerabilities. Studies by Kagan and colleagues (Kagan,
1989; Kagan, Reznick, & Snidman, 1987) have carefully
demonstrated the persistence of the temperamental characteris-
tic of behavioral inhibition from early childhood to the age of
7 years. It has been suggested that this behavioral inhibition
might indicate anxiety proneness. Specific temperamental
characteristics such as behavioral inhibition have not yet been
associated with the specific development of SAD, and this
hypothesis remains to be explored.
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Attachment

Developmental theorists have identified the period of early
childhood as a critical period for the development of attach-
ment, and the organization of the child-caregiver system during
this period will set the stage for later development (Hofer,
1994; Thompson, 1991). Thus, developmentally oriented theo-
ries of psychopathology highlight the importance of targeting
the child-caregiver dyadic system in assessment and interven-
tion of early childhood disorders (Lieberman, 1992; Sroufe,
1985). Child-parent relationships are frequently identified as
predictors and correlates of childhood adjustment or psy-
chopathology (Pianta, 1999). According to attachment theory,
an early attachment pattern characterized by consistency,
responsiveness, and warmth is considered an antecedent to
healthy development (Campbell, 1989; Greenberg, Speltz, &
DeKlyen, 1993). Thus, common and successful treatment reg-
imens for the period of early childhood frequently involve re-
arranging dyadic caregiving interactions or family interactions
to promote secure, healthy attachment between parents and
children (e.g., Kazdin, 1992; Schuhmann, Foote, Eyberg,
Boggs, & Algina, 1998).

Main, Kaplan, and Cassidy (1985) have reported a strong
relation between security of infant attachment and separation
anxiety at 6 years of age. Children in this study who were se-
curely attached as infants responded to the question of what
they would do during a 2-week separation from their parents,
with answers indicating effective behavior directed toward
others (e.g., express disappointment to the parents, persuade
them not to leave), thus showing a working model of accessi-
bility pertaining to the attachment figures. Main et al. (1985)
suggested that such an internal sense would help the child
deal with real separations. Children in the study who were in-
securely attached infants, however, indicated that they did
not know what they would do during a 2-week separation
from their parents, although some children gave responses
characterized by fears of harm on themselves or their parents.

Parenting Style and Family Factors

Evidence is accumulating that problems also exist in the fam-
ily relationships of children with anxiety disorders. Research
indicates that parenting styles characterized by high control
and low warmth are more prevalent in families with anxious
children than in families in which the child does not have a
psychiatric diagnosis (Hudson & Rapee, 2000; Siqueland,
Kendall, & Steinberg, 1996). Compared to the parents of
children without psychiatric disorders, parents of anxious
children tend to grant less psychological autonomy and evi-
dence less warmth and acceptance. This parental overcontrol

and lack of warmth may contribute to the child’s experience
of diminished control, leading to greater anxiety in the child
(Barlow, 2000; Chorpita & Barlow, 1998). It has been sug-
gested that child anxiety researchers begin to integrate
parent-child interaction strategies and incorporate interven-
tions that attempt to directly alter this parenting style and
promote warmth, acceptance, and positive interactions be-
tween parents and children.

A considerable number of studies have produced evidence
that familial factors are involved in the etiology of childhood
anxiety disorders. One of the research approaches that have
been pursued in this area has been to assess the children of
adults with an anxiety disorder; the other has been to assess
the mental state and psychiatric history of parents of children
with anxiety disorders. Turner, Beidel, and Costello (1987)
studied the children of parents with an anxiety disorder, using
a semistructured interview to derive a DSM-III diagnosis, and
compared their children with the offspring of parents with
dysthymia and parents without a psychiatric disorder. They
found that in the group of parents with an anxiety disorder,
25-30% of their children had SAD. This study demonstrated
a significantly increased risk of anxiety disorder in children
with either anxious or dysthymic parents compared to normal
controls, but there was no difference between the two patient
groups.

Another, larger study (Tonge, 1994) examined the lifetime
psychiatric histories of mothers of a group of 58 children
with SAD and compared them with a group of nonanxious
psychiatric controls. The study revealed that the mothers of
anxiety-disordered children had a much higher lifetime rate
of anxiety disorders (83%) than the control-group mothers
(40%). They also found that 57% of the mothers of the anx-
ious children were currently suffering from an anxiety disor-
der compared to 20% of the mothers from the control group.
These findings show a surprisingly high level of mother-child
linkage. In sum, it seems quite likely that familial factors are
involved in the development of childhood anxiety disorders,
including SAD, although there is not yet any convincing evi-
dence that specific childhood anxiety disorders such as SAD
are associated with specific types of psychiatric disorders in
the parents. The field awaits twin and adoption studies to
determine whether a hereditary component is present.

Learned Behavior

Another theory on the development of SAD incorporates a
learned behavior model in which the child’s behaviors are re-
inforced through the parent’s reaction to the separation anxi-
ety. For example, certain types of parental child-management
patterns have also been discussed in the literature as being



associated with fearful and anxious behaviors (e.g., Bush,
Melamed, Sheras, & Greenbaum, 1986; Melamed, 1992).
Melamed, for example, described how parental use of posi-
tive reinforcement, modeling, and persuasion have been asso-
ciated with low levels of child fear. However, parental
reinforcement of dependency has been associated with higher
levels of child fear. It is possible that parents who have inad-
equate parenting or child-management skills may use inap-
propriate methods to manage their children’s fearful displays
or avoidant behaviors, using physical punishment, force, or
shame. Other parents, through repeatedly overprotecting their
children and providing extra attention during their children’s
episodes of separation distress inadvertently reinforce their
children’s behavior, and thus, the fearful behavior increases.

OBSESSIVE-COMPULSIVE DISORDER

Obsessive-compulsive disorder (OCD) is an anxiety disorder
characterized by intrusive and distressing thoughts, urges,
and images as well as repetitive behaviors aimed at decreas-
ing the discomfort caused by these obsessive thoughts. Al-
though most people experience occasional intrusive thoughts
or engage in repetitive compulsive rituals from time to time,
these occasional thoughts and behaviors do not pose a signif-
icant problem. In contrast, persons suffering from OCD ex-
perience obsessions and compulsions that cause significant
distress and interference across many life domains (Antony,
Roth, Swinson, Huta, & Devins, 1998). OCD is substantially
more common in children, adolescents, and adults than was
previously believed. Although clinicians and researchers
have long been interested in the features of OCD, knowledge
about this disorder has increased exponentially over the past
few decades (Antony, Downie, & Swinson, 1998), and as a
result, there have been great advances in the area of OCD and
its treatment.

Clinical Presentation

In the DSM-1V (APA, 1994), the hallmark of OCD is the pres-
ence of obsessions or compulsions. Obsessions are defined as
persistent thoughts, images, or impulses that occur repeatedly
and are experienced as intrusive, inappropriate, and distress-
ing. Some examples include fears of contamination, doubts
about one’s actions, and aggressive impulses. Since obses-
sions provoke anxiety, a person with OCD attempts to ignore
or suppress these obsessions or try to neutralize them with an-
other thought or action (i.e., acompulsion). Obsessions are not
simply worries about real-life problems, and according to the
DSM-1V, individuals with OCD recognize that their obses-
sions are products of their own minds.
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Compulsions are defined as repetitive behaviors, such as
washing, cleaning, or repeating, or mental acts, such as count-
ing or checking, that an individual feels compelled to perform
in response to an obsession or according to certain rigid rules.
Typically, compulsions are carried out to reduce discomfort or
to prevent a dreaded event. However, they are clearly exces-
sive and unconnected in a realistic way to the event they are
aimed to prevent. Adults with OCD must recognize at some
point during the course of the disorder that the obsessions or
compulsions are unreasonable or excessive. In addition to
these primary symptoms, other affective symptoms of fear,
anxiety, chronic worry, and depression most usually accom-
pany OCD. Individuals with OCD may be irritable, angry, and
demanding. Not surprisingly, OCD symptoms often cause sig-
nificant distress and functional impairment in patients’ lives
and family functioning.

Manifestation of the symptoms of OCD in childhood is
similar to that in adults. Common childhood obsessions in-
clude fears of contamination, fears of harm to self or others,
and urges related to a need for symmetry or exactness. These
obsessions are typically followed by compulsions of clean-
ing, checking, counting, repeating, touching, and straighten-
ing (Swedo et al., 1989). Children may also demonstrate
hoarding, self-doubt, mental rituals such as counting or pray-
ing, and concerns of things being out of order. Some children
have displayed excessive religious concerns (scrupulosity),
such as worries that they have sinned. These symptoms often
change over time, with no clear pattern or progression, and
many children report having more than one OCD symptom at
a time. By the end of adolescence, many children will have
experienced many of the classic OCD symptoms (Rettew,
Swedo, Leonard, Lenane, & Rappaport, 1992). It is rare for
children to report only obsessions or only compulsions
(Geffken, Pincus, & Zelikovsky, 1999). In addition, as many
as 50-60% of children receiving diagnoses of OCD experi-
ence severe impairment in their social, personal, and acade-
mic functioning (Last & Strauss, 1989; Whitaker et al.,
1990). Unlike adults, children may not recognize their obses-
sions and compulsions to be problematic.

Prevalence and Demographics

The prevalence of OCD is now estimated to be about 2.5%
(Karno, Golding, Sorensen, & Burnam, 1988). The average
age of onset of the disorder ranges from early adolescence to
the mid-20s, and it typically occurs earlier in males (peak
onset at 13—15 years of age) than in females (peak onset at
20-24 years of age). The onset of OCD is usually gradual, but
acute onset has been reported in some cases. The disorder
tends to be chronic, with symptoms waxing and waning in
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severity. However, episodic and deteriorating courses have
been observed in about 10% of patients (Rasmussen & Eisen,
1989). Many individuals with OCD suffer for years before
seeking treatment. The disorder may cause severe impairment
in functioning, resulting in job loss and disruption of marital
and other interpersonal relationships. A number of studies
have examined gender differences in the prevalence rates for
particular types of obsessions and compulsions (Castle, Deale,
& Marks, 1995; Hanna, 1995). Lensi, Cassano, Correddu,
Ravagli, and Kunovac (1996) found that men reported more
sexual obsessions than women (27.0% vs. 12.7%), more ob-
sessions concerning symmetry and exactness (28.6% vs.
8.0%), and more odd rituals (34.8% vs. 22.1%). Women re-
ported more aggressive obsessions (26.2% vs. 15.3%) and
cleaning rituals (59.6% vs. 43.7%) than did men.

March and Mulle (1998) report that approximately 1 in
200 children and adolescents, or approximately 3—4 children
in elementary school and up to 20 teenagers in most average-
sized high schools, have OCD. Leonard, Lenane, Swedo, and
Rettew (1993) have suggested that these numbers are proba-
bly low due to the secrecy manifested by patients with this
disorder. OCD has been referred to as the hidden epidemic
because it is largely underdiagnosed and undertreated due to
factors such as patient secrecy, lack of patient access to treat-
ment resources, and health care providers’ lack of familiarity
with proven treatments.

Although research on OCD has increased, very little is
known about this disorder in the elderly (Calamari, Faber,
Hitsman, & Poppe, 1994). In general, much more attention
has been given to depression in the elderly than to anxiety
disorders. A number of studies have noted that the rate of
OCD tends to decline somewhat as individuals age (Nestadt,
Bienvenu, Cai, Samuels, & Eaton, 1998). In general, addi-
tional research is needed to determine the symptom presenta-
tion of OCD in elderly populations.

Comorbidity

There is a high comorbidity of OCD with other anxiety dis-
orders. In one sample of OCD patients, 15-30% of patients
had a comorbid anxiety or depressive disorder (Karno et al.,
1988; Rasmussen & Tsuang, 1986). Approximately 40% of
patients report sleep disturbance in conjunction with their
symptoms of OCD. In addition to these disorders, there is
some evidence supporting a relationship between OCD and
eating disorders. Approximately 10% of women with OCD
had a history of anorexia nervosa (Kasvikis, Tsakiris, Marks,
Basoglu, & Noshirvani, 1986), and more than 33% of indi-
viduals with bulimia report a history of OCD (Hudson, Pope,
Yurgelun-Todd, Jonas, & Frankenburg, 1987). Lastly, tic

disorders such as Tourette’s syndrome also appear related to
OCD. Estimates of the comorbidity of Tourette’s and OCD
range from 36% to 52% (Leckman & Chittenden, 1990).

Comorbid psychiatric disorders occur in 62-74% of chil-
dren and adolescents with OCD, with anxiety disorders the
most prevalent and mood disorders less prevalent than re-
ported in adults (Last & Strauss, 1989). Similar to the rates
among adults, high rates of tics and Tourette’s syndrome have
been associated with this population.

Cultural Influences

Recent epidemiological studies show some consistent differ-
ences in the prevalence of OCD in different ethnic groups.
In one community sample of 819 individuals, Nestadt,
Samuels, Romanowki, and Folstein (1994) found the preva-
lence of obsessions and compulsions to be 2.1% among
Caucasians and 0.5% among non-Caucasians. These findings
were consistent with those in other studies (e.g., Karno et al.,
1988), which showed that OCD tends to be relatively rare
in Hispanic and African American individuals relative to
Caucasian individuals.

Relatively little is known about the impact of ethnicity on
the expression of OCD. Researchers have just recently begun
to study the nature and prevalence of anxiety disorders across
ethnic groups. Studies are needed to elucidate the ways in
which ethnic diversity relates to the types of obsessions and
compulsions experienced, as well as the usefulness of the
established assessment and treatment methods in ethnically
diverse groups.

Developmental Changes

Most (if not all) children display normal, age-dependent
obsessive-compulsive behaviors and rituals that appear to dis-
sipate with time (March & Mulle, 1998). For example, young
children frequently like things done just so or insist on elabo-
rate bedtime rituals. Such behaviors can often be understood in
terms of developmental issues involving mastery and control
and are usually replaced by collecting, hobbies, and focused
interests in middle childhood. Clinically, normal childhood
obsessive-compulsive behaviors can be discriminated from
OCD on the basis of timing, content, and severity. Develop-
mentally sanctioned obsessive behaviors occur early in child-
hood, are rare during adolescence, are common to large
numbers of children, and are associated with mastery of impor-
tant developmental transitions. In contrast, clinically signifi-
cant OCD behaviors occur somewhat later, appear bizarre to
adults and to other children, and produce disruption of the child
or adolescent’s life.



Common obsessions and compulsions seen in pediatric
OCD patients are fear of contamination, fear of harm to one-
self and to others, and urges for symmetry or exactness. Most
children develop washing and checking rituals at some time
during the course of the illness. OCD symptoms change over
time, often with no clear pattern of progression, and many
children will have experienced almost all the classic OCD
symptoms by the end of adolescence. Children who have only
obsessions or compulsions are extremely rare.

Etiology
Behavioral Influences

There are several theoretical accounts of the etiology and
maintenance of OCD. Mowrer’s (1939) two-stage theory for
the acquisition and maintenance of fear and avoidance behav-
ior has been commonly adopted to explain phobias and OCD.
This theory’s first stage proposes that a neutral event comes to
elicit fear after being experienced along with an event that
causes distress. Distress can be conditioned to mental events
as well as to physical events. Once fears are acquired, escape
or avoidance patterns (i.e., compulsions) develop to reduce
fear and are maintained by the negative reinforcement of fear
reduction. Thus, in the second stage of this model, the escape
or avoidance responses are developed to reduce the anxiety or
discomfort evoked by the various conditioned stimuli and are
maintained by the success of those responses. Dollard and
Miller (1950) adopted Mower’s two-stage theory to account
for phobias and obsessive-compulsive neurosis. For persons
with OCD, active avoidance patterns in the form of ritualistic
behaviors are developed and are maintained by their success
in alleviating the person’s distress and anxiety. Thus, obses-
sions give rise to anxiety and discomfort, and compulsions
reduce this discomfort.

Cognitive Influences

Cognitive theorists argue that OCD is founded in ideas of
exaggerated negative consequences (Carr, 1974; McFall
& Wollersheim, 1979). Specifically, Carr proposed that
obsessive-compulsives have unusually high expectations of
negative outcome, and that they overevaluate the negative
consequences for a variety of actions. Carr’s explanation of
OCD suggests that the cognitive processes and distortions are
similar to individuals with generalized anxiety disorder, ago-
raphobia, and social phobia.

McFall and Wollersheim (1979) suggest that persons with
OCD hold erroneous beliefs such as the belief that failure to
live up to ideals should be punished and that certain magical
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rituals can prevent catastrophes. These mistaken beliefs lead
to erroneous perceptions of threat, which in turn provoke
anxiety. Persons with OCD tend to devalue their ability to
deal adequately with such threats, which results in feelings of
uncertainty, discomfort, and helplessness. Foa and Kozak
(1985) proposed that in addition to the pathological content
of the cognitions of persons with OCD, such persons have
impairments in their information-processing abilities. Specif-
ically, OCD patients have difficulty making inferences about
harm, and erroneously conclude that a situation is dangerous
based on the absence of evidence of safety. As a result, these
patients make inductive leaps and must perform rituals to
reduce the likelihood of harm.

Biological Influences

The prevailing biological account of OCD hypothesizes that
abnormal serotonin metabolism is expressed as OCD symp-
toms. The efficacy of selective serotonin reuptake inhibitors
(SSRIs) for OCD as compared with nonserotonergic com-
pounds and to a pill placebo (PBO) has provided a compelling
argument for this hypothesis (Zohar & Insel, 1987). Signifi-
cant correlations between clomipramine plasma levels and
improvement in OCD have led researchers to suggest that
serotonin function mediates obsessive-compulsive symp-
toms, lending further support to the serotonin hypothesis.
However, inconsistent with the serotonin hypothesis is the
finding that clomipramine, a nonselective serotonergic med-
ication, appears to produce greater OCD symptom reduction
than do such SSRIs as fluoxetine, fluvoxamine, and sertraline
(Franklin & Foa, 1998). Numerous studies also suggest that
there may be a neuroanatomical basis to OCD. For example,
some studies have indicated that individuals with OCD have
some deficits in frontal lobe functioning (e.g., Head, Bolton, &
Hymas, 1989), but other studies have failed to support these
findings. Results of several studies using positron emission to-
mography (PET) to assess metabolic activity in the brain sug-
gest that persons with OCD show increased metabolic rates in
the prefrontal cortex. Currently, OCD is understood as a disor-
der of the neural circuitry involving the corticostriatothalamo-
cortical (CSTC) pathways.

SPECIFIC PHOBIA

Specific phobias are irrational and persistent fears of certain ob-
jects or animals (Merckelbach, de-Jong, Muris, & van den
Hout, 1996). Although descriptions of phobic behavior have re-
mained remarkably consistent throughout history, theories ex-
plaining this behavior have changed dramatically, and during
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the past decades our understanding of the origins of specific
phobias has steadily increased. It is now well recognized that
learning mechanisms, developmental processes, and cognitive
processes all contribute to the etiology and maintenance of
phobic symptoms.

Clinical Presentation

The central features of specific phobias listed in the DSM-1V
(APA, 1994) can be summarized as follows: (a) Fear and anx-
iety are directed at a limited set of stimuli; (b) contact with
these stimuli elicits intense fear, anxiety, and avoidance be-
havior; and (c) fear and anxiety are unreasonable and exces-
sive to the degree that they interfere in a person’s daily
functioning. Fears are nonrandomly distributed, and in the
general population, some fears are far more prevalent than
others. The DSM-1V differentiates among four highly preva-
lent types of specific phobia: animal type (e.g., spider phobia),
natural environment type (e.g., phobia of dark or heights),
blood-injection-injury type (e.g., dental phobia), and situa-
tional type (e.g., elevators). Although most adult patients with
intense phobias are able to admit that their fears are excessive
and irrational, this is not always the case with children.

Because fears are a normal response to a threat of harm,
fears can serve an adaptive function by facilitating avoidance
of dangerous situations. Since genuine threats are plentiful
during childhood, it is not surprising that specific fears are
common in infancy and throughout childhood. When asked,
most children will readily identify multiple fears (Ollendick,
1983). Typically, such fears are mild and transient, and follow
a predictable developmental sequence (Marks, 1987b). How-
ever, some children experience fears that persist, interfere
with daily functioning, and are not age appropriate. When
these fears are excessive, and not associated with an actual
threat, they suggest a clinical level of fear, or a phobic disorder.
Similar to adults, the characteristic feature of phobic disorders
in children is the presence of excessive fear or anxiety that
leads to avoidance of a feared object, event, or situation, and
the experience of extreme levels of fear and anxiety when con-
fronted with the perceived threat. With only minor exceptions,
the same criteria are used to classify phobic disorders in adults
and in children.

Prevalence and Demographics

Epidemiological evidence indicates that phobias may affect
more than 12.5% of the general U.S. population (e.g., Regier
et al., 1988). This indicates that phobias are the most common
of the mental disorders. Kessler et al. (1994) found lifetime and
12-month prevalence rates of 11.3% and 8.8%, respectively.

All recent epidemiological studies show very high rates of
prevalence for specific phobia; Epidemiologic Catchment
Area (ECA) data, for example, indicate a lifetime prevalence
rate ranging from 7.8% to 23.3% across three different sites
(Robins et al.,, 1984) and 11.25% overall (Eaton et al.,
1989). Thus, the prevalence of specific phobias is quite high.
The 30-day prevalence rate for specific phobia is 5.5%, making
it more common than social phobia (4.5%) or agoraphobia
(2.3%). Among the various specific phobias, Fredrikson,
Annas, Fischer, and Gustav (1996) found that situational and
environmental phobias had the highest point-prevalence rate
(13.2%), followed by animal phobias and blood-injection-
injury phobias (7.9% and 3.0%, respectively). Additionally,
studies indicate that most specific phobias are diagnosed more
often in women than in men (Chapman, Fyer, Mannuzza, &
Klein, 1993; Fredrikson et al., 1996). Despite the prevalence of
specific phobia in the population, relatively few persons seek
treatment.

Recent epidemiological surveys suggest that between
2 and 4% of children in the general population have clinical
levels of fear that would qualify as a specific phobia (Bird
et al., 1988). Phobias are not a frequent reason for seeking
psychological services, accounting for fewer than 7% of the
referrals for mental health services for children (Graziano &
De Giovanni, 1979; Silverman & Kearney, 1992). The prog-
nosis for children with specific phobias (without comor-
bidity) is excellent. Most phobias dissipate over time, even
without treatment. It appears that those children who are
brought to clinics for treatment often have additional anxiety-
related disorders (Last et al., 1989). These more severe prob-
lems may prompt parents to seek treatment.

Cultural Influences

Assessments of the excessiveness of fears, worries, or con-
cerns about the dangerousness of situations or objects must be
made within the cultural context of the individual’s reference
group. The content of phobias as well as their prevalence varies
with culture and ethnicity. Many important phobic responses
in other cultural groups may not be contained in the DSM-1V
or may present themselves differently across cultures. For
example, in certain cultures, apprehension or vigilance to-
ward magic or spirits or a concern with being possessed or be-
witched could be seen, in most cases, as a symptom of anxiety
or a specific phobia rather than a sign of a thought disorder.
Although ethnic comparisons within the United States have
not identified major symptom differences for specific phobias
between persons of different ethnicities, cross-cultural studies
have indicated that there may be significant differences in
the ways phobias and fears are described and, potentially,



experienced (Guarnaccia, 1997). Both psychiatric researchers
and clinicians need to develop a more complex understanding
of culture and its relationship to the expression of emotion and
experience of fear of specific stimuli. Although physiological
reactions underlying anxiety and fear appear to be universal,
culture may define the situations that arouse anxiety and fear
and determine how it is expressed and reacted to by the indi-
vidual and his or her group (Al-Issa & Oudji, 1998).

Developmental Changes

Childhood fears are common and usually transient, adaptive,
age-appropriate behaviors with no long-lasting sequelae. Nu-
merous studies have shown that most children experience
multiple fears of mild to moderate severity that appear to be
age related, following a progression associated with cogni-
tive development (King, Hamilton, & Ollendick, 1988).
These specific fears appear to follow a predictable course.
For example, Wenar (1990) described the period of infancy
as characterized by fear reactions in response to loud noise,
pain, falling, and sudden, unexpected movement, while mid-
dle childhood is characterized by an increase in realistic fears
(e.g., fears of bodily injury from traffic accidents or fires) ac-
companied by a decrease in fantasy-based fears (e.g., fears of
ghosts and imaginary creatures). These findings are consis-
tent with previous research (Bauer, 1976). Interestingly, both
the number and the intensity of fears experienced by children
and adolescents have been shown to decrease steadily with
age, and thus, childhood fears are usually considered normal,
short lived, adaptive reactions to either real or perceived
threatening stimuli. Yet in some cases, fears persist and be-
come debilitating and disruptive to the child and family. In
general, specific phobias seem to have an early onset, with a
substantial proportion of phobias beginning in childhood.
For example, Ost (1987) reported mean onset ages of 7 and
9 years for animal and blood-injury-injection phobias, re-
spectively, and a similar early onset for natural environmen-
tal phobias. Studies evaluating specific fears in children have
generally found that girls report more fears than boys, yet
there are also indications that gender differences are modu-
lated by age (Ollendick & King, 1991a).

Etiology

The etiology of normal, age-appropriate fears has been con-
ceptualized from several different theoretical perspectives.
The past 40 years have produced a substantial shift away from
psychoanalytic and phenomenological theorizing toward
more behavioral conceptualizations (Morris & Kratochwill,
1983).
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Behavioral Influences

For years, it was widely assumed that all phobias were
learned through simple traumatic conditioning. As weak-
nesses in this model became apparent a number of modifica-
tions were proposed, inducing two-factor theory (Mowrer,
1947), observational learning (Bandura, 1969), and pre-
paredness (Seligman, 1971). At present, we are aware of a
number of psychosocial pathways to fear acquisition, with
traumatic fear conditioning representing only one path.

According to the work of Pavlov (1927), Skinner (1953),
and Mowrer (1939), fear is considered to be learned, as a func-
tion of conditioning history. Multiple fears are thought to be
learned separately, each having its own environmental contin-
gencies and conditions. Fears are considered to be situation
specific, caused by the environment, with unconscious factors
playing no essential role. Thus, behavioral perspectives on
the etiologies of fears can be thought of as being based pri-
marily on respondent-conditioning, operant-conditioning, and
vicarious-conditioning principles.

Other behavioral theorists have expanded on this perspec-
tive. Rather than being rooted in one particular conditioning
history, several theorists have attributed the emergence,
persistence, and dissipation of fears to multiple sources.
Rachman’s (1977) theory of fear acquisition identified three
main pathways by which fears develop and are transmitted.
The first pathway is traumatic conditioning, the second is
through vicarious or observational learning, and the third
is through informational transmission. While Rachman’s
theory proposes that there are three separate possible path-
ways of fear, recent research (Ollendick & King, 1991a)
indicates that these three pathways are unlikely to be inde-
pendent but rather are integrative and interactive, thus point-
ing to a theory of fear acquisition in which a particular fear
is multiply determined. Some studies support a role for
direct or indirect conditioning (King, Clowes-Hollins, &
Ollendick, 1997), but other studies find less empirical sup-
port for conditioning theories (McNally & Steketee, 1985).
For example, in a classic study, di Nardo, Guzy, and Bak
(1988) found that 50% of dog phobics could report having
had a frightening encounter with a dog. However, 50% of
a matched control group without phobia reported similar
experiences with dogs.

Nonassociative Theories of Fear Acquisition

In contrast to the conditioning theories of fear acquisition, the
nonassociative account suggests that evolutionarily relevant
fears emerge in the absence of associative learning (Menzies &
Clark, 1995). Indeed, retrospective reports of associative-
learning events have been found to be extremely rare in studies
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examining the acquisition of evolutionarily relevant fears, in-
cluding fear of heights (Menzies & Clark, 1993b, 1995), water
(Menzies & Clark, 1993a), and spiders (Jones & Menzies,
1995). Pury and Mineka (1997) also reported that, regardless
of their blood-injection-injury fear levels, humans show an as-
sociative bias to associate blood-injection-injury stimuli selec-
tively with adverse outcomes, suggesting a predisposition to
more readily acquire fears of stimuli that may have once posed
a threat to our early ancestors. This covariation bias has been
widely replicated (e.g., Tomarken, Sutton, & Mineka, 1995).
These data support the preparedness theories of etiology in
some phobias (e.g., Seligman, 1971). In general, many studies
examining the etiology of specific phobias have found that at
least a sizeable minority of people with specific phobias report
a history of direct conditioning experiences, although many
additional subjects fail to report any clear-cut psychosocial an-
tecedents of their fear. In addition, most investigators reporting
direct experiences have found that a relatively large number of
phobic subjects also report either a history of vicarious experi-
ences with the phobic stimulus, or having received negative in-
formation regarding the stimulus. Ollendick and King (1991b)
have concluded that the three pathways of fear acquisition
may be interactive rather than independent, with fear more
likely to occur when two or more sources of fear acquisition
are combined.

Biological Influences

Research examining anxiety disorders suggests that there is
a proneness to experience both anxiety and fear that may be
at least partially heritable (Barlow, 1988; Biederman et al.,
1990). Genetic predisposition also appears to play an impor-
tant role in the acquisition of many irrational fears and spe-
cific phobias. Specifically, researchers have reported greater
concordance among monozygotic than dizygotic twins for
a variety of fears, including specific fears of animals or muti-
lation, and social fears (Rose & Ditto, 1983). Similarly, in a
genetic analysis of twin data derived from the Fear Sur-
vey Schedule for Children—Revised (FSSC-R), Stevenson,
Batten, and Cherner (1992) reported significant heritabilities
for the Fear of the Unknown, Fear of Injury and Small Ani-
mals, Fear of Danger, and Total Fear Score. Interestingly,
they found no evidence of enhanced heritability at more ex-
treme levels of fearfulness. Kendler and colleagues (Kendler
et al., 1995) conducted an epidemiologically based study of
psychiatric disorders in female twins. Both genetic factors
and phobia-specific environmental events were implicated in
the development of specific phobias. There are also some
other data indicating that specific phobia is familial (Fyer
et al., 1990). For instance, in a retrospective study of parental

history and experiential factors in the development of snake
and spider phobias, Fredrikson, Annas, and Wik (1997) found
that a history of indirect fear exposures was more common
among phobic women who also reported having a phobic
parent compared with those who did not. Such family studies
do not isolate the role of genetic factors in the etiology of spe-
cific phobias, and the specific pathways of familial transmis-
sion are still unclear.

A Diathesis-Stress Framework

The development of specific phobias may be conceptualized
in terms of a diathesis-stress model (e.g., Barlow, 1988),
which predicts that both high levels of the diathesis and ex-
posure to psychosocial factors are necessary for the develop-
ment of specific phobia. Thus, the major factors placing an
individual at risk for specific phobia include psychosocial ex-
periences (i.e., direct conditioning, indirect conditioning, and
instruction-information) as well as a biologically influenced
propensity to experience fear and anxiety.

SOCIAL PHOBIA (SOCIAL ANXIETY DISORDER)

Social fears are a universal experience. Social phobia, how-
ever, goes beyond appropriate and helpful fear reactions
to social situations. Social phobia was discussed as early
as 1966 (Marks & Gelder, 1966); however, it did not find
its way into the diagnostic nomenclature until 1980, when
the third edition of the DSM (APA, 1980) was published.
In the previous version (DSM-II; APA, 1968), social fears
were thought to be similar to a specific phobia of social situ-
ations, or an excessive fear reaction to being observed or
scrutinized by others. This perspective was challenged when
it became clear that social phobia often includes fear of mul-
tiple social situations, is more debilitating and more preva-
lent than initially assumed, and is often under-recognized,
probably because either individuals with social phobia do not
bring their fears directly to the physician’s attention or the
physician does not recognize them adequately (Den-Boer &
Dunner, 1999; Liebowitz, Gorman, Fyer, & Klein, 1985;
Liebowitz, Heimberg, Fresco, Travers, & Stein, 2000). In
1985, social phobia was still viewed as the neglected anxiety
disorder (Liebowitz et al., 1985). In 1994 an alternative term
for social phobia—social anxiety disorder—was introduced
into the DSM-IV to indicate how generalized and pervasive
these fears can be and to indicate that the term phobia might
be inappropriate to describe the disorder (Liebowitz et al.,
2000).



Clinical Presentation

Individuals suffering from social phobia often fear being hu-
miliated, embarrassed, or judged negatively in social situa-
tions. They may fear that they will behave inappropriately or
possibly be scrutinized by others. Patients are often con-
cerned about making a mistake or acting somewhat awk-
wardly, or that others will notice their anxiety and their
physical symptoms in particular. Typical situations that are
avoided or endured with distress are initiating or maintaining
a conversation; speaking, performing, eating, drinking, or
writing in front of people; meeting new people; attending so-
cial gatherings; and talking on the phone. When exposed to
social situations, individuals with social phobia experience a
range of physical symptoms that may culminate in a panic at-
tack. Muscle twitches, blushing, heart racing, sweating, and
trembling often occur as part of a fear reaction to social situ-
ations (Amies, Gelder, & Shaw, 1983). However, physical
reactions need to be limited to social situations in order to
qualify for a social phobia diagnosis.

Prevalence and Demographics

Social phobia is the third most common mental disorder with
a lifetime U.S. prevalence of 13% (Kessler et al., 1994). In
European studies the lifetime prevalence seems to be lower,
from 2% (Norway; Den-Boer et al., 1999) to 7% (Italy;
Faravelli et al., 2000). The prevalence of social phobia in gen-
eral appears to have increased over time, although the preva-
lence of the fear of public speaking in particular seems to have
remained consistent. (Heimberg, Stein, Hiripi, & Kessler,
2000). The disorder usually begins during late adolescence
(between ages 13 and 20) and follows a chronic, unremitting
course (Hazen & Stein, 1995; Ost, 1987; Wittchen, Stein, &
Kessler, 1999). New cases of social phobia have been found in
all age groups with an incidence rate of 4-5 per 1,000 per year
(Neufeld, Swartz, Bienvenu, Eaton, & Cai, 1999). In a recent
study in Norway, social phobia was found to be the most
chronic anxiety disorder (Alnaes & Torgersen, 1999). In epi-
demiological studies, woman are more likely to receive a
diagnosis of social phobia; however, in treatment samples, so-
cial phobia is equally distributed across gender (Heimberg &
Juster, 1995; Turk et al., 1998).

Comorbidity

Individuals with social phobia are often very self-critical (Cox
et al., 2000; Heckelman & Schneier, 1995), self-conscious
(Boegels, Alberts, & de Jong, 1996; Jostes, Pook, & Florin,
1999), and self-focused in their attention (Hofmann, 1999;
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Mellings & Alden, 2000). They tend to evaluate their own per-
formance as being worse than that of others (Rapee & Lim,
1992) and they generate a negative impression of how they ap-
pear to others by imagining how they look from an observer’s
vantage point (Wells, Clark, & Ahmad, 1998; Wells &
Papageorgiu, 1998, 1999). People with social phobia often
live in social isolation and occupational maladjustment. Their
quality of life is significantly reduced in a variety of areas, in-
cluding education, career, friendships, and romantic relation-
ships (Wittchen, Fuetsch, Sonntag, Mueller, & Liebowitz,
2000). Depression, increased suicidal ideation, general anxi-
ety, and alcohol abuse have repeatedly been found to be asso-
ciated with social phobia (Den-Boer et al., 1999; Kessler,
Stang, Wittchen, Stein, & Walters, 1999). In adolescence, so-
cial anxiety and social phobia have also been found to be asso-
ciated with higher rates of nicotine dependence (Sonntag,
Wittchen, Hoefler, Kessler, & Stein, 2000)

Avoiding a variety of social situations often leads to a sig-
nificant phenomenological overlap with avoidant personality
disorder (APD). Most studies support the assumption that
there is no dividing line between social phobia and APD, either
conceptually or diagnostically (Noyes, Woodman, Holt, &
Reich, 1995; Reich, 2000). Individuals with an additional di-
agnosis of APD are typically characterized by greater social
anxiety and greater overall psychopathology than individuals
with generalized social phobia alone, who in turn show greater
psychopathology than individuals with nongeneralized social
phobia (Boone et al., 1999; Stemberger, Turner, Beidel, &
Calhoun, 1995; Turner, Beidel, Borden, Stanley, & Jacob,
1991). Another Axis II disorder that often co-occurs with
social phobia is obsessive-compulsive personality disorder
(Turner et al., 1991).

It might be difficult to differentiate social phobia from
other Axis I disorders at times. The focus and extensiveness
of reported worries are helpful characteristics in discriminat-
ing social anxiety disorder from generalized anxiety disor-
der. Panic disorder and social phobia share the concern that
others might notice physical symptoms. In addition, panic at-
tacks can also occur in either disorder. However, many dif-
ferences exist, including age of onset, gender distribution,
help-seeking and avoidance behavior, and neurobiological
and physical reactions (Reich, Noyes, & Yates, 1988; Uhde,
Tancer, Black, & Brown, 1991).

Cultural Influences

Social phobia is expressed differently across cultures (e.g.,
Kleinknecht, Dinnel, Kleinknecht, Hiruma, & Harada, 1997;
Lee & Oh, 1999). In East Asia, offensive social phobia is a
common type of social anxiety disorder (Kleinknecht et al.,
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1997; Lee & Oh, 1999). Individuals with offensive social
phobia are obsessed with embarrassing or offending others
by blushing, emitting offensive odors, or staring inappropri-
ately (taijin kyofusho; Kleinknecht et al., 1997), or they are
fearful of offending other persons with certain parts of their
body (taein kong po). This type seems to occur most often
among Japanese and Korean individuals. It has been sug-
gested that a submissive, collectivist social structure and the
nonverbal social communication in East Asian culture favors
the development of this social phobia type (Kleinknecht
et al.,, 1997; Lee & Oh, 1999). Recently, the influence of
Arab-Muslim culture on social phobia has also been re-
viewed (Takriti & Ahmad, 2000), but more empirical evi-
dence is needed to come to a conclusion about the cultural
influence on social anxiety disorder in this population.

Developmental Changes

Developmental variables that have been considered in relation
to social phobia are shyness, neuroticism, introversion, and
behavioral inhibition (Kagan, Snidman, & Arcus, 1992;
Stemberger et al., 1995). In a retrospective study, 72% of indi-
viduals with social phobia reported a childhood history of shy-
ness and indicated significantly higher neuroticism scores and
lower extraversion scores than individuals without social pho-
bia (Stemberger et al.). Similar results were obtained in previ-
ous studies (Amies et al., 1983; Watson, Clark, & Carey, 1988).
Similarly, shy children with no mental disorder were more
often found to have mothers with social phobia (Cooper & Eke,
1999). The onset of shyness is usually very early, is often tran-
sitory, and, in contrast to social phobia, is considered a tem-
perament trait of social reticence and not an emotional disorder.
Furthermore, although a number of individuals in epidemiolog-
ical studies endorsed shyness, only a small portion met criteria
for social phobia (e.g., Robins et al., 1984). This indicates that
the two concepts are not interchangeable. Similarly, behavioral
inhibition (BI), which is a behavioral pattern characterized by
discomfort with novelty and heightened physiological arousal
that can be observed at 4 months and persists until age 7 or 8
years, has been viewed as a vulnerability factor for social pho-
bia (Kagan et al., 1987, 1992). Although some studies indicate
that subsequent fear development predominantly relates to so-
cial situations (Biederman et al., 1990), children who show this
behavior pattern are more likely to be anxious in general, as
well. However, data on the relationship among shyness, behav-
ioral inhibition, and social phobia are rare, and despite the
remarkably similar expression of these concepts, it remains un-
clear whether shyness or behavioral inhibition are vulnerability
factors for social phobia or if they are milder versions of social
phobia (Turner, Beidel, & Townsley, 1990).

Social phobia itself expresses similarly in both childhood
and adulthood (Spence, Donovan, & Brechman-Toussaint,
1999). However, different diagnostic criteria apply to child-
hood social phobia, specifying that the child needs to be de-
velopmentally capable of engaging in social interactions and
that social-evaluative fears need to occur in interactions with
peers, not only in interactions with adults. Furthermore,
social anxiety in children can be expressed in tantrums,
freezing, or crying in social situations. Social anxiety in
childhood also seems to be associated with a reduced general
facial activity, a restricted facial repertoire, and less accurate
facial expression of emotions (Melfsen, Osterlow, & Florin,
2000).

Etiology
Biological Influences

Family studies of social phobia show higher prevalence of this
disorder in relatives of patients with social phobia than in rela-
tives of patients with other anxiety disorders or of participants
with no mental disorder (Knowles, Mannuzza, & Fyer, 1995;
M. B. Stein et al., 1998). Several twin studies suggest moder-
ate heritability for social fears; however, no data exist for heri-
tability of social anxiety disorder as defined by DSM-1V (APA,
1994). Differences in physiological reactions to social situa-
tions between the generalized and nongeneralized subtype
(Hofmann, Newman, Ehlers, & Roth, 1995) lead to the specu-
lation that individuals with generalized social phobia are bio-
logically more vulnerable to developing social phobia than are
individuals with nongeneralized social phobia (Zuckerman,
1999). A recent family study supports this suggestion, finding
an increased risk for generalized social phobia in first-degree
relatives of individuals with generalized social phobia only,
not in relatives of individuals with nongeneralized social pho-
bia (M. B. Stein et al., 1998). A high comorbidity between
Parkinson’s disease and social phobia has been observed, sug-
gesting that dopamine depletion is possibly related to the
development of social phobia (Lauterbach & Duvoisin, 1991;
M. B. Stein, 1998; M. B. Stein, Heuser, Juncos, & Uhde,
1990). Recent single photon emission computed tomography
studies in patients with social phobia found that striatal
dopamine reuptake site densities were lower in patients with
social phobia than in individuals without a mental disorder
(Schneier et al., 2000; Tiihonen et al., 1997), and that chronic
amphetamine abuse seems to be capable of causing social pho-
bia through dopamine depletion (Williams, Argyropoulos, &
Nutt, 2000). Results from numerous pharmacotherapy studies
also point to the contribution of the dopaminergic system in so-
cial phobia (e.g., Blanco, Schneier, & Liebowitz, in press);



however, it remains unclear whether dopamine depletion is a
cause or consequence of social phobia.

Behavioral Influences

Several researchers have discussed the role of conditioning in
the development of social phobia (Hofmann, Ehlers, & Roth,
1995; D. J. Stein & Bouwer, 1997). Often, ethological consid-
erations are integrated in this debate, providing reasons for the
evolution of vulnerability to social threat (Ohman, 1986; D. J.
Stein & Bouwer, 1997). Zuckerman (1999) suggested that the
greater physiological reactivity of nongeneralized social pho-
bics to specific social situations such as public speaking likely
indicates conditioning processes in the development of this
disorder (see also Hofmann, Ehlers, & Roth, 1995). Although
traumatic experiences have been reported from speech-phobic
individuals, these events often occurred after the phobia began
(Hofmann et al., 1995). Similarly to public-speaking anxiety,
fear of blushing has been discussed in terms of conditioning
(Mulkens & Boegels, 1999). Highly fearful individuals re-
ported more negative learning experiences with regard to
blushing. Individuals with social phobia differ from healthy
individuals in the classical conditioning processes of aversive
emotional reactions, indicating that learning processes con-
tribute to some extent to the development and persistence of
social anxiety disorder.

Cognitive Influences

Individuals with social phobia share typical negative beliefs
about themselves in social situations (e.g., “What I say
sounds stupid,” “I’m boring,” “I will make a fool out of my-
self,” “I won’t have anything to say”). Clark and Wells
(1995) assume that individuals with social phobia activate a
series of negative beliefs about themselves as social subjects
when they are faced with social situation. These assumptions
likely cause social phobics to perceive threat in such circum-
stances. In particular, they overestimate the likelihood that
they will behave inadequately in social situations, and they
tend to believe that this behavior will result in a personal cat-
astrophe, such as rejection or loss of worth (Clark & Wells,
1995). These thoughts elicit anticipatory anxiety and avoid-
ance, leading to short-term anxiety reduction. This way, cog-
nitive responses and applied strategies to control increasing
anxiety result in a vicious circle that maintains social anxiety.
A more detailed outline of this cognitive model can be found
in Clark and Wells. The model has stimulated extensive
research on the cognitive basis of social anxiety disorder
(discussed later in this chapter), particularly with regard to
information processes. Individuals with social phobia seem
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to attend selectively to socially threatening information
(Amir, Foa, & Coles, 1998b; Gilboa-Schechtman, Foa, &
Amir, 1999; Horenstein & Segui, 1997; Maidenberg, Chen,
Craske, Bohn, & Bystritsky, 1996), and they also seem more
prone to interpret and judge information in a socially threat-
ening way (Amir, Foa, & Coles, 1998a; Foa, Franklin, Perry,
& Herbert, 1996; Stopa & Clark, 2000)—for example, by
overestimating the likelihood and the cost of negative social
outcomes (Foa et al.) or by drawing more negative inferences
from available social stimuli (Amir et al., 1998a, 1998b;
Stopa & Clark; Wallace & Alden, 1997). Furthermore, indi-
viduals with social phobia show a rather unique cognitive
process after facing a social situation in which they review
the previous interaction in detail (post-event processing;
Clark & Wells). This review seems to be dominated by nega-
tive self-perception that enhances future avoidance tenden-
cies. For a review of information-processing biases in social
phobia and their relation to Clark and Wells’ cognitive model,
see Heinrichs and Hofmann (2001).

Other cognitive models of social phobia focus more on
expectancies (Trower & Gilbert, 1989) or on interpersonal
goals that persons aim to achieve and their low confidence in
their ability to achieve these goals (self-presentation model;
Leary & Kowalski, 1995a, 1995b). According to this ap-
proach, individuals with social phobia are extraordinarily
motivated to make desired impressions on others because of
certain dispositional traits that predispose them to develop
social anxiety. Most research conducted to test this model
involved individuals with subclinical social anxiety (for a
review see Leary & Kowalski, 1995a, 1995b).

PANIC DISORDER WITH AND
WITHOUT AGORAPHOBIA

Panic disorder is a syndrome that has stimulated a significant
amount of research, particularly since 1987 (McNally, 1994).
Today, it is probably the most researched anxiety disorder.
In DSM-III, panic disorder (PD) was classified as an anxiety
neurosis that is best characterized and differentiated from
other anxiety disorders by the presence of spontaneous panic
attacks. Agoraphobia was conceptualized as a consequence
of spontaneous panic attacks (APA, 1980; Barlow, 1988,
2002; Klein & Klein, 1989a). Three types of panic attacks are
distinguished (DSM-1V; APA, 1994): unexpected or sponta-
neous attacks, situationally bound attacks, and situationally
predisposed attacks. If panic attacks are exclusively triggered
by a phobic stimulus, the attacks are situationally bound
(e.g., a person experiences panic attacks if and always if
faced with heights). Situationally predisposed attacks tend to
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occur more in some situations than in others; however, they
are not inevitably experienced in those situations (e.g., in a
large mall). Spontaneous panic attacks seem to occur “out of
the blue,” with no evident situational trigger. This conceptu-
alization of panic attacks reflects a dimension of predictabil-
ity on which situationally bound attacks are predictable but
spontaneous attacks are not.

Panic attacks occur across all anxiety disorders, and can
also be found in the general population (Barlow, 2002;
Katerndahl & Realini, 1993); they are not specific to PD. This
knowledge was clarified in DSM-IV, which defines panic at-
tacks separately from PD. Situationally predisposed and spon-
taneous attacks are most relevant to PD and agoraphobia.

Clinical Presentation

Panic attacks are defined as sudden episodes of fear accompa-
nied by distressing physical sensations such as dizziness, heart
racing, palpitations, chest pain, shortness of breath, choking
sensations, sweating, or nausea. The particular symptoms of
panic vary across different individuals. If a patient has 4 or
more symptoms, the experience is defined as a full-blown (vs.
limited-symptom) attack. During a panic attack, the individ-
ual often fears dying, losing control, or going crazy. Patients
with PD worry persistently about potential adverse implica-
tions or consequences of panic attacks. As a result, they usu-
ally engage in behavioral strategies to prevent the feared
consequences. Active avoidance behaviors range from subtle
(e.g., unzipping one’s jacket to be able to breathe) to obvious
(e.g., not going into movie theaters), and may include differ-
ent forms of distraction and safety behaviors (e.g., turning up
the volume on the radio, or carrying around a bottle of water).
To qualify for a PD diagnosis, these worries or behavioral
changes due to a panic attack need to persist for at least
1 month (APA, 1994).

As a result of their worries, individuals with recurrent
panic attacks often feel vulnerable in places or situations that
would be difficult to leave, or where help might not be read-
ily available in the event of sudden need. Examples include
open spaces, unfamiliar or unpopulated areas, crowds, modes
of public transportation, elevators, bridges, limited-access
highways, restaurants, malls, and movie theaters. If such sit-
uations are physically avoided or cause significant distress,
the person is said to have agoraphobia. Severe agoraphobia
can prevent individuals from leaving their homes, resulting in
a variety of occupational, social, and personal disadvantages.
Panic disorder and agoraphobia typically coexist, although
either one can also occur separately. About 95% of individu-
als presenting in clinical settings with agoraphobia also have
PD (APA, 2000). The development of agoraphobia in PD

seems to be more closely associated with an earlier onset of
PD, with a fear of losing control and with experiencing chills
or hot flushes, whereas chest pain was found more often in
PD alone (Langs et al., 2000). If agoraphobia occurs alone,
the fear often relates to experiencing panic-like sensations. A
predominant fear of embarrassment due to others’ noticing
these effects (e.g., diarrhea, loss of bladder control, vomiting,
excessive sweating) can sometimes make it difficult to dis-
tinguish agoraphobia from social phobia. Guidelines for a
differential diagnosis of panic disorder with agoraphobia
(PDA) versus other anxiety disorders can be found in Baker,
Patterson, and Barlow (2002).

The core of PD is a strong fear of physical sensations,
even in the absence of any noticeable sensations (fear of the
fear). As a consequence, patients with PD usually avoid situ-
ations (e.g., exercising, sexual activity) that are naturally ca-
pable of eliciting physical sensations similar to those of a
panic attack. Environmental factors such as humidity and hot
weather may also contribute to panic attacks (Asnis, Faisal, &
Sanderson, 1999).

Panic attacks can occur at any time, including at night.
Awakening from sleep in a state of sudden, uncued panic is
referred to as a nocturnal panic attack. Similar to daytime
panic attacks, these attacks are not limited to PD but rather
occur across all anxiety disorders. They are often misconcep-
tualized as some form of a sleeping disorder (Craske &
Rowe, 1997). Differential diagnoses can best be established
by a focus on the time at which panic occurs (e.g., nocturnal
panic attacks usually occur in Stage 2 and 3 sleep [Craske &
Rowe, 1997], whereas symptoms of sleep apnea typically
occur in Stage 1 or 2 sleep or during rapid eye movement
[George, Millar, & Kryger, 1988]).

Patients with PD often seek medical advice for their physi-
cal sensations, and if the unexpected sensations are severe, they
may seek intensive medical services such as emergency rooms
(Barsky, Delamater, & Orav, 1999; Klerman, Weissman,
Oullette, Johnson, & Greenwald, 1991). Quality of life is sig-
nificantly reduced in patients with PD (Birehall, Brandon, &
Taub, 2000; Kessler et al., 1994; Rubin et al., 2000), and
patients with PD are more likely to initiate disability payments
(Kouzis & Eaton, 2000). Panic disorder is therefore associated
with high social and economic costs (Hofmann & Barlow,
1999).

Prevalence and Demographics

PDA is a prevalent and chronic condition: The lifetime preva-
lence is estimated to be 1-4% (APA, 2000). A recent survey of
panic in a general practice population found a lifetime preva-
lence of 8.6% (Birehall et al. 2000). Women are twice as likely



to have PDA than men (Katerndahl & Realini, 1993). The me-
dian age of onset is 24 years (Burke, Burke, Regier, & Rae,
1990). PDA has also been observed in children; however,
there is an ongoing controversy regarding at which age PDA
can occur (e.g., Klein, Mannuzza, Chapman, & Fyer, 1992;
Moreau & Follet, 1993). In older adults, increasing prevalence
of medical conditions and physical complaints (e.g., shortness
of breath, rapid heart rate; Zarit & Zarit, 1998) make it reason-
able to also assume a higher prevalence of PDA. Furthermore,
in the ECA study, a second peak age of onset was found (45—
54 years; Eaton, Kessler, Wittchen, & Magee, 1994), indicat-
ing the existence of late-onset PDA. It has been stated
repeatedly, however, that PD is rather uncommon in elderly,
among whom agoraphobia without PD occurs more often,
frequently subsequent to a traumatic event (Flint, 1998). Epi-
demiological studies with the elderly, however, are rare, pre-
venting any firm conclusions on the prevalence of PDA in
older adults. Two studies that analyzed sociodemographic and
clinical characteristics of late-onset PD found that this PD
type may be associated with less severe panic symptoms and
general mental health complaints, a less likely family history
of PD, more distress from sensations of choking and numb-
ness, less utilization of mental health services, and more likely
use of physical health services (e.g., family physicians;
Katerndahl & Realini, 1995; Katerndahl & Talamantes, 2000;
Segui et al., 2000). PDA typically takes an unremitting course.
As do most other anxiety disorders, it seems to be a chronic
condition with spontaneous remissions occurring rather rarely
(for a recent review see Pollack & Marzol, 2000).

Comorbidity

Panic disorder also was found to be associated with and pre-
dictive of suicide risks (Clayton, 1993; Cox, Direnfeld,
Swinson, & Norton, 1994). However, the suicidal risk seems
to be associated with comorbid Axis I (e.g., major depression)
and II (e.g., borderline personality disorder; Friedman, Jones,
Chernen, & Barlow, 1992; Johnson, Weissman, & Klerman,
1990). More recent studies of PD and suicidal ideation did not
find an increased suicidal risk in PD patients alone (Hornig &
McNally, 1995; Starcevic, Bogojevic, Marinkovic, & Kelin,
1999). Whether patients with PD are at risk of committing sui-
cide seems, therefore, to depend strongly on the presence of
comorbid conditions. Depression often co-occurs with PDA
(Roy-Byrne et al., 2000), and PDA was found less likely to
precede the first depressive episode than to emerge subse-
quently (Fava et al., 2000).

M. B. Stein, Shea, and Uhde (1989) stated that 46% of pa-
tients with PDA have also been diagnosed with social phobia.
In our clinical setting, these disorders co-occur less often
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(15%; Brown, Campbell, Lehman, Grisham, & Mancill,
2001). It is unclear whether these two disorders are, in fact,
so strongly associated or the association is due to differential
diagnosis difficulties.

PDA often co-occurs with personality disorders (Brooks,
Baltazar, & Munjack, 1989; Dammen, Ekeberg, Arnesen, &
Friis, 2000). Closely associated with PD are dependent,
avoidant, and histrionic personality disorders (Chambless,
Renneberg, Goldstein, & Gracely, 1992; Diaferia et al., 1993).

Several medical conditions are also associated with PD
(e.g., Jeejeebhoy, Dorian, & Newman, 2000). The prevalence
of PD in patients with coronary artery disease (CAD) ranges
from 10 to 50% (Fleet, Lavoie, & Beitman, 2000). Asthma and
panic attacks also frequently co-occur (Feldman, Giardino, &
Lehrer, 2000), and asthma has been noted as a risk factor for
the development of PDA (Carr, 1998, 1999) because of the
shared sensations between an asthma and a panic attack (e.g.,
feeling of suffocation). In most instances it is unclear whether
these medical conditions are conceptually associated with
PDA. A specific pathophysiological mechanism for PD has
not been found (Jeejeebhoy et al., 2000). Fleet and colleagues
(2000) conclude their review of the PD-CAD association by
stating that PD is prevalent in CAD patients, but that there is
no evidence that PD puts a patient at risk for developing CAD.
This seems also true for cardiovascular problems such as mi-
tral valve prolapse (MVP; Bowen, D’ Arcy, & Orchard, 1991;
Yang, Tsai, Hou, Chen, & Sim, 1997). Similarly, the presence
of a direct association between pulmonary impairment and PD
has been subject to debate (Ley, 1998; Spinhoven, Sterk, van
der Kamp, & Onstein, 1999) with no concluding evidence that
PD is associated with pulmonary impairment. Medical condi-
tions in general are more likely to heighten body awareness
and thus contribute to PDA by exacerbating symptoms.

Cultural Influences

Panic disorder seems to occur less frequently in Hispanic
Americans and Asian Americans than in Whites in the United
States (Zhang & Snowden, 1999). Hispanics show a culturally
bound reaction—ataques de nervios—that seems related to
PD (Guarnaccia, Canino, Rubio-Stipec, & Bravo, 1993;
Guarnaccia, Rubio-Stipec, & Canino, 1989). During such an
attack, PD-like symptoms are experienced (e.g., palpitations,
shaking, numbness, etc.). The attacks, however, are triggered
by stressful life events such as funerals or accidents, and after-
ward there is no recollection of the attacks. Although these at-
tacks may be related to PD, they also show some important
differences (e.g., the missing recollection). Other transcultural
research focusing on how cultural beliefs may influence the
expression of PDA demonstrated that, in Khmer culture,
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PDA-related complaints have been found: Khmer refugees in
a clinical setting in the United States reported sore neck at-
tacks (Hinton, Ba, Peou, & Um, in press a, in press b). A sore
neck attack is a state of autonomic arousal (e.g., heart racing,
shortness of breath, sudden headaches, blurry vision, dizzi-
ness, and buzzing in the ears) that emerges as a consequence of
Kyol Goeu (wind overload, which is assumed to occur if blood
and wind cannot be carried through the body because impor-
tant vessels in the neck are blocked).

Despite a similar clinical presentation of PD, African
Americans were found to have a later age of onset for PDA
than do European Americans, and the groups differ in the cop-
ing strategies they use to face their PDA (Smith, Friedman, &
Nevid, 1999). African Americans experienced more needless
psychiatric hospitalizations, more frequent emergency room
visits, higher incidence of childhood trauma (Friedman,
Paradis, & Hatch, 1994), and higher comorbidity with post-
traumatic stress disorder (PTSD; Smith et al., 1999).

Developmental Changes

Panic disorder has also been found in adolescence; however,
it is assumed that the clinical presentation does not differ
from that of adults. Panic disorder in childhood is extremely
rare and thus not much research has been conducted (Moore
& Carr, 2000). In a study investigating the prevalence of mi-
tral valve prolapse in children with anxiety disorders, no as-
sociation with PD was found; of 52 anxious children, 9.6%
were diagnosed with PD (Toren et al., 1999). It has been sug-
gested that PD and SAD may be different clinical manifesta-
tions of the same underlying disorder (e.g., Black, 1995;
Black & Robins, 1990) in different developmental stages. A
recent study attempted to explore childhood risk factors such
as SAD for onset of panic attacks in adolescents (Hayward,
Killen, Kraemer, & Taylor, 2000). Negative affectivity and
anxiety sensitivity in childhood, but not SAD, were found to
predict onset of panic attacks. Other studies also failed to pro-
vide reasonable evidence that SAD in childhood continues as
PD in adulthood (Manicavasagar, Silove, Curtis, & Wagner,
2000).

Etiology

Different theoretical models for PD have been presented (for
a balanced review of research from different perspectives see
McNally, 1994, and White & Barlow, 2002). Recently, the
most common models have been integrated into a biopsy-
chosocial approach (Barlow, 2002) in which the initial panic
attack is conceptualized as a misfiring of the fear system under
stressful life circumstances in physiologically vulnerable
individuals. The panic reaction is similar to the emergence of

the biologically based mechanism of fear in response to im-
mediate survival threat, whereas anxiety is a response to fu-
ture threats. An overly reactive autonomic nervous system
(biological basis) puts an individual at risk of experiencing a
panic attack in response to stress. The (false) alarm reaction
becomes associated with internal sensations, leading to fur-
ther false alarms in response to internal sensations (behavioral
basis).

Biological Influences

Biological research on panic focuses on estimating heritabil-
ity, biological challenges, neuroendocrine functioning, and
neuroanatomy. With respect to heritability, the tendency to
panic runs in families and has a genetic component (Barlow,
2002; Scherrer et al., 2000). Zuckerman (1999) estimates a
modest heritability for PD. The disorder shares a genetic fac-
tor with agoraphobia, but not with generalized anxiety disor-
der or depression (Kendler et al., 1995). Chromosome studies
using the quantitative trait loci method showed that chromo-
somes 1, 12, 15 and other nearby chromosomes are associated
with a tendency to be uptight and anxious (Flint et al., 1995).

Patients with PDA are more likely to experience a panic at-
tack in response to carbon dioxide inhalation (CO, hypersen-
sitivity) than patients with other anxiety disorders (Beck &
Shipherd, 1997; Biber & Alkin, 1999; Schmidt, 1999;
Schmidt, Trakowski, & Staab, 1997; Sinha et al., 1999). This
hypersensitivity was also found to run in families (van Beek &
Griez, 2000). Recent studies found evidence, however, that
it is not the CO, sensitivity that causes exaggerated anxiety,
but rather a change in breathing involving either increased
CO, or decreased oxygen (Beck, Ohtake, & Shipherd, 1999)
and that patients with predominantly respiratory symptoms
may be more affected by breathing challenges than others
(Biber & Alkin, 1999; Schmidt, 1999). Results from other
studies suggest a biological sensitivity to sympathetic stimu-
lation (van Zijderveld, Veltman, van Dyck, & van Doornen,
1999).

Neuroendocrine Functioning. The brain circuit in-
volved in panic is the fight-or-flight system (FFS; Gray, 1982;
Gray & McNaughton, 1996). When stimulated in animals,
this circuit triggers a response that resembles panic in humans
(Gray & McNaughton, 1996).

The FFS originates in the brain stem and is also connected
to the limbic system. Recently, developments in the neurobi-
ology of fear have been integrated into a comprehensive neu-
roanatomical hypothesis of PD (Gorman, Kent, Sullivan, &
Coplan, 2000). The authors suggest that fear responses are
mediated by a fear network that is centered in the amygdala,
which interacts with the hippocampus and medial prefrontal



cortex. These projections may account for conditioned fear
responses.

Behavioral Influences

Behavioral approaches to panic (e.g., Mineka, 1985; Wolpe &
Rowan, 1988) are based on classical conditioning processes
assuming that an initial fear reaction (unconditioned response,
or UCR) occurs in response to a dangerous or stressful situa-
tion (unconditioned stimulus, or UCS). During this response a
variety of stimuli (conditioned stimuli, or CSs), both external
(e.g., open spaces) and internal (e.g., cardiorespiratory symp-
toms such as hyperventilation, rapid heartbeat); are present
and may become associated with this fear reaction. Subse-
quently, these cues will be able to provoke a similar fear reac-
tion (conditioned response, or CR) despite the absence of a
dangerous or stressful situations (UCS), resulting in panic at-
tacks. The behavioral approach is based on Razran’s (1961)
model of interoceptive conditioning. Furthermore, internal
cues such as breathing alterations can also cause a panic attack
when they are provoked by normal circumstances, including
exercising, due to the associative power they acquired during
the conditioning process. Near-drowning or other suffocation
experiences have been emphasized as initial traumatic situa-
tions that can elicit the first panic attack and were found to pre-
cede the onset of PD in a subsample of patients with the
disorder (Alkin, 1999; Bouwer & Stein, 1997). Furthermore,
one year after traumatic brain injury, the rates of PD were
much higher in this population than in the general population
(Deb, Lyons, Koutzoukis, Ali, & McCarthy, 1999). The fre-
quency of panic attacks in patients who had already developed
PD, however, was unaffected by a traumatic event (Sasson,
Zohar, Gross, Taub, & Fux, 1999).

The behavioral approach to PD was criticized because of
the conceptual ambiguity of the CS, CR, and UCS in regard
to internal sensations (McNally, 1990, 1994), and because the
behavioral approach could explain neither why these sensa-
tions become conditioned only for PD patients nor why they
do not always result in full-blown panic attacks. Answers to
these puzzles have been suggested in the context of an up-to-
date learning-theory conceptualization of the development of
PD (Barlow, 2002).

Cognitive Influences

As an alternative to the interoceptive conditioning model,
Clark (1986, 1989) emphasized catastrophic misinterpreta-
tions of bodily sensations as the primary cause of PD. Typical
panic-related thoughts are “I will have a heart attack,” “T will
collapse,” “I will go crazy,” or “I will lose control.” Impending
insanity is often associated with feelings of derealization,
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whereas thoughts about heart failure are often triggered by
heart-related sensations such as palpitations. In his cognitive
model, Clark assumes that sensations, regardless of their ori-
gins, will not lead to panic unless they are interpreted as a
threat to one’s physical or mental integrity. Furthermore, stim-
uli related to panic concerns were found to be processed dif-
ferently than stimuli that were not related to panic concerns
(McNally, 1994; Pauli et al., 1997). Improvements in panic
symptoms have been associated with changes in information-
processing characteristics (e.g., Dengler, Wiedemann, & Pauli,
1999). Further evidence for this model comes from biological
challenge studies. As discussed previously, patients with PDA
are more sensitive to artificially provoked breathing alter-
ations. Clark believes that these challenge procedures provoke
sensations in all participants, but that only patients with PD ex-
perience fear in response to these sensations because they tend
to misinterpret them. In fact, it has been found that challenges
produce similar bodily sensations both in patients with PD and
in participants without a mental disorder (Gaffney, Fenton,
Lane, & Lake, 1988). Furthermore, providing safety informa-
tion makes it less likely that patients with PD will panic in
challenge situations (Salkovskis & Clark, 1990). In addition,
physical sensations alone are not sufficient to predict panic de-
velopment (Moore & Zebb, 1999). Clark’s (1989) cognitive
theory was criticized several times (e.g., Klein & Klein,
1989b; Seligman, 1988) because, for example, it does not ex-
plain why catastrophic beliefs persist despite contrary infor-
mation (e.g., information that one has repeatedly survived
panic attacks).

Recent developments focus on the concept of sensitivity to
anxiety. Catastrophic cognitions can occur at the time of the
attack (i.e., they are acute) or can be more persistent. A persis-
tent tendency to misinterpret certain bodily sensations as cat-
astrophic or imminently dangerous can be considered a trait
called anxiety sensitivity (AS). Persons with high AS dislike
intense arousal and perceive it as frightening. The concept of
AS has stimulated a significant amount of research, which is
summarized in Taylor (1999). Anxiety sensitivity was found
to significantly predict panic symptoms after a biological
challenge task in nonclinical participants (Eifert, Zvolensky,
Sorrell, Hopko, & Lejuez, 1999). Other cognitive factors that
contribute to panic attacks are predictability, controllability,
and expectancies (see Barlow, 2002; McNally, 1990, 1994).

GENERALIZED ANXIETY DISORDER

Generalized anxiety disorder (GAD) is characterized by ex-
cessive anxiety and worry about a number of events or activ-
ities. Individuals with GAD tend to find this worry difficult to
control. The worry is also associated with several physical
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symptoms such as muscle tension, fatigue, and restlessness
(APA, 1994). In comparison with other anxiety disorders,
GAD has less well established theoretical understanding;
and, compared with other anxiety disorders, GAD is the di-
agnostic category that has changed the most over the past
20 years (Campbell & Brown, 2002).

For example, in DSM-III, the diagnostic criteria for GAD
required the presence of persistent anxiety as evidenced by
symptoms from at least three of four categories, including
motor tension, autonomic hyperactivity, apprehensive ex-
pectation, and vigilance and scanning of the environment
(APA, 1980). However, this diagnostic description of GAD
made it difficult for both researchers and clinicians to distin-
guish between generalized and anticipatory anxiety (Brown,
O’Leary, & Barlow, 1993). Accordingly, in DSM-1II-R (APA,
1987), the symptom criteria were changed to specify that the
worry was not due to another Axis I diagnosis. The time re-
quired to make a diagnosis of GAD was also extended from 1
to 6 months, to differentiate the disorder from transient worry
due to stressful events (APA, 1987). After DSM-III-R and by
the time of publication of DSM-IV, GAD was conceptualized
by defining features of chronic worry and persistent somatic
symptoms (Brown et al., 1993). DSM-IV stipulated that a
worried individual must have at least three of six physical
symptoms of anxiety for 6 months or more in order to receive
a diagnosis of GAD.

In part because of the changing view of GAD, treatments
developed or adapted for the disorder are less well estab-
lished. In recent years, the nature of GAD has been more fully
explored and effective psychological treatments have been
critically evaluated. The following section will describe the
clinical presentation, models of etiology, and understanding
of the current treatments for GAD.

Clinical Presentation

In general, GAD tends to be a chronic condition that fluctu-
ates with the current level of stress in the patient’s life
(Brown, 1997). The majority of patients report an onset of
GAD before the age of 20, although a subset of patients re-
port that their worries began in adulthood (Brown et al.,
1993). Although the results vary, several studies suggest that
the age of onset for GAD may be earlier than for other anxi-
ety disorders (Massion, Warshaw, & Keller, 1993; Woodman,
Noyes, Black, Schlosser, & Yagla, 1999).

Prevalence and Demographics

Prevalence data for GAD are determined from epidemiologi-
cal studies. In the United States, the National Comorbidity

Survey (NCS) estimated the current prevalence rate of GAD
to be 1.6% of the population (Wittchen, Zhao, Kessler, &
Eaton, 1994). The NCS also found that GAD affects approx-
imately 5.1% of the population over the course of a lifetime
(Kessler et al., 1994). In the general population, GAD ap-
pears to be less common than specific or social phobia but is
currently slightly more common than PD (Roemer, Orsillo, &
Barlow, 2002).

Outside the United States, prevalence rates for GAD have
also been estimated. In Italy, current and lifetime GAD
prevalence estimates based on DSM-III-R criteria were found
to be 2.8 and 5.4%, respectively (Faravelli, Degl’ Innocenti,
& Giardinelli, 1989). Alternately, a two-stage epidemiologi-
cal study of a rural area in South Africa found a prevalence
rate of 3.7% based on DSM-1V criteria (Bhagwanjee, Parekh,
Paruk, Petersen, & Subedar, 1998, as cited in Roemer et al.,
2002).

In general, the research suggests that GAD occurs more
frequently in women. For example, GAD appears to be about
twice as common for women as for men in both community
and clinical samples (Wittchen et al., 1994). However, cul-
tural factors may also play a role in determining the preva-
lence of GAD among different groups of individuals. For
example, the epidemiological study conducted in South
Africa found that men showed a higher prevalence of GAD
than women (Bhagwanjee et al., 1998).

GAD is frequently comorbid with other disorders. Some
symptoms of GAD, such as irritability and fatigue, overlap
with other disorders, such as depression. However, research
suggests that GAD is a separate diagnostic factor (Brown,
Chorpita, & Barlow, 1998). At the same time, GAD com-
monly co-occurs with other disorders. For example, clinical
data suggest 68% current and 92% lifetime comorbidity
with another Axis I disorder (Brown et al., 2001). Mood
disorders and social phobia seem to be the disorders most
frequently diagnosed in addition to GAD (Brown et al.,
2001).

It may be difficult at times for clinicians to distinguish
GAD from normal worry or anxious cognitions associated
with other anxiety disorders (Campbell & Brown, 2002).
Borkovec, Shadick, and Hopkins (1991) describe worry as a
predominantly verbal, conceptual activity aimed at problem
solving. Borkovec (1994) suggests that worry is an attempt
to control uncertainty and avoid the negative affect associ-
ated with a lack of control. However, the long-term conse-
quences of avoidance may lead to the maintenance of worry.
Thus, pathological worry is hypothesized to be maintained
by the negative reinforcement associated with the avoidance
of negative affect. Avoidance of negative affect also may
inhibit the processing of emotionally threatening material,



which is considered necessary in the reduction of anxiety
(Brown, 1997).

Pathological worry is associated with the perception that
the world is threatening and that one is unable to cope with or
control uncertain future events (Brown, 1997). Pathological
worry in GAD patients is distinguished from normal worry
by the percentage of the day that is taken up with worry, as
well as the impairment and distress caused by the worry. Ad-
ditionally, some researchers suggest that the distinguishing
factor between GAD and normal worry is the amount of
meta-worry—that is, the concern that the worry causes the
individual (Wells & Carter, 1999). This model suggests that
pathological worry results from the interaction between pos-
itive beliefs concerning the advantages of worry as a coping
strategy and negative appraisals of worry. For example, Wells
and Carter suggest that the GAD patients’ worry is main-
tained by avoidance of the thoughts associated with negative
beliefs regarding worry, along with the continued use of
worry as a coping strategy. Both models stress the impor-
tance of avoidance and cognitions in the maintenance of
GAD. A theoretical framework for understanding GAD is an
important element of developing and evaluating treatment to
address this disorder.

Children as well as adults with GAD manifest excessive
anxiety concerning a number of different spheres, including
the future, world events, school or work, and the health of
themselves and their families. The clinician must distinguish
between developmentally appropriate levels of anxiety and
clinically significant levels of worry. Anxiety and fear natu-
rally develop in children but become clinically significant
when they begin to interfere in the child’s life. GAD should
be distinguished from other anxiety disorders by the nature
and specificity of the worry. For example, if the worry in dif-
ferent areas, such as relationships and work, is focused on
one principal concern, such as the negative evaluation of oth-
ers, a diagnosis of social phobia instead of GAD would better
describe the individual’s anxiety (Campbell & Brown, 2002).
Conversely, if the individual has diffuse and varied concerns
in a number of different areas, a diagnosis of GAD may best
capture the client’s anxiety.

Developmental Changes

As with other anxiety disorders, the expression of GAD
changes throughout the lifetime. Because GAD emphasizes
worry or uncontrollable cognitions, it is seldom diagnosed in
very young children. However, children as young as 7 years
of age can express their worries about a number of areas.
Often parents provide information concerning the nature of
their child’s worries. Interestingly, the parents of some chil-
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dren may provide the model and initial negative evaluation of
worry for their children (Chorpita & Barlow, 1998).

Children who are overanxious may innately have the
higher baselines of arousal associated with excessive worry
and elevated tension. However, expression of worry does
seem to change over time. For example, older and younger
children report differences in their worry. Data derived from
self-report inventories demonstrates significantly more state
and trait anxiety, worry, and oversensitivity, and higher levels
of depression in older than younger children with GAD.
Children of different ages also report differences in the num-
ber of worry symptoms, displayed patterns of comorbidity,
and severity of anxiety. However, GAD is equally likely to
occur in younger and older age groups.

In some cases, GAD may be considered to be a chronic,
lifelong illness. When GAD is diagnosed in adulthood, many
patients report that GAD began during childhood (Brown,
1997). However, other individuals report that GAD began
during adulthood, usually in response to a stressful life event.
Brown (1997) suggests that there may be two separate path-
ways to the development of GAD. Interestingly, both models
of GAD correctly reflect one of the separate mechanisms that
may result in the expression of GAD.

Although GAD does not disappear with age, little is
known about its expression in the elderly population. The
NCS found that GAD was most common in the group over
age 45, and least common in the youngest group (aged
15-24; Wittchen et al., 1994). Flint (1994) reported preva-
lence rates of GAD among older adults to be as high as 7%.
More recent research revealed that 25% of older adults with
depression also met criteria for GAD, and that the additional
presence of symptoms of GAD was associated with a higher
level of suicidality (Lenze et al., 2000, as cited in Roemer
et al., 2002). However, the elder adult population seems to
have been neglected by researchers for the most part (Blazer,
1997). The lack of information on GAD in the elderly may be
attributed in part to difficulties associated with conducting re-
search in this population (e.g., many of the physical symp-
toms associated with GAD could also be due to other medical
conditions or factors associated with aging; Blazer, 1997).
Thus, good assessment instruments and treatment studies are
lacking for elder adults, largely due to a lack of sufficient
research interest (Beck & Stanley, 1997).

Additionally, a diagnosis of GAD also requires a rule-out
of medical conditions, which may be more difficult to deter-
mine in an older individual. Although some treatment tech-
niques may be beneficial for those elderly individuals who
are not cognitively impaired, no research has been conducted
in this area (Blazer, 1997). As yet there is little known or
understood about the expression of GAD in the elderly.
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Etiology

In general, GAD is considered to develop as neurobiological
and psychological vulnerabilities are activated by negative or
stressful life events (Roemer et al., 2002). These neurobio-
logical and psychological vulnerabilities are considered to
develop as the result of early experience and patterns of in-
teraction. In GAD, when an individual’s vulnerabilities are
activated by life events, the attentional focus remains on
these generally negative life events. This attention to the neg-
ative events distinguishes GAD from other anxiety disorders,
which focus attention on discrete external events such as
phobic objects, or on internal events as with panic attacks
(Roemer et al., 2002). Thus, a sensitivity to relatively minor
inconveniences develops. Additionally, the individual’s reac-
tion to these events is accompanied by arousal associated
with negative affect. The individual develops a sense that
these events are proceeding in an unpredictable, uncontrol-
lable fashion, reflecting a psychological diathesis arising out
of early experience (Roemer et al., 2002).

Thus begins a maladaptive process of shifting the focus of
attention from the task at hand to self-evaluative modes,
which further increases arousal (Roemer et al., 2002). As
noted previously, psychological and neurobiological vulnera-
bilities lead to a fundamental perception of a lack of control
over potential threats. The perceived lack of control leads
to distortions in information processing, as occurs with the
narrowing of attention to the focus of the concern and the
increasing of vigilance (Roemer et al., 2002). The process
of worry becomes negatively reinforcing in an attempt to
control this spiraling process.

It is hypothesized that the isolated presence of either a psy-
chological or a neurobiological vulnerability would be insuffi-
cient to lead to the development of GAD. Rather, one would
expect to see a personality style characterized by some com-
bination of pessimism, arousability, low self-confidence, or,
perhaps, no clinical manifestations (Roemer et al., 2002).
However, the synergistic effect of the combination of genetic
vulnerabilities and early experiences would be most likely to
lead to the clinical manifestation of GAD (Roemer et al., 2002).

CONCLUSIONS

We have learned much about anxiety disorders in the last
decade—but we still have much to learn. Currently, we cate-
gorize anxiety disorders based on presenting symptoms that
often comprise the focus of anxiety and fear. The implication
of this classification is that we need to develop individual
treatments for each specific anxiety disorder as well as spe-
cific assessment strategies. It may be, however, that we

categorize anxiety (and mood) disorders more parsimo-
niously by focusing on the commonalities rather than on the
differences among them. Work is currently proceeding along
these lines in anticipation of the next edition of the DSM
(namely, the DSM-V). These developments may, in turn,
open up a new perspective on the nature and treatment of
anxiety, mood, and related disorders.
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The American Psychiatric Association (APA) includes 10
personality disorders in their Diagnostic and Statistical
Manual of Mental Disorders—Fourth Edition (DSM-1V;
APA, 1994, 2000): paranoid, schizoid, schizotypal, anti-
social, borderline, histrionic, narcissistic, avoidant, depen-
dent, and obsessive-compulsive. We discuss each of these
personality disorders individually later in this chapter.
The 10 officially recognized personality disorders are fur-
ther organized into three clusters based on descriptive
similarities: Cluster A (odd-eccentric) includes paranoid,
schizoid, and schizotypal; Cluster B (dramatic-erratic-
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ditional personality disorders (passive-aggressive and
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for diagnoses that are not yet officially recognized. DSM-
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otherwise specified (PDNOS), a diagnosis clinicians can
provide when they believe that a personality disorder is
present but the symptomatology of the patient is not ade-
quately represented by one of the 10 officially recognized
diagnoses.

149

Dependent Personality Disorder 162
Obsessive-Compulsive Personality Disorder 163
FUTURE DIRECTIONS IN PERSONALITY

DISORDER RESEARCH 163

Childhood Development of Maladaptive
Personality Traits 164

Biological Mechanisms of Maladaptive
Personality Traits 165

Integration With General Models of
Personality Functioning 165

REFERENCES 167

Definition of Personality Disorder

“Personality traits are enduring patterns of perceiving, relat-
ing to, and thinking about the environment and oneself that
are exhibited in a wide range of social and personal contexts”
(APA, 2000, p. 686). It is when “personality traits are inflex-
ible and maladaptive and cause significant functional impair-
ment or subjective distress [that] they constitute personality
disorders” (APA, 2000, p. 686). DSM-1V (1994, 2000) pro-
vides a formal and general definition of personality disorder
that is particularly important to consider when using the
PDNOS diagnosis. Table 6.1 presents these general diagnos-
tic criteria.

The general diagnostic criteria are concerned primarily
with documenting that the symptomatology concerns per-
sonality functioning (i.e., an enduring pattern of inner expe-
rience that is pervasive across a broad range of personal and
social functioning) rather than another domain of psy-
chopathology (e.g., mood or anxiety disorder). Further de-
tails regarding the concept and assessment of personality
are provided within the fifth volume of this Handbook. How-
ever, we want to highlight here three of the general diag-
nostic criteria.
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TABLE 6.1 General Diagnostic Criteria for a Personality Disorder

A. An enduring pattern of inner experience and behavior that deviates

markedly from the expectations of the individual’s culture. This pattern is

manifested in two (or more) of the following areas:

e Cognition (i.e., ways of perceiving and interpreting self, other people,
and events).

* Affectivity (i.e., the range, intensity, lability, and appropriateness of
emotional response).

* Interpersonal functioning.

* Impulse control.

B. The enduring pattern is inflexible and pervasive across a broad range of
personal and social situations.

C. The enduring pattern leads to clinically significant distress or
impairment in social, occupational, or other important areas of
functioning.

D. The pattern is stable and of long duration, and its onset can be traced
back at least to adolescence or early adulthood.

E. The enduring pattern is not better accounted for as a manifestation or
consequence of another mental disorder.

F. The enduring pattern is not due to the direct physiological effects of a
substance (e.g., a drug of abuse, a medication) or a general medical
condition (e.g., head trauma).

Note. Adapted from American Psychological Association (2000, p. 689).

First, it is stated in DSM-IV that a personality disorder
“leads to clinically significant distress or impairment in social,
occupational, or other important areas of functioning” (APA,
2000, p. 689). A difficulty many clinicians have with person-
ality disorder (and other mental disorder) diagnosis is the ab-
sence of any definition or guidelines for what is meant by a
clinically significant impairment (Spitzer & Wakefield, 1999;
Widiger & Corbitt, 1994). DSM-1V states only that it is “an
inherently difficult clinical judgment” (APA, 2000, p. 8).

DSM-I11I through DSM-1V have provided specific rules for
when enough features of a specific personality disorder, such
as schizoid or borderline, are present in order for it to be
diagnosed, but the rationale for these diagnostic thresholds are
unexplained and do not appear to bear a relationship to the
presence of a clinically significant level of impairment (Widi-
ger & Corbitt, 1994). In the absence of any guidelines or ra-
tionale for the diagnostic thresholds, it is not surprising to find
substantial variation in the diagnostic thresholds across each
edition. For example, Morey (1988) reported an 800% in-
crease in the number of persons beyond the threshold for a
schizoid diagnosis in DSM-III-R as compared to DSM-III and
a 350% increase for the narcissistic diagnosis. Some of this
shift in prevalence might have been intentional (Widiger,
Frances, Spitzer, & Williams, 1988), but much of it was unan-
ticipated (Blashfield, Blum, & Pfohl, 1992). An important
focus of future research and DSM-V will be the development
of a clearer distinction between the presence and absence of a
mental disorder (Spitzer & Wakefield, 1999; Widiger, 2001).

A second point of emphasis with respect to the general de-
finition of personality disorder is that personality disorder
symptomatology is stable over time and of long duration. The
onset of a personality disorder must be traceable back to
adolescence or early adulthood. Temporal stability is funda-
mental to the concept of personality and to the diagnosis of
personality disorders (Tickle, Heatherton, & Wittenberg,
2001). However, the extent to which this fundamental compo-
nent of personality is in fact assessed by researchers and clin-
icians is unclear. Clinicians and researchers tend to emphasize
current symptomatology, and they may do so at the neglect of
determining whether the symptomatology has in fact been
present throughout much of a person’s life; this at times con-
tributes to overdiagnosis and to a failure to adequately distin-
guish personality disorders and other mental disorders.

Finally, the symptoms of a personality disorder are said
in the general definition to deviate from the expectations of
one’s culture. The purpose of this DSM-1V cultural deviation
requirement is to decrease the likelihood that clinicians
will impose the expectations of their own culture onto a pa-
tient (Rogler, 1996). The DSM-IV cultural deviation require-
ment emphasizes that a behavior pattern that appears to be
deviant from the perspective of one’s own culture might be
quite normative and adaptive within another culture. There-
fore, the expectations or norms within the clinician’s culture
might not necessarily be relevant or applicable to a patient
from a different cultural background. For example, “what
is considered to be excessively inhibited in one culture may
be courteously dignified within another” (Widiger, Mangine,
Corbitt, Ellis, & Thomas, 1995, p. 212).

However, one should not infer from the cultural deviation
requirement that a personality disorder is simply a deviation
from a cultural norm. Optimal, healthy functioning does not
necessarily involve adaptation to cultural expectations, nor
does adaptation to cultural expectations necessarily ensure the
absence of maladaptive personality traits (Wakefield, 1992).
In fact, some of the personality disorders may represent—at
least in part—excessive or exaggerated expressions of traits
that a culture values or encourages, at least within some mem-
bers of that culture (Alarcon, 1996; Rogler, 1996; Widiger &
Spitzer, 1991). For example, it is usually adaptive to be confi-
dent but not to be arrogant, to be agreeable but not to be sub-
missive, or to be conscientious but not to be perfectionistic.

Clinical Importance of Personality Disorders

The diagnosis of personality disorders can be quite difficult
and even controversial. Nevertheless, the importance in
assessing for the presence of personality disorders in clinical
practice equals the difficulties of their diagnosis. A formal



recognition by the American Psychiatric Association of the
importance of personality classification to clinical diagnosis
and treatment planning was demonstrated by the provision of
a separate diagnostic axis (Axis II) devoted to personality
disorders in DSM-1II (APA, 1980; Frances, 1980). Personal-
ity disorders (along with mental retardation) continue to be
placed on a separate axis for diagnosis in DSM-1V; all other
mental disorders are diagnosed on Axis I (APA, 2000).

The valid, accurate assessment of personality disorders is
important for several reasons. First, the existing large-scale
studies that have assessed individuals for the full range of
Axis I and Axis II disorders indicate that personality disor-
ders are prevalent in both clinical and nonclinical populations
(Mattia & Zimmerman, 2001). For example, Koenigsberg,
Kaplan, Gilmore, and Cooper (1985) reported that 36% of
over 2,000 psychiatric patients in their sample received a
personality disorder diagnosis, whereas Zimmerman and
Coryell (1989) reported that approximately 18% of a non-
clinical, community sample received a personality disorder
diagnosis. Prevalence rates of personality disorders are
also substantial outside of the United States. For example,
the World Health Organization (WHO) and Alcohol, Drug
Abuse, Mental Health Administration (ADAMHA) Joint
Program on the Diagnosis and Classification of Mental Dis-
orders, Alcoholism, and Drug Abuse initiated the Interna-
tional Pilot Study of Personality Disorders (Loranger et al.,
1994). The first report from a field trial evaluating 716 pa-
tients from 11 countries indicated that 51.1% of the patients
met criteria for at least one DSM-III-R personality disorder.
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Although a number of large-scale, community epidemio-
logical studies on Axis I disorders have been conducted, we
know much less about the prevalence of personality disorders
in the general population. Antisocial personality disorder was
the only personality disorder included in the Epidemiological
Catchment Area (ECA) study (Robins & Regier, 1991) and the
National Comorbidity Study (NCS; Kessler, 1999), from
which most of our estimates on the prevalence of mental disor-
ders in the community are drawn. Table 6.2 presents our best
estimates of the prevalence of the full range of DSM personal-
ity disorders, drawn from the DSM-1V text (APA, 2000), sev-
eral empirical studies (Maier, Lichtermann, Klinger, & Heun,
1992; Samuels, Nestadt, Romanoski, Folstein, & McHugh,
1994; Zimmerman & Coryell, 1989), and prior reviews
(Lyons, 1995; Mattia & Zimmerman, 2001; Weissman, 1993).
Across studies that used the DSM criteria to estimate the preva-
lence of current personality disorder (i.e., one or more diag-
noses) the average estimate was 11.25% (range = 7.3-17.9%).
For comparison, the past year prevalence estimates for major
depressive episode were 3.7% (ECA) and 10.3% (NCS),
for generalized anxiety disorder were 3.8% (ECA) and 3.1%
(NCS), for alcohol use disorder were 6.3% (ECA) and
9.7% (NCS), and for drug use disorder were 1.2% (ECA) and
3.6% (NCS). Therefore, personality disorder does appear to be
relatively prevalent in the community. The Cluster B disorders
(especially antisocial, borderline, and histrionic) appear to be
the most prevalent personality disorders.

Many studies have also documented that personality

disorders are associated with significant social and

TABLE 6.2 Estimates of the Prevalence of DSM Personality Disorders in the Community

Zimmerman Samuels Weissman
& Coryell et al. (1994) Maier et al. Moldin et al. (1993)
(1989) [def or prov] (1992) (1994) Review of
DSM-1V DSM-III; DSM-III; DSM-III-R; DSM-III-R; Literature
Personality General Nonclinical Nonclinical Nonclinical Nonclinical through
Disorder Population (n =797) (n =762) (n = 452) (n =302) 1990; US only
Cluster A ? ? 0.1% ? ? ?
Paranoid 0.5-2.5% 0.9% 0.0% 1.8% 0.0% 0.4-1.8%
Schizoid ? 0.9% 0.0% 0.4% 0.0% 0.48-0.7%
Schizotypal 3% 2.9% 0.1% 0.7% 0.7% 0.6-3.0%
Cluster B ? ? 5.4% ? ? ?
Antisocial 1-3% 3.3% 1.8% 0.2% 2.6% 2.3-32%
Borderline 2% 1.6% 0.5% 1.1% 2.0% 0.2-1.8%
Histrionic 2-3% 3.0% 3.6% 1.3% 0.3% 1.3-3.0%
Narcissistic <1% 0.0% 0.0% 0.0% 0.0% 0.0%
Cluster C ? ? 4.0% ? ? ?
Avoidant 0.5-1.0% 1.3% 0.0% 1.1% 0.7% 1.1-1.3%
Dependent ? 1.8% 0.2% 1.5% 1.0% 1.6-1.7%
Obsessive 1% 2.0% 3.4% 2.2% 0.7% 1.7-2.2%
Compulsive
Passive N/A 3.3% 0.3% 1.8% 1.7% 1.8-3.0%
Aggressive
Any PD ? 17.9% 9.3% 10.0% 7.3% 10-13.5%
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occupational dysfunction, comorbid Axis I psychopathology,
and even suicidal state (e.g., Bernstein et al., 1993; Daley,
Burge, & Hammen, 2000; Johnson, Cohen, Brown, Smailes, &
Bernstein, 1999; Trull, Useda, Conforti, & Doan, 1997), and
these relations remain significant after controlling for Axis I
disorder and demographic variables (e.g., age, gender). For ex-
ample, one of the more well-validated personality disorders is
the antisocial or psychopathic (Stoff, Breiling, & Maser, 1997).
Persons who have met the diagnostic criteria for this personal-
ity disorder have been shown to be at significant risk for unem-
ployment, impoverishment, injury, violent death, substance
and alcohol abuse, incarceration, recidivism (parole violation),
and significant relationship instability (Hart & Hare, 1997;
L. N. Robins, Tipp, & Przybeck, 1991).

Maladaptive personality traits will be evident among many
patients seeking treatment for an Axis I mental disorder. For
example, Trull, Sher, Minks-Brown, Durbin, and Burr (2000)
estimated that approximately 57% of patients with borderline
personality disorder will meet criteria for one or more sub-
stance use disorders (primarily alcohol use disorder), whereas
approximately 27% of those with one or more substance use
disorders should also receive a borderline diagnosis. Thus, the
comorbidity rates for the substance use and borderline person-
ality disorder are quite substantial, and the presence of a per-
sonality disorder will often result in an increased utilization of
mental health services (Bender et al., 2001).

Investigators have reported that a comorbid diagno-
sis of personality disorder in depressed, substance-abusing,
and anxiety-disordered patients suggests poorer prognosis
(Dolan-Sewell, Krueger, & Shea, 2001; Trull et al., 2000). An-
tisocial patients can be irresponsible, unreliable, or untrust-
worthy; paranoid patients can be mistrustful, accusatory, and
suspicious; dependent patients can be excessively needy;
passive-aggressive patients can be argumentative and opposi-
tional; and borderline patients can be intensely manipulative
and unstable (Sanderson & Clarkin, 1994; Stone, 1993). The
manner and extent to which a patient’s personality facili-
tates and hinders clinical treatment—and the extent to and
manner in which they result in clinically significant maladap-
tive functioning—should be a routine consideration of every
clinician (Harkness & Lilienfeld, 1997). “In the DSM-III, then,
personality not only attained a nosological status of promi-
nence in its own right but was assigned a contextual role that
made it fundamental to the understanding and interpretation of
other psychopathologies” (Millon & Frances, 1987, p. ii).

In sum, the placement of personality disorders on a separate
axis does have a meaningful rationale and justification, but the
separate placement has also become controversial and perhaps
misunderstood. Some have interpreted the placement on a

separate axis to imply that personality disorders (along with
mental retardation) are largely untreatable. Personality disor-
ders are indeed among the most difficult of mental disorders to
treat, in part because they involve pervasive and entrenched
behavior patterns that have been present throughout much of a
person’s life. In addition, people consider many of their per-
sonality traits to be integral to their sense of self, and they
may even value particular aspects of their personality that a
clinician considers to be important targets of treatment
(Stone, 1993). Nevertheless, contrary to popular percep-
tion, personality disorders are not untreatable. Maladaptive
personality traits are often the focus of clinical treatment
(Beck, Freeman, & Associates, 1990; Linehan, 1993; Millon
et al., 1996; Soloff, Siever, Cowdry, & Kocsis, 1994; Stone,
1993), and there is compelling empirical support to indicate
that meaningful responsivity to treatment does occur (Perry,
Banon, & Ianni, 1999; Sanislow & McGlashan, 1998). Treat-
ment of a personality disorder is unlikely to result in the de-
velopment of a fully healthy or ideal personality structure
(whatever that may entail), but clinically and socially mean-
ingful change to personality structure and functioning can
occur.

Assessment of DSM-1V Personality Disorders

There are five methods commonly used for the assessment of
personality disorders in research and general clinical prac-
tice: self-report inventories, unstructured clinical interviews,
semistructured clinical interviews, projective techniques, and
informant reports. Each of these methods is discussed briefly
in turn.

First, several self-report inventories have been developed
that include items that purportedly assess individual DSM-1V
personality disorder criteria (e.g., the Personality Diagnostic
Questionnaire—4; Hyler, 1994). However, because these in-
struments do not include appropriate time frames in their in-
structions (e.g., do not assess whether the diagnostic criteria
were evident since young adulthood) and do not assess
whether a clinically significant level of impairment or dis-
tress is associated with the endorsed personality disorder
symptoms, self-report personality disorder inventories may
be best suited for screening measures—not as diagnostic in-
struments. The prevalence rates obtained by these inventories
tend to be dramatically higher than those estimated by inter-
view measures of personality disorders and well beyond the-
oretical expectations for most of the personality disorders
(Clark & Harrison, 2001; Kaye & Shea, 2000; Westen, 1997;
Zimmerman, 1994). On the other hand, the tendency of self-
report inventories to err in the direction of overdiagnosis does



make them suitable as screening measures. The administra-
tion of a self-report inventory prior to a clinical interview can
save a considerable amount of interviewing time and alert the
clinician to areas of personality dysfunction that might have
otherwise not have been anticipated or noticed (Widiger,
2002). The generally preferred method of assessment in clin-
ical practice is an unstructured clinical interview (Westen,
1997), whereas the preferred method within clinical research
is the semistructured interview (Rogers, 1995; Zimmerman,
1994). Unstructured clinical interviews can be highly prob-
lematic because they are often idiosyncratic, less reliable,
and more susceptible than are semistructured interviews to
attributional errors, halo effects, and false assumptions, in-
cluding gender biases (Garb, 1997; Widiger, 1998). Conver-
gent validity data have been consistently weakest when one
of the measures was an unstructured clinical interview
(Widiger, 2002). A variety of studies have indicated that cli-
nicians relying upon unstructured clinical interviews routinely
fail to assess for the presence of the specified diagnostic cri-
teria. One of the more compelling demonstrations of this fail-
ure was provided by Morey and Ochoa (1989). Morey and
Ochoa provided 291 clinicians with the 166 DSM-III (APA,
1980) personality disorder diagnostic criteria and asked them
to indicate, for one of their patients, which DSM-III personal-
ity disorder(s) were present and which of the 166 DSM-III
personality disorder diagnostic criteria were present. Kappa
for the agreement between their diagnoses and the diagnoses
that would be given based upon their own assessment of the
diagnostic criteria was poor, ranging from .11 (schizoid) to
.58 (borderline), with a median kappa of only .25. These find-
ings were subsequently replicated by Blashfield and Herkov
(1996). “It appears that the actual diagnoses of clinicians do
not adhere closely to the diagnoses suggested by the [diag-
nostic] criteria” (Blashfield & Herkov, 1996, p. 226).
Patients often meet the DSM-1V diagnostic criteria for more
than one personality disorder, yet clinicians typically provide
only one diagnosis to each patient (Gunderson, 1992). Clini-
cians tend to diagnose personality disorders hierarchically.
After a patient is identified as having a particular personal-
ity disorder (e.g., borderline), clinicians often fail to assess
whether additional personality traits are present (Herkov &
Blashfield, 1995). Adler, Drake, and Teague (1990) provided
46 clinicians with case histories of a patient that met the
DSM-III criteria for four personality disorders (i.e., histrionic,
narcissistic, borderline, and dependent). “Despite the direc-
tive to consider each category separately . . . most clinicians
assigned just one [personality disorder] diagnosis” (Adler
et al.,, 1990, p. 127). Sixty-five percent of the clinicians
provided only one diagnosis, 28% provided two, and none
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provided all four. Comorbidity among mental disorders is
a pervasive phenomenon that can have substantial signifi-
cance and importance to clinical treatment and outcome re-
search (Clark, Watson, & Reynolds, 1995; Sher & Trull, 1996;
Widiger & Clark, 2000), yet comorbidity may be grossly un-
derrecognized in general clinical practice. Zimmerman and
Mattia (1999b) compared the Axis I clinical diagnoses pro-
vided for 500 patients who were assessed with unstructured
clinical interviews with the diagnoses provided by a semi-
structured interview. More than 90% of the patients receiving
the unstructured clinical interview were provided with only
one Axis I diagnosis, whereas more than a third of the patients
assessed with the semistructured interview were discovered to
have met the diagnostic criteria for at least two additional
Axis 1 disorders. Zimmerman and Mattia (1999a) also re-
ported that clinicians diagnosed less than 1% of the patients
with borderline personality disorder, whereas 14% were diag-
nosed with this disorder when a semistructured interview
was used. Zimmerman and Mattia (1999a) then provided
the clinicians with the additional information obtained by the
more systematic semistructured interview. ‘“Providing the
results of [the] semistructured interview to clinicians prompts
them to diagnose borderline personality disorder much more
frequently” (Zimmerman & Mattia, 1999a, p. 1570). The rate
of diagnosis increased from .4% t0 9.2%.

The reluctance to use semistructured interviews in general
clinical practice is understandable because they are constrain-
ing, may at times be impractical, and can appear to be superfi-
cial (Westen, 1997). However, they are particularly advisable
when questions regarding the reliability or validity of an as-
sessment are likely to be raised (Widiger, 2002). Semistruc-
tured interviews are helpful in ensuring that the interview
will be systematic, comprehensive, replicable, and objective
(Widiger & Coker, 2002). Diagnoses derived from the admin-
istration of a semistructured interview have often been used as
the standard by which the validity of other measures are eval-
uated. Minimally, semistructured interviews are useful in pro-
viding to the clinician a set of useful suggestions for a variety
of possible inquiries to use for the assessment of each diag-
nostic criterion.

Several semistructured interviews for the assessment of
DSM-IV personality disorders are available (Clark & Harrison,
2001; Kaye & Shea, 2000; Widiger, 2002; Widiger & Coker,
2002; Zimmerman, 1994). Regrettably, there have been only a
few studies concerned with their convergent validity. This lim-
ited research has suggested questionable validity with respect
to agreement for the presence of categorical diagnoses but
acceptable to good convergent validity with respect to the as-
sessment of the extent to which respective personality disorder
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symptomatology are present (e.g., Skodol, Oldham, Rosnick,
Kellman, & Hyler, 1991).

A potential disadvantage of self-report inventories and
semistructured interviews is their emphasis on self-report
(Bornstein, 1995; Westen, 1997). Personality disorders are
characterized in part by distortions in self-image and self-
presentation, which may not be assessed adequately simply
by asking respondents if they have each diagnostic criterion.
However, it is important to emphasize that neither self-report
inventories nor semistructured interviews rely upon accurate
self-report. Semistructured interviews include many open-
ended questions, indirect inquiries, and observations of the
respondents’ manner of relating to the interviewer. Interview-
ers administering a semistructured interview do not simply
record respondents’ answers to queries, but are instead using
their clinical expertise to rate each diagnostic criterion based
in part on direct, indirect, and open-ended questions that have
been found by experienced investigators to be effective for
assessing whether a particular diagnostic criterion is present.

Projective tests are less dependent on the ability or will-
ingness of a person to provide an accurate self-description
(Bornstein, 1995), but there is currently only limited empiri-
cal support for the use of projective techniques for the as-
sessment of the DSM-IV personality disorders. Supportive
research has been reported for the assessment of histrionic,
narcissistic, antisocial, and borderline personality traits (e.g.,
Blais, Hilsenroth, & Fowler, 1998; Hilsenroth, Handler, &
Blais, 1996), but no projective test currently provides a sys-
tematic or comprehensive assessment of the DSM-IV person-
ality disorders. There is also disagreement concerning the
extent of the empirical support for projective tests (Acklin,
1999; Archer, 1999; Garb, 1999; Weiner, 1999; Wood &
Lilienfeld, 1999).

An underutilized method of personality disorder assess-
ment is informant report (Clark, Livesley, & Morey, 1997). In-
formants (e.g., family members, close friends) can provide an
historical perspective on an individual’s personality function-
ing and thus may lack the significant personality or Axis I
pathology that can complicate a patient’s self-description. Self-
and informant assessments of personality disorder symptoma-
tology often fail to agree, and it is not yet certain which per-
spective should be considered to be more valid (Bernstein
et al., 1997; Riso, Klein, Anderson, Ouimette, & Lizardi, 1994;
Widiger, 2002; Zimmerman, 1994). Relatives and close friends
will not know everything about a person that would be neces-
sary to provide a valid description, they may have their own
axes to grind, and they may have false assumptions or expecta-
tions concerning the identified target. Nevertheless, informant
reports of personality disorder features remains a promising
method that deserves more research attention. Oltmanns and

his colleagues have been conducting a particularly creative and
intriguing investigation of the agreement and disagreement
between self-descriptions and peer nominations of air force
recruits (Oltmanns, Turkheimer, & Strauss, 1998).

THE DSM-1V PERSONALITY DISORDERS

Up to this point, we have reviewed the definition of personal-
ity disorder, its clinical importance, and its assessment. In the
following sections we describe briefly each of the 10 person-
ality disorders included in DSM-1V.

Paranoid Personality Disorder
Description

Paranoid personality disorder (PPD) is characterized by an all-
pervasive distrust and suspiciousness of others (Miller, Useda,
Trull, Burr, & Minks-Brown, 2001). To receive a DSM-IV
PPD diagnosis, one must exhibit at least four of seven diag-
nostic criteria that are—for the most part—indicators of a sus-
picious interpersonal style and a tendency to read malevolent
intentions into what are truly innocuous or neutral interactions
or events (APA, 1994, 2000). As one might guess, individuals
with PPD are rather difficult to get along with, and they are
likely to be argumentative, hostile, and overly sarcastic. They
may blame others for their own difficulties and misfortunes
and are unlikely to be able to work collaboratively or closely
with others. They might maintain a steady employment but
will often be difficult coworkers because they tend to be rigid,
controlling, critical, blaming, and prejudicial. They might be-
come involved in lengthy, acrimonious, and litigious disputes
that are difficult if not impossible to resolve.

Epidemiology

DSM-1V estimates that only 0.5-2.5% of the general popula-
tion qualify for a PPD diagnosis, and epidemiological studies
of community samples (see Table 6.2) support this estimate.
Although PPD may be more prevalent in clinical samples, it
is unlikely that PPD will be the patient’s presenting problem.
The available studies indicate that more men than women are
diagnosed with PPD (Corbitt & Widiger, 1995; Miller et al.,
2001). There are no strong empirical data to suggest that
members of certain racial or ethnic groups are more likely to
receive a PPD diagnosis. In fact, DSM-IV cautions against
overinterpreting anger and frustration in response to per-
ceived neglect or guardedness sometimes exhibited by indi-
viduals from other cultures or backgrounds.



Etiology

There is little research to indicate a direct inheritance of PPD
(McGuffin & Thapar, 1992; Nigg & Goldsmith, 1994). There
has been research to indicate a genetic contribution to the de-
velopment of paranoid personality traits, if these traits are
conceptualized as being on a continuum with general person-
ality functioning (Jang, McCrae, Angleitner, Reimann, &
Livesley, 1998; Livesley, Jang, & Vernon, 1998; Nigg &
Goldsmith, 1994). There is some support for a genetic rela-
tionship of PPD with schizophrenia and delusional disorder
(persecutory type), but these findings have not always been
replicated and the positive results may have been due in part
to the overlap of PPD with the schizotypal personality disor-
der (Miller et al., 2001; Siever, 1992).

There has been speculation on the neurophysiology that
might underlie the personality disorders within the odd-
eccentric cluster (Cloninger, 1998; Siever & Davis, 1991) but
research has been confined largely to the schizotypal person-
ality disorder. There has been little consideration given to the
neurophysiological concomitants of nonpsychotic paranoid
personality traits.

Attention has been given to cognitive and interpersonal
models for the development of paranoid personality traits.
Paranoid beliefs may have a self-perpetuating tendency due
to the focus on signs of and evidence for malicious intentions
(Beck et al., 1990). From this perspective, the pathology of
PPD would be inherent to the irrationality of the belief sys-
tems and would be sustained by biased information process-
ing. There might also be an underlying motivation or need to
perceive threats in others and to externalize blame that help
to sustain the accusations and distortions (Stone, 1993).

There are few systematic studies on psychosocial contri-
butions to the development of PPD. There are retrospective
data indicating that persons with this personality disorder
considered their parents to be excessively critical, rejec-
ting, withholding, and at times even abusive (e.g., Modestin,
Oberson, & Erni, 1998; Norden, Klein, Donaldson, Pepper, &
Klein, 1995); however, the retrospective nature of these stud-
ies is problematic (paranoid persons might not be providing
accurate descriptions of prior relationships) and the child-
hood experiences that have been identified are not specific
to this personality disorder (Miller et al., 2001). There are
presently no prospective longitudinal studies that have ex-
plored the development of paranoid personality traits.

Premorbid traits of PPD that might be evident prior to
adolescence include isolation, hypersensitivity, hypervigi-
lance, social anxiety, peculiar thoughts, and idiosyncratic
fantasies (APA, 1994, 2000). As children, they may appear
odd and peculiar to their peers and may not have achieved to
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their capacity in school. Mistrust and suspicion is often evi-
dent in members of minority groups, immigrants, refugees,
and other groups for whom such distrust is often a realistic
and appropriate response to their social environment. It is
conceivable that a comparably sustained experience through
childhood and adolescence could contribute to the develop-
ment of excessive paranoid beliefs that are eventually applied
inflexibly and inappropriately to a wide variety of persons,
but it can be very difficult to determine what is excessive or
unrealistic suspicion and mistrust within a member of an op-
pressed minority (Alarcon & Foulks, 1996; Whaley, 1997).
Paranoid suspiciousness could in fact be more closely asso-
ciated with prejudicial attitudes, wherein a particular group
in society becomes the inappropriate target of one’s anger,
blame, and resentment.

Schizoid Personality Disorder
Description

Schizoid personality disorder (SZPD) is characterized by so-
cial detachment and isolation as well as by restricted emo-
tional experience and expression (APA, 2000; Miller et al.,
2001). Individuals with this personality disorder not only
choose to be by themselves, but they also have little interest
in establishing or maintaining interpersonal relationships. In
addition, SZPD individuals show little emotional expression
and may not even appear to experience much pleasure, joy, or
sadness. They have few friendships. Those that do occur are
likely to have been initiated by the other person. They will
have had few sexual relationships and may never marry. Re-
lationships will fail to the extent to which the other person
desires or needs emotional support, warmth, and intimacy.
Persons with SZPD may do well within an occupation as long
as substantial social interaction is not required. They would
prefer to work in isolation. They may eventually find em-
ployment and a relationship that is relatively comfortable or
tolerable to them, but they could also drift from one job to an-
other and remain isolated throughout much of their lives. If
they do eventually become parents, they have considerable
difficulty providing warmth and emotional support and may
appear neglectful, detached, and disinterested.

Epidemiology

SZPD, as diagnosed by DSM-1V, does appear to be relatively
uncommon in both clinical and nonclinical settings. Esti-
mates of this disorder in the general population have been less
than 1% (see Table 6.2). Over the years, the definition of
SZPD has become more restricted, and many of the features
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once associated with this disorder prior to DSM-III (APA,
1980) are now part of the criterion sets of other disorders
(e.g., avoidant and schizotypal; Miller et al., 2001). DSM-1V
states that SZPD is diagnosed more frequently in men than in
women; however, the empirical findings are mixed (Corbitt &
Widiger, 1995). It is also important to caution against over-
diagnosing SZPD in individuals from other cultures or mi-
nority ethnic backgrounds. Such individuals may appear
somewhat introverted or isolated, as well as emotionally
aloof, simply because they are being interviewed or observed
by someone from another culture or because their culture is
not, on average, as affiliative or emotionally expressive as the
majority cultures in the United States.

Etiology

There is little research to indicate a direct inheritance of
SZPD (McGuffin & Thapar, 1992; Nigg & Goldsmith, 1994).
A substantial amount of research has supported the herita-
bility for the general personality dimension of introversion
(Jang & Vernon, 2001; Plomin & Caspi, 1999), and SZPD
does appear to be essentially equivalent to the social with-
drawal and anhedonia evident within extreme introversion
(Trull, 1992; Trull et al., 1998). A genetic association with
schizophrenia has at times been reported, but this association
might be explained by the overlap of SZPD with schizotypal
personality traits (Fulton & Winokur, 1993; Miller et al.,
2001; Siever, 1992).

Psychosocial models for the etiology of SZPD are lacking.
It is possible that a sustained history of isolation during in-
fancy and childhood, with an encouragement or modeling by
parental figures of interpersonal withdrawal, social indiffer-
ence, and emotional detachment could contribute to the
development of schizoid personality traits, but there is no sys-
tematic research to support this hypothesis. Persons with
SZPD are likely to have been socially isolated and withdrawn
as children. They may not have been accepted well by their
peers and may have even been the brunt of some ostracism
(APA, 1994, 2000). However, systematic research on the
childhood development of SZPD is lacking (Bernstein &
Travaglini, 1999; Miller et al., 2001). The central pathology of
SZPD might be anhedonic deficits, or an excessively low abil-
ity to experience positive affectivity (Rothbart & Ahadi, 1994;
Siever, 1992). A fundamental distinction of schizophrenic
symptomatology is between positive and negative symptoms.
Positive symptoms include hallucinations, delusions, inap-
propriate affect, and loose associations; negative symptoms
include flattened affect, alogia, and avolition. SZPD may rep-
resent subthreshold negative symptoms, comparable to the
subthreshold positive symptoms (cognitive-perceptual aber-
rations) that predominate schizotypal PD.

Schizotypal Personality Disorder
Description

Schizotypal personality disorder (STPD) is characterized by
a pervasive pattern of interpersonal deficits, cognitive and
perceptual aberrations, and behavioral eccentricities (APA,
2000; Miller et al., 2001). Persons with STPD exhibit exces-
sive social anxiety that is related to paranoid fears. They also
appear odd, eccentric, or peculiar in their behavior or appear-
ance, display inappropriate or constricted affect, and have
few (if any) friends or confidants outside of their immediate
family. Also striking are the STPD individual’s unusual
ideas, beliefs, and communication. Those with this personal-
ity disorder tend to misinterpret or overpersonalize events, to
hold unusual ideas that influence behavior (e.g., telepathy,
clairvoyance), and to have difficulty being understood by
others. They may drift toward esoteric, fringe groups that
support their magical thinking and aberrant beliefs. These ac-
tivities can provide structure for some persons with STPD,
but they can also contribute to a further loosening and de-
terioration if there is an encouragement of psychotic-like or
dissociative experiences.

Persons with STPD are most likely to seek treatment for
anxiety or mood disorders rather than seek treatment for the
symptoms specific to STPD. Individuals with STPD may ex-
perience transient psychotic episodes especially in response
to stress. However, these episodes are relatively brief (i.e.,
lasting a few minutes to a few hours) and are typically of in-
sufficient duration to warrant an Axis I psychotic diagnosis.
Only a small proportion of persons with STPD develop
schizophrenia, but many may eventually develop a major de-
pression. The symptomatology of STPD does not appear to
remit with age (Siever, 1992). The course appears to be rela-
tively stable, with some proportion of schizotypal persons re-
maining marginally employed, withdrawn, and transient
though much of their lives.

Epidemiology

Although DSM-1V reports that STPD may occur in up to 3%
of the population, most estimates using structured diagnostic
interviews to assess STPD are lower and closer to 1% (see
Table 6.2). STPD appears to be slightly more common in
men. Little is known about the prevalence of this disorder in
nonwestern cultures.

Etiology

There is empirical support for a genetic association of STPD
with schizophrenia (McGuffin & Thapar, 1992; Nigg &
Goldsmith, 1994), which is consistent with the fact that the



diagnostic criteria for STPD were obtained from studies of
the biological relatives of persons with schizophrenia (Miller
et al., 2001). A predominant model for the psychopathology
of STPD is deficits or defects in the attention and selection
processes that organize a person’s cognitive-perceptual eval-
uation of and relatedness to his or her environment (Siever &
Davis, 1991). These deficits may lead to discomfort within
social situations, misperceptions and suspicions, and to a
coping strategy of social isolation. Correlates of central ner-
vous system dysfunction seen in persons with schizoprenia
have been observed in laboratory tests of persons with STPD,
including performance on tests of visual and auditory atten-
tion (e.g., backward masking and sensory gating tests) and
smooth pursuit eye movement that might be associated with
dysregulation along dopaminergic pathways (Siever, 1992).
As children, persons with STPD are likely to have been no-
tably isolated. They may have appeared peculiar and odd to
their peers, and may have been teased or ostracized. Achieve-
ment in school was likely to have been impaired, and they
may have been heavily involved in esoteric fantasies and pe-
culiar games—particularly those that do not involve peers
(APA, 1994, 2000). Empirical support for the childhood de-
velopment of STPD, however, is limited.

Antisocial Personality Disorder
Description

Antisocial personality disorder (ASPD) is characterized by a
pattern of behavior that reflects an extreme disregard for and
violation of the rights of others. The DSM-IV diagnostic cri-
teria for ASPD include deceitfulness, impulsivity, irritability-
aggressiveness, acts of criminality, and irresponsibility
(APA, 2000). Persons with ASPD often commit reckless acts
that neglect to consider the safety of others, and they lack re-
morse for the harm they have inflicted. Additional features of
ASPD not included within the DSM-IV diagnostic criteria
include arrogance, superficial charm, exploitativeness, and
a lack of empathy (Hare, 1991; Sutker & Allain, 2001).
Persons with ASPD are unlikely to maintain steady employ-
ment. Some persons with ASPD can obtain professional and
criminal success for periods of time, as long as their exploita-
tions, violations, deceptions, and manipulations are not dis-
covered. Their success, however, may at some point unravel,
due in part to their impulsivity, negligence, and lack of fore-
sight. A similar pattern may occur within their social and
sexual relationships. They may at first appear to be quite suc-
cessful socially, as they can be charming, fun, and engaging,
but many of their relationships will eventually fail as a result
of their lack of empathy, fidelity, and responsibility, as well as
episodes of abuse, exploitation, and angry hostility.
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ASPD is evident in childhood in the form of a conduct dis-
order (e.g., aggression toward persons and animals, destruc-
tion of property, deceitfulness or theft, and serious violations
of laws and rules). Evidence of conduct disorder before the
age of 15 is in fact required for the DSM-IV diagnosis of
ASPD (APA, 2000). However, it is important to emphasize
that not all children with conduct disorder will meet the crite-
ria for ASPD as an adult. A continuation into adulthood is
more likely to occur if multiple delinquent behaviors are evi-
dent before the age of 10 (Hinshaw, 1994).

Epidemiology

It is estimated that the prevalence rate for ASPD is about 3%
in men and about 1% in women (L. N. Robins et al., 1991).
High rates of this personality disorder are seen in substance
abuse treatment settings and in forensic settings. Up to 50%
of males within prison settings meet the DSM-IV criteria for
ASPD, but this could be due in part to a lack of adequate
specificity of the diagnostic criteria within prison settings
(Hare, 1991). Although ASPD is more common among those
from lower socioeconomic classes and those in urban set-
tings, the direction of the causality for this relationship is un-
clear. This correlation may reflect that persons with ASPD
migrate to urban settings and become more socially or eco-
nomically impoverished or that economic impoverishment
contributes to the development of antisocial traits.

Etiology

There is considerable support from twin, family, and adoption
studies for a genetic contribution to the etiology of the crimi-
nal, delinquent tendencies of persons with ASPD (McGuffin
& Thapar, 1992; Nigg & Goldsmith, 1994; Stoff et al., 1997;
Sutker & Allain, 2001). The genetic disposition can be more
evident in females with ASPD due in part to a greater social
pressure on females against the development of aggressive,
exploitative, and criminal behavior.

Abnormally low levels of anxiousness, constraint, and
arousal have been implicated in the development of ASPD.
Research has suggested that individuals with ASPD demon-
strate a hyporeactive electrodermal response to stress that
is associated with a commonly studied domain of normal
personality functioning—neuroticism or negative affectivity
(Patrick, 1994). These findings are consistent with develop-
mental research concerned with the interaction of parenting
and temperament (e.g., low anxiousness and low inhibition)
on the development of a moral conscience (Kochanska,
1991). From this perspective, the pathology of psychopathy
might not be a deficit that is qualitatively distinct from gen-
eral personality functioning (Widiger & Lynam, 1998). “The



158 Personality Disorders

observed absence of startle potentiation in psychopaths . . .
may reflect a temperamental deficit in the capacity for nega-
tive affect” (Patrick, 1994, p. 425).

Activities that the average person would find stimulating
might be found by psychopathic persons to be dull, impelling
them perhaps to engage in risky, reckless, prohibited, and im-
pulsive activities. Abnormally low levels of arousal would
also minimize feelings of anxiety, guilt, or remorse and help
resist aversive conditioning. The development of normal lev-
els of guilt, conscience, and shame may require a degree of
distress-proneness (neuroticism or negative affectivity) and
attentional self-regulation (constraint). Normal levels of anx-
iousness promote the internalization of conscience (the intro-
jection of the family’s moral values) by associating distress
and anxiety with wrongdoing, and the temperament of self-
regulation helps modulate impulses into a socially acceptable
manner (Kochanska, 1991).

There are also substantial data to support the contribution
of family, peer, and other environmental factors, although no
single environmental factor appears to be specific to its devel-
opment (Stoff et al., 1997; Sutker & Allain, 2001). Modeling
of exploitative, abusive, and aggressive behavior by parental
figures and peers; excessively harsh, lenient, or erratic disci-
pline; and a tough, harsh environment in which feelings of
empathy and warmth are discouraged (if not punished) and
tough-mindedness, aggressiveness, and exploitation are en-
couraged (if not rewarded) have all been associated with the
development of ASPD. For example, ASPD in some cases
could be the result of an interaction of early experiences of
physical or sexual abuse, exposure to aggressive parental
models, and erratic discipline that develop a view of the world
as a hostile environment, which is further affirmed over time
through selective attention on cues for antagonism, encour-
agement and modeling of aggression by peers, and the imme-
diate benefits that result from aggressive behavior (Dodge &
Schwartz, 1997; Farrington, 1997).

Borderline Personality Disorder
Description

Borderline personality disorder (BPD) is characterized by a
pattern of impulsivity and instability in affect, interpersonal
relationships, and self-image. According to DSM-1V, at least
five of nine criteria must be present for a BPD diagnosis
(APA, 2000). Table 6.3 provides these diagnostic criteria for
BPD. As can be seen from Table 6.3, those diagnosed with
BPD frequently experience strong, intense negative emotions
and are prone to suicidal threats, gestures, or attempts. They
are unsure of their self-image as well as their own views of

TABLE 6.3 Diagnostic Criteria for Borderline Personality Disorder

A pervasive pattern of instability of interpersonal relationships, self-image,
and affects, and marked impulsivity beginning by early adulthood and
present in a variety of contexts, as indicated by five (or more) of the
following:

1. Frantic efforts to avoid real or imagined abandonment. Note: Do not
include suicidal or self-mutilating behavior covered in Criterion 5.

2. A pattern of unstable and intense interpersonal relationships
characterized by alternating between extremes of idealization and
devaluation.

3. Identity disturbance: markedly and persistently unstable self-image or
sense of self.

4. Impulsivity in at least two areas that are potentially self-damaging
(e.g., spending, sex, substance abuse, reckless driving, binge eating).
Note: Do not include suicidal or self-mutilating behavior covered in
Criterion 5.

5. Recurrent suicidal behavior, gestures, threats, or self-mutilating
behavior.

6. Affective instability due to a marked reactivity of mood (e.g., intense
episodic dysphoria, irritability, or anxiety usually lasting a few hours
and only rarely more than a few days).

7. Chronic feelings of emptiness.

8. Inappropriate, intense anger or difficulty controlling anger (e.g.,
frequent displays of temper, constant anger, recurrent physical
fights).

9. Transient, stress-related paranoid ideation or severe dissociative
symptoms.

Note. Adapted from American Psychiatric Association (2000, p. 710).

other people. They harbor intense abandonment fears and
feelings of emptiness. Stressful situations may invoke tran-
sient paranoid ideation or dissociation. Associated features
include a propensity for engaging in self-defeating behavior
(e.g., making a bad decision that destroys a good relation-
ship), high rates of mood or substance use disorders, and pre-
mature death from suicide. Approximately 3—10% will have
committed suicide by the age of 30 (Gunderson, 2001).

Epidemiology

It is estimated that approximately 2% of the general pop-
ulation meets diagnostic criteria for BPD. BPD is the most
frequently diagnosed personality disorder in both inpatient
and outpatient settings (Adams, Bernat, & Luscher, 2001;
Gunderson, 2001). It is believed that more women than men
meet the criteria for BPD, but this belief is based primarily on
clinical studies. It is important to distinguish BPD symptoms,
which are chronic and pervasive, from borderline behaviors
that may be exhibited for short periods of time in adoles-
cence. Studies that have followed over time children and ado-
lescents who initially received a BPD diagnosis find that only
a small percentage still have a BPD diagnosis years later.
This finding raises the possibility that BPD may be overdiag-
nosed in children and adolescents.



Etiology

There are studies to suggest a genetic disposition specific to
BPD, but research has also suggested an association with
mood and impulse disorders (McGuffin & Thapar, 1992;
Nigg & Goldsmith, 1994). There is also empirical support for
a childhood history of physical abuse, sexual abuse, or both,
as well as parental conflict, loss, and neglect (Gunderson,
2001; Johnson et al., 1999; Silk, Lee, Hill, & Lohr, 1995;
Zanarini, 2000). It appears that past traumatic events are im-
portant in many if not most cases of BPD, contributing to the
development of malevolent perceptions of others (Ornduff,
2000) and a comorbidity with posttraumatic stress, mood,
and dissociative disorders. BPD may involve the interaction
of a genetic disposition for lack of mood and impulse control
with an evolving series of intense and unstable relationships
(Bartholomew, Kwong, & Hart, 2001; Paris, 2001). Linehan
(1993) hypothesizes that persons with a borderline personal-
ity disorder failed to learn important and useful skills for reg-
ulating emotional arousal and tolerating emotional distress;
they learned instead that drug abuse, promiscuity, and self-
injurious behavior produce temporary relief from stress.

There are numerous theories regarding the pathogenic
mechanisms of BPD; most concern expectations of abandon-
ment, separation, exploitative abuse, or any combination of
these (Gunderson, 2001). Persons with BPD have usually had
quite intense, disturbed, or abusive relationships with the sig-
nificant persons of their lives, including their parents. They
continue to expect and may even recreate unstable and in-
tense relationships throughout their adult lives. Persons with
BPD may require numerous hospitalizations due to their lack
of affect and impulse control, psychotic-like and dissociative
symptomatology, and risk of suicide (Stone, 2001). Minor
problems quickly become crises as the intensity of affect and
impulsivity contribute to disastrous life decisions. They are
at a high risk for developing depressive, substance-related,
bulimic, and posttraumatic stress disorders (Adams et al.,
2001). The potential for suicide is increased with a comorbid
mood and substance-related disorder.

Histrionic Personality Disorder
Description

Histrionic personality disorder (HPD) is characterized by
pervasive and excessive emotionality and attention seeking
(Widiger & Bornstein, 2001). The DSM-1V criteria for HPD
include actions and behaviors that serve to place one in the
center of attention, behavior that is provocative or inappro-
priately intimate, fleeting and superficial emotional expres-
sion, and suggestibility (APA, 2000). Persons with HPD tend
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to experience difficulty both in romantic relationships and in
friendships. They have trouble balancing their strong needs
for attention and intimacy with the reality of the situation. It
is often difficult for those with HPD to delay gratification,
and they are prone to act impulsively. Persons with this dis-
order are said to have a pathologic need to be loved, desired,
and involved with others on an intimate basis, and they use a
variety of means to get this involvement (Horowitz, 1991).
They use their physical appearance to draw attention to them-
selves, they are melodramatically emotional, and they are
inappropriately seductive. They may even perceive a rela-
tionship as being more intimate than is really the case, in part
because of their need for romantic fantasy.

Epidemiology

As indicated in Table 6.2, about 2-3% of the general popula-
tion is believed to meet criteria for an HPD diagnosis. HPD is
more prevalent among women, but it is important to keep cul-
tural, gender, and age norms in mind when judging whether a
given behavioral feature is indicative of HPD. The diagnostic
criteria for HPD resemble closely stereotypic femininity, and
clinicians at times overdiagnose HPD in women (Widiger,
1998). Cultural groups also differ in their degrees of emo-
tional expression. It is only when the degree of emotional ex-
pression is excessive (within a cultural group) and causes
distress or impairment that it should be considered sympto-
matic of HPD. HPD is likely to be diagnosed in some cultural
groups more than in others. For example, the disorder might
be seen less frequently in Asian cultures, in which overt
sexual seductiveness is less frequent (Johnson, 1993) and
more frequently within Hispanic and Latin American cul-
tures, in which more overt and uninhibited sexuality is evident
(Padilla, 1995). It can be difficult to determine when or how
adjustments to the diagnostic criteria should be made within
these different cultural contexts because the DSM-IV criteria
may also reflect biases or assumptions regarding seductive-
ness that are not shared within other societies (Alarcon, 1996;
Rogler, 1996).

Etiology

There has been little research on the etiology of HPD. There
is some limited support for the heritability of histrionic per-
sonality traits, but there has not yet been a familial aggrega-
tion, twin, or adoption study of this disorder (Jang & Vernon,
2001; McGuffin & Thapar, 1992; Nigg & Goldsmith, 1994).
There are data to suggest that HPD is a constellation of mal-
adaptive variants of common personality traits within the
broad domains of neuroticism and extraversion (Trull, 1992;
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Trull et al., 1998). For example, normal extraversion includes
the dispositions to be outgoing, talkative, and affectionate; to
be convivial, to have many friends, and to seek social con-
tact; to be energetic, fast-paced, and vigorous; to be flashy,
seek stimulation, and take risks; and to be high-spirited
(Costa & McCrae, 1992). Traits of extraversion are for the
most part desirable and adaptive, but persons who are at the
most extreme variants of these traits are likely to be histrionic
and experience a number of maladaptive consequences
(Trull, 1992). To the extent that HPD does indeed include
maladaptively extreme variants of the personality traits of
extraversion, there would be support for its heritability (Jang
et al., 1998; Nigg & Goldsmith, 1994).

A variety of parent-child relationships may contribute to
the development of HPD (Bornstein, 1999). Histrionic needs
may develop in part through an overly eroticized parent-child
relationship. For example, a father might repeatedly indicate
through a variety of verbal and nonverbal communications
that his love and attention for a daughter are largely contin-
gent upon her being attractive, desirable, and provocative to
him. Her sense of self-worth and meaning might be depen-
dent in large part on how he relates to her, and she might then
value herself primarily in terms of how she is valued by men
(Millon et al., 1996; Stone, 1993). Empirical support for this
developmental model of HPD, however, is lacking.

Neurochemical models of the disorder have emphasized a
hyperresponsiveness of the noradrenergic system. This dys-
regulation in catecholamine functioning may contribute to a
pronounced emotional reactivity to signs of rejection (Klein,
1999). There may be a naturally occurring neurochemical
mechanism for the regulation of mood in response to signs of
social applause and rejection. This regulatory mechanism
would be helpful sociobiologically in making a person ap-
propriately responsive to cues of social interest, but excessive
responsivity of the noradrenergic system might also result in
oversensitivity to attention and rejection.

Narecissistic Personality Disorder
Description

Narcissistic personality disorder (NPD) is characterized
by grandiosity, a need for admiration, and a lack of empathy
for others (APA, 2000; Widiger & Bornstein, 2001). Per-
sons with NPD tend to have an exaggerated sense of self-
importance and to believe that they are so unique that they
can only be understood by similarly special people. These
self-views lead to interpersonal behaviors that prove to be
problematic—arrogance, exploitativeness, and a sense of

entitlement. Despite the veneer of high self-confidence and
self-esteem, those with NPD are quite vulnerable to real or
perceived threats to their status. Therefore, it is not uncom-
mon to see rage or counterattacks. As might be expected, NPD
individuals tend to have serial friendships, which end when
others discontinue their willingness to express admiration or
envy. NPD individuals’ intolerance of criticism or perceived
defeat may keep them from high levels of achievement.

Epidemiology

According to estimates (see Table 6.2), NPD seems relatively
rare in the general population (i.e., less than 1%). NPD is also
among the least frequently diagnosed personality disorders
within clinical settings (Widiger & Bornstein, 2001). This
personality disorder does appear to be more prevalent among
men, but systematic epidemiological studies have not been
conducted. It is important not to mistake an idealism that is
characteristic of adolescents and young adults (e.g., stating a
strong belief that one will become a surgeon) with the traits
and behaviors of NPD. It is only when such beliefs are ex-
cessive (i.e., extremely unrealistic) and cause significant dis-
tress or impairment that we see them as indicative of NPD.
Cross-cultural studies of narcissism and narcissistic person-
ality disorder would be of interest. NPD is the only DSM-1V
personality disorder that is not given official recognition within
the WHO’s (1992) international nomenclature. Some theorists
have in fact suggested that NPD is distinctly cultural, arguing
that pathological narcissism is the manifestation of a modern,
Western society that has become overly self-centered and ma-
terialistic, coupled with a decreasing importance of familial
(interpersonal) bonds (Cooper & Ronningstam, 1992).

Etiology

There has not yet been a familial aggregation, twin, or adoption
study of NPD (McGuffin & Thapar, 1992). The predominant
models for the etiology of narcissism have been largely social
learning or psychodynamic. One model proposes that narcis-
sism develops through an excessive idealization by parental
figures, which is then incorporated by the child into his or her
self-image (Millon et al., 1996). Narcissism may also develop
through unempathic, neglectful, inconsistent, or even devalu-
ing parental figures who have failed to adequately mirror a
child’s natural need for idealization (Cooper & Ronningstam,
1992). The child may find that the attention, interest, and per-
ceived love of a parent are contingent largely on achievements
or successes. They may fail to perceive the parents as valuing or
loving them for their own sake but may instead recognize that



the love and attention are largely conditional on successful ac-
complishments (Widiger & Bornstein, 2001). They might then
develop the belief that their own feelings of self-worth are de-
pendent upon a continued recognition of their achievements
and successes by others. Conflicts and deficits with respect to
self-esteem do appear to be central to the pathology of the
disorder (Stone, 1993). Narcissistic persons continually seek
and obtain signs and symbols of recognition to compensate
for conscious or perhaps even unconscious feelings of in-
adequacy. Empirical support for the validity of hypotheses
concerning narcissistic pathology are being provided by
social-psychological (as well as clinical) research. Rhodewalt,
Madrian, and Cheney (1998), for example, indicated how
narcissism is more highly correlated with instability in self-
esteem than with simply a consistently high self-confidence.
Narcissism is perhaps a maladaptive process of regulating or
protecting a fragile self-esteem in part through gaining the ap-
proval and admiration of others (Raskin, Novacek, & Hogan,
1991). Baumeister and his colleagues have been exploring
the contribution of narcissistic conflicts to the occurrence of
aggressive, violent behavior (Baumeister, Smart, & Boden,
1996; Bushman & Baumeister, 1998). They demonstrated em-
pirically, for example, that neither low nor high self-esteem
was predictive of reacting aggressively to threat. It was in-
stead a combination of vulnerable self-esteem and injurious
insult.

Avoidant Personality Disorder
Description

Avoidant personality disorder (AVPD) is characterized by a
pervasive pattern of timidity, inhibition, feelings of inade-
quacy, and social hypersensitivity (APA, 2000; Bernstein &
Travaglini, 1999). Those with AVPD for the most part avoid
situations (occupational or otherwise) that require significant
interpersonal contact. Therefore, they are seen as shy or lon-
ers. This interpersonal stance seems driven by the belief that
they are inept, unappealing, or inferior. AVPD individuals are
afraid of being embarrassed or rejected by others. They only
become involved with others in situations in which they feel
certain they will be accepted or liked. AVPD individuals
want close relationships, but their fears keep them from initi-
ating and maintaining contacts. Associated features of AVPD
include hypervigilance (especially in social situations), low
self-esteem, and a proneness both to anxiety disorders and to
mood disorders.

Occupational success may not be significantly impaired
as long as there is little demand for public performance.
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Through a job or career, persons with AVPD may in fact find
considerable gratification and esteem that they are unable
to find within their relationships. The job can serve as a
distraction from intense feelings of loneliness. Their avoid-
ance of social situations impairs their ability to develop ade-
quate social skills, and their impaired social skills then
further handicap their efforts to develop relationships. How-
ever, they may eventually develop an intimate relationship to
which they often cling dependently. Persons with AVPD are
prone to mood and anxiety disorders—particularly depres-
sion and social phobia.

Epidemiology

Timidity, shyness, social insecurity, and other features of
AVPD are not uncommon problems, and AVPD is one of the
more prevalent personality disorders within clinical settings
(Mattia & Zimmerman, 2001). However, AVPD may be diag-
nosed in only 1% of the general population (see Table 6.2). It
appears to occur equally among males and females, with
some studies reporting more males and others reporting more
females.

Etiology

AVPD appears to be an extreme variant of the general per-
sonality traits of introversion and neuroticism (Trull, 1992;
Trull et al., 1998), both of which have substantial heritability
(Jang & Vernon, 2001; Plomin & Caspi, 1999). Most children
and adolescents have many experiences of interpersonal em-
barrassment, rejection, or humiliation, but these experiences
are particularly devastating to the person who is already lack-
ing in self-confidence and is temperamentally anxious and
introverted (Rothbart & Ahadi, 1994). Persons with AVPD
will have been shy, timid, and anxious as children. Many will
have been diagnosed with a social phobia. Adolescence will
have been a particularly difficult developmental period, due
to the importance at this time of attractiveness, dating, and
popularity.

AVPD may involve elevated peripheral sympathetic activ-
ity and adrenocortical responsiveness, resulting in excessive
autonomic arousal, fearfulness, and inhibition. Just as ASPD
may involve deficits in the functioning of a behavioral inhibi-
tion system, AVPD may involve excessive functioning of this
same system. The pathology of AVPD, however, may also be
more psychological than neurochemical; the timidity, shyness,
and insecurity may be a natural result of a cumulative history
of denigrating, embarrassing, and devaluing experiences. Un-
derlying AVPD may be excessive self-consciousness, feelings
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of inadequacy or inferiority, and irrational cognitive schemas
that perpetuate introverted, avoidant behavior (Beck et al.,
1990).

Dependent Personality Disorder
Description

Dependent personality disorder (DPD) is characterized by a
pervasive, excessive need to be cared for, leading to submis-
siveness, clinging behavior, and fears of separation (APA,
2000; Widiger & Bornstein, 2001). DPD individuals tend to
give their lives over to others—they ask for advice and guid-
ance about even the smallest of decisions, exude helpless-
ness, and readily abdicate responsibility for most areas of
their lives. They are so fearful that others may reject or leave
them that they do not express disagreements and may even
volunteer to do unpleasant, demeaning tasks in order to gain
nurturance and approval. As might be expected, DPD indi-
viduals are prone to low self-esteem, self-doubt, and self-
derogation, leading to mood and anxiety disorders. Their
neediness and desperation often prevents them from care-
fully selecting a person who will in fact be protective and
supportive. They often choose their partners indiscriminately
and become quickly attached to persons who are unreliable,
unempathic, and even exploitative or abusive. They might
feel that either they deserve an inadequate partner or may
even select an inadequate partner to try to work through or re-
solve their long-standing interpersonal conflicts and feelings
of inadequacy (Stone, 1993).

Epidemiology

DPD appears to be among the more prevalent of the person-
ality disorders in clinical settings. However, the rate of DPD
in the general population does not appear to be very high (see
Table 6.2). Most studies that have been conducted report
higher prevalence rates of DPD in women than in men
(Corbitt & Widiger, 1995). The prevalence and diagnosis of
dependent personality disorder may also vary across cultures
(Foulks, 1996) because there are profound differences in the
extent to which societies encourage and value dependency-
related behaviors. Many Western societies do appear to place
more emphasis and value upon expressions of autonomy and
self-reliance and might then be prone to overdiagnose the
disorder (Bornstein, 1992). In some cultures, such as the
Japanese or Indian cultures, interpersonal connectedness and
interdependency are more highly valued, and what is consid-
ered dependency within the American culture might not be
considered pathological within another culture.

Etiology

O’Neill and Kendler (1998) reported the results of a longitu-
dinal study of 2,230 twins who had been administered a mea-
sure of interpersonal dependency. The results suggested a
modest genetic influence and a large specific environmental
contribution. DPD may represent an interaction of an anx-
ious, fearful temperament with an insecure attachment to
an inconsistent or unreliable parental figure (McGuffin &
Thapar, 1992). Dependent persons may turn to a parental fig-
ure to provide a reassurance and sense of security that they
are unable to generate for themselves. This empirically sup-
ported etiological model (Rothbart & Ahadi, 1994) is consis-
tent with current object relations theory in which dependent
personality traits are considered to be an internalization of the
mental representation of the self as weak and ineffectual,
contributing to a disposition to look to others to provide pro-
tection and support, to become preoccupied with fears of
abandonment, and to develop feelings of helplessness and in-
security (Blatt, Cornell, & Eshkol, 1993; Bornstein, 1992). In
an intriguing cross-generational laboratory study, Thompson
and Zuroff (1998) demonstrated how dependent mothers
tended to reward mediocre over excellent performances by
their daughters.

A number of studies have documented a relationship be-
tween the dependent person’s weak and ineffectual self-image,
excessive need to please others, and a variety of interpersonal
problems (Bornstein, 1999). For example, Santor and Zuroff
(1997) demonstrated how dependent persons were excessively
concerned with maintaining interpersonal relatedness, adopt-
ing the responses of friends, and minimizing disagreement.
Studies have also indicated that dependent personality traits
provide a vulnerability to the development of clinically sig-
nificant episodes of depression—particularly in response to
interpersonal rejection or loss (Blatt & Zuroff, 1992). Method-
ological concerns have been raised with respect to this research
(Coyne & Whiffen, 1995; Widiger, Verheul, & van den Brink,
1999), but there does appear to be a sufficient number of repli-
cated, well-designed prospective studies to support the hy-
pothesis that dependency does provide a vulnerability to
episodes of depression (C. J. Robins, Hayes, Block, Kramer, &
Villena, 1995). For example, Hammen et al. (1995) obtained
6-month and 12-month follow-up assessments of 129 high
school senior women. They conducted multiple regression
analyses to predict depression on the basis of dependency cog-
nitions, prior interpersonal stress, and the interaction between
them, controlling for initial levels of depression. All of the
young women experienced stressful life events during this pe-
riod of their lives, including moving away from home, separa-
tion from an important relationship, and loss of a romantic



partner, but most of them did not become depressed. “It was the
women with cognitions about relationships representing con-
cerns about rejection or untrustworthiness of others who were
especially challenged by normative changes” (Hammen et al.,
1995, p. 441).

Obsessive-Compulsive Personality Disorder
Description

Obsessive-compulsive personality disorder (OCPD) is char-
acterized by a preoccupation with orderliness, perfectionism,
and control (APA, 2000; McCann, 1999). OCPD individuals
tend to be rigid, stubborn, and perfectionistic to the point of
impairment (e.g., tasks never get completed). Their preoccu-
pation with rules, details, and morality cause them trouble
both at work and outside of work. They are seen as inflexible
and miserly and may be described by others as control freaks
and workaholics. Other features of this personality disorder
include hoarding, indecisiveness, reluctance to delegate tasks,
being devoid of affection, ruminative, and prone to outbursts
of anger. OCPD individuals often have comorbid anxiety
disorders or mood disorders.

Many persons with OCPD obtain good to excellent suc-
cess within a job or career. They can be excellent workers to
the point of excess, sacrificing their social and leisure activi-
ties, marriage, and family for their job. Relationships with a
spouse and children are likely to be strained due to their ten-
dency to be detached and uninvolved but also authoritarian
and domineering. A spouse may complain of a lack of affec-
tion, tenderness, and warmth. Relationships with colleagues
at work may be equally strained by the excessive perfection-
ism, domination, indecision, worrying, and anger. Jobs that
require flexibility, openness, creativity, or diplomacy may be
particularly difficult (McCann, 1999). Persons with OCPD
may be prone to various anxiety and physical disorders that
are secondary to their worrying, indecision, and stress. Those
with concomitant traits of angry hostility may be prone to
cardiovascular disorders. Mood disorders may not develop
until the person recognizes the sacrifices that have been made
by their devotion to work and productivity, which may at
times not occur until middle age. However, most experience
early employment or career difficulties and even failures that
may result in depression.

Epidemiology

OCPD is characteristic of about 2% of the general popula-
tion (see Table 6.2). It is believed that rates of OCPD in men
are about twice those found in women. Clinicians must be

Future Directions in Personality Disorder Research 163

careful not to overdiagnose OCPD. A number of individuals
are conscientious, devoted to their work, very organized, and
have perfectionistic tendencies. However, it is only when
these features are associated with significant distress or im-
pairment that they can be considered indicators of OCPD.

Etiology

A variety of studies have indicated heritability for the trait of
obsessiveness (Nigg & Goldsmith, 1994). OCPD may also
relate to the general personality trait of constraint or consci-
entiousness (Trull, 1992; Trull et al., 1998) and the childhood
temperament of attentional self-regulation, both of which
have demonstrated substantial heritability (Plomin & Caspi,
1990). As children, some persons with OCPD may have ap-
peared to be relatively well-behaved, responsible, and con-
scientious. However, they may have also been overly serious,
rigid, and constrained (Rothbart & Ahadi, 1994).

Early psychoanalytic theories regarding OCPD concerned
issues of unconscious guilt or shame. A variety of underlying
conflicts have subsequently been proposed, including a need
to maintain an illusion of infallibility to defend against feel-
ings of insecurity, an identification with authoritarian parents,
or an excessive, rigid control of feelings and impulses
(McCann, 1999; Oldham & Frosch, 1991). Any or all of the
aforementioned conflicts may in fact be important for a partic-
ular person with OCPD. OCPD involves an extreme variant of
traits that are highly valued within most cultures (i.e., consci-
entiousness). Some persons may exaggerate cultural expecta-
tions as a result of excessive demands or pressures by parental
figures. However, there have been few systematic studies on
the developmental history or etiology of OCPD.

FUTURE DIRECTIONS IN PERSONALITY
DISORDER RESEARCH

Personality disorders were placed on a separate axis in DSM-111
in recognition of their unique importance to clinical prac-
tice (Frances, 1980; Spitzer, Williams, & Skodol, 1980). The
placement on a separate axis may have also in turn con-
tributed to an increased interest in the study of personality
disorders by clinicians and researchers. Prior to DSM-III,
only ASPD received much systematic empirical research.
Since DSM-III was published, BPD (Gunderson, 2001) and
STPD (Siever, 1992) have received a considerable amount of
attention by researchers. Researchers have also been turning
their attention to the dependent and narcissistic personality
disorders (Bornstein, 1992, 1999; Bushman & Baumeister,
1998). Regrettably, very little attention has been given to the
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others, outside of their inclusion within broad, nonspecific
studies in which all of the personality disorders are consid-
ered without much attention to hypotheses that are specific to
individual personality disorders (e.g., Johnson et al., 1999;
Modestin et al., 1998; Norden et al., 1995).

In this last section, we would like to highlight what we
view to be important future directions in personality disorder
research. We emphasize in particular research concerning the
childhood, developmental precursors to adult personality dis-
order and their biological mechanisms. We also suggest that
a better understanding of the DSM-IV personality disorders
will be achieved when their conceptualization is integrated
within more general models of personality functioning. A
considerable amount of research has been devoted to the
study of general personality functioning (see volume 5 within
this Handbook), and the science of personality disorders may
progress to the extent that it incorporates this knowledge.

Childhood Development of Maladaptive
Personality Traits

One of the more remarkable gaps in knowledge is the child-
hood antecedents for personality disorders (Widiger & Clark,
2000). Included in DSM-III (APA, 1980) were four childhood
antecedents of the personality disorders: identity disorder as
an antecedent of BPD, avoidant disorder as an antecedent of
AVPD, oppositional defiant disorder for passive-aggressive
personality disorder, and conduct disorder for ASPD. Only
the childhood antecedents for ASPD are still included within
the diagnostic manual. Empirical support for the childhood
antecedents of ASPD are so compelling that evidence of their
presence is required for its diagnosis (APA, 2000), yet there
are almost no data on the childhood antecedents for most of
the other personality disorders.

Prospective longitudinal studies from childhood into
adulthood are needed to document empirically how mala-
daptive personality traits develop, sustain, alter, or remit in
their presentation across the life span (Caspi, 1998; Sher &
Trull, 1996; Widiger & Sankis, 2000). For example, Trull,
Useda, Conforti, and Doan (1997) and Lenzenweger, Loranger,
Korfine, and Neff (1997) are conducting prospective longitudi-
nal studies of DSM-1V personality disorder symptomatology in
young adults who have not yet developed a clinically signifi-
cant psychopathology but are presumably at risk for doing so.
Trull et al. identified from a sample of 1,700 college students
persons who presented with a sufficient number of borderline
personality traits to consider them to represent premorbid
cases. “These initial studies . . . mark an important step in iden-
tifying young adults with significant levels of borderline fea-
tures who may go on to experience significant dysfunction in

later years” (Trull et al., 1997, p. 308). Lenzenweger et al. like-
wise identified 708 college students from a sample 1,646 who
provided sufficiently elevated scores on a measure of personal-
ity disorder symptomatology to consider them to be at risk for
future mental disorders. “Clearly, the prospective study of
these particular subjects, currently under way through the
Longitudinal Study of Personality Disorders, will shed light on
their long-term social and occupational functioning and their
mental health” (Lenzenweger et al., 1997, p. 350).

Ideally, the personality dispositions studied in adulthood
would have conceptually meaningful and empirically valid
relationships to the behavior patterns and temperaments that
are of interest in current developmental research. We referred
to some of this research in our discussion of individual per-
sonality disorders (e.g., ASPD, AVPD, and DPD). For exam-
ple, there has been substantial research on the contributions
of sexual and psychological abuse to the etiology of BPD
(Zanarini, 2000). Linehan (1993) has hypothesized that BPD
is the result of a heritable temperament of emotional instabil-
ity interacting with a severely invalidating (e.g., abusive)
environment. However, the broad BPD diagnostic category
may not capture well the specific traits that are especially vul-
nerable or responsive to abusive experiences. Progress in the
understanding of the development of BPD might be obtained
by an integration of BPD research with existing developmen-
tal studies on the interaction between parenting, tempera-
ment, and attachment (Bartholomew et al., 2001).

Research has indicated that much of the phenomenology of
BPD can be understood as extreme variants of a general do-
main of personality functioning described as neuroticism or
negative affectivity (Trull, 1992; Trull et al., 1998). Neuroti-
cism is a domain of personality functioning along which all
persons vary, including persons diagnosed with a personality
disorder (Widiger & Costa, 1994), and much of the BPD
symptomatology can be understood as facets of neuroticism—
specifically, angry hostility, vulnerability, impulsivity, anx-
iousness, depression, and impulsivity (Clarkin, Hull, Cantor,
& Sanderson, 1993). Persons who are the very highest levels
of angry hostility, vulnerability, impulsivity, anxiousness, and
depression would be diagnosed with BPD. Although they
are generally critical of this conceptualization of BPD, Morey
and Zanarini (2000) did report obtaining better temporal
stability over a 4-year period for neuroticism in comparison to
the symptomatology of BPD. They suggested that BPD is
perhaps “a disorder that waxes and wanes in severity over
time, whereas neuroticism reflects a putatively stable trait
configuration” (Morey & Zanarini, 2000, p. 737). “From this
perspective, [neuroticism] could indicate a temperamental
vulnerability to a disorder that is then triggered by develop-
mental events (such as childhood neglect or abuse), resulting



in functional levels that may be quite variable in response to
situational elements even while the underlying traits remain
relatively stable” (Morey & Zanarini, 2000, p. 737).

Biological Mechanisms of Maladaptive
Personality Traits

We have left the decade of the brain to perhaps enter a decade
of the brain disease (Hyman, 1998). The emphasis being
given to neurophysiological models of psychopathology can
be to the detriment of adequate attention to cognitive, inter-
personal, and other psychosocial models of etiology and
pathology (Gunderson, 2001; Miller, 1996; Widiger &
Sankis, 2000). Nevertheless, there is also much that is neuro-
physiological in psychopathology and the progress that has
been made in understanding biogenetic and neurophysiologi-
cal etiologies and pathologies has been remarkable (Kandel,
1998). Regrettably, there has been comparably little progress
in understanding the neurophysiology of most of the person-
ality disorders.

Biogenetic and heritability research has been confined
largely to ASPD, BPD, and STPD, with very little research
specific to the narcissistic, obsessive-compulsive and other
personality disorders (McGuffin & Thapar, 1992; Nigg &
Goldsmith, 1992). On the other hand, there has been a con-
siderable amount of biogenetic and heritability research on
general personality functioning (Plomin & Caspi, 1999).
Progress in understanding the biogenetics of the DSM-1V
personality disorders might be obtained through a consid-
eration of the biogenetic research of general personality
functioning—as we suggested previously in our discussion of
some of the individual personality disorders (e.g., AVPD,
DPD, and HPD).

An important area of future research is the clarification of
the physiological substrates of maladaptive personality traits
(Cloninger, 1998; Depue & Lenzenweger, 2001). For exam-
ple, clinical studies have suggested that low serotonergic
(5-hydroxytryptamine or SHT) activity might be related to
angry, hostile, and aggressive behavior. This research has in-
cluded personality disordered populations (e.g., antisocial and
borderline) but “one of the most remarkable aspects of this lit-
erature is the general consistency of these findings across dif-
ferent study samples and using various assessments of SHT
function” (Coccaro, 1998, p. 2). In other words, the SHT find-
ings have not been specific to any particular mental disorder;
rather, they are associated instead with more fundamental di-
mensions of impulsivity and aggression that cut across diag-
nostic categories.

The anatomy and physiology of humans is quite similar to
that of nonhuman animals, and research on the neurobiology

Future Directions in Personality Disorder Research 165

of animal behavior can contribute to an understanding of the
neurophysiology of human personality functioning. For ex-
ample, the personality domain of extraversion (positive emo-
tionality) is quite analogous to the search, foraging, and
approach system studied in various animal species, at times
more globally referred to as a behavioral facilitation system
(BES). Depue (1996) and his colleagues are exploring the neu-
robiology of the personality domains of positive affectivity
(extraversion), negative affectivity (neuroticism), and con-
straint (conscientiousness) through pharmacological chal-
lenge studies.

“One of the more exciting directions for genetic research
on personality involves the use of molecular genetic tech-
niques to identify some of the specific genes responsible for
genetic influence on personality” (Plomin & Caspi, 1999,
p- 261). This research may ultimately lead to an understanding
of the causal pathways from cells to social systems that will
elucidate how genes affect the development of personality
disorders (Hyman, 1998). Support for hypotheses concerning
domains of personality functioning that are hypothesized
to underlie the DSM-1V personality disorders have been ob-
tained (e.g., Osher, Hamer, & Benjamin, 2000). For example,
individuals with the long-repeat DRD4 allele are thought
to be dopamine deficient and to seek novelty to increase
dopamine release (Cloninger, 1998). However, failures to
replicate these findings have also occurred (e.g., Hamer,
Greenberg, Sabol, & Murphy, 1999; Herbst, Zonderman,
McCrae, & Costa, 2000). One possible reason for replication
failures is that the effect sizes for broad personality disposi-
tions provided by single genes is quite small, but other
methodological concerns need to be addressed as well
(Ordway, 2000; Hamer et al., 1999; Plomin & Caspi, 1999).

Integration With General Models of
Personality Functioning

It is apparent from our discussion of developmental and bio-
genetic research that we feel that progress in the understand-
ing of the DSM-IV personality disorders will be obtained by
an integration of the APA (2000) personality disorders with
our current understanding of general personality functioning
(Trull, 2000; Widiger & Costa, 1994). Much of what we
know about normal personality functioning should provide a
strong empirical, scientific basis for what could be known
about abnormal personality functioning.

A variety of studies and methodologies have raised
compelling concerns regarding the validity of the DSM-IV
categorical model of personality disorder, and the existing
research suggests that the maladaptive personality traits that
constitute the DSM-IV personality disorders might be better
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understood as maladaptive variants of common personality
traits (Clark et al., 1997; Livesley, 1998; Trull, 2000; Widiger,
1993). Alternative dimensional models for the personality dis-
orders have been proposed, including the 15-factor model of
Clark (1993), the interpersonal circumplex (Wiggins &
Pincus, 1989), the seven-factor model of Cloninger (1998),
the 18-factor model of Livesley (1998), and the five-factor
model (Widiger & Costa, 1994).

The five-factor model (FFM) of personality was derived
originally from studies of the English language to identify the
domains of personality functioning most important in des-
cribing the personality traits of oneself and other persons.
This lexical research has emphasized five broad domains of
personality, identified as extraversion (surgency or positive
affectivity), agreeableness, conscientiousness (or constraint),
neuroticism (negative affectivity), and openness (intellect or
unconventionality; John & Srivastava, 1999). Each of these
five domains can be further differentiated into underlying
facets or components. Costa and McCrae (1992) have pro-
posed six facets within each domain. For example, they
suggest that the domain of agreeableness (vs. antagonism)
can be usefully differentiated into more specific facets of
trust (vs. mistrust, skepticism), straightforwardness (vs. de-
ception, manipulation), altruism (vs. egocentrism, exploita-
tion), compliance (vs. oppositionalism, aggression), modesty
(vs. arrogance), and tendermindedness (vs. toughmindedness,
callousness). Table 6.4 provides an abbreviated description of
the 30 facets of the FFM.

Empirical support for the construct validity of the FFM is
extensive both at the domain and at the facet levels, including
convergent and discriminant validation across self, peer, and
spouse ratings, temporal stability, cross-cultural replication,
and heritability (John & Srivastava, 1999; McCrae & Costa,
1999). The FFM has been used successfully as a model for
integrating a broad and diverse array of personality research
in such fields as industrial and organizational psychology and
behavioral medicine. There does appear to be sufficient em-
pirical support for the FFM to consider it for use as a possible
dimensional model of personality disorder (Widiger & Costa,
1994).

Widiger, Trull, Clarkin, Sanderson, and Costa (1994) indi-
cated how each of the DSM-III-R personality disorders could
be understood in terms of the 30 facets of the FFM identified by
Costaand McCrae (1992). These descriptions were updated for
DSM-1V by Trull and Widiger (1997), and they informed some
of our earlier discussions of individual personality disorders.
For example, the normal domain of conscientiousness con-
cerns a person’s degree of organization, persistence, order, and
achievement orientation (Costa & McCrae, 1992). Conscien-
tious persons tend to be organized, reliable, hard-working, self-

TABLE 6.4 Brief Summary of Five-Factor Model of Personality

1. Neuroticism vs. Emotional Stability:

Anxiousness: fearful, apprehensive vs. relaxed, unconcerned, cool.

Angry hostility: bitter, angry vs. even-tempered.

Depressiveness: pessimistic, glum, despondent vs. optimistic.

Self-consciousness: timid, embarrassed vs. self-assured, glib,
shameless.

Impulsivity: tempted, urgency vs. controlled, restrained.

Vulnerability: fragile, helpless vs. stalwart, brave, fearless,
unflappable.

2. Extraversion vs. Introversion:
Warmth: affectionate, attached vs. cold, aloof, indifferent.
Gregariousness: sociable, outgoing, involved vs. withdrawn, isolated.
Assertiveness: forceful, dominant vs. unassuming, quiet, resigned.
Activity: active, energetic, vigorous vs. passive, lethargic.
Excitement Seeking: daring, reckless vs. cautious, monotonous, dull.
Positive Emotions: high-spirited vs. placid, anhedonic.

3. Openness vs. Closedness to Experience:

Fantasy: imaginative, dreamer, unrealistic vs. practical, concrete.

Aesthetic: aesthetic vs. unaesthetic.

Feelings: responsive, sensitive vs. unresponsive, constricted,
alexythymic.

Actions: unpredictable, unconventional vs. routine, habitual, stubborn.

Ideas: odd, peculiar, strange, indiscriminate vs. pragmatic, rigid.

Values: broad-minded, permissive vs. traditional, dogmatic,
inflexible.

4. Agreeableness vs. Antagonism:

Trust: trusting, gullible vs. skeptical, cynical, suspicious, paranoid.

Straightforwardness: honest, naive vs. cunning, manipulative,
deceptive.

Altruism: giving, sacrificial vs. selfish, stingy, greedy, exploitative.

Compliance: cooperative, docile vs. oppositional, combative,
aggressive.

Modesty: self-effacing, meek vs. confident, boastful, arrogant.

Tender-Mindedness: empathic, soft-hearted vs. callous, ruthless.

5. Conscientiousness vs. Undependability:

Competence: efficient, perfectionistic vs. lax, negligent.

Order: organized, methodical, ordered vs. haphazard, disorganized,
sloppy.

Dutifulness: reliable, dependable, rigid vs. casual, undependable,
unethical.

Achievement-Striving: ambitious, workaholic vs. aimless, desultory.

Self-Discipline: devoted, dogged, perseverative vs. negligent,
hedonistic.

Deliberation: reflective, thorough, ruminative vs. careless, hasty, rash.

disciplined, businesslike, and punctual. Persons who are overly
conscientious will be excessively devoted to work, perfection-
istic, and preoccupied with organization, rules, and details, re-
sembling quite closely OCPD. AVPD is likewise readily
understood as being simply maladaptively extreme variants of
self-consciousness, anxiousness, and vulnerability facets of
neuroticism, coupled with facets of introversion (Trull, 1992).

Wiggins and Pincus (1989) were the first to provide pub-
lished data concerned with the relationship of the FFM to the
APA (1980, 1987) personality disorder symptomatology.
Since that original effort, more than 50 additional published
studies have indicated a close relationship between the FFM
and personality disorder symptomatology (Widiger & Costa,



2002). These studies, using a variety of measures and popula-
tions, have supported the hypothesis that each of the DSM-IV
personality disorders could be readily understood as maladap-
tive variants of the personality traits included within the FFM
(e.g., Ball, Tennen, Poling, Kranlem, & Rousanville, 1997;
O’Connor & Dyce, 1998; Trull, 1992; Trull, Widiger, & Burr,
2001). The future of FFM personality disorder research will
include a reproduction of the theoretical, nomological net-
work surrounding the DSM-1V personality disorders, indicat-
ing how the etiology, pathology, and treatment of personality
disorders can be best understood when the personality disor-
ders are conceptualized as maladaptive variants of common
personality traits.
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