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Abstract

Wireless Ad-hoc Network is an emerging communication technology over the last

decade. As this kind of network can be easily implemented without requiring fixed

infrastructures, it is considered as one of the most important solutions for building

distributed wireless systems. Obviously, the physical channel in wireless ad-hoc net-

work significantly distinguishes itself from the other existing networks. For example,

fluctuations caused by unstable wireless channel are more severe. From an ordinary

perspective, these characteristics are treated as disadvantages, and have to be elimi-

nated in network design.

Burgeoning technology called physical layer security represents a completely sub-

versive attitude to these issues. Unique physical channel is exploited to provide

additional security guarantee. However, new problems are also introduced into the

system. Transmission rate of links with physical layer security is largely restricted due

to the overhead used for secure mechanism. Network performance (e.g., throughput

and delay) is accordingly affected. Thus, QoS turns out to be a major concern in

networks with physical layer security.

In this research, the focus is on the problem of how to guarantee QoS and physical

layer security simultaneously in wireless ad-hoc networks. Since traditional solutions

for QoS are always implemented in upper layers of the network structure, they can

hardly provide full support to the new secure physical layer. Furthermore, as services

without secure requirement still exist in the network, the coexistence of secure and

regular physical layer has to be taken into consideration. These issues have set new

demands of corresponding MAC layer scheduling protocols. Therefore, we summarize
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the general characteristics of physical layer security technology, based on which SecD-

CF, a MAC layer scheduling framework is presented. An interface is also designed

to enable the integration of different scheduling policies. Furthermore, diversified

requirements from different scenarios are studied, and scheduling policies are then

derived to be applied with SecDCF.

Corresponding numerical analysis and simulations are also carried out to evaluate

our research. As a conclusion, it is illustrated in this dissertation that with elaborately

designed MAC layer scheduling schemes, it is possible to exploit the rich physical layer

characteristics for achieving both security and QoS in wireless ad-hoc networks.
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Résumé

Le réseau sans-fil Ad-hoc est une technologie de communication qui a émergé au cours

de la dernière décennie. Ce type de réseau peut être mis en œuvre facilement sans

infrastructures fixes, et il est considéré comme l’une des solutions les plus utilisées

pour la construction de systèmes distribués. De toute évidence le canal physique

du réseau sans-fil ad-hoc se distingue nettement des autres réseaux existants. Par

exemple, les fluctuations causées par un canal sans-fil instable sont plus sévères. Du

point de vue ordinaire, ces caractéristiques sont considérées comme des inconvénients,

et doivent être éliminées dans la conception du réseau.

La technologie appelée “sécurité de la couche physique” représente une attitude

tout à fait subversive par rapport à ces questions. L’unique canal physique est ex-

ploité pour fournir une garantie de sécurité supplémentaire. Cependant de nouveaux

problèmes sont également introduits dans le système. La vitesse de transmission des

liens avec la sécurité de la couche physique est limitée en raison de la surcharge utilisée

pour le mécanisme sécurisé. Donc les performances du réseau (par exemple le débit

et le délai ) sont affectées. Ainsi, la qualité de service se révèle être une préoccupation

majeure dans les réseaux avec sécurité de la couche physique.

Dans cette recherche, l’accent est mis sur la question de savoir comment garantir

la QoS et la sécurité de la couche physique sans fil simultanément dans les réseaux

ad-hoc. Comme les solutions traditionnelles de QoS sont toujours mises en œuvre

dans les couches supérieures de la structure du réseau, elles ne fonctionnent pas bien

avec la nouvelle couche physique sécurisé. En outre, comme il y a les autres services

qui ne demandent pas plus de sécurité dans le réseau, la coexistence de la couche

physique sécurisée avec la couche physique régulière doit être prise en considération.
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Ces questions ont établi de nouvelles exigences de protocoles dans la couche MAC.

Par conséquent nous résumons les caractéristiques générales de la technologie sécurité

de couche physique, sur la base duquel un cadre de planification de couche MAC est

présenté : SecDCF. Une interface est également conçue pour permettre l’intégration

de politiques d’ordonnancement différentes. En outre les exigences diversifiées de

scénarios différents sont étudiées, et des politiques d’ordonnancement sont ensuite

dérivées pour être appliquées avec SecDCF.

Les analyses numérique et les simulations correspondantes sont également menées

pour évaluer notre recherche. En conclusion il est illustré dans cette thèse que, avec

une ordonnancement special dans la couche MAC, il est possible d’exploiter les car-

actéristiques riches de la couche physique pour atteindre la sécurité et la qualité de

service en même temps dans les réseaux sans-fil ad-hoc.
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Chapter 1

Introduction

Motivation

Wireless Ad-hoc Network Technology was proposed firstly in the 1990s to fulfill the

raising demands of distributed wireless communication systems. As it can be con-

structed rapidly without fixed infrastructures, and also for its wide possibilities in

varied applications, e.g., environmental monitoring and emergency rescue, this tech-

nology became an attractive topic and has remained a significant research domain

since then[1][2].

For the past decade, research community has made great efforts to tap the poten-

tial of this technology. Mechanisms, protocols and hardwares have been proposed for

constructing practicable wireless ad-hoc systems[3][4]. However, as this technology is

required in diversified application scenarios, strong needs exist not only in network

construction, but also in providing high service quality. At the time of this writ-

ing, we can see that the research community and the industrial companies start to

move forward. How to provide high-quality services in these networks becomes an

imperative subject[5].

As for the matters of service providing, emphasis is always placed on two major

issues: security and QoS. Security has been researched as a vital subject since the

initial establishment of network system. In wireless communication, the unstable and

open transmission medium complicates the situation. On the other hand, security is

3



CHAPTER 1. INTRODUCTION 4

not a simple question, but involves all layers of the network structure[6]. Therefore,

literatures concerning messages encryption, authentication mechanism, secure routing

protocol and many other research topics have been published, which highly improved

the secrecy of wireless ad-hoc networks[7][8].

QoS is another important subject in wireless ad-hoc research. Unpredictable fluc-

tuations of physical channel can severely affect the realtime performance, and multi-

hop topology makes the link condition more delicate than that in single-hop networks.

However, researchers have worked on solutions by following different models like D-

iffServ and IntServ. Another example in QoS research in wireless ad-hoc network is

to combine QoS with traditional routing protocols, which can be found in studies like

[9] and [10].

Apparently, achievements are praiseworthy for solving security and QoS problems

in wireless ad-hoc network, but research is becoming trivial since the upper layers of

OSI model have been earnestly studied for more than a decade. Then where can we

find new growth point to the burgeoning demands? Recent researches, e.g., physical

layer security[11] and opportunistic scheduling[12], show us that there exist some

kind of potential in physical layer and MAC layer. Our research is carried out in this

research domain.

Major Contributions

Our research starts from studying physical layer security technology. After examin-

ing this new concept in wireless ad-hoc network, we find that a severe degradation

of throughput performance is unavoidable due to the large overhead for guaranteeing

security. On the other hand, regular physical layer is still in need for those com-

munications without security requirement, which means links with different physical

channels coexist in the network. To adapt to these two alterations, we design a MAC

layer scheduling framework to handle the new multi-physical-channel problem; and

special opportunistic scheduling policies are then studied to tackle the throughput

and QoS issue.
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Simply speaking, this literature concludes our research work with four major con-

tributions as follows:

1. SecDCF: A MAC Layer Scheduling Framework That Can Support

Both Physical Layer Security and Opportunistic Scheduling 1.

We design a MAC layer scheduling framework called SecDCF (Secure Distribut-

ed Controlling Function) in order to support physical layer security and oppor-

tunistic scheduling in wireless ad-hoc network. General characteristics of phys-

ical layer security technology are summarized, and support for potential secure

physical layer is considered. In addition, a special interface for integrating op-

portunistic scheduling policies into this framework is also designed.

2. QSOS: Achieving Overall Throughput Optimization and Fairness in

Wireless Ad-hoc Networks with Physical Layer Security2.

Considering a network with both secure physical layer and regular physical

layer, links with completely different channel condition coexist in the network.

QoS is more difficult to be achieved comparing to common wireless networks.

Thus, mechanism called QSOS (QoS-Secure-oriented Opportunistic Scheduling)

is designed to provide throughput optimization and fairness among different

links. Corresponding policy is simulated and verified in SecDCF to show the

merits of QSOS over traditional scheduling schemes in this new scenario.

3. TEOS: Exploiting Multiuser Diversity to Guarantee QoS under Indi-

vidual Throughput Requirement 3.

In a more general scheduling case, individual requirements of each link are also

an important factor. To this end, a new scheduling mechanism called TEOS

(Threshold Enabled Opportunistic Scheduling) is designed to guarantee the

throughput performance for each link. A supplementary mechanism is also

invented to judge if a set of throughput requirements can be achieved with

1The name SecDCF is derived from a published paper [13], and this part of research have evolved
from the idea depicted in paper [13]

2This part of research partially appears in paper [14] and [15].
3This part of research partially appears in a submitted paper [16].
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opportunistic scheduling. Similarly, TEOS can also be integrated to SecDCF

framework.

4. Sparing Channel for Time-critical Communications: using TEOS to

improve VANET QoS4.

In VANET, we consider two types of traffic: time-critical traffic and non-time-

critical traffic. TEOS is used to reduce the transmission time of non-time-

critical traffic, while throughput requirements are still guaranteed. Thus, delay

of time-critical traffic is reduced. Numerical results and simulations show that

our scheme outperforms the other scheduling schemes in providing better delay

performance for time-critical traffic while rarely affecting the performance of

non-time-critical traffic.

Organization of Thesis

The Introduction chapter states the motivations of our research. Major contribu-

tions are presented to provide a general idea of our research work. Structure of the

dissertation is also given in the chapter.

The second chapter demonstrates wider appreciation. Recent developments of

related research topics are provided to give a comprehensive understanding of the

importance of our research. The fundamental technologies used to support our re-

search, e.g., physical layer security and opportunistic scheduling, are also introduced

for further reading.

In the following chapter, our research contributions are demonstrated. The third

chapter presents the design of SecDCF; QSOS is discussed in the fourth chapter; in

the fifth and sixth chapter, the design and utilization of TEOS is illustrated. Detailed

analysis and simulations are carried on in each chapter to evaluate our research work.

The last chapter concludes the whole dissertation.



Chapter 2

Exploiting Physical Layer to

Guarantee Wireless Ad-hoc

Network Security and QoS:

Challenges and Solutions

2.1 A General Introduction of Wireless Ad-hoc

Network

2.1.1 The Developing Ad-hoc Network Technology

“Ad-hoc” is a Latin expression that describes a system or an organization established

for a special purpose. It was used in the term “wireless ad-hoc network” to show the

specificity of the distributed wireless network at the very beginning of its invention.

However, similar network structures were applied in many other projects, and this

term was then accepted by IEEE (Institute of Electrical and Electronics Engineers) as

the name of a whole category of decentralized wireless systems. Unlike the preexisting

infrastructures that are used in wired networks (routers) and Wi-Fi networks (access

points), all the devices in wireless ad-hoc networks are free to connect or disconnect

7



CHAPTER 2. ACHIEVING SECURITY AND QOS IN AD-HOC NETWORKS 8

to the network system. To support this dynamic topology, nodes in the network

have to maintain a real-time link table for routing convergence at any time. Thus,

connectivity can be always reestablished immediately after the alteration of topology.

In a word, this technology provides possibilities in establishing a robust wireless

network for varied applications.

The idea of wireless ad-hoc network was firstly proposed for the military usage. It

derived from the PRNETs (Packet Radio Networks) project and SURAN (Survivable

Adaptive Network) project[17], which were supported by DARPA(Defense Advanced

Research Projects Agency) of USA. As wireless communication technology quickly

developed in the late 1990s, wireless ad-hoc network was no longer unattainable for

the civil society. Nowadays, applications like environmental sensoring system, wireless

backup system and emergency reaction system are implemented all over the world.

Wireless ad-hoc network technology becomes a convincing example of the transforma-

tion from military technology to civil utilities. An example of cooperate area network

is shown in Fig. 2.1.

Although a variety of ad-hoc applications are used in different areas, we can still

summarize their common characteristics as follows:

• Self-organized

All nodes in wireless ad-hoc network are supposed to be able to connect with

other nodes, and can form a network system by themselves after any alteration

of network topology. This self-organized character can guarantee the system

construction in start-up phase, and can also provide system recovery in any

other occasion.

• Decentralized

There is no centric node in wireless ad-hoc network, which means all nodes

are equal. Thus, malfunction of some nodes do not affect the functionality of

the whole network system. This characteristic provides strong robustness in

applications.

• Multi-hop
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Figure 2.1: Cooperative Area Ad-hoc Network: An Example of Wireless Ad-hoc
Network Applications

As the propagation range is limited in wireless communication, a multi-hop

transmission is the only solution for a distributed network. A self-organized

and decentralized routing protocol is desired. All the devices are capable of

forwarding packets in the network. This function provides high connectivity in

applications.

According to the application scenarios and features, some of the wireless ad-hoc

networks can be further categorized. These special forms of wireless ad-hoc network

all share the same basic concept, but has more stringent requirements on certain as-

pects. We provide the most recognized forms of wireless ad-hoc network as examples:

• Mobile ad-hoc networks (MANET) Comparing to traditional concept of

wireless ad-hoc network, nodes in MANET are free to move at any direction.
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Thus, the topology changes more frequently. Unstable connectivity is the major

challenge in MANET. Vehicular Ad-hoc Networks (VANETs) is also a special

form of MANET.

• Wireless mesh networks (WMN) WMN often has organized and layered

structure. Within the layer, nodes and devices are allowed to form a self-

organized network, while planned connections are implemented between layers.

This structure helps provide dynamic but cost effective connectivity.

• Wireless sensor networks (WSN) WSN is always used to describe the sen-

soring networks used in large area with large quantity of sensors. Large-scale

complexity and power efficiency are the major problems which distinguish WSN

from the other wireless ad-hoc networks.

2.1.2 Physical Layer of Wireless Ad-hoc Network

Wireless ad-hoc network is a technique for constructing network system, then it can

be applied to any kind of wireless devices. That’s why there are researches about de-

signing wireless ad-hoc networks with almost all the physical layer realizations, e.g.,

IEEE 802.11 (Wi-Fi), IEEE 802.15 (Bluetooth and ZigBee), IEEE 802.16 (WiMAX).

Some of these researches have already been standardized and can be found in corre-

sponding entries of IEEE standards.

With different physical layer, different frequencies and modulation technologies are

used. For example, the frequency channel of 2.4Ghz and 5Ghz are used in Wi-Fi. In

the early stage of 802.11b, DSSS (Direct Sequence Spread Spectrum) is applied. The

advanced OFDM (Orthogonal Frequency Division Multiplexing) is chosen in 802.11g

for providing high-speed wireless communication.

Although diversified physical layer standards may change the implementation

methods of wireless ad-hoc applications, the constitution still determines the ma-

jor characters as depicted in the above section, e.g., open channel and large channel

uncertainties. These characteristics are always considered as disadvantages, because

they lead to deleterious consequences in the communication procedure. A major

task in traditional wireless research is to eliminate these uncertainties. However,
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new technology (e.g., physical layer security and opportunistic scheduling) shows the

possibility of exploiting it.

2.1.3 MAC Layer of Wireless Ad-hoc Network

MAC Layer is the bottom sub-layer of Data Link layer in OSI Model, as shown in

Fig.2.2. In most wireless realizations, shared medium is applied because of the limited

frequency resource. Therefore MAC layer plays a key role in connecting physical layer

and the other parts of network system. Generally speaking, tasks related to physical

channel (i.e., medium resource allocation, intercommunication and interference pre-

vention among all the nodes) are handled in MAC layer. In wireless ad-hoc network,

scheduling difficulties aggravate due to the dynamic topology. As a result, designing

corresponding MAC layer scheduling schemes is considered important in research of

wireless ad-hoc network.

Figure 2.2: Physical Layer and MAC Layer in Wireless Network

In wireless ad-hoc networks, it can be noted that following problems are introduced

to MAC layer:

• High Channel Multiplexing

Wireless ad-hoc networks holds much more links comparing to the traditional

wireless technology. The long-distance multi-hop link condition means that
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multiple transmission can be carried out simultaneously. It requires a higher

channel multiplexing possibility, and the corresponding MAC layer scheduling

mechanism is the only solution to achieve the interference management.

• Connection Maintenance

The dynamic topology means the connections are not fixed in wireless ad-hoc

network. Thus, it is difficult to maintain the connectivity among links. As

routing and multi-hop link establishment is not the major task of MAC layer,

how to provide real-time connection information to the upper layer is of great

importance.

• Support for Physical Layer Specialty

In different applications of wireless ad-hoc network, channel conditions differ

from each other because of environment, devices and organization of networks.

For example, large-scale and energy-limited wireless sensor networks have to be

supported by corresponding energy-efficient MAC layer.

All the above questions originate from the diversity of physical channel. In classical

OSI model, physical channel is modelized as a stable and digitalized transmission

service provider. However, it becomes diversified in wireless ad-hoc networks. As

MAC layer is the only layer connected directly to physical layer, it is the best solution

for adapting and exploiting these new physical layer characteristics.

2.2 Approaching Secure Wireless Ad-hoc

Networks With Physical Layer

Security Technology

As noted in the above section, physical layer in wireless ad-hoc network is special, and

is always considered as a trouble maker. However, unless the whole physical layer

could be re-designed for the special ad-hoc demand, traditional wireless standards

like IEEE 802.11 provide no correlative mechanisms for supporting dynamic physical
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channel. Considering the complexity and overhead, the research community shows

little interest in remodeling the whole wireless network structure. Instead, solutions

for exploiting this physical channel under traditional standards are widely studied,

among which physical layer security technology turns out to be one of the best inno-

vations. In the following part of this section, we start with detailed introduction of

physical layer security technology, and then present the challenges while applying it

in wireless ad-hoc networks.

2.2.1 An Introduction of Physical Layer Security

Physical layer security, as the name suggests, covers varied secure mechanisms us-

ing physical layer characteristics. Differed from traditional secure technology, e.g.,

cryptography, it is hinged tightly with physical layer, and can not be applied to any

other layer of OSI model. The most important idea of physical layer security is to

find out special physical-layer-related encryption algorithm or secure physical channel

between legitimate transmitter and receiver. Thus, diversified particularities of the

complex wireless ad-hoc channel can be used to establish new secure mechanisms.

Research has been carried on along different paths. We categorize these approaches

according to their features, and give an example in each category as follows:

• Key Generation

One of the most severe problems in wireless ad-hoc physical channel is fluctu-

ation. However, the randomness of the physical parameters can be exploited

for generating encryption keys. For example, RSSI (Received Signal Strength

Indication) is a common variable in IEEE 802.11 standards. It indicates the

quality of physical link between two nodes, and is shared only by these two

nodes. As it changes randomly, it can be used to generate a special encryption

key for the confidential communication between these two nodes. The duration

of every key can be short if the link is unstable enough, so that the eavesdropper

can hardly detect it before a new one is generated and used.

• Secure Channel Construction



CHAPTER 2. ACHIEVING SECURITY AND QOS IN AD-HOC NETWORKS 14

Naturally, wireless channel lies in the open medium, and anyone can receive

the signal in the space. However, special secure channel can be constructed

according to information theory. For example, while the wiretap channel of

eavesdropper is a degraded version of the main channel, there exists a sub-

channel within the main channel in which information transmission is out of

detection to the eavesdropper. If this special sub-channel can be used to trans-

mit confidential messages, eavesdropper can never detect the classified content.

Research in this category focuses on the problem of how to apply specifically

designed mechanism to constructing this kind of secure channel.

• Directional and Smart Antenna Approach

The development of smart antenna has shown another path for protecting wire-

less security. By utilizing smart antenna, it is possible to form a private wireless

channel between legitimate transmitter and receiver. For example, using beam-

forming technology, the electromagnetic wave can be restricted in a very limited

space along the transmission path. Eavesdroppers are easy to be detected on

such an occasion, thus physical layer security can be guaranteed.

Another advantage of physical layer security is that the secrecy is independen-

t from the malicious attackers’ capability. Traditional wireless security technology

mostly relies on cryptography. A major assumption in cryptography is that malicious

attackers have finite computation power [18], and can hardly resolve the encryption

keys. Unfortunately, the explosive advancements in microelectronics and ongoing

invention of quantum computer have made it easy for anyone to access great compu-

tation power. As a result, the above assumptions are becoming weaker and weaker,

and the speed for decrypting the confidential message can be really fast even with

brutal exhaust algorithm. That’s why physical layer security is valued by the research

community. Algorithms and schemes are proposed to utilize physical layer security

to offer securer wireless system [11][19][20].
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2.2.2 The Origin of Physical Layer Security Research

Physical layer security is firstly studied in [21] in the year of 1975. The author has

proved that while the wiretap channel of eavesdropper is a degraded version of the

main channel, there exists a sub-channel within the main channel in which perfect

secrecy can be achieved. If this special sub-channel can be used to transmit confiden-

tial messages, eavesdropper can never detect the classified content. The author has

also provided the method for calculating the capacity of this secure sub-channel

The key concept in this approach is “perfect secrecy”, which is an extension of

“shannon secrecy”. “shannon secrecy” was invented in Shannon’s ground-breaking

masterpiece in 1949 [22]. This notion requires a posteriori distribution over the

message, given the ciphertext, to be equal to a priori probability of the message. It

can be presented as

Pr[X|Y ] = Pr[X], (2.1)

where X is the source message, and Y is the received cyphertext. Informally, “seeing

the ciphertext is only as good as seeing nothing at all” [23] can present the key idea

of “shannon secrecy”.

Thus, the idea of “perfect secrecy” can be generalized when there exist legitimate

receiver and eavesdropper. If one encryption method can guarantee “shannon secrecy”

at the eavesdropper’s side, it means that none of the confidential message is disclosed.

In this way, even the eavesdropper holds infinite computation power, nothing can be

decrypted from equivalent “nothing”.

A model of wiretap channel is shown in Fig.2.3. A source message s with codebook

SK is coded into message x with the codebook XN , and is transmitted to the intended

receiver over the main channel QM . As a message y with the codebook Y N is observed

by the legitimate receiver, an eavesdropper taps the message through an additional

wiretap channel QW , and harvests a message z with the codebook ZN .

Under the assumption that the wiretap channel is a degraded version of the main
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Figure 2.3: System model of Wyner’s wire-tap channel

channel, the uncertainty about the secret message at the eavesdropper’s side is mea-

sured by equivocation per source letter Re which is given by:

Re =
H(SK |ZN)

N
, (2.2)

where H is the information entropy. Thus, perfect secure transmission is achievable

when Re = H(X). In this case, the eavesdropper still has the same uncertainty about

the information as the original code book after receiving the message z.

I. Csiszar and J. Korner has studied a more general case of perfect secrecy in [24].

While legitimate channel and eavesdropping channel are independent, a single-letter

characterization can be obtained as (R1, Re, R0) such that, in addition to a common

message at rate R0, a private message can be sent reliably at rate R1, to receiver 1

with equivocation at least Re per channel use at other receivers. The wiretap channel

condition can be treated as a special case with R0 = 0. Secrecy capacity is defined in

their article to present the capacity of perfect secure transmission between source and

intended destination. As both legitimate channel and eavesdropping channel affect

the secrecy capacity, it can be calculated as follows:

CS = max
S→X→Y Z

I(S;Y )− I(S;Z), (2.3)
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where I is the corresponding mutual information, and S,X,Y Z form a Markov

chain. It can be further explored according to Lemma 1 in [21] that the secure

capacity has a lower bound as follows:

CS ≥ CL − CE, (2.4)

where CL and CE are the channel capacity of legitimate channel and eavesdropping

channel, respectively.

Based on these articles, further studies have been carried on in the domain of

information theory. Researchers have tried to model the perfect secure network in

different environments. [25] has provided an all-around review on articles of these

topics, e.g., single-antenna channel, multi-antenna channel, broadcast channel and

relay channel.

2.2.3 State-of-the-art

In the approaches depicted in 2.2.2, researchers have proved the existence of “perfect

secure channel” under a channel model with eavesdroppers. Most of the researches

concerning the topic “secure channel construction” focus on theoretical derivation in

the same way with different channel models [26][27]. In the year of 2006, authors of

[28] showed that perfect secure capacity exists in general gaussian wireless channel

model even if the eavesdropper holds a better channel comparing to the legitimate

receiver. This is due to the stochastic nature of the gaussian channel. Namely,

during a long period of time, the eavesdropper may suffer a random degradation

at some time point when the legitimate receiver is with a good channel condition

opportunely, and thus it can seize the opportunity to transmit a packet with perfect

secrecy. [11] is another typical example of research in information theory. A fading

MIMO (Multi-input Multi-output) channel model is introduced, where the bound of

the secure channel is derived. Results show that multi-antenna can lead to a much

better secure capacity. These results have largely improved our comprehension of the

subject “perfect secure channel”.

According to these research, the secure capacity is rather small and unstable.
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Thus, mechanisms for enhancing the performance of physical layer security is also

studied by the research community, such as “friendly jammer” in [20] and “artificial

noise” in [19]. Authors focus on the problem of how to guarantee secure capacity

while the channel model is fixed. For the idea of “Friendly jammer”, legitimate nodes

in the same network are used as friendly jammers. Jamming signals are broadcasted

in the network to interfere the eavesdropper, while legitimate receiver can eliminate

the jamming signal according to the algorithm. “Artificial noise” is another approach

in this area. Assuming that the transmitter and receiver can perfectly estimate the

transmission channel, artificial noise which is orthogonal to the channel response

matrix can be generated by the transmitter, and is sent with the normal message. As

the eavesdropper can not distinguish these two parts, perfect secrecy can be achieved.

Further studies are carried on based on this concept. For example, related work like

[29] provides some in-depth explorations of how much capacity can be gained, and

how to optimize the energy allocation. Performance advancements are achieved in

these approaches, though the secure capacity is still much lower comparing to the

capacity of regular physical layer.

On the other hand, evolving theoretical results to practical algorithms is a chal-

lenging work. Development of applicable mechanisms is still in progress, and far away

from implementation. Consequently, studies concerning the other two categories, “key

generation” and “directional and smart antenna approach”, which specialize more on

the practicability, have attracted the research community as a new endeavor.

For the category of “key generation”, using which common randomness inherent

in reciprocal wireless channels is essential. For example, the phase of the fading co-

efficients is used in [30] for encryption key generation; multiple independent phases

from a multitone communication system is studied in [31] to generate longer keys;

RSSI is used in [32] for the same purpose. The problem in these research is that the

key generation speed is highly related to the channel uncertainties. If the channel is

steady, not only the key generation speed is low, but also it’s easier for the eaves-

dropper to detect the key. On the other hand, severe channel fluctuations may lead

to a great loss on performance. This problem becomes a dilemma that has not been

well investigated.
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The approaches from the antenna design are also interesting. Directional anten-

na can be used in providing an approximate private wireless channel for legitimate

transmitter and receiver. In [33], the authors have provided studies on several criti-

cal components of smart antenna design for wireless communication networks. The

problem of forming a directional antenna or using eigen-beamforming is studied in

[34]. A mathematical derivation concerning how nodes with multiple antennas can

improve secure connectivity is presented. Compared with traditional schemes, a large

improvement of connectivity possibility can be achieved. However, the major problem

in this category relies on the design of corresponding antenna, and is also restricted

by the development of this area. By the time of this writing, this kind of antenna is

still at the research stage.

2.2.4 Applying Physical Layer Security in Wireless Ad-hoc

Networks: Approaches and Challenges

From the above sections, we can find that the research on physical layer security is in

its very beginning stage. There is still a big gap between theoretical derivation and

applicable realization of secure physical layer. However, if the research community do

not start research on corresponding upper layer protocols at this point of time, it will

be too late while physical layer security technology burst into applications. To avoid

such a situation, we carry on our research concerning this topic. By summarizing the

common characters of physical layer security technology, especially the parameters

related to MAC layer scheduling, we show that it is possible to initialize the design

work of a prototype MAC layer framework.

In traditional wireless standards, e.g., IEEE 802.11, the interface between physical

layer and MAC layer is simple. This simple interface approach is due to the design

principle of layered structure: the physical layer hides as many realization details as

possible from the MAC layer. Thus, MAC layer design can be independent in the

largest extent. Primitives used between the MAC layer and the physical layer are

listed in Table.2.1 and Table.2.2. While physical layer security is applied to wireless

ad-hoc networks, most of these primitives can be inherited directly.
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Table 2.1: List of Interface Primitives(1)
primitive name flow parameter value

PHY TXSTART.request MAC->PHY TXVECTOR PHY depend
PHY TXSTART.confirm PHY->MAC − N.A.
PHY TXEND.request MAC->PHY − N.A.
PHY TXEND.confirm PHY->MAC − N.A.
PHY DATA.request MAC->PHY DATA X’00’-X’FF’ (Octet)
PHY DATA.confirm PHY->MAC − N.A.

PHY DATA.indication PHY->MAC DATA X’00’-X’FF’ (Octet)
PHY RXSTART.indication PHY->MAC RXVECTOR PHY depend
PHY RXEND.indication PHY->MAC RXERROR NE/FV/CL/USR
PHY CCARESET.request MAC->PHY − N.A.
PHY CCARESET.confirm PHY->MAC − N.A.

PHY CCA.indication PHY->MAC STATUS BUSY/IDLE

Table 2.2: List of Interface Primitives(2)
primitive name description

PHY TXSTART.request start the transmission of an MPDU
PHY TXSTART.confirm response to PHY TXSTART.request
PHY TXEND.request receive the last PHY DATA.comfirm
PHY TXEND.confirm response to PHY TXEND.request
PHY DATA.request transfer of an octet of data
PHY DATA.confirm confirmation of PHY DATA.request

PHY DATA.indication transfer of an octet of data
PHY RXSTART.indication receive valid PLCP Header
PHY RXEND.indication completed a reception with or without errors
PHY CCARESET.request the end of a NAV timer
PHY CCARESET.confirm response to PHY CCARESET.request

PHY CCA.indication report of channel state change

However, challenges still exist. The first problem is that overhead largely increases

while using secure physical layer. The performance can be rather low due to the

additional expense for secure mechanisms. Since traditional scheduling schemes are

not designed for this new physical layer and can hardly support this change, we

introduce opportunistic scheduling technology to tackle this issue.

Secondly, security is not the only requirement in wireless ad-hoc networks. There
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are still a variety of services which have no secure demand. It is clear that secure

physical layer can not satisfy these services, then the coexistence of both secure and

regular physical layers is a must. As a result, new features have to be designed in

the interface to support the switching of different physical layers, and new primitives

have to be added.

The third problem is that the physical channel is unstable in wireless ad-hoc

networks. Some of the physical layer security mechanisms, especially key generation

mechanisms, require even more uncertainties in the channel. This puts a demand of

channel probing mechanism in physical layer. As the design of physical layer is out

of the scope of this dissertation, we will carry on our research under the assumption

that this can be done by the hardware (related research can be found in varieties

of research, e.g., [35] and [36]). Thus, the rest of the work lies also in designing

corresponding primitives and MAC layer schemes to support this function.

In the following section, we will introduce opportunistic scheduling which is used

to solve the first challenging issue. The MAC layer design for the second and third

issues will be explained in the third chapter of this dissertation.

2.3 Using Opportunistic Scheduling to Solve

Wireless Ad-hoc QoS Problems

In this section, we study the QoS problem of wireless ad-hoc networks. This problem

is severe due to the dynamic nature of wireless ad-hoc channel, and can be even more

challenging while physical layer security is applied (e.g., severe fluctuation required by

key generation). In our solution, the concept of opportunistic scheduling is utilized to

tackle the QoS problem. A detailed introduction of this technology and the reasons

for using it are depicted in the following part of this section. A discussion concerning

opportunities and challenges in applying it is also provided.
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2.3.1 Why Opportunistic Scheduling?

QoS is one of the most important domains in wireless research. Mechanisms and

algorithms have been proposed from varied aspects within recent decades. Then why

do we propose opportunistic scheduling as a new solution? The answer is related to

physical layer of wireless ad-hoc networks. Most traditional QoS mechanisms focus on

the problem of allocating resources (e.g., bandwidth and time) to different users. On

the other hand, they can only provide scheduling function with the resource provided

to them, no matter how much it is.

However, channel is unstable in wireless ad-hoc networks. With different ap-

proaches, a different amount of resource may be achieved. For example, in an ad-hoc

network, throughput per second is not a fixed number. It is determined by the nodes

that have transmitted packets in one certain second, and is also affected by the nodes’

transmission rate of that second.

Opportunistic scheduling is different from the traditional QoS mechanisms. It is

designed to explore the channel condition, and can maximize the quantity of resource.

For example, in the case of a wireless ad-hoc network, the overall throughput may be

good if the transmitters are with a good channel condition, or it may be bad if the

transmitters suffer a channel problem. While opportunistic scheduling is applied, it

detects the channel condition of each link. Then the transmission opportunity can be

given to the link with good channel condition. Thus, the overall performance can be

largely enhanced.

Opportunistic scheduling is considered as one of the best approaches in exploiting

channel uncertainties. It is a good choice in solving wireless ad-hoc network perfor-

mance problem.

2.3.2 The Origin: From Multiuser Diversity to

Opportunistic Scheduling

The frequent channel variation is an important characteristic of wireless ad-hoc net-

works. It is caused by diversified reasons and at multiple time scales. For example,

multipath fading can result in small time-scale fluctuations, and long-distance fading
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is a reason for large time-scale channel alterations. To adapt these variations of chan-

nel condition and harvest stable digital channel for transmission, techniques ranging

from coding mechanisms to power controlling algorithms have been developed.

Among all these mechanisms for solving the time-variation problem, diversity is

considered as an important breakthrough. The channel efficiency can be multiplied

while diversified sub-channels are provided to one or more users simultaneously. There

already exist different approaches for exploiting these types of diversity, e.g., FDMA

(Frequency-division multiple access) for utilizing multi-frequency diversity, TDMA

(Time-division multiple access) for obtaining multi-time-interval diversity, and multi-

antenna technology for exploiting multi-space diversity.

Another special form of diversity is called multiuser diversity, which is derived

from multiuser wireless environment. The key idea in multiuser diversity can be

explained as follows: “Diversity gain arises from the fact that, in a system with

many users whose channels vary independently, and there is likely to be a user with

a very good channel at any one time. Overall system throughput is maximized by

allocating at any time the common channel resource to the user that can best exploit

it” [37]. Actually, this idea is firstly discussed in [38], in which authors model a

communication system with a base station and multiple users. Almost at the same

time, in [39] authors provide a similar result for a network with multiple download

links. [37] concludes their research, and renders the name multiuser diversity.

From then on, researchers have proposed varieties of approaches to explore mul-

tiuser diversity [40][41][42][43]. Since transmission opportunity coordination is the

major task for MAC layer, more delicate scheduling schemes are designed in these

research. These schemes share a common concept: exploring the best transmission

opportunity opportunistically. Thus, they are categorized as “opportunistic schedul-

ing”. Results show that huge performance augmentation can be achieved in wireless

environment. Therefore, opportunistic scheduling becomes one of the attractive re-

search domains in recent years.
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2.3.3 The-state-of-art

Multiuser diversity exists in all wireless networks that consists of multiple users.

After the pathbreaking paper [37] from D. Tse in 2002, research concerning exploiting

multiuser diversity has been carried on in different wireless networks. An example

can be found in [44], from which a large scale Wi-Fi network is built, and multiuser

diversity is used for finding the best route for multi-hop packet transmission.

The term of “opportunistic scheduling” comes from [40]. The usage of multius-

er diversity in MAC layer scheduling have been concluded in this literature, and a

framework is proposed. The authors show that previous work in this area can fit

into or at least relate to their framework. Based on this framework, authors also pro-

vide detailed scheduling policy to several scenarios, i.e., temporal fairness scheduling

scheme, utilitarian fairness scheduling scheme and minimum-performance guarantee

scheduling scheme.

Other detailed issues in scheduling are also studied by the research community.

In [42], researchers focus on the uncertainty of measurement in the wireless channel.

They consider the gap between measuring and reality, and a special scheduling scheme

is developed. Simulation results show that this new scheme can achieve a 35 percent

of theoretical delay reduction comparing to other schemes without this consideration.

The multiple link category issue is studied in [43]. Authors sort packets from different

links into different categories to provide delicate scheduling service. Intuitive analysis

is carried on in the literature, and a scheduling scheme similar to the framework in

[40] is provided.

It has to be noted that most publications in this area are based on the assump-

tion that there exists an omniscient node which can control every single node in the

network. This kind of mechanisms are easy to be implemented in the environment

with centric-control. However, in wireless ad-hoc network, distributed scheduling is

more valuable.

A recent study [12] has provided an interesting solution to this challenging task.

Authors show that it is possible to let each node to make distributed decision for

achieving opportunistic scheduling. A mathematical method called optimal stopping

theory is used to formulate the optimization problem, based on which a threshold
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policy is derived. Nodes in the network are designed to compare their real-time

transmission rate with this threshold. Only a positive result can lead to a packet

transmission. Numerical results show that this distribute scheduling scheme is effi-

cient in achieving performance optimization. Further studies (e.g., [45]) extend the

results of [12]. In [45], a delay constraint is considered, and a similar threshold policy

is proved to be applicable for achieving distributed opportunistic scheduling. How-

ever, there are still many detailed research topics remaining uninvestigated in this

attractive area.

2.3.4 Applying Opportunistic Scheduling in MAC Layer

Scheduling

Obviously, opportunistic scheduling is a valuable approach in achieving wireless ad-

hoc QoS, especially in the environment with physical layer security. However, there

is no interface for integrating opportunistic scheduling policies into existing MAC

layer protocols. This explains our motivation in designing a compatible MAC layer

protocol. In this subsection, we start from an introduction of DCF (Distributed

Coordination Function) in IEEE 802.11 as a paradigm of design, and then present

the challenges we may encounter in the design work. These studies lead to our work

in the next chapter.

DCF: an Example of MAC Layer Scheduling Protocol

One of the most important mechanisms used in traditional wireless protocols is a dis-

tributed transmission opportunity coordination scheme, known as DCF. DCF com-

prises several essential cornerstones, e.g., random backoff are deployed as the basic

policy to reduce collision; network allocation vector (NAV) mechanism is used for

estimating the duration of transmission. With these mechanisms, DCF can provide

decentralized scheduling to all the nodes in the network. A DCF example is depicted

in Fig.2.4 [46].

Here we conclude four basic rules from DCF scheduling scheme[47]:

• When a node has data to transmit. It waits a random backoff time, which is
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Figure 2.4: An Example of DCF

determined within a contention window. If at any time the node senses that

another node is using the channel, it freezes its timer until the other node has

finished transmitting.

• When the backoff time has expired, the node detects whether the channel is

clear. If yes, it transmits its data.

• A successful transmission compromises the transmission and the ACK. If ACK

is not received by the transmitter, the transmission is considered as a failure.

• Unsuccessful transmission may double the contention window, if the contention

window do not reach its maximum. If the times of failure reached the pre-fixed

maximum value and the transmission is still unsuccessful, the packet is dropped,

and the contention window is initialed.

Opportunities and Challenges of Applying Opportunistic Scheduling

To apply opportunistic scheduling in MAC layer protocols, we face both opportunities

and challenges. The opportunities lie in the fact that popular protocols (e.g., DCF)

are also distributed, a similar structure can be learnt from them. Thus, the design

work can be much easier.
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However, the scheduling policy is simple in DCF. It can be summarized as: to

transmit while the channel is free. In opportunistic scheduling, the optimization

efficiency is determined by the scheduling policy. Therefore, much more delicate

scheduling policies have to be designed. On the other hand, although performance

optimization is valued in opportunistic scheduling, other issues like fairness are also

of great importance. This also increases the difficulty of the research.

In the following part of this dissertation, we consider both opportunities and chal-

lenges. A MAC layer scheduling framework with different scheduling policies under

different scenarios is presented, and simulations show that opportunistic scheduling

is an efficient approach.



Chapter 3

SecDCF: A MAC Layer

Framework Design

It has been more than thirty years since Wyner’s first paper about wiretap channel.

However, technologies of that epoch were left far behind this precocious innovation,

and not until recent years is the research community ready to investigate applicable

solutions. Nowadays, studies from different groups have largely advanced physical

layer security technology, and design work of secure physical layer is in progress.

However, there is still a soft spot that has not been explored: the design of corre-

sponding protocol in MAC layer. Articles about this topic can hardly be found. Two

major issues can be blamed for this condition: 1) the physical layer security technol-

ogy has not yet been prepared for a real implementation; 2) security problem is not

a conventional topic in MAC layer scheduling research.

However, the research on the topic of MAC layer scheduling is essential. Without

the support of MAC layer, even if new physical layer security technology will be

mature in the near future, the direct implementation may be crude and inefficient.

This explains our motivation in this chapter.

To design an assorted MAC layer scheduling protocol, it is important to find out

how physical layer security functions. As there is no physical layer design that is

mature enough, the only solution is to explore general characteristics according to

existing research. Based on these characteristics, A MAC layer scheduling framework

28
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called SecDCF is designed in our research. Furthermore, to handle the performance

degradation problem caused by physical layer security, we design an interface to

enable opportunistic scheduling policies in our framework. This supports our further

research for different scheduling requirements.

3.1 System Model of SecDCF

SecDCF is designed to support the implementation of physical layer security and op-

portunistic scheduling in wireless ad-hoc networks. To this end, we have to summarize

such kind of networks to establish our system model.

3.1.1 Physical Layer Characteristics

As described in chapter 2, both regular and secure service are indispensable in a

normal wireless ad-hoc network. In SecDCF, we also have to implement both types

of physical layer to support both regular and secure transmissions. For the regular

physical layer part, implementation is easy to be found as most standards are open

to access. Then in the following, we provide discussion mainly concerning the secure

physical layer.

“Artificial Noise”: an Example of Secure Physical Layer Functionality

Figure 3.1: System Model for An Eavesdropping Scenario
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Basic secure transmission and eavesdropping channels are shown in Fig.3.1. C

denotes the transmitter with source message x, which is assumed to be randomly

and uniformly distributed over a message set X. The transmitter-receiver channel is

denoted byH, and the eavesdropping channel is denoted byG. At time k, the message

from the transmitter is defined as xk, and the channels of transmitter-receiver and

transmitter-eavesdropper are defined as Hk and Gk, respectively. Thus, the signal

received by the legitimate node is given by:

yk = Hkxk + nk (3.1)

and the signal received by the eavesdropper is given by:

zk = Gkxk + ek (3.2)

where nk and ek are i.i.d. additive white circularly complex Gaussian noise samples

with different variances σ2
n and σ2

e .

In regular cases, normal transmissions take places between source node and the

legitimate receiver, and traditional physical layer is applied. The transmission rate

of links is given by the Shannon capacity equation for Gaussian AWGN (additional

white gaussian noise) channel as follows:

Rm = log(1 +
|Hkxk|2

σ2
n

). (3.3)

When in secure transmission, secure physical layer is applied. After generating

artificial noise signals ak which lies in the null space of the receiver’s channel Hk,

the sum of the information signal ik and artificial noise signal ak is transmitted as

x∗
k = ak + ik. As Hkak = 0, the legitimate receiver can easily decode the real

information signal ik, but the eavesdropper can only get mixed information with

artificial noise and AWGN which is impossible to decode.

As the eavesdropper can only get corrupted information, the secrecy capacity

can be guaranteed. We define Zk as an orthonormal basis for the null space of Hk,

and ZT
k Zk = I. We also define pk = HT

k /∥Hk∥. Thus, ik = pkuk where uk is the
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information signal with mean zero and variance σ2
u, and ak = Zkvk where vk is i.i.d.

complex Gaussian random variable with mean of zero and variance σ2
v . At the worst

condition where the original channel of eavesdropper is noiseless, we still have the

following guaranteed capacity[19]:

Csec,gk =

(
log

(
1 +

|Hkpk|2σ2
u

σ2
n

)
− log

(
1 +

|Gkpk|2σ2
u

Qkσ2
v

))+

(3.4)

where Qk = GkZkZ
T
k G

T
k . It is clear that is much smaller than Rm.

Performance Analysis of Regular and Secure Physical Layer
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Figure 3.2: Probability of Possible Capacity under Different Condition

The major problem for physical layer security is that it brings enormous over-

head. As shown in the above example, the secure capacity is much smaller than the

regular one. A comparison of potential capacity among different conditions is shown
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in Fig.3.2. Outage probability, which is defined as the probability of a certain capac-

ity can not be supported, i.e., Pr{R < Coutage}, is given under different conditions.

Channel functions are all assumed to be complex i.i.d. Gaussian distributed and in-

dependent of each other, and receiver’s normalized SNR (signal noise ratio) is fixed

to 20db as an example. The disparity is astonishing.

From Fig.3.2, it can be explored that under about 99% of the conditions, a regular

link can achieve a transmission rate of 2M Nats/s/Hz. If artificial noise mechanism is

not implemented in the system (as shown in the figure as without AN), the user can

hardly transmit a secure packet to the legitimate receiver. Under some condition, i.e.,

the eavesdropper holds a high-quality channel for eavesdropping (20db of SNR), the

secure transmission rate is 0 for half of the time. We can also explore from the figure

that with artificial noise mechanism, 1M Nats/s/Hz of secure transmission rate can

be achieved under 90% of time even if the eavesdropper holds a very good channel,

i.e., 50db of SNR.

3.1.2 Network Topology and System Model

Considering a single-hop ad-hoc network as shown in Fig.3.3, transmitters always

have requirements to send confidential messages to legitimate receivers. At the same

time, requirements of regular transmission co-exist in the wireless environment. We

can see that this network topology can be widely applied in wireless applications, e.g.,

wireless mesh access networks and wireless sensor networks.

In such a network, connections are established by nodes themselves. Due to

the fact that two links holding by one node may have completely different physical

propagation paths, nodes can no longer be used as the elementary unit. Instead,

scheduling decision have to be made individually by each link. Thus, we model

this network with N links presented by Ω = {1, 2, . . . , N}. pi denotes the average

probability of channel probing attempts of link i, then we can have Pi = pi
∏

j ̸=i(1−pj)

as the probability of successful channel contention for link i.. Time-varied channel is

modeled into a random variable X with p.d.f fX(x) and distribution function FX(x).

To this end, the differences between secure and regular physical layer can be presented
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Figure 3.3: Wireless Network Model of Single-hop Ad-hoc Network with Physical
Layer Security

easily by using different distribution functions.

Figure 3.4: An example of random access channel-aware scheduling in wireless ad-hoc
network

Furthermore, we apply a slotted scheduling model in our research. A joint channel
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probing and packet scheduling procedure is shown in Fig.3.4. In any time slot, if the

channel is not taken by data transmission, links are allowed to probe the channel with

a probing packet. More than one channel probing attempts lead to a collision, and if

there is only one link tries to probe the channel, it succeeds in the channel contention.

In a regular random access scheduling scheme, this link is allowed to transmit a packet

immediately after the successful contention. For the convenience of presentation, the

period of time for an intact channel probing and packet transmission procedure is

called a contention round. We assume that the duration of a time slot is t, and the

data transmission duration tp is no greater than the channel coherence time.

3.2 SecDCF: A Compatible Design of MAC Layer

Framework

As depicted in the above section, a compatible MAC layer design is urgently required

for tackling the special scheduling requirements from physical layer security and op-

portunistic scheduling. Hereby, we present our new MAC layer scheduling framework

called SecDCF for this problem.

3.2.1 New Problems with Physical Layer Security

and Opportunistic Scheduling

DCF is a practical scheme for distributed medium resources coordination in wireless

networks. However, problems are brought in by secure physical layer and the needs

for resource allocation between two different types of transmissions. Amendments

have to be designed to fulfill three critical requirements.

• Primitives have to be designed to communicate MAC layer and physical layer

for switching the two physical layer according to the real-time requirement.

• Opportunistic scheduling needs the knowledge of current channel condition.

Thus, channel probing is required. To save the limited channel resource, probing

is carried out on demand. Primitives have to be designed for this function.
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• Scheduling policies are important in achieving QoS. Thus, interface has to be

designed for quick implementation.

3.2.2 Primitive Design

The first two problems listed in last paragraph require new primitives. Thus, ad-

ditional primitives are designed as shown in Table.3.1 and Table.3.2. These new

primitives can guarantee enough information exchange for achieving the functionality

of SecDCF.

Table 3.1: List of Additional Interface Primitives(1)
primitive name flow parameter value

PHY ChToS.request MAC->PHY − N.A.
PHY ChToS.confirm PHY->MAC − N.A.
PHY ChToR.request MAC->PHY − N.A.
PHY ChToR.confirm PHY->MAC − N.A.
PHY Probing.request MAC->PHY − N.A.
PHY Probing.confirm PHY->MAC − N.A.

PHY ChaCon.indication PHY->MAC DATA X’00’-X’FF’ (Octet)
PHY ChaCon.confirm MAC->PHY − N.A.

Table 3.2: List of Additional Interface Primitives(2)
primitive name description

PHY ChToS.request request for changing to secure physical layer
PHY ChToS.confirm response to PHY ChToS.request
PHY ChToR.request request for changing to regular physical layer
PHY ChToR.confirm response to PHY ChToR.request
PHY Probing.request request for channel probing
PHY Probing.confirm response to PHY Probing.request

PHY ChaCon.indication indicate the channel condition
PHY ChaCon.confirm confirmation to PHY ChaCon.indication

“PHY ChToS” and “PHY ChToR” are designed to change the physical layer to

secure physical layer and regular physical layer. “PHY Probing” is used to initial a

probing procedure in physical layer. All these three primitives are started by MAC
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layer. If the request is carried out, a confirm message is given back from the physical

layer. “PHY ChaCon” is used by the physical layer to report the current channel

condition after a successful probing. A confirmation primitive of “PHY ChaCon” is

also designed for MAC layer after receiving the information.

3.2.3 SecDCF Scheduling Rules

A new set of scheduling rules is also applied in SecDCF. The major difference between

SecDCF scheduling and traditional random access scheduling is that after a success-

ful channel contention, a certain policy should be implemented to make a judgement.

The packet transmission only starts if the judgement result is positive. For the con-

venience of presentation, the period of time for an intact channel probing and packet

transmission procedure is still called a contention round.

Figure 3.5: An Example of A Contention Round in SecDCF

As shown in Fig.3.5, link 1 has won the channel contention in the middle of a

contention round. However due to the judgement, it has to skip the transmission op-

portunity. Not until a link N has won both the channel contention and the judgement

of the scheduling policy is a transmission carried out.

Thus, the scheduling rules of SecDCF framework can be presented as follows:

1. Channel Probing. Channel probing is combined with channel contention,

and is carried out before each transmission. If multiple nodes probe channel at
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the same time, an interference occurs, and all of them fail to claim the channel

resource. If only one node probes, it successfully contends the channel and

probes the channel state information of that link. Then this information will

be used in scheduling policy to make further scheduling decision.

2. Link Establishment. Probing packet is also used to establish links. While

probing packet from one new node is broadcasted in the network, all the exist-

ing nodes memorize the information of this node and a potential link can be

established according to the broadcasted information.

3. Scheduling Policy. According to the current scheduling policy, transmission

decisions are made. In random access, the link who wins the channel contention

is allowed to transmit its packet immediately. (This rule can be replaced

according to the research in the following chapter.)

4. Regular Transmission. If the pending transmission is a regular one, trans-

mission is carried out with regular physical layer with regular transmission rate.

A successful transmission is ended by an ACK packet.

5. Secure Transmission. If the pending transmission is a secure one, secure

packet is transmitted under the secure transmission rate by the secure physical

layer. A successful transmission is ended by an ACK packet.

6. Backoff Policy. If ACK is not received in transmission phase, the attempt is

considered failure. It then follows a random backoff policy. A random period

of time has to be waited before next attempt as in DCF. The attempt counter

for this specific link increases by 1.

7. Packet Dropping. A pre-defined parameter is used to control packet drop-

ping according to the wireless environment. If the attempt counter passes the

parameter, the packet is dropped, and further packet transmission to this node

is banned until a new establishment of the link with a channel probing packet.
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3.3 Simulations and Conclusion

3.3.1 Simulation scenario

In our simulations, a one-hop ad-hoc network with N links is implemented. An

AWGN channel model considering both propagation loss and shadowing is employed.

Based on such a channel model, normalized SNR ρ is calculated according to [48].

Therefore the transmission rates of links are given by the Shannon capacity equation

for Gaussian AWGN channel as follows:

Rm = log(1 + ρ|Hm|2) nats/s/Hz,m ∈ Ln, (3.5)

where Hm denotes the random channel gain with a complex Gaussian distribution.

Then we can get the distribution function of transmission rate for one link as:

F (r) = 1− exp(−exp(r)− 1

ρ
). (3.6)

In SecDCF, secure and regular links can be easily distinguished by their transmission

rate as we have shown in Fig.2.4. Therefore, we use different ρ to present different

kinds of links in our simulations.

Our simulator is developed in MATLAB with a slotted CSMA model. Physical

layer characteristics are implemented as depicted above. A packet transmission dura-

tion is fixed as tp. For the MAC layer realization, a structure following the scheduling

rules of SecDCF is applied. To communicate the physical layer and the MAC layer,

primitives are designed in the simulator.

As the probing part is not a major concern in our research on scheduling scheme,

we abstracted the probing phase with the channel contention. Thus, there would be

no channel probing if there is no waiting packet. Channel information can be detected

after a successful probing in the physical layer, and this information is transmitted to

MAC layer by primitives. Thus, there is no more probing overhead in this simulator.

Three more parameters are designed in the MAC layer. For adjusting the backoff

window and limit the retry times, denoted as twindow and cdrop. Algorithm is applied
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to double the backoff window while transmission is not successful. A finite buffer is

also designed for each link for storing waiting packets with a size of nbuffer. Initial

values are set as twindow = 8, cdrop = 5 and nbuffer = 20. twindow and cdrop are

chosen as half of the value in DCF, for a probing mechanism is already employed for

collision avoidance. Buffer size is set according to general case. Needless to say, these

parameters play important characters in the simulation results. Interested readers

can refer to papers like [49] for further exploration.

Generally, a poisson distribution is used for presenting the arrival rate of packet

in designing network simulator. It is also followed in ours. For link i, the number of

slots between the arrival time of two packets is denoted by a poisson random variable

Di, with the expectation δi. Then we can have the probability of a packet generating

in a time slot as 1
δi
. Approximately, we use Pi =

tp
δi

to present the individual traffic

load, and we have the overall traffic load as follows N ·tp
δi

. To adapt the system model

we use for calculation, a probing probability for each link Pi is also derived from the

individual traffic load.

3.3.2 Results and Analysis

In our simulation, we use different ρs = 5 and ρr = 30 to present secure and regular

links respectively. We also try to test our algorithm in a busy network, so 10 links

with 5 secure links and 5 regular links are implemented. tp is designed to be 30 time

slots.

First, we examine the overall channel performance under SecDCF framework. We

assume that all the links are with the same packet arrival rate. By changing δi, we

can have different traffic load. For example, in the network we presented above with

10 links, we can have an overall traffic load of 0.01 when δi = 30000. We can also

have a very heavy overall traffic load of 1.5 when δi = 200.

In Fig.3.6, a comparison between secure and regular throughput is presented. It

is clear that the secure throughput is much smaller than the regular one. It is due to

the overhead used for guaranteeing secure transmission.

Delay performance is shown in Fig.3.7. In SecDCF framework, there is no obvious
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Figure 3.6: Throughput Comparison of Secure and Regular Traffic

difference between delay performance of secure and regular traffic. As a conclusion,

we can see that transmission opportunities are coordinated fairly among different

links. If we want to transmit more packets with secure links, scheduling policy has

to be adjusted based on SecDCF framework.

3.3.3 Conclusion

In this chapter, we have studied the alterations caused by physical layer security and

opportunistic scheduling. To adapt to these changes, a framework called SecDCF

is constructed for MAC layer scheduling. Simulations are also carried out under

the normal random access scheduling condition. From the results, it is easy to find

out that the channel efficiency is highly affected while achieving high secrecy level.

Performance in such a network can really be a problem. QoS is also hard to be

guaranteed.
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Figure 3.7: Delay Comparisons of Secure and Regular Traffic

Fortunately, interface has already been designed in SecDCF for integrating oppor-

tunistic scheduling policies. In the following chapters, we will present our approaches

to achieve better performance and QoS under diversified scenarios and requirements.



Chapter 4

QSOS: A MAC Layer Scheduling

mechanism Considering both

Security and QoS

In the above chapters, we show that secure transmissions can be protected by physical

layer security technology, in which real-time physical channel characteristics is used to

achieve perfect secrecy. Accordingly, a compatible MAC layer scheduling framework

called SecDCF is designed to support the implementation of secure physical layer.

We also explore that physical layer security brings new problems into the network

while improving secrecy level, within which, QoS is definitely one of the most criti-

cal issues. Wireless ad-hoc networks hold links with time-varying channel, and the

transmission rate is unstable originally. If new secure technology is applied to the

network, necessary overhead leads to even worse performance. Low transmission rate

can cause not only throughput degradation, but also congestion and delay issues.

To solve these problems, we design interface in SecDCF to integrate opportunistic

scheduling policies which have to be studied indeed in the following.

In this chapter, we focus mainly on two problems: 1) throughput has to be

optimized in order to provide better network capacity for not only each

link, but also overall network; 2) as secure and regular links coexist in

the network, a solution for fairness has to be considered. Then a scheduling

42
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scheme called QSOS (QoS-Secure-Oriented Opportunistic Scheduling) is designed by

us.

The rest of the chapter is organized as follows: motivation and general solution

are provided in the first section; in the second section, problem is formulated, an idea

of scaled transmission rate is introduced to solve the fairness problem. We describe

in the third section the mathematical approach for opportunistic scheduling with

scaled transmission rate. A further exploration with weighted scaled transmission

rate is shown in section four, more flexibility is provided with this scheme; in the

fifth section, the scheduling scheme is studied, and the integration with SecDCF is

presented. The last section is with the simulation and analysis of QSOS.

4.1 Motivation and a Solution of Scaling Function

In this section, we first present some simulations using traditional scheduling scheme,

e.g., random access and DOS (Distributed Opportunistic Scheduling). We show that

a severe performance loss, and also fairness problem exist in wireless ad-hoc networks

with both regular and secure physical layer. This explains our motivation of develop-

ing QSOS. It then follows a discussion of scaling function which is our approach for

solving these service quality problems.

4.1.1 An Analysis on Existing Scheduling Schemes

The utilization of physical layer security can lead to severe service quality problems.

This has been addressed in chapter 2 of this dissertation. We also show that the

idea of opportunistic scheduling can be introduced to solve these problems. How-

ever, existing distributed opportunistic scheduling schemes, e.g., DOS, has not been

adjusted for this special situation. DOS is proposed in recent publication [12]. In

this paper, authors have applied optimal stopping theory [50] to derive distributed

policy for wireless ad-hoc networks. A shared threshold can be calculated at every

link’s side, and is used to judge whether the current transmission rate is large e-

nough for performing a transmission. If the current transmission rate is smaller than



CHAPTER 4. QSOS: CONCERNING BOTH SECURITY AND QOS 44

the threshold, the transmission opportunity has to be dropped and another round of

channel contention starts in the following time slot. Lucid illustrations show that this

threshold policy is sufficient for achieving optimized overall network capacity.
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Figure 4.1: An example of DOS and random access performance with regular and
secure links

However, DOS has not yet been applied to the ad-hoc networks with both regular

and physical layer security. Little work has been done for coordinating transmission

opportunities for multiple categories of traffic. In Fig.4.1, we show a simulation result

of a one-hop ad-hoc network with 10 links (detailed simulation scenario is described in

the simulation section). Physical layer security is implemented in 5 of the links with

smaller transmission rate. It is easy to explore from the figure that random access

scheduling suffers a big loss of overall throughput comparing to DOS scheme. DOS

can largely improve the overall throughput with a rather low secure link throughput,

even worse than the random access scheduling scheme while the network traffic load
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Figure 4.2: Delay Performance Comparison between DOS and Random Access

is heavy. Delay performance is very bad in DOS, as shown in Fig.4.2. It is due to

the fact that packets are always delayed for a better transmission rate. Clearly, these

two scheduling schemes have their own advantages and disadvantages.

As a conclusion, the introduction of physical layer security can cause severe

throughput problem. Although performance of overall throughput can be improved

by DOS, a new problem of fairness appears. To benefit the high secrecy level provid-

ed by physical layer, two QoS requirements have to be tackled in the new scheduling

scheme: fairness and throughput optimization. Moreover, considering the throughput

requirements of different link categories, it is better to provide a mechanism which can

fine-tune the throughput for each link. These are subjected to the following research.

4.1.2 A Design with Scaling Function

Considering the threshold policy used in DOS, links with bad performance suffer

a great loss of transmission opportunity. It is because that these links are more
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likely to have a smaller transmission rate comparing to the same shared threshold.

Accordingly, those links with good performance have larger probability to seize the

transmission opportunities. This explains how the overall capacity can be improved.

The extreme condition is terrible in DOS, if a link with a rather small transmission

rate exists in the network. It may lose its access to the channel while its maximal

transmission rate is smaller than the threshold.

To this end, we propose a scaling function as a solution. It is used to scale the

transmission rate of each link to a similar extent, e.g., the same expectation. A scaled

threshold can be derived based on the scaled transmission rate. We use this new

threshold to judge whether current scaled transmission rate is good enough. From

a certain perspective, the scaled threshold is approximately in the middle place of

the scaled transmission rate for each link. Thus, a necessary amount of transmission

opportunity can always be guaranteed for each link.

Furthermore, a weight function is applied to the scaling function to provide more

flexibility. While a large weight is designated to a link, this link can win more trans-

mission opportunities. Notably, the weight chosen procedure can be a distributed

one. Thus, the selection of the weights may be used in a selfish way. To solve this

problem, we investigate the corresponding Nash equilibrium for this non-cooperated

game, and we prove that no link can benefit from changing only its own weight at

the Nash equilibrium point.

4.2 Problem Formulation of QSOS

4.2.1 System Model

The system model used in the development of QSOS is as same as the model that

is depicted in chapter 3. For the convenience of readers, we re-present the network

topology figure in chapter 3 here as Fig.4.3. A single-hop wireless ad-hoc network with

support for both secure and regular transmissions is still considered. This network

is with N links presented by Ω = {1, 2, . . . , N}. pi denotes the average probability

of channel probing attempts of link i, then we can have Pi = pi
∏

j ̸=i(1 − pj) as the
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probability of successful channel contention for link i. Time-varied channel is modeled

into a random variable X with p.d.f fX(x) and distribution function FX(x). To this

end, the differences between secure and regular physical layers can be presented easily

by using different distribution functions.

Optimal stopping theory is used as the major mathematical tool for exploring

QSOS scheme in our research. That is why the system model is similar to that is used

in [12] and [45]. However, differences still exist between the models, for we introduce

multiple categories of link, i.e., secure links and regular links in our derivation.

Figure 4.3: Wireless Network Model of Single-hop Ad-hoc Network with Physical
Layer Security

4.2.2 Scaled Transmission Rate

We assume that for link i, the transmission rate Ri is with expectation λi. In the

scaling function, the transmission rate is scaled over its average, and is called STR

(scaled transmission rate). At a certain time slot, Si can be presented as follows:

Si =
Ri

λi

(4.1)
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We assume that the new random variable Si is modeled with p.d.f ℓi(s) and

distribution function Fi(s). Thus, different rate distributions are scaled to new dis-

tributions with the same average, e.g., 1. The rate heterogeneity between regular and

secure links is no longer a dominant factor impacting the throughput unfairness.

According to opportunistic scheduling, each time a link successfully contends the

channel, a rule is followed to determine whether it is allowed to transmit (for example,

the transmission rate is large enough). Here, we use scaled transmission rate to derive

a scaled threshold for establishing this rule. The detailed study is presented in the

following sections.

4.3 Opportunistic Scheduling with Scaled

Transmission Rate

4.3.1 Optimal Stopping Rule with Scaled Transmission Rate

The opportunistic scheduling problem is formulated as a problem of maximizing the

profit over cost. The cost here is the time used for a contention round. The profit is

the scaled information quantity transmitted in the contention round, here, denoted

by current STR multiplying the transmission time tp. For each time slot, we use a

stopping rule V to decide whether a link can carry out data transmission. Thus, we

use TV to denote the time duration of a contention round with channel probing and

transmission, and SV is the scaled transmission rate in this transmission. The profit

of the whole problem can be represented as E[SV tp]/E[TV ].

Define Q as the set of all the stopping rule as follows:

Q , {V : V > 1, E[TV ] ≤ ∞}, (4.2)

the problem of maximizing the profit can be presented as:

V ∗ , argmax
V ∈Q

E[SV tp]

E[TV ]
, s∗ , sup

V ∈Q

E[SV tp]

E[TV ]
. (4.3)
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If we can prove that the optimal stopping rule V ∗ exists, the problem is solved. To

this end, we have the following proposition:

Proposition 4.1 The optimal stopping rule V ∗ for QSOS exists, and is given as

follows,

V ∗ = min{n > 1 : Sn > s∗}. (4.4)

The maximal scaled throughput s∗ is also the scaled threshold, and is the unique

solution to

E(Sn − s)+ =
st

tp
∑N

i=1 Pi

(4.5)

Proof: The proof is very similar to Appendix A of [12], and is presented in

Appendix A.1.

Remarks: 1) proposition 4.1 shows that the optimal rule is a single threshold

policy. After a successful channel contention, current STR of the link is compared to

the scaled threshold s∗. If the current STR is larger than the threshold, the trans-

mission is proceeded. Otherwise, the opportunity is skipped, and channel contention

continues.

2) As STR of each link are with the same average, the threshold policy implies

that the transmission opportunities are assigned more or less equally over the network.

This can improve the system fairness. The optimal stopping rule ensures that the

system still achieves a better throughput comparing to random access, due to the

fact that during the relevant “low rate” period of each link, packet transmission is

not carried out.

3) The nonlinear equation in 4.5 can not be resolved easily in a formula mode.

However, by using a fix-point iterative method, the optimized threshold s∗ can be

calculated. First, following the definition of s∗, we can have

s∗ =
N∑
i=1

∫∞
s∗ rdFi(r)

1−Fi(s∗)
tp

t+
∑

j ̸=i Pj(1−Fj(s∗))tp

Pi(1−Fi(s∗))
+ tp

. (4.6)

The content of the sum formula is E[SV tp]/E[TV ] for each link. The numerator is the

expected throughput for link m, and the denominator is the expectation of channel
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contention time plus the transmission time tp.

It can be rewritten as follows:

K(s∗) =

∑N
i=1 Pi

∫∞
s∗

rdFi(r)
t
tp
+
∑N

i=1 Pi(1−Fi(s∗))
, (4.7)

and

s = K(s). (4.8)

Thus, we can have the iterative algorithm as sk+1 = K(sk), k = 0, 1, 2, .... Proposition

3.4 in [12] proves the convergence of this algorithm for any non-negative initial value

s0, i.e., s0 = 0. It means that the optimal threshold s∗ can be always achieved with

this iterative algorithm.

4.3.2 Analysis of the Opportunistic Scheduling with Scaled

Transmission Rate

Using Scaled transmission rate is a simple way for achieving throughput optimiza-

tion and fairness simultaneously. Optimal stopping theory can be directly applied.

The links in different categories are almost treated equivalently, thus transmission

opportunities are assigned to them fairly.

However, the throughput of each link is determined as soon as the current scaled

threshold s∗ is calculated. It is because that threshold is the only factor in a scheduling

decision. According to (4.1), the real threshold of normal transmission rate for link i

can be presented as λis
∗. Then from (4.7), we define the real throughput of link i as:

Zi =
Pi

∫∞
λis∗

rdFi(r)

t
tp
+
∑N

j=1 Pj(1− Fj(λjs∗))
. (4.9)

The major concern of using scaled transmission rate is that it can only provide

a fixed fairness to the system. When more delicate scheduling is required in the

network, this scheme is not able to provide fine-tuning. These problems have put

forward the demand of a more elaborate scheduling scheme.
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4.4 Opportunistic Scheduling with Weighted

Threshold

In this section, we introduce a weighted mechanism to enhance the scaled oppor-

tunistic scheduling policy proposed in the last section. With this mechanism, links

are able to fine-tune its throughput according to requirements. However, while dis-

tributed weight selection is applied, selfish behavior can lead to disastrous result in the

network. To tackle this problem, we treat the weight selection as a non-cooperative

game, and useful results are derived with game theory.

4.4.1 Weighted Threshold and Weighted Throughput

From (4.9), it is easy to find out that the only way to adjust individual throughput

is to modify the shared threshold. Thus, we introduce a weight parameter w to the

threshold. For link i, the weighted scaled threshold ωi can be calculated as follows:

ωi = wis
∗. (4.10)

First, we assume that the weight wi for link i is pre-fixed, and it can be selected

according to the requirements of the network independently. With different weight wi,

throughput of each link is no longer fixed, the demand of fine-tuning among different

links can be achieved. If requirements are changed, weights can also be adjusted.

4.4.2 Analysis of Weight Selection

However, a random selected weight is impossible to guarantee the delicate scheduling

purpose. Then the following problem is to find out how to determine these weights

for achieving throughput improvement. Following (4.9), we use Zi to present the real

throughput of link i as follows:

Definition 4.1 The current throughput for link i under a set of weight {w1, w2, . . . , wN}
is denoted by Zi as:
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Zi(w1, w2, . . . , wN) =
Pi

∫∞
λiwis∗

rdFi(r)

t
tp
+
∑N

j=1 Pj(1− Fj(λjwjs∗))
. (4.11)

According to (4.11), the individual throughput is only affected by the weight set if

the channel condition remains the same. To see through the characteristics of weight

selection, we define w−v , [w1, . . . , wv−1, wv+1, . . . , wN ]. Assuming that w−v is fixed,

in what follows we can have this proposition:

Proposition 4.2 For a certain link v, there exists an optimal throughput Z∗
v (w

∗
v, w−v).

The optimal weight w∗
v used to achieve this optimal throughput can be calculated with

the following iterative algorithm:

w∗
v,k+1 =

Zv(w
∗
v,kw−v)

λis∗
, k = 0, 1, 2, .... (4.12)

and

w∗
v,0 = 0. (4.13)

The proof of Proposition 4.2 can be found in Appendix A.2.

Remarks: 1) Proposition 4.2 shows that a weight mechanism can be used to

improve links’ performance. While an optimal weight is applied to one link, the

throughput of this link can be better.

2) However, this mechanism may affect the throughput of other links. Fig.4.4

shows a pictorial illustration for this problem. While there are two links in the

network, link 1 can achieve a better throughput with a smaller w1, while link 2

suffers a loss of throughput.

4.4.3 A Non-Cooperative Game for Weight Selection

In a wireless ad-hoc network, the distributed nature requires decentralized manage-

ment. However, the weight selection procedure presented in the last section is a

pre-fixed one. It is interesting to discuss if the weight selection can be carried out in

a distributed way.
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Figure 4.4: A pictorial illustration of the influence of selfish behavior

One big problem for an independent weight selection is that selfish decision exists.

If all the links use the optimal weight to improve its own throughput, significant

improvement is no longer achievable for any individual link. This problem can be

treated as a non-cooperative game in the network.

We assume that each link wants to maximize its throughput by changing the

weight. Thus, all the links are the players in a non-cooperative weight selection game.

We use Ai = [{wi|0 < wi < ∞}, i = 1, 2, . . . , N ] to denote the action set of each link,

and P = [1, 2, . . . , N ] to denote the player set of the game. The payoff function is

denoted by Ui = [Zi, i = 1, 2, . . . , N ]. Let G = [P, {Ai, i ∈ P}, {Ui, i ∈ P}], then the

non-cooperative game can be casted as:

(G) max
wi∈Ai

Zi(w1, w2, . . . , wN),∀i = 1, 2, . . . , N. (4.14)

One of the interesting topics in this game is whether there exists Pareto Optimal-

ity. The study can be started from a two-link scenario. Assuming that there are two

links in the network, both of the links can choose its weight independently. Thus, we

can have the following proposition:
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Proposition 4.3 There exists Pareto Optimality in the weight selection game G of

two links. To achieve Pareto Optimality, the weights have to be chosen so that:

w1s
∗λ1 = w2s

∗λ2. (4.15)

The proof of Proposition 4.3 can be found in Appendix A.3.

Remarks: 1) Under Pareto Optimality, there is no possible pareto improvement

in the network. No one can achieve a better performance without affecting the other

one. It is interesting that the threshold derived in [12] is the pareto optimality. To

understand this, we can assume that if this overall maximal point derived in [12] is not

the pareto optimality, which means the overall performance can be further improved

without performance loss from any link. This is obviously a contradiction.

2) The scenario can be easily extended to multiple-link scenario. An equal thresh-

old (without scaling) can be always proved to be the pareto optimality. To avoid the

worthless repeat of the same derivation, it is not included in this literature.

Obviously, the Nash equilibrium is also an interesting topic in this weight selection

game. It represents the condition that nodes can not negotiate to accept the overall

optimization, but only a balance under compromise can be achieved. This Nash equi-

librium problem in weight selection game is similar to the Nash equilibrium problem

discussed in [12]. The readers can refer to this article for further explorations.

4.5 Scheduling Policy Design for QSOS

4.5.1 New Problems with QSOS

With QSOS, problems are brought in by the needs for performance optimization

and fairness concerns. Amendments have to be designed to fulfill two more critical

requirements.

• The calculation of optimized threshold is based on the channel states of the

entire network. Procedures of both channel states distribution and threshold

calculation should be specified at the nodes’ end.
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• The scaled threshold policy has to be applied in the scheduling scheme for both

regular and secure links.

4.5.2 Scheduling Policy

According to above rules, the QSOS scheduling policy is designed. The “Scheduling

Policy” rule in SecDCF can be replaced by the following three rules:

1. Threshold Calculation. Scaled threshold is calculated locally using channel

states information. The link information of other nodes are collected from their

successful transmissions.

2. QSOS Scheduling Policy. In the case of a successful channel contention, cur-

rent scaled transmission rate for this link is calculated. A comparison between

this scaled transmission rate and current scaled threshold is carried out by the

scheduling policy. A positive result leads to a procedure of packet transmission.

If the scaled transmission rate is smaller than the threshold, the transmission

opportunity is skipped, and the channel probing and contention continues.

3. Physical Channel Adaption. If a packet is allowed to be transmitted by the

QSOS scheduling policy, the physical channel has to be adjusted according to

the packet category. “PHY ChToS.request” and “PHY ChToR.request” have

to be sent to the physical layer. It then follows the data transmission. Channel

state information is also required to be broadcast as the first part of a successful

transmission.

With the new SecDCF scheduling rules, QSOS can be utilized. In the following

section, we provide simulations and analysis according to SecDCF implementation.
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4.6 Simulations and Analysis

4.6.1 Simulation scenario

The simulation scenario is similar comparing to the simulator we used in chapter 3.

We generally present it here again for the convenience of readers. We use an AWGN

channel model with normalized SNR ρ. Therefore the transmission rates of links is

given by the Shannon capacity equation for Gaussian AWGN channel as presented in

(3.5):

Rm = log(1 + ρ|Hm|2) nats/s/Hz,m ∈ Ln, (4.16)

where Hm denotes the random channel gain with a complex Gaussian distribution.

Initial values are set as twindow = 8, cdrop = 5 and nbuffer = 20. For link i,

the number of slots between the arrival time of two packets is denoted by a poisson

random variable Di, with the expectation δi. Then we can have the probability of a

packet generating in a time slot as 1
δi
. Approximately, we use Pi =

1
δi

to present the

traffic load, and we have the traffic load as follows N ·tp
δi

.

4.6.2 Simulations for QSOS with Secure and Regular Traffic

As analyzed in last chapter, the packet generation speed is essential for the throughput

and delay. Here, we use the same model as we used in last chapter. ρs = 5 and ρr = 30

are used to present secure and regular links respectively. A network of 10 links with

5 secure links and 5 regular links are implemented. We still assume that all the links

are with the same packet arrival rate. By changing δi, we have different traffic load.

A throughput comparison between random access, DOS and QSOS is presented

in Fig.4.5, Fig.4.6 and Fig.4.7. Since there is no other research concerning the same

subject so far, the only way to show the value of our research is to compare it with

existing schemes in the similar research domains. It is easy to find out that when the

channel is not busy, the differences are not clear. However, when packets arrive more

frequently in channel, these three scheduling schemes distinguish with each other.

With QSOS, a balanced and optimized performance is offered. The security

throughput is much better than it is in the other two scheduling schemes. Clearly,
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Figure 4.5: Throughput Comparisons between QSOS and Random Access
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Figure 4.6: Throughput Comparisons between QSOS and DOS
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both opportunistic scheduling schemes improve the overall throughput. By sacrific-

ing secure traffic, DOS scheduling is capable to transmit the most regular packets,

and also achieve the best overall throughput. By equivalently treating secure and

regular packet transmission, QSOS achieves the fairness between different link types.

Due to the difference between transmitting a secure packet and a normal packet, the

throughput improvement for secure traffic is smaller than the loss in regular traffic.

Thus, the overall throughput of QSOS is smaller than DOS.

Furthermore, we compare the delay performance in Fig.4.8. The delay perfor-

mance for both secure and regular traffic are similar in QSOS. The fairness is quite

obvious with the implementation of scaled threshold. A further balance between

throughput optimization and delay performance is also achieved.

4.6.3 The Impact of Weight Selection
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Figure 4.9: Throughput Comparison with Different Weights in QSOS

In this section, we present a series of simulations to show the impact of weight
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Figure 4.10: Delay Comparison with Different Weights in QSOS

selection. A total of 3 links coexist in the network, in which two are regular links and

one is secure link. The normalized SNR is rendered the value of ρs = 5 and ρr = 40,

respectively. The traffic load is fixed as 0.8. The weight for those two regular links

are fixed as 1. Thus, by changing the weight of the secure link, we show how this

parameter affects the network performance.

In Fig.4.9, a throughput comparison is presented. Even with a very low normalized

SNR, the secure link can finally achieve a throughput of more than 1Nats/s/Hz when

the weight is 3.1. However, the cost reveals in the performance of the regular links.

They suffer a great loss to provide better performance to the secure link. Overall

throughput is also affected.

A delay comparison is shown in Fig.4.10. The final delay of regular traffic is large

when the weight of secure link reaches 3.1. The problem here is that the changing

weight affects the scaled threshold, and most of the transmission opportunities for

the regular links are dropped according to the large threshold. In this way, a better

throughput can be achieved with the secure link. This is definitely the selfish problem
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we discussed in the sections above.

4.6.4 Conclusion

The loss of throughput is a huge problem in wireless ad-hoc networks with physical

layer security. When opportunistic scheduling is applied to the network, although

overall throughput is improved, the fairness issue becomes even more critical. In

this chapter, we want to explore the balance between throughput optimization and

fairness.

That’s why Qos-Secure-oriented Opportunistic Scheduling (named as QSOS) is

developed by our research group. By using scaled transmission rate and scaled thresh-

old, our mechanism achieves two goals simultaneously: 1) better network capacity for

the whole network; 2) better fairness between secure and regular links. With the in-

tegration of SecDCF framework, QSOS shows its potential in providing high-quality

performance in wireless ad-hoc network with physical layer security.



Chapter 5

TEOS: Using Threshold Enabled

Opportunistic Scheduling to

Guarantee QoS under Individual

Throughput Requirement

In this chapter, we focus on the problem of individual throughput, which is also

an essential factor in wireless QoS. A variety of research including ours has shown

that opportunistic scheduling can be used to provide an optimized overall capacity.

However, the case under individual throughput requirement has not yet been well

investigated. To explore this unsolved problem, scheduling scheme with individual

threshold is studied by us. As a result, TEOS (Threshold Enabled Opportunistic

Scheduling) is proposed.

The rest of this chapter is organized as follows: background and system model

is provided in the first section; individual throughput requirement is introduced in

the second section, with the analysis of traditional scheduling scheme; a derivation

of applicable threshold policy and a corresponding iterative algorithm is presented in

the third section; MAC layer protocol design is then described in the fourth section;

numerical results and conclusions are included in the last section.

62
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5.1 Individual Throughput Requirement:

Unsolved Problem in

Distributed Opportunistic Scheduling

5.1.1 Limitation of Traditional Capacity-oriented

Opportunistic Scheduling

Traditional opportunistic scheduling research mostly focus on the subject of capacity

optimization. Our research in last chapter is a good example of these capacity-

oriented opportunistic scheduling studies. Threshold policy is derived with mathe-

matical approach, and performance results in simulation show that an optimization

in throughput capacity can be achieved.

However, there is a missing point in the former research, that individual require-

ments are not taken into account. For example, in a network with regular link A and

secure link B, we assume that A has better performance than B. A fixed thresholds

can be easily calculated for the opportunistic scheduling problem in this case. We can

achieve an optimized capacity by transmitting comparatively more packets with link

A, and less packets with link B. If there is a real-time requirement with link B for

transmitting a certain amount of packets, this optimized capacity and corresponding

threshold can provide little help in network realization. It can be treated as a kind

of fairness problem as we studied in chapter 4. However, the results are not explicit

enough.

The aim of capacity-oriented opportunistic scheduling is to find out the upper

bound of a certain scenario. This derivation is important for system design. However,

the system does not function under full loads all the time. If a set of individual

throughput requirement is given, there lacks a special solution to derive thresholds to

achieve opportunistic scheduling. How to do the scheduling work remains challenging.
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5.1.2 Opportunistic Scheduling under

Throughput Constraint

For a wireless ad-hoc network, individual throughput requirement certainly exists,

and is determined by network layer protocols and upper layer applications of each

link. Hence, the judgement of whether these requirements can be achieved and how

they can be achieved are important in MAC layer scheduling. If requirements that

can not be achieved by traditional scheduling scheme (e.g., random access

scheduling), are possible to be accomplished with opportunistic scheduling,

opportunistic scheduling is certainly a valuable solution in applications.

If the above proposition is true, we can have the following deduction. Considering

a scenario with individual throughput requirement, we can categorize the require-

ments into three different classes based on the final scheduling results. The first class

of requirements can be achieved by random access scheduling, thus there is no need

to apply new opportunistic scheduling scheme. The second class lies out of the up-

per bound of random access scheduling. Only new opportunistic scheduling scheme

can solve the scheduling problem. In the third category, requirements are out of the

channel capability. Even new scheme can not coordinate the transmission opportunity

without causing congestion.

Thus, our objective in this study is clear. The proposition has to be proved, and

a new scheduling scheme, which we call TEOS has to be designed. Furthermore,

an effective region of TEOS has to be defined. For the requirements that can be

accomplished by TEOS, a corresponding scheduling policy is necessary. For the re-

quirements that can not be accomplished by TEOS, an algorithm for making the

judgement is also dispensable.

5.1.3 System Model

Comparing to the system model that is depicted in chapter 3, the only change is to

add the requirement. The network topology, channel contention model and physical

layer design are all the same.

A single-hop ad-hoc network with N links presented by Ω = {1, 2, . . . , N} is



CHAPTER 5. THRESHOLD ENABLED OPPORTUNISTIC SCHEDULING 65

still used. pi denotes the average probability of channel probing attempts of link

i. Due to the dynamics of wireless environment, we model the time-varied channel

into a random variable X with p.d.f fX(x) and distribution function FX(x). Here we

assume X has a finite range [X,X]. For the convenience of derivation, we denote t as

the duration of a time slot. We also assume that tp is the data transmission duration

and is no greater than the channel coherence time.

To present the real demand in the network, we denote µ = {µ1, µ2, . . . , µN}
as the throughput requirement for each link in a certain period of time. It has

to be noted that µ can be defined in any time scale. If a small time duration is

used in the derivation, e.g., millisecond level, delicate real-time scheduling can be

achieved. Without loss of originality, we use one second to define this requirement in

this literature. Thus, µ can also present the required transmission rate of each link

approximately.

5.2 MAC Layer Scheduling Problem

under Individual Link Requirement

5.2.1 Limitation of Random Access Scheduling

Following the system model we presented in the above section, it is easy to derive the

upper bound of individual transmission rate in random access scheduling. Apparently,

the probability of successful channel probing for link i can be given by

Pi = pi
∏
j ̸=i

(1− pj). (5.1)

Then, the overall successful channel probing probability Psucc is given by

Psucc =
N∑
i=1

Pi =
N∑
i=1

pi
∏
j ̸=i

(1− pj). (5.2)
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Therefore for all the links, the average waiting time before a transmission is given by

tr =
t

Psucc

=
t∑N

i=1 pi
∏

j ̸=i(1− pj)
. (5.3)

To calculate the effective transmission rate for each link, it is also important to

calculate the average time for link i to wait before a transmission. It can be given by

tir =
t

Pi

=
t

pi
∏

j ̸=i(1− pj)
. (5.4)

However, while link i waits for the next transmission opportunity, some other links

may succeed in channel contention and transmit. User i needs to back-off and freeze

its timer for these transmission, e.g., timer frozen mechanism in IEEE 802.11 DCF.

To this end, the waiting time experienced by each single user is larger than tir, and

from a long-term aspect of view, it can be approximately presented as:

t̃ir = tir +
tir − tr
tr

· tp, (5.5)

in which the second part is the expectation of potential transmission time for other

links during the waiting period. Thus, we can have the effective transmission rate for

link i as

Si
ran =

tp

tp + t̃ir

∫ X

X

x · fX(x)dx. (5.6)

If we use Xmean to present the expectation of transmission rate as: Xmean =∫ X

X
x · fX(x)dx, it is easy to have the following proposition:

Proposition 5.1 For any scenario with giving individual requirement µ, it is impos-

sible to use random access scheduling to satisfy the demand if and only if the following

inequations can not be satisfied:

pi
∏

j ̸=i(1− pj)
t
tp
+
∑N

i=1 pi
∏

j ̸=i(1− pj)
·Xmean ≥ µi, ∀i ∈ Ω. (5.7)

Remark: In a given wireless ad-hoc network scenario, the effective transmission
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rate for all the links can be statistically calculated as presented above. If any of the

individual requirements can not be satisfied, this requirement is out of the capability

of random access scheduling.

5.2.2 Using Thresholds to Improve Individual Throughput

According to multi-user diversity, channel potential is not well exploited with random

access scheduling. It has also been proved in [12] that thresholds can provide overall

capacity optimization for wireless ad-hoc networks. However, the improvement is

based on the fact that transmission opportunities are re-coordinated to links with

better performance. Whether thresholds can also be used for improving individual

throughput without sacrificing performance of other links in the network remains an

unsolved problem.

While individual requirements exist in the network, the problem is different. The

objective is to satisfy everyone’s requirement. Overall capacity optimization is still

critical, but not with first priority. Thus, if we can prove that better individual

throughput for one link can be achieved without causing other users’ performance

fall below their requirement threshold, problem is solved.

To this end, we provide the following threshold policy. Considering a threshold

set denoted as T = T1, T2, . . . , TN , when a link i gets the transmission opportunity

after a successful channel probing at time τ , the channel condition Xτ can be explored

and is compared with threshold Ti. If Xτ is larger than Ti, the user will proceed to

transmit; while if Xτ is smaller thanTi, the user will release the channel and another

round of channel probing starts.

Thus, with threshold policy, it is possible to skip the transmission opportunity even

with a successful channel contention. Then the probability of a successful transmission

can be given by

Pteos,succ =
N∑
i=1

Pi · (1− FX(Ti)). (5.8)
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Therefore an average waiting time before a transmission is given by

tw =
t

Pteos,succ

. (5.9)

Thus, in a time period of tp + tw, a packet transmission takes place. The average

transmission rate can be denoted by

Save =
N∑
i=1

Pi · (1− FX(Ti))

Pteos,succ

·
∫ X

Ti
x · fX(x)dx

1− FX(Ti)
=

1

Pteos,succ

N∑
i=1

Pi

∫ X

Ti

x · fX(x)dx

(5.10)

For the average throughput of each user under threshold Ts, it can be derived

following the same steps. As the probability of a successful transmission for user i is

given by Pi · (1− FX(Ti)), the real average time for user i to wait can be derived as

tiw =
t

Pi · (1− FX(Ti))
. (5.11)

However, it is similar to the condition in the random access scheduling. Back-off

is needed. The real waiting time for link i becomes

t̃iw = tiw +
tiw − tw

tw
· tp, (5.12)

in which the second part is the expected transmission time of other links during the

waiting period. Therefore the average throughput for user i is that

Si
ave =

tp

tp + t̃iw

∫ X

Ti
x · fX(x)dx

1− FX(Ti)
. (5.13)

In this way, we have the following proposition:

Proposition 5.2 For any giving scenario with individual requirement µ, there exists

a set of thresholds To = {T1, T2, . . . , TN}, with which better individual throughput for

all the links can be achieved comparing to random access scheduling:

Si
ave(To) ≥ Si

ran, ∀i ∈ Ω. (5.14)
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The proof can be found in Appendix A.4.

Remarks: 1) It is shown in Proposition 5.2 that optimized thresholds set To

exists. Thus, threshold enabled opportunistic scheduling can be used to solve the

scheduling problem established by individual requirements. The problem now is how

to derive the corresponding thresholds for each link.

2) From the proof, it is easy to find out that the equality is true when and only

when for all i we have Si
ave < X. Namely, all the probing probability pi is extremely

small. Even under this terrible condition, all the thresholds can be taken as X which

makes the scheduling policy equivalent to pure random access. In all, there is no loss

induced by TEOS. As this condition is negligible and trivial, it is not included in the

further discussion.

5.3 TEOS: Solution for Exploiting

Channel Potential under

Individual Throughput Requirement

With proposition 5.1, it is easy to find out whether a certain set of requirements

can be achieved with random access scheduling. Also, we have proved that better

individual throughput performance can be provided if we use thresholds in scheduling,

based on which we can propose TEOS for solving the scheduling problem.

Obviously, a random threshold set can not guarantee the required functionality.

Delicately selected thresholds are a must for the scheduling conundrum. Hereby, we

define the major task in TEOS, is to find out a threshold set that can make a certain

requirement set achievable. Also, as TEOS can not exceed the limitation of channel

capacity, another task in TEOS research is to explore the requirement that can never

be achieved even with TEOS.
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5.3.1 Threshold Derivation for TEOS

We now explore the threshold derivation for TEOS. It is clear that for link i, the

effective transmission rate can be derived from (5.13) as:

Si
ave(T) =

pi
∏

j ̸=i(1− pj)
t
tp
+
∑N

k=1(1− FX(Tk))pk
∏

j ̸=i(1− pj)

∫ X

Ti

x · fX(x)dx, (5.15)

where T is the current threshold set.

Thus, to have a set of thresholds for satisfying the individual requirement, it is

obliged to have:

Si
ave(T) ≥ µi, ∀i ∈ Ω. (5.16)

As a result, the problem of threshold derivation can be treated as solving multiple

nonlinear inequations. If we can characterize the solution set for (5.16), efficient

thresholds for achieving the requirement can be derived spontaneously. Furthermore,

if we can prove the system of inequalities unsolvable under a requirement set, it can

be treated as a mechanism for distinguishing un-achievable requirement.

The uniqueness of solution is another interesting subject in this problem. Unfor-

tunately, in general, the solution is not necessarily unique as a result of the complicate

condition of FX . It is possible to provide some sufficient condition, with which unique

solution can be established to the scheduling problem. However, this kind of special

cases are not interesting considering the real application requirement. In the follow-

ing sections, we focus on a general iterative algorithm for deriving one of the possible

solution under individual requirement.

5.3.2 Iterative Algorithm

Based on the structure of (5.15), we propose the following iterative algorithm for

deriving the thresholds. Two scales of iteration are used in the algorithm. In the

large scale, we try to approach a possible threshold set step by step, hereby, defined

as step k. In the small scale, we derive the threshold for link i with the thresholds

that have already been calculated in the current step k, i.e., T
(k)
1 . . . T

(k)
i−1, and the
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thresholds that have not yet been renewed in the current step, i.e., T
(k−1)
i+1 . . . T

(k−1)
N .

While k = 0, we have the initial value for all the links as T
(0)
1 = T

(0)
2 = · · · = T

(0)
N = X.

In step k, we have the following iteration for link i:

1. First, we denote T−i = {T (k)
1 , T

(k)
2 , . . . , T

(k)
i−1, T

(k−1)
i+1 , . . . , T

(k−1)
N }. Derived from

(A.18), we define:

g(T ∗
i , T−i) = −T ∗

i t− T ∗
i Pteos,succtp + Pitp

∫ X

T ∗
i

x · fX(x)dx. (5.17)

Then it is possible to have the optimized threshold T ∗
i under the condition

g(T ∗
i , T−i) = 0.

2. As presented in the proof of proposition 5.2, the unique solution T ∗
i of g(T ∗

i , T−i) =

0 exists and is the optimized threshold for having the best Si
ave under T−i. Then

we can calculate the current Si
ave with (5.13).

3. Based on the comparison between current Si
ave and µi, we can have the following

judgement:

(a) if Si
ave < µi, iteration terminated, no solution;

(b) if Si
ave = µi, update T

(k)
i = T ∗

i ;

(c) if Si
ave > µi, find the maximal solution for Si

ave(T
(k)
i , T−i) = µi.

4. If the algorithm does not terminate, continue with the same procedure to cal-

culate for the link i + 1 in step k. If it is already the last link in step k, move

on to the step k + 1. If fixed points have arrived for all thresholds in Tk, the

algorithm stops, and the current Tk is a solution to the scheduling problem.

Then we have the following proposition:

Proposition 5.3 For a giving set of requirement µ, when there exist solutions for the

scheduling problem, the iterative algorithm will come to a fixed point T∗ = {T ∗
1 , T

∗
2 , . . . , T

∗
N},

so that Si
ave = µi, for all i.



CHAPTER 5. THRESHOLD ENABLED OPPORTUNISTIC SCHEDULING 72

Proof: The proof can be found in Appendix A.5.

Remark: 1) The convergence of the iterative algorithm is shown in Proposition

5.3. It is interesting that the convergence only appears when there exist solutions

for the scheduling problem. To this end, if a threshold set can be derived from this

algorithm, it is clear that the corresponding requirement set is achievable.

2) The times to achieve the fixed-point is also important for the algorithm. Unfor-

tunately, the iterative number to achieve convergence is not always finite. However,

as the transmission rate is always digitalized in wireless ad-hoc network, a certain

level of accuracy that can be finished with limited iteration is more practicable. To

show the performance of this part, experiments are carried on in the numerical re-

sults part. It is clear that with limited iteration, the solution set can be achieved.

Theoretical analysis remains to be our future research.

3) Unachievable requirement set leads to a termination in the iterative algorithm.

Thus, it is possible to use this rule to distinguish them.

5.3.3 Unachievable Requirement in TEOS

By applying opportunistic scheduling, threshold policy can be used to achieve better

individual throughput for links in wireless ad-hoc network. However, there is cer-

tainly a limitation. Extreme conditions can never be satisfied with limited channel

resource. Thus, problem turns out to be how to distinguish achievable requirements

from immoderate ones.

Surprisingly, we have explored that our iterative algorithm presented in the above

section can be used directly for this problem. Here by, we have the following propo-

sition:

Proposition 5.4 For a giving set of requirement µ, if the iterative algorithm termi-

nates during the iteration, i.e., in step 1, step 2, ..., step k, there is no solution set

T∗ to satisfy requirement set µi.

Proof: The proof can be found in Appendix A.6.

Remark: The proof show that there is no possibility to find out another solution

pair if the iterative algorithm terminates. Thus, for all the conditions provided to our
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scheduling scheme, one iterative algorithm is enough to fulfill both tasks of threshold

derivation and the judgement of impossible cases.

5.4 Scheduling Policy Design for TEOS

5.4.1 New Problems with TEOS

TEOS can also be used in SecDCF to provide individual throughput guarantee for

secure and regular links. Problems are brought in by the needs for exchanging channel

state information, as well as the scheduling policy. Amendments have to be designed

to fulfill the following requirements.

• The calculation of individual threshold is based on the channel states of the

entire network. Procedures of both channel states distribution and threshold

calculation should be specified at the nodes’ end.

• Individual threshold has to be applied in the scheduling scheme for each link.

5.4.2 Scheduling Policy

According to above rules, TEOS scheduling policy is designed. The “Scheduling

Policy” rule in SecDCF can be replaced by the following three rules:

1. Threshold Calculation. Scaled threshold is calculated locally using channel

states information. The link information of other nodes are collected from their

successful transmissions.

2. TEOS Scheduling Policy. In the case of a successful channel contention,

current transmission rate for this link is calculated. A comparison between

this rate and current threshold of this link is carried out by the scheduling

policy. A positive result leads to a procedure of packet transmission. If current

transmission rate is smaller than the threshold, the transmission opportunity is

skipped, and the channel probing and contention continues.
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3. Physical Channel Adaption. If a packet is allowed to be transmitted by the

TEOS scheduling policy, the physical channel has to be adjusted according to

the packet category. “PHY ChToS.request” and “PHY ChToR.request” have

to be sent to the physical layer. It then follows the data transmission. Chan-

nel state information are also required to be broadcast as the first part of a

successful transmission.

With the new SecDCF scheduling rules, QSOS can be utilized. In the following

section, we provide simulations and analysis according to SecDCF implementation.

5.4.3 New Problems with TEOS

• The calculation of optimized threshold is based on the channel states of the

entire network. Procedure should be specified for the derivation at the nodes’

end.

5.4.4 TEOS Scheduling Policy

Following the above rules, the SecDCF protocol is designed as follows:

1. Threshold Calculation. Threshold is calculated using the channel states

information which is broadcast by nodes within the propagation range.

2. Scheduling Policy. In the case of successful channel probing, the transmission

only starts when the current transmission rate exceeds the threshold of this link.

Each links hold its own threshold, no matter it is a secure link or a regular link.

The transmission opportunity is dropped when it does not exceed the threshold.

A successful transmission is ended by an ACK packet.
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5.5 Numerical Results, Simulation and Conclusion

5.5.1 Numerical Results

TEOS is not used to optimize the network capacity. The major task for TEOS is

to judge whether and how to achieve a set of thresholds. Thus, we first provide the

numerical results to characterize the property of TEOS.

Obviously, times of iteration to achieve the fixed point is important in an iterative

algorithm. We present an example of the iteration in Table 5.1. The accuracy level

is four decimal places. One secure link as link 1 and two regular links as link 2 and 3

are denoted with the normalized SNR ρs = 5 and ρs = 40, respectively. X is assumed

to be 20. The probing probability pi is taken as 0.1. The required throughput is set

as µ = {0.5, 0.5}. Thus, we have found that after 5 rounds of iteration, the threshold

set arrives the fixed point.

Table 5.1: Convergence behavior of TEOS algorithm
Link s0 s1 s2 s3 s4 s5 s∗

link 1 20 2.5821 2.4677 2.4535 2.4522 2.4518 2.4518
link 2 20 4.7623 4.7004 4.6941 4.6933 4.6933 4.6933
link 3 20 4.7238 4.6972 4.6933 4.6933 4.6933 4.6933

To see the effective area of TEOS, we present a figure with numerical results as

Fig.5.1. In the calculation, One secure link as link 1 and another regular links as

link 2 are denoted with the normalized SNR ρs = 5 and ρs = 40, respectively. Xmax

is assumed to be 20. The probing probability pi is taken as 0.5. By changing the

required throughput, we can find out whether it can be achieved by TEOS.

Area A is the effective area of random access. According to the calculation result,

the upper bound capacity of random access is at the point {1.5075, 0.75}. No more

throughput requirement can be achieved in this area. Area C contains the require-

ments fail TEOS. It is out of the channel potential. Area B is the area where TEOS

can provide its function.
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Figure 5.1: The Effective Area of TEOS

5.5.2 Simulation Results and Analysis

With the same condition we used in the numerical results, we simulate the scheduling

scheme in our simulator. Similar to the simulation scenario in the other chapter, a

one-hop ad-hoc network is implemented. We assume that 2 links exist in the network.

An AWGN channel model with normalized SNR ρ1 = 5 and ρ2 = 40 are used for link

1 and link 2. A packet transmission duration is fixed as tp = 30 time slots. Thus, we

have the following results.

Threshold of link 1 is plotted in Fig.5.2. With these thresholds, link 1 can achieve

its required throughput, as shown in Fig.5.4. When the requirement is too large to

be handled in TEOS, i.e., in the area C of Fig.5.1, threshold does not exist, and

the throughput is zero. For the requirement that can be satisfied with TEOS, the

required throughput is achieved. Similar results are also shown in Fig.5.3 and Fig.5.5

for link 2.
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Figure 5.2: The threshold of link 1 under different individual requirements
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Figure 5.3: The threshold of link 2 under different individual requirements
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Figure 5.4: The throughput of link 1 under different individual requirements
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Figure 5.5: The throughput of link 2 under different individual requirements
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5.5.3 conclusion

In this chapter, we have researched on the scheduling problem under the constraint

of individual requirements. Capacity optimization is no longer our objective in this

research. We try to find out whether it is possible to achieve a certain requirement

with threshold enabled opportunistic scheduling, while random access cannot accom-

plish the scheduling task without causing congestion. This problem is more related

to a common scheduling problem for a wireless ad-hoc network. We show that with

an iterative algorithm, it is possible to accomplish more requirements with our TEOS

comparing to random access. We also note that for those requirements that can never

be achieved with limited channel resource, our mechanism can easily distinguish them

by terminating the iteration in calculation.

After a long period of researches on the capacity optimization problems, the re-

search in this chapter show that there still exist a lot of unsolved problem in real

applications. We hope this initial research can provide the community an interesting

topic.



Chapter 6

Sparing channel for time-critical

Communications: using TEOS to

Improve VANET QoS

In this dissertation, we have already covered a variety of network performance, i.e.,

security, throughput and individual requirement. However, delay performance has

not been taken into consideration. In this chapter, we try to extend our research of

TEOS to a more specific application scenario: the delay performance of time-critical

traffic in a VANET (vehicular ad-hoc network) network. This extension is an initial

attempt in VANET. Considering the special characteristics of VANET, it can not

provide all-sided solution, but only a special application scenario in VANET.

To ensure the functionality of intelligent transportation, time-critical messages are

of great importance in VANET. Meanwhile, non-time-critical traffic still exists in the

network, with which regular services, e.g., orientation and navigation are provided.

A key problem in VANET is to achieve best effort delay performance for time-critical

traffic.

To achieve this object, a threshold policy derived from TEOS is used to reduce the

transmission time of non-time-critical traffic. For randomly generated time-critical

traffic, delay performance is ensured by providing the first transmission opportunity to

it. Numerical results and simulations show that this approach can provide low-delay

80



CHAPTER 6. USING TEOS FOR DELAY PERFORMANCE 81

time-critical transmissions for VANET.

6.1 Problem Formulation and System Model

6.1.1 Special Problem in VANET Network

Vehicular Ad-hoc Network which is also known as VANET, is an emerging branch

of wireless ad-hoc network research. Due to the large requirement of intelligent

transportation systems, it has attracted tremendous attentions from both research

community and industries. Former researches like [51, 52, 53] have provided varied

approaches to achieve better QoS in VANET. However, all these studies are focused

on the higher layers of network structures in VANET. Little work has been done with

MAC layer scheduling. As we have presented in the above chapters, opportunistic

scheduling can be used to solve this kind of performance problem.

Comparing to the other wireless networks, links in VANET suffer a more frequent

and wider-range of fluctuations due to the mobility of the nodes. It is a challenging

problem, but also means that the uncertainty is rich, and larger improvements can be

exploited. However, existing opportunistic scheduling schemes can not be applied to

VANET directly. A major differences have to be addressed: throughput optimization

is no longer the only goal in the design of VANET scheduling scheme. Balance among

different traffic and performance requirements are also of great importance.

In our approach, a DiffServ model is applied. Obviously, throughput and delay

are two most important parameters in VANET, and traffic with differential delay

requirements and throughput requirements are always classified. For example, most

of the communications are used to maintain the connections and report the vehicle

conditions. This type of traffic is considered to be with stable throughput require-

ment, and is not time-critical. Emergency report is another type of traffic in VANET

which is hard to predict and is time-critical. To this end, our goal is to provide op-

timized delay performance to time-critical traffic, while guaranteeing the throughput

requirement of non-time-critical traffic at the same time.



CHAPTER 6. USING TEOS FOR DELAY PERFORMANCE 82

In a distributed network, due to the lack of centralized control, transmission op-

portunity cannot be assigned voluntarily to the link with time-critical traffic. Thus, if

the channel is congested, not only non-time-critical transmissions are affected, time-

critical packet can hardly contend the channel as well. The only way for this prob-

lem is to improve the channel efficiency. When an optimized MAC layer scheduling

scheme is applied, the congestion can be avoided for most of the time. Improvement

of delay performance for time-critical traffic can be achieved. We have to note that

our scheme can not provide efficient functionality if the throughput requirement of

non-time-critical traffic is beyond the limitation of the channel capacity. Congestion

controlling technology has to be deployed for this kind of conditions. It is beyond the

scope of this study.

6.1.2 System model

In a VANET, there are multiple mobile nodes in the network. We assume that by

implementing the power control technology, nodes can restrict the propagation of

the communication signal within the range of their neighbors. Thus, only one-hop

links between each pair of neighbor nodes are required. An AODV protocol [54] is

deployed to form the multi-hop routing table. Furthermore, we assume that this

network takes place in a high-speed freeway, and all the vehicles are with a similar

speed. A demonstration of the network can be seen in Fig.6.1.

Figure 6.1: A demonstration of a VANET
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For the convenience of mathematical derivation, we use the similar system model

as used in the above chapters. N links presented by Ω = {1, 2, . . . , N} are assumed

existed in the network. pi denotes the average probability of channel probing attempts

of link i. Due to the dynamics of wireless environment, we model the time-varied

channel into a random variable X with p.d.f fX(x) and distribution function FX(x).

We also assume that tp is the data transmission duration and is no greater than the

channel coherence time. To present the demand of non-time-critical traffic, we denote

µ = {µ1, µ2, . . . , µN} as the throughput requirement for each link in a certain period

of time.

6.2 Mechanism to Spare Channel for Time-critical

Traffic in VANET

Though the scheduling scheme of existing opportunistic scheduling is not suitable

for VANET, the threshold policy still offers a solution for controlling the delay per-

formance. Considering a VANET scenario with a regular requirement of non-time-

critical transmissions, a majority of channel resource is used for transmitting these

packets. While emergent time-critical packets arrive, they may be delayed due to the

busy channel which is occupied by the non-time-critical transmissions or congestion.

Thus, if the transmission time for non-time-critical transmissions can be reduced as

much as possible, the delay performance of time-critical traffic can be boosted. In this

section, the concept of TEOS is used for this purpose, and a corresponding scheduling

policy is presented.

6.2.1 Delay Performance of Time-critical Packet

Transmission

In VANET, time-critical transmissions are always used to handle emergency. As

emergent situations can never be foretold, the arrival rate of time-critical traffic is

stochastic. Obviously, when a time-critical packet arrives at MAC layer, the physical

channel condition and the scheduling scheme are the only factors that matter the
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delay performance. According to the statistics of regular non-time-critical traffic, the

potential delay of an emergent time-critical packet can be estimated as follows.

When a time-critical packet arrives, the medium is for sure under either of three

conditions: 1) packet transmission; 2) channel contention; 3) idle. If the channel

is idle, the time-critical packet can be transmitted immediately. Thus, The major

problems lie among the other two conditions.

As we denote the probability for each link i to probe for a non-time-critical packet

as pi, we have the probability for link i to successfully contend the channel as:

Pi = pi
∏
j ̸=i

(1− pj). (6.1)

Then we can have the overall probability for a successful channel contention as:

Psucc =
N∑
i

pi
∏
j ̸=i

(1− pj). (6.2)

Obviously, the number of slots for achieving a successful channel contention is

a geometric random variable with the expectation of 1/Psucc. It then follows that

the expectation of the waiting duration for one successful channel contention can be

denoted as tw = t/Psucc. As a transmission duration of tp follows directly after a suc-

cessful channel contention, we have the expectation of one round channel contention

and transmission as tw + tp. Therefore, a time-critical packet may arrive in MAC

layer with probability Pt = tp/(tw+ tp) when the channel is occupied by transmission.

Also, with probability Pw = tw/(tw + tp), it may arrive when the channel is free for

access. This part is similar to the description in chapter 5, and is presented here for

the convenience of readers.

In an ordinary random access scheduling scenario, links with time-critical packets

have to participate in the channel contention. Thus, the delay performance is really

hard to be guaranteed. A common solution is to design special contention policy for

these time-critical packets. Based on such consideration, we assume that pc denotes

the special channel contention probability for time-critical packets.
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Thus, we can have the following successful channel contention probability Pc for

time-critical packets when the channel is free

Pc = pc

N∏
i=1

(1− pi). (6.3)

Similar to the condition with non-time-critical traffic, we can have the expected wait-

ing time for time-critical packet as tw,c = t/Pc, while the channel is free of transmis-

sion. Then the overall expectation for delay can be presented as:

te,c = Pw · tw,c + Pt(tw,c + E[tp]) + tp (6.4)

The first part of te,c is the expected delay time if the channel is free to access, and

the second part represents the condition while another transmission takes place. The

third part is the length of the packet. Therefore, the objective of our research turns

to find out a mean for reducing te,c.

It follows that (6.4) can be further presented as:

te,c =
t

pc
∏N

1 (1− pi)
+

tp
tw + tp

·
tp∑
i=1

i

tp
+ tp. (6.5)

Clearly, te,c is influenced by two major issues as shown in (6.5). The first issue is the

probability of successful channel contention for time-critical packet. If the channel

is busy, it takes more time to contend the channel. The second issue is tw. If the

channel is occupied by one transmission, it is impossible to stop this transmission

immediately. The time-critical packet has to wait until the channel is free. The more

probably channel is free, the less delay the time-critical traffic can achieve. Thus, to

guarantee a better delay performance for time-critical traffic, two solutions can be

used: 1) giving the time-critical traffic priority to contend the channel; 2) making

the channel less busy. In the following section, we will try to find out how to use

opportunistic scheduling to provide more spare time for time-critical traffic, which

focus on the second approach.
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6.2.2 Using Opportunistic Scheduling to Provide Optimized

Channel Efficiency

Opportunistic scheduling is always considered as a method for improving throughput

performance. However it is possible to use it for other purposes. For example, as

optimized throughput can be achieved with opportunistic scheduling, we can say that

the transmission rate is also maximized. If we can apply opportunistic scheduling in

our VANET scenario, we can guarantee that required throughput is transmitted with

the least time. To this end, the problem posed in the above section can be solved by

opportunistic scheduling schemes.

In the last chapter, we have proved that individual threshold policy can be used

to improve the throughput performance. Then TEOS can be used directly in this

VANET scenario. From (6.5), we see that if we can augment tw, a smaller te,c can be

achieved. Also, with individual threshold, denoted as Ti for link i, we have

Pv,succ =
N∑
i

(1− FX(Ti))pi
∏
j ̸=i

(1− pj). (6.6)

Then we have a smaller tw, for tw = t/Pv,succ. Thus, problem turns to be how to find

the optimized threshold set T = {T1, T2, . . . , TN} for all the links. Two objectives

have to be achieved: 1) to provide the largest te,c; 2) to guarantee the required non-

time-critical throughput µ.

6.2.3 Iterative Algorithm to Achieve minimum te,c

The derivation of the threshold set includes two phases. First, the iterative algorithm

is presented. Second, a proof is given to show that the threshold set derived from the

iterative algorithm can provide the minimum te,c.

First, we present the iterative algorithm to derive the threshold set for all the

links. It is the same algorithm as we presented in the last chapter. We present it

again for the convenience of the readers.

Two scales of iteration are used in this algorithm. In the large scale, we try to
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approach a possible threshold set step by step, hereby, defined as step k. In the small

scale, we derive the threshold for link i with the thresholds that have already been

calculated in the current step k, e.g., T
(k)
1 . . . T

(k)
i−1, and the thresholds that have not

yet been renewed in the current step, e.g., T
(k−1)
i+1 . . . T

(k−1)
N . While k = 0, we have the

initial value for all the links as T
(0)
1 = T

(0)
2 = · · · = T

(0)
N = Xmax.

In step k, we have the following iteration for link i:

1. First, we denote T−i = {T (k)
1 , T

(k)
2 , . . . , Ti−1(k) , T

(k−1)
i+1 , . . . , T

(k−1)
N }. Derived from

(A.18), we define:

g(T ∗
i , T−i) = −T ∗

i − T ∗
i Pteos,succtp + Pitp

∫ Xmax

T ∗
i

x · fX(x)dx. (6.7)

Then it is possible to have the optimized threshold T ∗
i under the condition

g(T ∗
i , T−i) = 0.

2. As presented in the proof of proposition 5.2, the unique solution T ∗
i of g(T ∗

i , T−i) =

0 exists and is the optimized threshold for having the best Si
ave under T−i. Then

we can calculate the current Si
ave with (5.13).

3. Based on the comparison between current Si
ave and µi, we can have the following

judgement:
Iteration terminated, no solution, if Si

ave < µi;

T
(k)
i = T ∗

i , if Si
ave = µi;

Find the maximal solution for Si
ave(T

(k)
i , T−i) = µi, if Si

ave > µi.

(6.8)

4. If the algorithm does not terminate, go on the same procedure to calculate for

the link i + 1 in step k. If it is already the last link in step k, move on to the

step k + 1. If fixed points have arrived for all thresholds in T k, the algorithm

stops, and the current T k is a solution to the scheduling problem.

The proof has already been provided, and is not included in this chapter. For the

purpose of this VANET scenario, we have a new proposition:
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Proposition 6.1 The fixed point {T ∗
1 , T

∗
2 , . . . , T

∗
N} derived from above algorithm hold-

s the largest threshold for all the link, e.g.,

T ∗
i > T †

i ,∀ i, and T †
i is a threshold from a solution set T †. (6.9)

Proof: The proof can be found in Appendix A.7.

Remark: From the proof, it is easy to see that even if there exists multiple

solution sets, the one we derived from the iterative algorithm is the largest one. Thus,

it is possible to have the best channel efficiency for the non-time-critical traffic. On

the other hand, the time-critical traffic can always hold the best delay performance

in this distributed scheduling scenario.

As the implementation of TEOS policy is provided in the last chapter, we do

not repeat it here. However, it has to be noted that a real VANET can be much

more complicated. To fully support such a VANET application, there is still a lot of

research to be done. It needs the cooperation of the whole research community.

6.3 Numerical Results and Analysis

6.3.1 Analysis Scenario

VANET systems are multiform, and the simulation is therefore complicated. As this

chapter is only a first-step attempt, we are not ambitious to cover too many aspects.

A numerical analysis is initiated in a special case as depicted in the system model.

AWGN channel with normalized SNR ρ = 40 is used for non-time-critical traffic

in 3 links. The traffic load is measured by the channel probing probability pi. With

different pi, the delay performance of time-critical traffic is different. The requirement

of non-time-critical traffic is also important in the analysis, it is pre-fixed in different

analysis.

Time-critical traffic is assumed to arrive stochastically. A packet transmission

duration is fixed as tp = 50 time slots. As used in the last chapter, channel contention

mechanism for avoiding collisions is integrated with channel probing. If in one time

slot there is only one link who performs the channel probing, it not only probes the
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channel information, but also successfully contends the channel. A transmission may

be carried on in the following time slot by this link.

6.3.2 Results and Analysis

First, we examine the influence of channel probing probability. If the requirement

is fixed as 0.5Nats/s/Hz, the threshold in TEOS can be different if we change the

channel probing probability of non-time critical traffic. In Table.6.1, we show the

threshold value for different traffic load.

Table 6.1: Threshold under Different Channel Contention Probability
pi 0.05 0.1 0.15 0.2 0.25

Threshold 4.4868 4.7406 4.8447 4.8994 4.9289
pi 0.3 0.35 0.4 0.45 0.5

Threshold 4.9425 4.9443 4.9362 4.9188 4.8918

In Table.6.2, a improvement of delay performance with TEOS is presented. Similar

to the derivation above, the channel probing probability increases from 0.05 to 0.5.

When TEOS is used in the system, the delay performance of time-critical traffic can

be guaranteed. For the channel is spared for them. It is interesting that the biggest

threshold leads to the best performance improvement in the system.

Table 6.2: Delay Performance Condition under Different Channel Contention Proba-
bility

pi 0.05 0.1 0.15 0.2 0.25
Time Slots Spared 33.28 35.85 36.88 37.41 37.7

Delay Performance Improved 9.44 10.6 11.06 11.29 11.41
pi 0.3 0.35 0.4 0.45 0.5

Time Slots Spared(%) 37.83 37.85 37.77 37.6 37.34
Delay Performance Improved(%) 11.47 11.48 11.44 11.37 11.26



Chapter 7

Conclusion and Perspective

7.1 Conclusion

In this thesis, four parts of my research work are presented. It follows the idea that

rich physical layer and MAC layer characteristics can be exploited to provide bet-

ter service quality in wireless ad-hoc network. Physical layer security is introduced

into the system to guarantee the network security. Correspondingly, a MAC lay-

er scheduling framework called SecDCF is invented to handle the multiple physical

layer coordination. To solve throughput and fairness problem, a scaled function is

proposed, and a QoS-Secure-oriented Opportunistic Scheduling scheme is developed

to guarantee both security and throughput in the network. Further researches are

conducted to handle a more practical situation in wireless ad-hoc network. Individ-

ual requirements are considered in our TEOS scheme. An iterative algorithm is then

developed for providing better adaptability for the system. A special case in VANET

also shows that TEOS can be used to provide better delay performance from another

perspective of view.

As a conclusion, the contribution in this thesis can be listed as follows:

1. SecDCF To apply physical layer security and opportunistic scheduling in wire-

less ad-hoc network at the same time, a MAC layer scheduling framework called

SecDCF (Secure Distributed Controlling Function) is designed. Prototype se-

cure physical layer realization is considered. On the other hand, a special design

90
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for allowing integrating opportunistic scheduling policies into this framework is

also presented to support our further research.

2. Scheme called QSOS (QoS-Secure-oriented Opportunistic Scheduling) is de-

signed to provide throughput optimization and fairness among different links.

Corresponding policy is simulated and verified in SecDCF to show that QSOS

can outperform traditional scheduling schemes in this new scenario.

3. As capacity optimization is not the only concern in network design, diversified

link requirements from both secure and regular links are taken into account.

A new scheme called TEOS (Threshold Enabled Opportunistic Scheduling) is

proposed by us to provide more delicate scheduling for each link. Also, we

provide a method to judge if a set of throughput requirement can be achieved.

4. To show the capability of TEOS, a VANET scenario is presented with time-

critical traffic and non-time-critical traffic. We show that by applying TEOS, we

can provide better delay performance to time-critical traffic, while throughput

performance of non-time-critical traffic is not affected.

7.2 Future works

The presentation in this dissertation is near its end, however, the future research work

will never end. A major concern about the technology development is that someday

we will hold something too powerful to be controlled by ourselves. I don’t know if

it would come true, yet what I am sure is that we are making our lives better and

better, and that is what inspires us to climb the peak of the science.

During my research, the unstable and unpredictable secure physical channel is

always a big concern. It is my motivation of applying opportunistic scheduling with

physical layer security. However, it is only an initial research. Physical layer security

will be a big part of my future work, and I would like to try some testbed for realizing

an applicable secure physical layer.

On the other hand, TEOS is also a good topic to advance. As the community is

attracted by derivation of capacity, TEOS shows that there is also another research
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path that opportunistic scheduling can be applied. It will be another major topic of

my future research.



Appendix A

Proof

A.1 Proof of Proposition 4.1

As (4.3) is formulated as the same form of Proposition 3.1 in [12], the proof can be

applied directly to our proposition. It has to be noted that this proof is not a part

of our contribution in the research. It is presented here as a necessary background

knowledge.

The proposition is proved based on the theorem 1 of chapter 6 in [50]. To find out

a way for maximizing the average E[SV tp]

E[TV ]
, it is important to find the optimal stopping

algorithm V (s) such that

D∗(s) = E[RV (s)tp − sTV (s)] = sup
V ∈Q

E[RV tp − sTV ]. (A.1)

According to theorem 1 in chapter 3 of [50], this policy V (s) exists if we have the

following conditions:

E sup
n

Zn < ∞, and lim sup
n−>∞

Zn = −∞ a.s., (A.2)

where Zn = Sntp − s(
∑n

j=1Kjt + tp), and K is the number of time slots used for

achieving a successful channel probing.

(A.2) can be proved according to the theorem 2 in chapter 4 of [50]. Thus, the
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existence of V (s) is proved, and the only problem is to find out the optimal policy

V ∗. The policy set V(s) can be presented as:

V (s) = min{n ≥ 1 : Rntp ≥ D∗(s) + stp}, (A.3)

and D∗(s) satisfies the optimality equation as:

E[max(Rntp − stp −Kst,D∗(s)−Kst)] = D∗(s). (A.4)

As D∗(s) = 0 according to theorem 1 of chapter 6 in [50], we can simplify (A.4) as

E[Rn − s∗]+ = s∗t
tp

∑N
i=1 Pi

. The uniqueness of the solution can be easily derived by

using Dominated Convergence Theory in [55]. Thus, the proposition is proved.

A.2 Proof of Proposition 4.2

First, we prove the existence of optimal throughput. It is clear that the numerator

in (4.11) has an upper boundary, because it is the expectation of transmission rate.

Also we can see that the denominator has a lower boundary as t
tp
. Thus, there is an

upper boundary of the right hand side of (4.11), which is the optimal throughput.

Thus, the weight w∗
v at this point of optimal throughput is the optimal weight.

Following the definition, the optimal throughput is the maximum point of this

function. Thus, the derivative at this point is equal to zero as:

dZ∗
v (wv, w−v)

dwv

= 0 (A.5)

It then follows that:

−Pvwvλvs
∗F ′

v(wvλvs
∗)[

t

tp
+

N∑
j=1

Pj(1−Fj(wjλjs
∗))]+Pv

∫ ∞

wvλvs∗
rdFv(r)·F ′(wvλvs

∗) = 0,

(A.6)
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which can be finally derived as:

wvλvs
∗ =

Pv

∫∞
wvλvs∗

rdFv(r)

t
tp
+
∑N

j=1 Pj(1− Fj(wjλjs∗))
. (A.7)

It is exactly the same form as (4.11), which means the two curves y = Z∗
v (wv, w−v)

and y = x intersects at the maximum point. The convergence of this algorithm is

similar to the iterative algorithm of Proposition 4.1, and is not repeated here.

A.3 Proof of Proposition 4.3

Considering the definition of pareto optimality, the optimality point is achieved while

no pareto improvement exists. In the scenario of a two-link network, we assume that

the weight of one link is fixed, i.e. the weight w1 of link 1. It has been proved in

Proposition 4.2 that the optimal point of the overall throughput exists. Then for link

2, the weight we use to achieve this optimal throughput can be calculated, and there

is no pareto improvement at this weight. The case is the same if we fix the weight w2

of link 2. We define W1 = w1s
∗λ1 and W2 = w2s

∗λ2. According to (4.10) and (4.11),

we denote the overall throughput as follows:

Z(W1,W2) =
P1

∫∞
W1

rdF1(r) + P2

∫∞
W2

rdF2(r)
t
tp
+ P1(1− F1(W1)) + P2(1− F2(W2))

. (A.8)

Thus, we can have the following equation:

dZ(W1,W2)

dW1

= 0, (A.9)

and
dZ(W1,W2)

dW2

= 0. (A.10)

It then follows

W1 =
P1

∫∞
W1

rdF1(r) + P2

∫∞
W2

rdF2(r)
t
tp
+ P1(1− F1(W1)) + P2(1− F2(W2))

(A.11)
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and

W2 =
P1

∫∞
W1

rdF1(r) + P2

∫∞
W2

rdF2(r)
t
tp
+ P1(1− F1(W1)) + P2(1− F2(W2))

, (A.12)

which means W1 = W2. As the two curves y = Z∗(W1,W2) and y = x intersects at

the maximum point, we have proved this proposition.

A.4 Proof of Proposition 5.2

Derived from (5.13), we can have

Si
ave =

tp
tiw + tiw · Pteos,succ · tp

∫ X

Ti

x · fX(x)dx (A.13)

=
tp · pi

∏
j ̸=i(1− pj)

t+ tp
∑N

k=1(1− FX(Tk))pk
∏

j ̸=k(1− pj)

∫ X

Ti

x · fX(x)dx. (A.14)

To examine the influence of threshold set To, we have to see how Ti and Tj(j ̸= i)

affect Si
ave. As we have

∂Si
ave

∂Tj

=
Pit

2
pPjfX(Tj)

∫ X

Ti
x · fX(x)dx

(t+ tpPteos,succ)2
≥ 0, (A.15)

it is clear that the existence of Tj can provide better effective transmission rate for

link i.

Then the only problem is Ti. As we have

∂Pteos,succ

∂Ti

= −PifX(Ti), (A.16)

so

∂Si
ave

∂Ti

=
PitpfX(Ti)[−Tit− TiPteos,succtp + Pitp

∫ X

Ti
x · fX(x)dx]

(t+ tpPteos,succ)2
. (A.17)
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In this case, we only have to examine g(Ti) as follows:

g(Ti) = −Tit− TiPteos,succtp + Pitp

∫ X

Ti

x · fX(x)dx. (A.18)

It can be derived that

g
′
(Ti) = −t− Pteos,succtp < 0, (A.19)

which means g(Ti) is strictly descending. Thus, the maximizer is at g(Ti) = 0, and if

g(X) > 0, there is always a maximizer Ti.

As a consequence, we need to make sure that g(X) > 0, i.e.,

−Xt−XPteos,succtp + Pitp

∫ X

X

x · fX(x)dx > 0. (A.20)

So we need

Pitp(

∫ X

X

x · fX(x)dx−X) > (t+
∑
j ̸=i

Pjtp)X. (A.21)

After the organization, (A.21) is surprisingly as follows:

Si
ave > X. (A.22)

As a conclusion, we can say that if (A.22) can be satisfied, it is for sure there exists

a threshold policy which can provide better throughput for link i. However, it is

possible that some of the links in the network is with very bad channel condition,

or the probing probability is rather small. For these links, we can use X as the

corresponding threshold. While k (k < N) links in the network are not in such

terrible condition, we can still have a better throughput for all the links. For we

have:
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Si
ave(Ti = X) =

tp
tiw + tiw · Pteos,succ · tp

∫ X

Ti

x · fX(x)dx > Si
ran, ∀Si

ran ≤ X. (A.23)

If none of the links in the network can satisfy (A.22), which means that all the

links are with very bad condition. The only solution is to stay with random access.

However, this is negligible and trivial for the study in this paper.

A.5 Proof of Proposition 5.3

First, we prove that the iterative algorithm converges to a certain point. As we have

shown in Appendix A.4, g(Ti) is strictly descending. Following the iterative algorithm,

we can prove that T
(k+1)
i ≤ T

(k)
i . Also, it is clear that all threshold sets {T} have

lower bounds according to the individual requirement µ and the optimized algorithm.

Thus, if the algorithm does not terminate, it converges to a certain threshold set.

Second, we prove that the iteration can achieve a fixed point according to the

algorithm, and this fixed point must satisfy the following two terms for all i:{
g(Ti) ≤ 0; (a)

Si
ave(T) = µi. (b)

(A.24)

Next we prove that for a threshold set satisfying (A.24), it is a fixed point of the

algorithm. We assume that T∗ = {T ∗
1 , T

∗
2 . . . , T

∗
N} is a threshold set for the problem.

As we can get the unique T̃ ∗
1 from g(T̃ ∗

1 , T−1) = 0, and obviously,

Si
ave(T̃

∗
1 , T−1) ≥ Si

ave(T
∗
1 , T−1) = µ1. (A.25)

If we have Si
ave(T̃

∗
1 , T−1) = µ1, then T̃ ∗

1 = T ∗
1 . If Si

ave(T̃
∗
1 , T−1) > µ1, according to

(A.24).a, we can find the unique T1 > T̃ ∗
1 , so that

Si
ave(T1, T−1) = Si

ave(T
∗
1 , T−1). (A.26)

Thus, we have T1 = T ∗
1 , and we do not change T ∗

1 . Similarly, we do not change



APPENDIX A. PROOF 99

T ∗
2 , . . . , T

∗
N under the algorithm. It is a fixed point for this iteration. We have proved

the existence of the fixed point.

Then we prove that if T∗ is a fixed point, it has to satisfy (A.24). We assume that

issue (A.24).b can not be satisfied, then we have two possible situations:

1. ∃i, s.t. Si
ave < µi, then the iteration should terminate;

2. ∃i, s.t. Si
ave > µi, then we can find the unique Ti > T ∗

i that can satisfy Si
ave = µi.

Obviously, it is contradicted to the assumption. Thus, item (A.24).b should always

be satisfied.

Then assuming that issue (A.24).a can not be satisfied, we have the following

situation: ∃i, s.t. T ∗
i < Si

ave. We can always find a unique Ti, so that we can have

Ti > T ∗
i and T ∗

i = Si
ave. Again, it is contradicted to the assumption. Thus, item

(A.24).a should always be satisfied.

Furthermore, we show that the converge point of the algorithm can satisfy (A.24).

1. For item (A.24).a, it always holds as required in the algorithm.

2. For item (A.24).b, as we always have Si
ave = µi, it is always satisfied. Otherwise,

the iteration terminates.

Thus, this algorithm converges to a fixed point according to the iterative algorithm.

It is obvious that this fixed point is a solution as it satisfies (A.24). Thus, we have

proved the proposition.

A.6 Proof of Proposition 5.4

We assume that the iteration stops during step k with link i(1 ≤ i ≤ N). According

to the terminate condition, we have

Si
ave(T

(k)
1 , T

(k)
2 , . . . , T

(k)
i−1, T

∗
i , T

(k−1)
i+1 , . . . , T

(k−1)
N ) < µi. (A.27)
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Since

∂Si
ave

∂Tj

> 0,∀j ̸= i, (A.28)

it is clear that Si
ave is increasing with Tj. As a result, for those

T1 ≤ T
(k)
1 , . . . , Ti−1 ≤ T

(k)
i−1,

Ti+1 ≤ T
(k−1)
i+1 , . . . , TN ≤ T

(k−1)
N ,

there is no such T that can satisfy Si
ave(T) ≥ µi.

Thus, to satisfy the requirement µi, we need another threshold set for a larger Si
ave.

It is clear that we need to increase at least one of T
(k)
1 , T

(k)
2 , . . . , T

(k)
i−1, T

(k−1)
i+1 , . . . , T

(k−1)
N .

We suppose T∗ = {T ∗
1 , T

∗
2 , . . . , T

∗
i−1, T

∗
i , T

∗
i+1, . . . , T

∗
N} is such a solution. Then by the

above argument, there exist at least one of T ∗
j (j ̸= i), such that

T ∗
j > T

(k)
j , if j < i,

T ∗
j > T

(k−1)
j , if j > i.

For these T ∗
j , we can always find out kj satisfying:

T
(kj+1)
j < T ∗

j ≤ T
(kj)
j , 0 ≤ kj ≤ k − 1. (A.29)

For the other T ∗
j , we set kj as k. Then let m = min1≤j≤N{kj}, and j∗ = min{j, where

kj = m}.
Then, 

1 ≤ n ≤ j∗ − 1, T ∗
n ≤ T

(m+1)
n

n = j∗, T
(m+1)
n < T ∗

n ≤ T
(m)
n

n ≥ j∗ + 1, T ∗
n ≤ T

(m)
n
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Thus, we have

Sj∗

ave(T
∗
1 , T

∗
2 , . . . , T

∗
N) ≤ Sj∗

ave(T
(m+1)
1 , T

(m+1)
2 , . . . , T

(m+1)
j∗−1 , T ∗

j∗ , T
(m)
j∗+1, . . . , T

(m)
N ) < µj∗ .

(A.30)

Since T ∗
j∗ > T

(m+1)
j∗ , this is a contradiction.

Thus, we have proved that there is no solution if the algorithm terminates in the

iteration.

A.7 Proof of Proposition 6.1

By contradiction, we assume that T † is a solution set such that at least one of T †
i > T ∗

i .

Then we construct the following condition.

For 1 ≤ i ≤ N , if T †
i ≤ T ∗

i , set kj = inf; for those T †
i > T ∗

i , there exists a unique

kj, such that we have:

T
(kj+1)
i < T ∗

i ≤ T
(kj)
i . (A.31)

Let

m = min
1≤j≤N

{kj}. (A.32)

It is clear that m is infinite according to the assumption. Let

j∗ = min{1 ≤ j ≤ N, s.t. kj = m}. (A.33)

Thus, we have

T
(m+1)
j∗ < T ∗

j∗ ≤ T
(m)
j∗ . (A.34)

It then follows that

Sj∗

ave(T
†
1 , T

†
2 , . . . , T

†
N) ≤ Sj∗

ave(T
(m+1)
1 , T

(m+1)
2 , . . . , T

(m+1)
j∗−1 , T ∗

j∗ , T
(m)
j∗+1, . . . , T

(m)
N ) < µj∗ .

(A.35)

This is a contradiction to the assumption that T † is a solution set.
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