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Handbook of Psychology Preface

Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida
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Volume Preface
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Numerous histories of our relatively young field have been
published. The Library of Congress lists 44 history of psy-
chology titles, beginning with G. S. Brett in 1912 to Leahey
in 2000, an author in this volume. More histories may have
been written without the word history in the title, but that still
means a history every two years. And now we add the 45th. 

Writing history is not easy. First, there is too much to
record, and the selection process inevitably involves bias.
Then there is distortion in hindsight. Any history of the field
should be called, “A Partial History . . .” or even “A Slanted
History . . . ,” but those titles are understandably undesirable.
So, as John Popplestone comments in his introduction, we
present a partial history of selected topics. 

In keeping with the diverse nature of this Handbook of
Psychology, we have attempted to provide a comprehensive
history—at least one that covers a broad spectrum from our
wide-ranging fields of study. The first two chapters are gen-
eral overviews of psychology as a science and as a profes-
sion. These are followed by several basic areas that typically
are included in a core curriculum in a graduate program. We
then cover a number of major professional areas and lastly
three areas of special interest.

The chapter on ethnic minorities is notably different from
the others in that it consists of vignettes reflecting on histori-
cal events, some very personal, that have characterized the
field’s perception and interaction with minority groups. The
chapter on international psychology includes a unique time
line of events covering more than three millennia. Several of
the other chapters contain events and stories that have not
been recorded in other publications. 

We hope that the History is both interesting and useful—
and that the contributions provide an informative launching
pad for this very comprehensive Handbook of Psychology.

Many people have helped in the process of completing the
History. First and foremost are the chapter authors, whose
contributions have made the volume possible. A number
of persons have read and helped edit chapters: Douglas
Detterman, James Overholser, Milton Strauss, Diane Tice,
Erik Youngstrom, Gerda Freedheim, and Matt Heimback. I
also would like to thank a group of editorial advisors who
gave advice early on the contributors and organization of
the text: David B. Baker, Florence L. Denmark, Wade E.
Pickren, Milton E. Strauss, Wayne Viney, and especially
Michael Wertheimer for his helpful counsel. Three staff from
the Department of Psychology at Case Western Reserve Uni-
versity have been invaluable with their technical help and pa-
tience with a fussy editor: Felicia Bruce, Cynthia Hendrick,
and Kori Kosek. Elsie Finley, librarian at CWRU, was
tenacious in her pursuit of obscure references. The editors,
Jennifer Simon and Isabel Pratt from John Wiley & Sons,
were always helpful and encouraging, as well as the staff of
Publications Development Company. And lastly, a special
thanks to the general editor of the Handbook, Irving Weiner,
for his patience, careful reviewing of drafts, and constant
encouragement.

DONALD K. FREEDHEIM

REFERENCES

Brett, G. S. (1912). A history of psychology. London: G. Allen.

Leahey, T. H. (2000). History of psychology: Main currents in
psychological thought (5th ed.). Upper Saddle River, NJ:
Prentice-Hall.





Foreword

The History of Psychology is the most recent contribution in
a long tradition of the presentation of an account of the im-
portant historical developments and landmarks in the field of
psychology.

In the beginning, when there were only a few psycholo-
gists (in 1892 the new American Psychological Association
had 31 charter members), there were some who could rea-
sonably be described as possessing the whole, or at least a
significant part, of psychology in their consciousness. How-
ever, the ability to speak with authority on the whole of the
field of psychology is now no longer in the hands of any sin-
gle person or source. (A vestigial remnant of this tradition of
“universal psychological knowledge” is in the expectation
that a doctoral student in psychology should be able to take,
and pass, a “comprehensive” examination on the whole field
of psychology’s subject matter and methodology.) And, the
tradition of the comprehensive history of the whole field is
also still with us in the vast textbooks that now introduce
the area to so many undergraduates—some of which have
almost a thousand pages!

But we must grant that the task is an impossible one and
anyone who attempts to carry it out will face serious prob-
lems. Someone smart enough to solve this problem is smart
enough not to try. But, if being smart is not enough and we do
decide to take on the task, who will be selected to undertake
it and how will they be instructed to go about the actual
work? What criteria of selection are in play? If your favorite
topic is included, is something else that I really like going to
be excluded? 

Psychology’s history, even if confined to the United States
since 1879, is so large and so various that it is probably be-
yond attempts to cover the whole field in any comprehensive
manner. Instead, the editor has wisely elected to sample the
field so that a description of the part will indicate the possi-
bilities of the whole.

Can we justify the particular sample of psychology that
the editor has arranged here? Since there is no objective stan-
dard for inclusion or exclusion, we must honor the scholar-
ship and integrity of the editor even if there is a nagging
doubt: “How could the volume omit semiotics, or the activity
of Raymond Dodge at Yale in 1924?” The solution is to fol-

low the advice of Aristotle who counseled the observer to
suspend disbelief . . . and to get with it.

This author is an unindicted co-conspirator in an attempt
to list and define the one hundred most important (central)
concepts in general psychology. In the Dictionary of Con-
cepts in General Psychology (Popplestone & McPherson,
1988), the publisher selected the number 100 (presumably for
its commercial utility), but we coauthors were given com-
plete freedom to compile the list and write the definitions.
We decided that there was no really satisfactory way to define
the 100 core concepts, so we charged ahead on our own
using the indices of several introductory textbooks, the topics
in annual reviews, similar informal sampling techniques, and
our own intense conversations. There comes a time when one
must bite the bullet and just do it, even though this leaves a
wide target for the cheap shot of the reviewer who asks, “By
what criteria were these concepts selected?” but does not
offer a feasible and useful alternative.

Qualitative and quantitative judgments of relevance or im-
pact, however carefully made and subsequently justified,
cannot be utterly free of criticism and appraisal. In the vast
extended field of contemporary psychology there will always
be differences of opinion about selection and emphasis—
often advocated with great enthusiasm.

If psychology is too large and too variable to be totally in-
clusive, then we have a similar problem in the selection of
the observers. There is no one today who would be so bold
as to present him- or herself as having a complete grasp of
the whole of the field, to be able to present the kind of
detailed, thoughtful history that the readers may reasonably
expect.

The editor of the History of Psychology has found a solu-
tion to these problems in the judicious sampling of the
content areas and the careful selection of authors to write
about them, while also allowing the authors the intellectual
freedom to deal with the content as their experience and con-
sideration allow.

History of Psychology is a unique volume. There is nothing
quite like it available for the individual scholar or students,
and so it fills a rather special and useful niche that would oth-
erwise be vacant. Partly this is done by using a team of experts
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xiv Foreword

in the many topic areas into which contemporary psychology
may be compartmentalized. And this new account of an old
program is broadened by the recognition that modern psy-
chology acknowledges that it is an applied technology as well
as an academic, “scientific” discipline, in which the preserva-
tion and acquisition of knowledge about the subject matter is
an end in itself.

History of Psychology is intended to be graduate-level text
or even appropriate at an advanced undergraduate level. It
may also serve as a resource for those seeking a historical
overview of a number of the scientific and professional areas
in the vast field of psychology.

The editor of History of Psychology has defined the field
by specifying that each chapter can be seen as a distinct, iden-
tifiable, quasi-independent area of knowledge or advocacy.
Each topic may well have separate societies or interest
groups, with newsletters, prizes, officers, journals, and so
forth—the usual structures that manage to define the bound-
aries and content of an area.

This greater summary of the history-of-psychology-
in-our-times begins with two chapters that define the
current field and its discontents: psychology-as-a-science and
psychology-as-a-profession. Then, in media res the content
of psychology is presented in the early chapters, which echo
the classical topics, as in the headings of every introductory
textbook. Following are a reflection more of contemporary
psychology-as-application than as content areas. There is
overlap, of course, since no area of application is without its
support in content. In the later chapters, the shift is from ap-
plication in the public good to the problems of the profes-
sional psychologist and international developments. Finally
the last chapter on professional organizations is a description
of the field of psychology from the inside, as issues of affili-
ation and identification are described.

It is apparent to the editor and the authors, that the division
of pure versus applied, academic versus guild, and so forth
break down, and that psychologists work both in an area of
investigation and one of application. The selection of topics
has been guided by both classical and innovative standards.
While the chapters dealing with substantive psychological
topics (theoretical and empirical) are familiar selections, it
is the two introductory chapters and latter ones that are inno-
vative and reflect the new world of psychology, in contrast to
that shown in older histories (Boring, Murphy, etc.) or the
whole-of-psychology handbooks.

The selection of authors and their instructions in proceed-
ing with their tasks are also innovative and worth noticing.
Several of the authors are universally recognized as noted
scientists and have been leaders in their respective fields for
years. But a number are young and drawn from the pool of
new historians by choice. Many psychologists are unaware
that there is a whole cohort of (mostly young) psychologists
whose involvement in the history of psychology is not just a
hobby or peripheral interest. These people are committed to
psychology as their major discipline but are also fully
committed to the study and writing of good histories of psy-
chology. The era when history was taught by the oldest or
youngest member of the department by default is long
past, and now there is a cadre of skilled, sophisticated schol-
ars who are committed to creating a quality history of
psychology.

When the authors were selected and had accepted the in-
vitation to contribute, they were given a great deal of freedom
to write a history of their topical area in their own manner,
organization, and time scheme, but they were all requested
that after being given freedom to organize, emphasize, and
structure their subject matter they were also requested to ad-
here to a similar length and style and to serve more recent
(twentieth century) content as well as more remote temporal
themes.

In other words, the editor asked the authors to be obser-
vant of a minimum number of restrictions (designed to make
the volume and the reader’s task easier) while at the same
time allowing the authors the intellectual freedom to deal
with their subject matter as they wished. To these ends the au-
thors have striven to present a text which may well serve as a
milestone in the continuing quest to document our growing
and diverse field of psychology.

JOHN A. POPPLESTONE

Director Emeritus 
Archives of the History of American Psychology
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ORIGINS OF SCIENTIFIC PSYCHOLOGY

Historical accounts of the development of scientific psychol-
ogy place the origins of the discipline in Germany at about
the middle of the nineteenth century. The ferment produced
by British and continental philosophies of mind and the
advances of research in sensory physiology provided the im-
mediate context for the beginning of the new psychology.
The pursuit of knowledge about mind and its processes has a
history that is embedded in the history of philosophy. The
late-eighteenth-century declaration that a true scientific study
of the mind was not possible posed a challenge that was an-
swered in the nineteenth century when the possibility of a
scientific study of mind emerged within philosophy by the
adoption of the experimental methods employed to study the
physiology of the senses. The synergy of these nineteenth-
century developments gave impetus to the “new psychology”
whose history embodies continued efforts to develop and
maintain psychology as a scientific discipline and to extend
the methods of science to an ever-widening field of inquiry
within the discipline.

The Philosophical Context

Christian Wolff (1679–1754) first popularized the term
psychology to designate the study of mind. Wolff divided
the discipline between empirical and rational psychology.
The data of mind that resulted from observing ourselves and
others constituted empirical psychology; rational psychology

referred to the interpretation of the data of empirical psychol-
ogy through the use of reason and logic. These psychologies
were characterized as using knowledge acquired through
experience (empirical psychology) or using knowledge that
the mind possesses independent of experience (rational psy-
chology) (Murray, 1988). 

Immanuel Kant (1724–1804) denied the validity of any
rational psychology because, he argued, rational mental
processes must be activated by mental content derived from
experience; therefore, the study of mind must be confined to
questions appropriate to an empirical psychology (Leary,
1978). An empirical psychology of mental content could not,
Kant contended, become a proper natural science because
mental events cannot be quantified (i.e., measured or weighed),
and thus its data are neither capable of being described math-
ematically nor subject to experimental manipulation. Finally,
Kant asserted, the method of observing the mind—introspec-
tion—distorts the events observed by observing them. How-
ever, Kant suggested, psychology might improve its status as
an empirical science by adopting the methods of anthropol-
ogy to observe the activities of human beings in realistic set-
tings. This study (Leary, 1978), supplemented by drawing
upon literature, history, and biography as sources of informa-
tion about the manifestation of mind in human activity,
would base psychology upon objective observations of pub-
lic events and avoid the limitations of an empirical psychol-
ogy based solely on internal observation of private events.

Responses to Kant were not long in coming. Jakob
Friederich Fries (1773–1843) raised the status of introspection
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by arguing that it was not inherently more problematic than
observing external phenomena; if introspection was unre-
liable, at least it was not any more so than any other kind of ob-
servation. At the same time, Johann Friederich Herbart
(1776–1841) offered a system of psychology that was both
empirical and mathematical. If psychology needed to be math-
ematical to be a true science, Herbart proposed that numbers
could be assigned to mental events of different intensities and
a mathematical description of the relationship among them
could be formulated. Herbart could assign numbers to
describe experiences of different intensities, but he could not
actually measure the subjective intensities in accord with an
objective standard. Eduard Friederich Beneke (1798–1854)
argued that it was premature to apply mathematics to relation-
ships among mental events absent more accurate empirical
observations and reliable means of measurement; psychology
could hope to become an experimental discipline by testing
“empirical results and theoretical hypotheses under controlled
conditions and with the systematic variation of variables”
(Leary, 1978, p. 119).

Kant’s suggestion that psychology should utilize observa-
tions of human beings in their social environment, the rescue
by Fries of introspection as a method for observing internal
events, Herbart’s suggestion that psychological phenomena
could, in principle, be described mathematically, and Beneke’s
suggestion that psychological experiments were possible
contributed to the inception of scientific psychology. By sug-
gesting that a science of psychology was not possible, Kant
stimulated both counterarguments and the search for the means
to make psychology a scientific discipline of equal rank with
the natural sciences. It remained for others to attempt to es-
tablish introspection as a scientific method, to devise the con-
ditions and methods of an experiment in psychology, and to
quantify psychological phenomena and formulate theoretical
and mathematical descriptions of the relationships among them.

The Scientific Context

The emerging natural sciences of the eighteenth and nine-
teenth centuries became increasingly specialized as knowl-
edge increased and as opportunities for specialized teaching
and research came into being in the German universities
(Ben-David, 1971). The study of physiology emerged as a
discipline separate from anatomy as the nineteenth century
began. Studying intact physiological systems, in vivo or in
vitro, accelerated the understanding of the functional charac-
teristics of those systems and built on the knowledge gained
from the study of anatomy via dissection. The methods and
subject matter of physiology, especially sensory physiology,
helped to provide the scientific basis for psychology.

Sensory Physiology

Johannes Müller (1801–1858), the “Father of Physiology,”
produced the classic systematic handbook (Handbuch der
Physiologie des Menschen, 1833–1840) that set forth what
was then known about human physiology and offered obser-
vations and hypotheses for further research. Among the for-
mulations that Müller provided in the Handbuch was the law
of specific nerve energies, which stated that the mind is not
directly aware of objects as such but can only be aware of
the stimulation in the brain conveyed by sensory nerves. The
perceived qualities of stimulation depend upon the sense
organ stimulated, the nerve that carries the excitation from
the sense organ, and the part of the brain that receives the
stimulation.

Müller’s pupil, Hermann von Helmholtz (1821–1894),
extended the law of specific nerve energies by theorizing that
qualities of stimuli within a sensory modality are encoded in
the same way that they are encoded among modalities. That
is, distinguishing red from green, or a low pitch from a high
one, depended upon specialized receptors in the eye or ear,
distinct nerve connections within the visual or auditory sys-
tem, and specific locations within the visual or auditory areas
of the brain that receive the stimulation. The testing of the
theory depended upon an individual’s report of the sensory
experience (“I see red”), the nature of the stimulus to which
the individual responded (a specific wavelength of the energy
spectrum), and knowledge of the physiological organization
of the sensory systems. Relating the experience to the stimu-
lus was a matter of experimental research that could be car-
ried out with intact human beings; detecting the activity of
nerves and the location of the brain to which stimulation was
transmitted was possible then only with in vitro preparations
of animals. Relating subjective, psychological experience to
specific external stimulation was one step in suggesting how
psychology might become a science.

Psychophysics

Experiments on the sense of touch were carried out by the
physiologist E. H. Weber (1795–1878), who distinguished
among the feelings of pressure, temperature, and the location
of stimulation on the skin. In conducting experiments in
which he stimulated his own skin, Weber explored skin sen-
sitivity and demonstrated that “on the tip of the forefinger and
lips two fine compass points could be felt as two when they
were less than one-twentieth of an inch apart, but if they were
nearer they seemed to be one” (Hall, 1901, p. 727). Not only
could touch sensitivity be measured at different points on
the skin, but relative sensitivity at a single point could also be
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measured. Placing a standard weight at a given spot on
the skin and then asking for a second weight to be judged
“heavier” or “lighter” showed that the amount of weight that
could be judged heavier or lighter than the standard varied as
a proportion of the magnitude of the standard weight. Thus,
the minimal detectable difference between two weights was
relative to the weights involved; for heavy weights, differ-
ences would have to be large, but smaller differences could
be detected when the weights involved were light.

G. T. Fechner (1801–1887), a physicist, saw in Weber’s
results the possibility of relating mental events to physical
events; subjective judgments about physical magnitudes
could be compared to the actual physical magnitudes.
Fechner had believed since his student days “that the
phenomena of mind and body run in parallel” (Marshall,
1982, p. 67). His solution to the problem of relating these two
aspects of the world was to make “the relative increase of
bodily energy the measure of the increase of the correspond-
ing mental intensity” (Adler, 1966, p. xii). Although Fechner
conceived of the possibility independently of Weber’s
results, he came to realize that his speculations about
arithmetic and logarithmic relations between physical and
subjective magnitudes were in fact demonstrated by Weber’s
observations (Adler, 1966; Marshall, 1982). 

Weber’s results showed that sensory judgments of magni-
tude formed ratios that were sufficiently regular to assume the
status of a law. Fechner designated as Weber’s law the mathe-
matical equation that stated that the increase in perceived in-
tensity of a stimulus (the “just noticeable difference”) was, as
Weber had demonstrated, a constant proportion of the inten-
sity of the stimulus to be increased. The regularity in ratios
across a wide range of intensities led Fechner to rewrite the
law in terms of a logarithmic progression, with the strength of
a sensation equal to the logarithm of the intensity of a stimu-
lus multiplied by a constant established experimentally for the
sensory system under study (Murray, 1988, pp. 176–185).
“Weber’s law” now typically refers to the “simple statement
that the just noticeable difference in a stimulus bears a con-
stant ratio to the stimulus” (Adler, 1966, p. xiv), while “Fech-
ner’s law” typically refers to the logarithmic relationship that
Fechner formulated.

Fechner called the new science that he established
psychophysics and developed laboratory procedures that be-
came part of the laboratory experiments of the new psychol-
ogy as well as of the physiological research on the special
senses. The measurements of the smallest detectable intensity
(absolute threshold) and the smallest detectable difference in
intensities between stimuli (difference threshold) for the
different senses were pursued by the several methods that
Fechner had devised for the purpose (see, e.g., Woodworth,

1938). Resolving differences in results obtained for different
methods, testing psychophysical laws over a wide range of
stimulus intensities, and developing scales of psychological
measurement offered significant research challenges for
psychological laboratories well into the twentieth century
(Stevens, 1951; Woodworth, 1938).

Mental Chronometry

Johannes Müller had speculated in his Handbuch that the
speed of transmission of a nerve impulse was greater than the
speed of light. Helmholtz tested that hypothesis by measuring
the time to react (“reaction time”) to stimuli applied to motor
nerves of different lengths in a frog and found the time to be
much slower than the speed of light (Boring, 1950; Hall,
1901). He extended this research to sensory nerves by measur-
ing the time to respond by a human to a touch on the toe and a
touch on the thigh and demonstrated that he time to respond
was slower for the impulse that had longer to travel. Helmholtz
extended the use of time to measure a sensory-motor response
to include spoken responses to words, providing a measure of
the time necessary to associate words or ideas.

The determination of reaction times to measure the speed of
mental processes was investigated by the Dutch physiologist
F. C. Donders (1818–1889). Donders began with the time to
make a motor response to a stimulus (simple reaction time)
and then added more stimuli, each with a different response.
By subtracting simple reaction time from the time taken to
make the correct response to one of several stimuli, Donders
believed that he had measured the time required to make a
choice (Boring, 1950; Woodworth, 1938). He then recognized
that his experimental procedure required not only that an ob-
server choose a response from among the several responses
possible but also that an observer detect which stimulus had
been presented from among the several possible stimuli (dis-
crimination reaction time). Using the subtractive method that
he devised, Donders estimated the time for a simple reaction,
the time taken to discriminate one stimulus from others, and
the time taken to choose a response. The possibility of measur-
ing the time required by mental processes appeared to have
been realized, and the reaction-time experiment as well as the
subtractive procedure became part of the science of psychol-
ogy (for modern adaptations, see Posner & Raichle, 1994;
Sternberg, 1969).

PSYCHOLOGY’S FIRST LABORATORY

The founding of the first laboratory in experimental psychol-
ogy has generally been credited (but not without some
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debate; see Green, 2000) to German physician and physiolo-
gist Wilhelm Wundt (1832–1920). Wundt received his MD
degree from the University of Heidelberg in 1855. The
natural sciences had become legitimized as a proper field of
study and were allied with medical training in the universi-
ties. Research laboratories for scientific investigations were
an accepted part of the university structure, and careers in
scientific research were made possible (Ben-David, 1971,
pp. 123–124). Wundt, trained in physiology as part of his
medical education, pursued independent research as a stu-
dent and chose physiology, not medicine, for his career
(Bringmann, Balance, & Evans, 1975). As a lecturer at the
University of Heidelberg, Wundt offered courses privately
for a fee, conducted research, and became an assistant
to Helmholtz. In 1862, he offered his first course in “psy-
chology as a natural science” (Bringmann et al., 1975) at
Heidelberg, and in 1873–1874, the first edition of his book,
Grundzüge der physiologischen Psychologie (Principles of
Physiological Psychology) called for the recognition of psy-
chology as a discipline independent of philosophy and phys-
iology (Blumenthal, 1985a; Fancher, 1996; but see Danziger,
1990).

In 1875, at the age of 42, Wundt accepted a position as
professor of philosophy at the University of Leipzig, where
he established the first experimental research program in psy-
chology. Chairs in science carried more prestige than those in
philosophy, but the limited number of chairs available in sci-
ence at the time made one in philosophy attractive to Wundt
(Ben-David & Collins, 1966). Thus, psychology, like other
sciences before it, began as part of the curriculum in philoso-
phy; the acceptance of research laboratories as part of the
university establishment permitted the founding of a labora-
tory in conjunction with Wundt’s research. 

Wundt had been engaged in psychological research for
some time. As early as 1857, he constructed an apparatus in
his home to measure reaction time and began accumulating a
collection of instruments (kymographs, chronoscopes, tach-
istoscopes, and devices to measure responses) that were
eventually employed in his laboratory (Blumenthal, 1985a,
p. 29). Upon his arrival at Leipzig, a space in a former uni-
versity refectory building was assigned to Wundt to permit
him to store his apparatus and to conduct demonstrations
associated with his lectures. In 1879, Wundt and students
Max Friedrich and American G. Stanley Hall began a pro-
gram of independent research (Boring, 1965; Bringmann,
Bringmann, & Ungerer, 1980) that initiated psychology as
“the organized and self-conscious activity of a community of
investigators” (Danziger, 1990, p. 18). In 1881, the first issue
of Wundt’s journal, Philosophische Studien, appeared featur-
ing Friedrich’s dissertation research, and by 1883, the labora-

tory had acquired the status and budget of a research institute
within the university (Boring, 1965; Bringmann et al., 1980;
Danziger, 1990).

Experimental psychology as practiced by Wundt and his
students at Leipzig employed the methods of physiology to
study the contents and processes of individual human con-
sciousness. Among the studies pursued in Wundt’s laboratory
were psychophysical experiments to analyze and measure
sensations, reaction-time experiments to measure the dura-
tion of mental processes, and experiments on attention, mem-
ory, and the association of ideas (Cattell, 1888). Wundt
extended Donders’s subtractive procedure to the measure-
ment of other mental processes, including association and
judgment. His American student, James McKeen Cattell
(1860–1944), elaborated on Donders’ method in his research
investigations at Leipzig between 1883 and 1886 and mea-
sured the speed of verbal associations. In a particularly inno-
vative set of experiments, he varied the number of letters,
numbers, words, or sentences a stimulus card contained and
exposed the card to observers very briefly (.01 sec) to mea-
sure the number of items that could be contained in con-
sciousness at one time; the result was an estimate of the span
of attention, or span of apprehension (Ladd, 1888). Early
reports of experiments were enthusiastic in detailing the em-
pirical results that the laboratory could provide but that were
beyond the reach of the older philosophical psychology.
Reports that the time taken to name a short word was .05 sec-
onds less than the time taken to name a letter of the alphabet
(Jastrow, 1886), or that the time taken to name colors or pic-
tures was “about twice as long as the corresponding times for
recognizing and naming letters or words” (Cattell, 1947b,
p. 25), exemplify this fascination with quantifying dimen-
sions of mental processes. Intrigued by the individual differ-
ences in performance that he observed, Cattell would later
explore the range of individual differences in a program of
mental testing at Columbia University (Cattell, 1947c;
Wundt, 1974; Fancher, 1996; Sokal, 1987).

In addition to the psychophysical and reaction time mea-
sures that he employed, Wundt’s physiological psychology
made use of reports of conscious experience. He distin-
guished between Selbstbeobachtung (self-observation), the
introspection of the philosophers, and innere Wahrnehmung
(internal perception); the basis of conscious experience. Self-
observation, as traditionally employed, could not meet the
standard of scientific observation. To make a scientific intro-
spection possible required careful control over the stimulus
that was to produce the mental event to be observed and as
short an interval as possible between the observation of the
event and its recall and report. This was to be achieved by
the experiment conducted in the laboratory under carefully
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controlled conditions; experimentelle. Selbstbeobachtung was
the form of introspection raised to scientific status by experi-
mental procedures (although terminology when translated
from the German can be problematic; compare Blumenthal,
1985a, p. 28 and Danziger, 1980, p. 244). In any case, to en-
sure that this observational procedure could be a rigorous sci-
entific method to assess mental events and did not lapse into
the older philosophical reflection, Wundt established rules or
guidelines by which introspection might achieve scientific va-
lidity: “(1) The observer, if at all possible, must be in a
position to determine when the process is to be introduced;
(2) He must be in a state of ‘strained attention’; (3) The
observation must be capable of being repeated several times;
(4) The conditions of the experiment must be such as to be ca-
pable of variation of the strength and quality of the stimuli”
(R. I. Watson & Evans, 1991, p. 280).

By knowing when a process is to be introduced (a stim-
ulus presented), an observer may concentrate (strained
attention) on the observation to be made and, to ensure reli-
ability, be able to repeat the process. Varying conditions al-
lowed the observer to identify changes in consciousness as
a function of changes in the conditions of the experiment.
Replicating conditions enhanced the reliability of the obser-
vations to approach those of the observation of external
events. These tight restrictions meant, with minor excep-
tions, that “the introspective reports from his laboratory are
very largely limited to judgments of size, intensity, and du-
ration of physical stimuli, supplemented at times by judg-
ments of their simultaneity and succession” (Danziger,
1980, p. 247).

Confidence in the results of introspection depended upon
confidence in the skill and experience of the observer who, as
the source of the data, was the critical component in psycho-
logical experiments. In Wundt’s laboratories, the observer
possessed psychological authority and expertise. Experimen-
tal control over the introspective process was obtained not
only by the rules for the conduct of an experiment but also
by the use of observers whose habits of attentiveness and
quickness of observation and reporting provided reliable data
(Danziger, 1980). Published reports of experiments con-
ducted in German and American laboratories identified each
of the observers and their level of experience in introspection
(e.g., Geissler, 1909; cf. Bazerman, 1987). The experimenter
played a secondary role in manipulating the apparatus, pre-
senting stimuli, and recording responses. The division of
labor between experimenters and observers, who were col-
leagues and collaborators, was primarily one of convenience;
roles were routinely exchanged, with few exceptions: Wundt,
for example, served as an observer in some of the Leipzig
experiments but never as experimenter.

However, the published reports of experiments by Oswald
Külpe (1862–1915), a former student of Wundt, failed to
identify the observers in experiments that used introspection
in his laboratory at the University of Würzburg. Külpe’s
experiments were designed to explore the thought processes
involved in making inferences and judgments. The Würz-
burg method of introspection, “systematic introspection”
(Danziger, 1980; 1990) or “systematic introspectionism”
(Blumenthal, 1985b, p. 64), was a form of self-reflection that
required thinking about a problem to solve and then retro-
spectively recounting the thought processes that led to its
solution. In these experiments, the experimenter would in-
terrupt the observer’s introspective report with questions
designed to probe the content of consciousness. This proce-
dure, which shifted the power and authority in the experi-
mental situation from the observer to the experimenter,
represented a departure from the careful experimental control
over introspection exercised in Wundt’s laboratory. Wundt
vigorously opposed the Würzburg method as unreliable
(Blumenthal, 1985a; Leahey, 1981), particularly as it was
applied to those higher mental processes that Wundt be-
lieved to be beyond the reach of introspection and, indeed, of
any laboratory method. Others pointed out that the “demand
characteristics” inherent in this interrogation procedure
(Müller, 1911; cited in Kusch, 1995) were likely to bias an
observer’s responses. The status of introspection as a labora-
tory method would concern psychology well into the twenti-
eth century.

Wundt argued that experimental self-observation could
reveal the existence of mental processes such as apperception
(an active attentional process that organized perceptions),
volition (will or effort), and emotion, but he strongly believed
that these higher mental processes could not be studied
using the experimental method. The only methods appropri-
ate for the study of these hidden, higher cognitive processes
were naturalistic observation and history. Wundt’s physiolog-
ical psychology was one of “outer phenomena,” sensation,
perceptions, and movement, while his “Völkerpsychologie,”
the study of language, religion, myth, and culture, was one
of “inner phenomena” (Leahey, 1981). Wundt’s Völkerpsy-
chologie encompasses 10 volumes.

Because so many American students studied at Leipzig
(Benjamin, Durkin, Link, Vesta, & Acord, 1992), Wundt
assumed a position of particular significance in the accounts
of the origins of the new psychology. Nevertheless, pioneers
in the new discipline at other German universities attracted
their share of students from the United States and from other
countries. The development of psychology, even in its early
stages, was not the work of a single individual. Much of the
development of psychology consisted of attempting to study
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in the laboratory those psychological processes that Wundt
had declared beyond the reach of experiment.

BEYOND THE FIRST LABORATORY: EVOLUTION
OF THE DISCIPLINE

Psychology in Germany

One of Wundt’s contemporaries who believed that higher
mental processes could be the object of experimental investi-
gation was Hermann Ebbinghaus (1850–1909). Inspired by
the psychophysics of G. T. Fechner and philosopher J. F.
Herbart’s attempt to apply mathematics to mental represen-
tations, Ebbinghaus used precise quantitative methods to
investigate memory (Murray, 1976). He served as both the ex-
perimenter and the subject of his investigations. In order to
have relatively homogeneous material to learn and to reduce
the impact of any previous semantic associations, such as
occurred in his early experiments in learning and remember-
ing poetry, Ebbinghaus developed the “nonsense syllable,”
largely pronounceable consonant-vowel-consonant combina-
tions. He created syllable lists of various lengths that he
learned and then later relearned after different lengths of time.
The percentage of time saved in relearning the lists became
known as the “savings method” of memory (Murray, 1976,
p. 206; Hoffman, Bringmann, Bamberg, & Klein, 1987).
Ebbinghaus found that the amount of time spent in relearning
lists was greater for longer lists and for longer retention inter-
vals. The graph of his results became the standard curve of
forgetting, still reproduced in textbooks as a classic result.
The curve showed that recall of learned lists was perhaps 85%
after one hour, approximately 50% after one day, and as little
as 15% after about six days. These findings stimulated a long
tradition of memory research (e.g., Postman, 1968). After
publication of his monograph Über das Gedächtnis (On
Memory), Ebbinghaus established laboratories at several uni-
versities and attracted some American students, but his time
was increasingly devoted to a editing a journal and writing
(Fuchs, 1997). Leadership of memory research fell to Georg
Elias Müller (1850–1931) at Göttingen University.

Müller, a dedicated experimentalist, invented the memory
drum, a mechanical device for presenting one verbal stimulus
at a time, used in conjunction with experiments on serial list
learning and list retention. The memory drum, modified
subsequently by Müller for research in paired associate learn-
ing (Haupt, 1998), became a standard piece of laboratory
equipment for studies of verbal learning and memory until
replaced by the computer. Müller’s research reports on his
studies of memory extended from 1893 to 1917 and included

“the theoretical contributions of retroactive inhibition, perse-
veration, and consolidation” (Murray & Bandomir, 2000).
Müller initiated what later was termed the interference theory
of forgetting, a position that argues that forgetting is a func-
tion of the interference among competing memories at the
time that a particular memory is being retrieved and not a
function of a decay or loss of memory traces (Murray, 1988).
The topic was not addressed directly by Ebbinghaus, but the
rapid forgetting that his retention curve recorded has been
interpreted as offering evidence of the role of interference in
memory (Murray, 1988; Underwood, 1957).

Müller’s experimental interests were not limited to mem-
ory research. He built on the contributions of Fechner, Ewald
Hering, and Mary Whiton Calkins in becoming a leader in the
development of the methodology of psychophysics, conduct-
ing studies on color vision and investigating paired-associate
verbal learning (Blumenthal, 1985b; Murray, 1976). His lab-
oratory was well supplied with experimental apparatus
(Haupt, 1998) and attracted a number of psychologists to
pursue research with him. Müller’s laboratory seems to have
been especially hospitable to women interested in psychol-
ogy; among those studying at Göttingen were, for example,
Americans Mary Whiton Calkins, Eleanor Gamble, and
Lillien Jane Martin. Other laboratories and universities were
less open in this regard (Furumoto, 1987; Scarborough &
Furumoto, 1987).

Psychology in America

The results of German investigations in sensory physiology
and their significance for the philosophy of mind did not go
unnoticed by Americans in the period after the Civil War.
William James, abroad for his health and to further his med-
ical studies, wrote to a friend: “It seems to me that perhaps
the time has come for psychology to begin to be a science—
some measurements have already been made in the region
lying between the physical changes in the nerves and the
appearance of consciousness at (in the shape of sense percep-
tions) and more may come of it. Helmholtz and a man named
Wundt at Heidelberg are working at it” (James, 1920,
pp. 118–119).

In antebellum America, the dominant philosophical tradi-
tion was derived from England and Scotland, as exemplified
in John Locke’s Essay on Human Understanding and the
texts of the Scottish commonsense realists, Thomas Reid,
Dugald Stewart, and Thomas Brown (Evans, 1984, Fay,
1939; Fuchs, 2000a, Roback, 1952) with only modest re-
presentation of German (Hickok, 1854; Rauch, 1840) and
French (Cousine, 1864) philosophy. British philosophy was
empirical, gathering information about mind and mental
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processes from introspective observation, observation of the
behavior of others, and observations of individuals recorded
in medical treatises, court proceedings, literature, and poetry.
The data were classified under general faculties or categories
of mind, such as the intellect and the sensibilities (cognitive
and conative, emotional, or motivational states) and the
many possible subdivisions, such as memory and reasoning,
instincts, and desires (Fuchs, 2000a, 2000b). Results from the
investigations in psychophysics, sensory physiology, and the
early experiments in psychology were incorporated into later
textbooks of intellectual and mental philosophy (e.g., Porter,
1868; McCosh, 1886, 1887). Adding the empirical data to the
theological concerns for “soul” did not change the traditional
philosophical position of these texts. Even a textbook by
G. T. Ladd (1842–1921) that represented the new psychology
did not escape fully the theological concerns of the “old psy-
chology” (Ladd, 1888; Evans, 1984; E. Mills, 1969).

Americans traveled abroad for advanced education at
British and continental universities after the Civil War;
painters, writers, and scientists went in large numbers. With
the postwar establishment of the new land-grant universities,
professional opportunities arose for faculty members, espe-
cially in the sciences, for education not yet available in the
United States. With the zeal of converts and crusaders, the
first generation of North American psychologists returned
from their study abroad to stimulate the development of
graduate education within established American colleges and
universities and the newer land-grant universities (Kohler,
1990). They wrote textbooks to incorporate the results of the
continental laboratories, developed courses for undergradu-
ate and graduate students, created laboratories for teaching
and research, and founded journals for the publication of
research from the newly established laboratories. The labora-
tories came to be the locus of education in psychology in uni-
versities and colleges (Calkins, 1910; Sanford, 1910) and
came to symbolize psychology as science, while psychology,
lodged within departments of philosophy, became the intro-
ductory course required for further study in philosophy
(Fuchs, 2000b).

William James and Evolutionary Theory

The essential break with the mental philosophical past was
achieved by William James, whose Principles of Psychology
(James, 1890) represented the first of the modern textbooks
(Evans, 1981). James was a transitional figure, with one foot
in philosophy and the other in the empiricism of the new sci-
ence. His text, while still too philosophical for some of his
more empirical colleagues (see, e.g., Evans, 1981; Ross,
1972), nevertheless effectively cut the discipline’s past ties

to theology. James was attracted to the new psychology by
the possibility of using science to pursue philosophical issues
more deeply (Croce, 1999) and called for psychology to be a
natural science (James, 1892a). He recognized that while
psychology was not yet an established science, it constituted
the hope of a science (James, 1892b). His textbooks (James,
1890, 1892b) attracted recruits to psychology’s banner to
attempt to realize that hope. 

William James had been appointed an instructor at
Harvard in physiology in 1872; like Wundt, James had
earned an MD degree and, again like Wundt, had no real in-
terest in practicing medicine. In 1875, he offered a graduate
course at Harvard on the “Relations between Psychology and
Physiology” and, again like Wundt, had rooms assigned to
him to use for experimental demonstrations to augment his
teaching. James, however, was never very enthusiastic about
laboratory work; he once declared the psychophysics could
never have arisen in a country in which the natives could be
bored (Boring, 1950). As a text for his course in psychology,
James adopted Principles of Psychology (1855) by Herbert
Spencer (1820–1903). A course featuring discussion of evo-
lutionary theory was a novelty, since the older, pre–Civil War
mental philosophy texts ignored evolutionary theory, while
textbooks written after the war wrestled uncomfortably and
unsuccessfully with integrating evolutionary theory with the-
ological concerns. 

The theory of evolution by natural selection proposed by
Charles Darwin (1809–1882) had an enormous influence on
American psychology. In his book On the Origin of Species
(1859), Darwin presented evidence to support his theory of
evolution and proposed natural selection as the mechanism
responsible. To account for the evolution of intelligent
behaviors, Darwin appealed to two mechanisms, sexual
selection (the evolution of traits that facilitate mating
success) and, more tentatively, as a second mechanism, the
inheritance of acquired characteristics (Darwin, 1871).
Jean-Baptiste de Lamarck (1744–1829) had proposed that
learned changes in behavior that occur during an animal’s
lifetime can be passed down to that individual’s offspring
through biological inheritance. This view was shared by
Herbert Spencer, who, unlike Darwin, viewed the evolution-
ary process as a linear progression from “lower” to “higher”
forms (Spencer, 1855). Spencer coined the phrase “survival
of the fittest” to suggest that those individuals who were best
adjusted to their environments would survive. Learned be-
haviors that facilitated this adjustment to the environment
would then be passed to subsequent generations. Adjustment
was to the individual’s survival what adaptation was to the
survival of the species (Boakes, 1984; Buxton, 1985a;
1985b). The absence of evidence for Lamarck’s theory led to
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its abandonment, and evolutionary theory was left with nat-
ural selection as the only mechanism of evolutionary change.
Nevertheless, Spencer’s focus on adaptability during an indi-
vidual’s lifetime (learning) and Darwin’s emphasis on indi-
vidual development during childhood, differences among
individuals, the relation between structure and function, and
the continuity between animals and humans contributed sub-
stantially to the expansion of the topics that psychologists
pursued in the name of psychological science. 

THE PSYCHOLOGICAL LABORATORY AND THE
PSYCHOLOGICAL EXPERIMENT

The Rise of Laboratories in America

William James saw in the early results of experiments in psy-
chophysics and sensory physiology the beginning of science
in the measurement of phenomena that the mental philoso-
phers could only describe. Like James, G. Stanley Hall
(1844–1924) was impressed by the impetus given to the new
psychology by the results from experiments on sensory phys-
iology. Hall, while preparing for the ministry, studied theol-
ogy and philosophy in Germany and found that science was
relevant to these pursuits, especially scientific empiricism. 

Hall founded the first American laboratory in the new sci-
ence of psychology at the Johns Hopkins University in 1883.
While Hall’s laboratory at Johns Hopkins usually is acknowl-
edged as the first psychological laboratory in the United
States, the designation was not without other claimants.
Debate over credit for the establishment of laboratories pro-
vides some measure of the importance, real and symbolic,
that psychologists attached to the laboratory and to the exper-
imental research that it was designed to foster (Capshew,
1992).

By 1893, 20 psychological laboratories were operating in
the United States, nearly twice as many as in Europe (Nichols,
1893, as cited by Capshew, 1992). By 1904, there were 49
laboratories of psychology in colleges and universities in the
United States (Benjamin, 2000; Camfield, 1973). Psychology
had become an accepted part of the curriculum, required for
the undergraduate degree in 8 universities and represented in
62 institutions by three or more courses (Miner, 1904). Psy-
chologists argued their case for the new science (and for their
own professional careers) to the general public and to trustees
and governing boards of academic institutions with some suc-
cess (Leary, 1987). Not only were courses in psychology and
laboratories begun, but journals were established, beginning
with Hall’s American Journal of Psychology in 1887, to make
public the results of laboratory investigations as well as to

provide an outlet for the theoretical and philosophical articles
that were part of the young science. The American Psycho-
logical Association (1892) provided annual meetings for the
reports of investigations and for psychologists to consider
ways to advance the profession. Graduate programs in uni-
versities produced over one hundred PhDs between 1892 and
1904; between 1898 and 1903, psychology ranked fourth
after chemistry, zoology, and physics in the number of PhDs
awarded (Camfield, 1973).

The laboratories founded in American colleges and
universities served to initiate students into laboratory prac-
tices, familiarize them with standard pieces of laboratory
apparatus, and introduce them to the subject matter and
opportunities for research in scientific psychology. The ex-
periments of the early laboratory reflected the scientific
beginnings of the field: Studies of psychophysics, sensory
capacities and sensitivity, memory, attention, and voluntary
movement (reaction time) were emphasized in manuals writ-
ten for the laboratory course (e.g., Judd, 1907; Langfeld &
Allport, 1916; Sanford, 1897; Seashore, 1909; Titchener,
1901–1905). The topics represented by these laboratory
experiments were also those that continued to be a part of the
research agenda of psychologists. Increasingly, however, the
interests of psychologists extended beyond Wundt’s line of
demarcation between topics that could properly be pursued
through laboratory experiments and those that could not.
Much of the development of psychology consisted of
expanding the range of psychological processes that were
amenable to scientific investigation within and outside the
laboratory while continuing to debate the definition of the
field and the methods most useful to its development.

The Evolution of the Laboratory Experiment

In the experiments with which psychology began, such as
Weber’s study of tactual sensitivity, Fechner’s research in
psychophysics, or Ebbinghaus’s study of memory, a single
individual served as both experimenter and observer. In sub-
sequent research in psychophysics and memory, the roles of
experimenter and observer became separated in order to
eliminate, or control for, possible biases that might stem from
knowledge of the experiment and the expectations that might
influence an observation, such as knowing the intensity of
stimulus to be judged quantitatively (Dehue, 1997, 2000).
Separating the role of experimenter from that of observer,
interpolating “catch-trials” (in which no stimulus was pre-
sented), and randomizing the presentation of stimuli became
common practices in psychophysical research and were
adapted to other psychological experiments (Dehue, 1997).
Moreover, as psychological research expanded to include
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experiments that assessed the responses of children and ani-
mals, requiring little or no introspection, authority became
increasingly centered in the experimenter and participants
became “subjects” rather than “observers.”

Data Treatment and Research Design

Early published reports of “even narrowly focused laboratory
studies conducted with small samples were capable of gener-
ating reams of detailed data; readers of journal reports were
sometimes confronted with tables of data that ran on for
pages” (Smith, Best, Cylke, & Stubbs, 2000, p. 260). Sum-
mary data were presented not only in tables but also in
graphic form. Graphs were a common form of data summary
in turn-of-the-century scientific reports [the forgetting curve
of Ebbinghaus (1885) and the learning curve of Thorndike
(1898) were two influential examples of graphic representa-
tion]. In addition, graphs helped to pave the way for the later
development of correlation and regression analyses (Smith
et al., 2000). In attempting to assess the degree of relation
between physical and mental characteristics to each other,
Francis Galton (1822–1911) used scatter plots in which one
set of scores was arranged as a function of another set,
such as the height and weight measures of a group of individ-
uals. From such graphic plots evolved the regression line,
the steepness of which reflected the degree of relation be-
tween two variables, and, in the hands of Karl Pearson
(1857–1936), developed into the mathematical technique of
correlating variables and measuring the degree of their rela-
tionship by the coefficient of correlation (Fancher, 1996). The
development of these statistical methods became critical to
the assessment of individual differences and the use of tests
in psychology.

Other statistical procedures were employed to assess com-
parisons between different groups of individuals. Galton’s
research, for example, on the efficacy of prayer asked
“whether those who pray attain their objects more frequently
than those who do not pray, but who live in all other respects
under similar conditions” (Galton, 1872, p. 126, as cited by
Dehue, 2000). A control group was employed in educational
research to assess the effects of transfer of training (the influ-
ence of practice in one task on performance in another), and,
despite arguments over whether participants should be as-
signed to an experimental or control group at random or by
matching individuals, the use of control groups in psycholog-
ical experiments became an integral part of research design
(Dehue, 1997).

The comparison of control and experimental group perfor-
mances led to the use of statistical procedures for testing
the significance of any differences that might be obtained.

Inferential statistics was unknown until the twentieth cen-
tury: Student’s “t” test for comparing mean scores from two
groups appeared in 1908. Analysis of variance tests were de-
vised in the 1920s (Smith et al., 2000) but did not become a
common part of psychological research designs until the
1930s (Rucci & Tweney, 1980).

With the publication of his Experimental Psychology
(1938), R. S. Woodworth “introduced a clear distinction
between experimental and correlational research” (Winston,
1990, p. 391). The critical distinction made between the two
kinds of research was that only in experimental work could
the cause of behavior be determined by manipulation of an
independent variable; the definition “provided one powerful
rationale for the animal research of the thirties, forties, and
fifties” (Winston, 1990, p. 397) because manipulations of
“causal” variables in animal research provided fewer ethical
or practical problems than research with humans. The search
for causes of behavior and the theoretical models of learning
embodied this definition of the psychological experiment as
the means of testing hypotheses. This model of the experi-
ment helped to establish prescriptions for the use of t-tests
and analyses of variance as the statistical treatments of choice
for the results of experiments, while correlational techniques
and regression analyses were utilized by those interested in
individual differences.

The methodology of research and standards for analyzing
and reporting results of experiments in keeping with psychol-
ogy’s status as a science is reflected in the standardization of
the reports of experiments and the definition of the experi-
ment. The model for reports of empirical research for publi-
cation in journals of the American Psychological Association
evolved from a six-and-a-half-page style sheet published in
1929 (Bently et al., 1929) to the 1983 American Psychologi-
cal Association Publication Manual (3rd edition) that con-
tained about 200 pages of rules for preparing a manuscript
(Bazerman, 1987) to the current fifth edition of the manual
(2001) of 439 pages. Reports initially emphasized either how
quantitative experimental results might aid in understanding
philosophical problems or simply let complex data speak for
themselves (Bazerman, 1987). The emphasis on hypothesis
testing and statistical analyses of comparisons between con-
trol and experimental group performance that later came to
dominate experimental design and instructions to authors
preparing manuscripts reflected the success of Woodworth’s
definition of what constituted an experiment in psychology.

Defining Psychology and Its Methods

Changes in the psychological experiment in apparatus and
methods and the shift in roles of observer and experimenter
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occurred amid debate over the subject matter of psychology
and the methods appropriate to it. The growth in the range
of subject matter under experimental investigation and in
the methods employed in the study of psychology reflected
James McKeen Cattell’s definition of psychology’s subject
matter as anything that a psychologist is interested in, as a
psychologist (Cattell, 1947a). The experimental psychology
that arose in North America resembled the research prac-
tices of G. E. Müller more than those of Wilhelm Wundt
in the range of topics addressed in the laboratory and the
apparatus and methods that were employed. The psychology
that evolved in college and university departments of
philosophy and, as the century matured, in independent
departments of psychology reflected the functional spirit of
the mental philosophers and the influence of the theory
of evolution.

Mental philosophy had attempted to describe how mind
worked, how its cognitive and conative processes operated to
produce volitional acts. American psychologists, imbued
with the spirit of evolutionary theory, were focused on the
utility of mind and consciousness in the adaptation of species
and individuals to the environment. This concern with func-
tion (what is mind for? what is its function?—presumably, to
aid adaptation) was coupled with other aspects of function,
namely, how mind works (how does it function?) and on what
mind depends (of what is mind a function? how complex
must a nervous system be before mind becomes possible?).
These implicit and broad concerns for mental function in
psychology were made more explicit and embodied in a self-
conscious school of psychology by James Rowland Angell
(1869–1949) in response to the programmatic statement of
E. B. Titchener (1867–1927), who advocated a structural
psychology. These schools of thought were but two among
general systematic positions that competed for dominance in
psychology (Heidbreder, 1933; Murchison, 1926, 1930;
Woodworth, 1948).

Structural and Functional Psychologies

Oswald Külpe’s method of systematic introspection had a
very strong proponent in Edward Bradford Titchener at
Cornell University. Titchener had become interested in
Wundt’s psychology while studying philosophy and physiol-
ogy at Oxford University. He translated the third edition of
Wundt’s Gründzüge into English and, when he could find no
one in England with whom to study the new science, went to
Leipzig to complete his doctorate with Wundt in 1892.
English universities were unreceptive to the new psychology;
Titchener accepted a professorship at Cornell University,
where he remained until his death in 1927.

Titchener presented himself as Wundt’s representative in
North America, but his psychology was not Wundt’s volun-
tarism (Leahey, 1981; Danziger, 1990). Titchener’s view of
mind was influenced by the English philosophy of John
Locke and his heirs that he had studied at Oxford. The British
philosophers viewed mind as a recipient of stimulation:
Mental content was whatever had entered mind through the
senses. The purpose of the study of mind was to understand
how complex mental experience and function could arise
from combinations of these elements. Laws of association,
by which elements combined, played a significant role in
understanding how mind grew from sensory elements.

Similarly, mind was, for Titchener, composed of elements
that he identified as sensations, images, and affections. Sen-
sation was the primary experience resulting from stimulation
of the senses, images were complex representations that
carried thought, and feelings were the elements of which
emotions were comprised. Through the direct systematic
introspection of consciousness under laboratory conditions,
Titchener pursued three goals: the reduction of conscious
experience to its basic elements, determining how the ele-
ments were connected to form complex perceptions, and
identifying the underlying physiological processes. The first
of these goals provided the primary focus of research at the
Cornell laboratory, as the elements were themselves analyzed
for their attributes (which, in a later version of the system,
became the new elements of consciousness; see Evans,
1972). Pursuit of the other goals was secondary because they
depended upon the successful completion of the first.

The subject of psychology, Titchener argued, was the
understanding of the human, adult, normal, generalized mind
through the use of introspection; only after psychology had
completed that task could the nonhuman, child, abnormal, or
individual mind be understood. For Titchener, psychology
needed to emulate physics, with its pursuit of the analysis of
matter into the smaller units of which it was composed.
Titchener stood for rigorous experimental pursuit of the ele-
ments of mind, pursued for their own sake and not for any
potential application. He disparaged “functional psychology”
as essentially the “mind in use” approach of the older, dis-
carded philosophical psychology.

An early response to Titchener’s postulates for his struc-
tural psychology came from John Dewey (1859–1952), chair
of the Department of Philosophy, which subsumed psychol-
ogy and pedagogy, at the University of Chicago. Dewey per-
ceived that the new method of laboratory experiment would
free the older barren mental philosophy from the theological
and philosophical constraints of its past and open the way for
a useful psychology that would help resolve problems of the
asylum, the classroom, and other practical affairs (Dewey,
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1884). He facilitated the establishment of a laboratory at the
University of Michigan before moving to Chicago. In 1896,
Dewey argued against reductionist approaches to the study of
consciousness and for a functional analysis and understand-
ing of mind (Dewey, 1896). A functional approach to mind
was embedded in the nineteenth century mental philosophy
taught in American colleges (Fuchs, 2000a) and its develop-
ment at the University of Chicago was influenced by pre-
Chicago Associations among Dewey and others (Raphelson,
1973).

James R. Angell, a graduate of the University of Michigan
and a student of psychology there, built on Dewey’s approach
in his presidential address to the American Psychological
Association in 1906 (Angell, 1907), in his successful text-
books (e.g., Angell, 1905), and from his position as Professor
of Psychology at the University of Chicago. Functional psy-
chology dealt not with mental elements as its primary focus
but with mental operations; the role of consciousness in help-
ing to adapt an organism to its environment involved psy-
chology in a concern for mind and body relationships
(Angell, 1907, p. 86). Functionalism was interested in the
uses of consciousness and its role in guiding behavior; it was
profoundly practical and reformist. Psychology and other so-
cial sciences were useful to a variety of educational and social
reforms promoted during the progressive era (Fitzpatrick,
1990; Milar, 1999).

Angell’s approach to psychology encompassed the broad
range of interests and methods that had developed in psy-
chology since 1879 and reflected the influence that evolu-
tionary theory exerted on psychology in the United States.
The science of mind was pursued in the laboratory; mind was
its subject matter, and many methods were available for its
study. Psychophysical experiments, research on the connec-
tions between physiology, especially the nervous system, and
mental processes, and direct observation of others, including
children and animals, provided data that could supplement
the results of introspection under laboratory conditions
(Angell, 1905). The use of a variety of methods would, in
Angell’s view, supplement the results of the direct observa-
tions of mind that introspection provides. Functional psy-
chology was interested in how mind worked (i.e., how it
functioned) and on its functional relation to the physiological
substrate (i.e., on what did mind depend) and its purpose (i.e.,
its use or function) and was less concerned the content of
mind.

Mary Whiton Calkins (1863–1930) attempted to reconcile
the differences between the structural and functional psy-
chologies by proposing a psychology of the self that
possesses both conscious contents and mental functions.
Calkins had begun her study of psychology unofficially at

Harvard with William James and Josiah Royce in 1890; Clark
University professor Edmund Sanford tutored Calkins pri-
vately in experimental psychology. In 1891, Calkins estab-
lished the first psychological laboratory at a women’s college
at Wellesley College, one of the first 12 laboratories in the
United States (Furumoto, 1980). She developed the paired-
associate technique for the study of verbal learning and mem-
ory and published papers on her research and on experiments
conducted with students in the Wellesley laboratory (Calkins,
1894a, 1894b).

She pursued further study in psychology with Hugo
Münsterberg at Harvard, but not as an officially registered
student. Münsterberg petitioned Harvard’s president to allow
Calkins to be admitted as a candidate for the PhD, but his re-
quest was refused. In May 1895, after an unauthorized exami-
nation, the following communication was forwarded to The
Harvard Corporation: “At the examination, held . . . before
Professors Palmer, James, Royce, Münsterberg, Harris, and
Dr. Santayana it was unanimously voted that Miss Calkins sat-
isfied all the customary requirements for the degree” (cited in
Furumoto, 1980, p. 62). Again, the PhD was denied (Harvard
refused to grant the doctoral degree to a woman until 1963). In
1902, four women who had completed graduate study at
Harvard were offered PhD degrees from Radcliffe College.
Radcliffe, established in 1894, offered almost exclusively
undergraduate courses; women who completed graduate work
did so at Harvard University. Calkins refused the Radcliffe de-
gree, seeing it as a symbol of Harvard’s refusal to admit
women on an equal footing with men (Scarborough &
Furumoto, 1987). In 1905, Mary Whiton Calkins became the
first woman elected to the presidency of theAmerican Psycho-
logical Association.

By 1905, the functional point of view had become the
dominant view in American psychology (Leahey, 1992). For
his part, Angell claimed that functionalism could easily con-
tain Calkins’s “Self Psychology,” “were it not for her extreme
scientific conservatism in refusing to allow the self to have a
body, save as a kind of conventional biological ornament”
(Angell, 1907, p. 82). Calkins, and Titchener, did not reject
the pursuit of identifying the physiological substrates of men-
tal content and processes but placed that pursuit at a lower
priority to the study of mind more directly. Indeed, Calkins
extended the use of introspection to the study of abnormal
experiences of the normal self and included the study by
comparative means of abnormal individuals (Calkins, 1901,
1919) among the range of topics to be studied in the new
psychology.

In these psychologies, introspection continued to serve as
a method for the direct examination of conscious experience,
but problems arose when introspective reports from different



12 Psychology as a Science

laboratories contradicted each other. Doubts about the capac-
ity of introspection to serve as a scientific method were
brought forcefully into focus by the “imageless thought” con-
troversy. Titchener’s psychology proposed that images were
the carrier of thoughts, and introspective observations carried
out in his laboratory supported his position. Oswald Külpe
and his colleagues at the University of Würzburg, however,
failed to observe images in their studies of thought processes
and concluded that thinking was carried out by “imageless
thoughts.” How could introspection, as a method, reconcile
incompatible results when conscious experience was private
and not open to public inspection?

Supporters of introspection as the primary method of sci-
entific psychology added more instructions in an attempt to
improve the method (English, 1921) while others advocated
its more limited use among other psychological methods
(Angell, 1905; Dodge, 1912). The question of whether intro-
spective analysis could indeed serve as a scientific method
producing reliable data was present at the start of psychol-
ogy’s history as a science. Introspective observations were
reliable within limits: A wavelength of light at a given fre-
quency was reported to evoke the same color sensation in all
observers of normal vision. The question lay in the capability
of introspection to go beyond such limited observations in the
search for elements of mind. Meanwhile other research tradi-
tions arose.

Child Study

At Clark University, G. Stanley Hall established a graduate
program in psychology that attracted students in numbers
sufficient to make Clark a leader in psychology after its open-
ing in 1889. In its first decade, 30 of the 54 doctorates in psy-
chology awarded in the period were earned at Clark (White,
1992). In his laboratory of psychology, Hall fostered the
experimental methods that he had learned in Germany and
appointed E. C. Sanford (1859–1924) to supervise the exper-
imental work. Hall’s primary interest lay in developmental
psychology; his recapitulation theory of development
reflected the nineteenth-century view that the course of de-
velopment of an individual parallels the stages of human evo-
lution (Richards, 1992). Thus, “every child, from the moment
of conception to maturity, recapitulates, . . . every stage of
development through which the human race from its lowest
animal beginnings has passed” (Hall, 1923, p. 380). Although
the theory was later discredited, it served a useful purpose in
stimulating research.

In 1891, Hall introduced the use of child-study question-
naires, the “Clark method” (Danziger, 1985, 1990). Question-
naires were designed to investigate “(a) simple automatisms,

instincts, and attitudes, (b) the small child’s activities and
feelings, (c) control of emotions and will, (d) development of
the higher faculties, (e) individual differences, (f) school
processes and practices, and (g) church processes and prac-
tices” (White, 1992, p. 29). Much of Hall’s research on child-
hood and that of his students culminated in his two-volume
Adolescence (1904).

Child psychology was not, however, uniquely the property
of Hall and his university. James Mark Baldwin’s Mental
Development in the Child and the Race (1895) and its com-
panion volume, Social and Ethical Interpretations of Mental
Development (1897), were attempts to bring a genetic
account of development into the new psychology and “to
bridge the gap between the study of social institutions (i.e.,
sociology) and the study of individual functioning (i.e., psy-
chology)” (Cairns, 1992, p. 17). Baldwin’s contributions
were fleeting, for many reasons (see Cairns, 1992, p. 22),
among which was that his theoretical formulations were out
of step with the heavy empirical emphasis prevalent in psy-
chology at the time. Similarly, Hall’s influence was limited
by the critical attack from those closely tied to laboratory
investigations that his questionnaire research was method-
ologically weak. Nevertheless, Hall and Baldwin made the
psychology of child development and the methods appropri-
ate to its study part of the new psychology.

Individual Differences

Although recapitulation theory influenced Hall’s approach to
child study, the direct influence of evolutionary theory on
child study was slight (Charlesworth, 1992). However, the
theory of evolution strongly influenced the study of individ-
ual differences. For natural selection to serve as the primary
mechanism of evolution, variation in species populations was
necessary for the selection of traits that were the basis for
adaptation and survival within different and changing envi-
ronments. Francis Galton, a cousin of Darwin, contributed to
the history of psychology through his measures of physical
and mental characteristics of individuals who visited his
Anthropometric Laboratory.

The measures of physical characteristics such as head
size, arm length, height and weight, and performance charac-
teristics such as reaction time and sensory acuity, used by
Galton and adapted from the tasks of the psychological labo-
ratories, were employed as mental tests of intelligence. Head
size, for example was (falsely) assumed to indicate brain size
and intellectual capacity, and speed of responses and visual
acuity were assumed to indicate adaptability and survival
capability. The term intelligence came to be used to designate
differences among individuals in their capacity for such
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complex behaviors as reasoning and problem solving rather
than to denote differences among species in adapting to the
environment, the more common use of the term in the nine-
teenth century.

James McKeen Cattell, who had studied with Hall at
Johns Hopkins before earning his PhD with Wundt, pur-
sued his interest in individual variation, labeled “ganz
Amerikanisch” by Wundt (Boring, 1950), while in Francis
Galton’s London laboratory. Cattell returned to establish a
laboratory at Columbia University and adapted laboratory
tasks familiar to him from both Leipzig and London to iden-
tify and measure differences in reaction time, sensory sensi-
tivity, time estimation, and memory span in undergraduate
students (Sokal, 1987; Tuddenham, 1962). Like Galton, he
theorized that such tasks as reaction time, sensory acuity,
memory, and apprehension spans would reveal an individ-
ual’s intellectual abilities. His attempt to relate scores on
these tasks to academic performance demonstrated little rela-
tionship between the performance scores on the laboratory
tests to academic performance in courses at Columbia (Sokal,
1987) but nevertheless represents an early effort to measure
the intelligence of individuals.

Assessing individual differences among human beings did
not necessarily result in appropriate conclusions about the
consequences of evolution because of the importance of
social and cultural factors in determining differences among
individuals. For example, Galton’s study of sex differences in
psychological characteristics reflected social and cultural
views of the capabilities and proper roles for women and men
rather than differences that could be attributed to evolution-
ary forces. This bias was common at the time and addressed
by the research of one of James R. Angell’s graduate
students, Helen Bradford Thompson. Her dissertation, com-
pleted at the University of Chicago in 1900 and later pub-
lished as The Mental Traits of Sex (1903), was the first
systematic, experimental investigation of sex differences in
motor ability, sensations, intellect, and affect. Careful, de-
tailed analysis of the results led to her conclusion that “the
psychological differences of sex seem to be largely due, not
to difference of average capacity, nor to difference in type of
mental activity, but to differences in the social influences
brought to bear on the developing individual from early
infancy to adult years” (p. 182). 

Hall, too, had employed evolutionary arguments to bolster
stereotyped ideas about the psychological nature and proper
roles of men and women. His rather unflattering assessment
of women’s abilities attracted little argument from American
male psychologists of the time (see Diehl, 1986; Shields,
1975) and played a role in denying opportunities for graduate
study and professional employment for women (Milar, 2000).

In 1910, Helen Thompson, writing under her married name,
Helen Thompson Woolley, reviewed the literature on sex dif-
ferences and asserted, “There is perhaps no field aspiring to
be scientific where flagrant personal bias, logic martyred in
the cause of supporting a prejudice, unfounded assertions,
and even sentimental rot and drivel, have run riot to such an
extent as here” (Woolley, 1910, p. 340). Similar conclusions
could have been drawn about comparisons among races
begun before the development of evolutionary theory. These
comparisons had also served to justify a hierarchy that placed
Caucasians in a superior position, and later studies under
the aegis of evolutionary theory continued to be carried out
and interpreted in terms of long-held cultural biases (see
R. Guthrie, 1998).

Influenced by Cattell and Hall’s child study movement,
Lightner Witmer (1867–1956), attempted to put performance
on laboratory tasks to practical use in the new discipline
that he labeled “Clinical Psychology” (McReynolds, 1996).
The apparatus and methods of the laboratory experiment
were successful in assessing differences among individuals
but proved to be of little value for Witmer’s purposes
(McReynolds, 1996). The failure of laboratory tasks for these
applied ends led, in the case of intelligence testing, to the
refinement and development of tests modeled on those of
Alfred Binet and, in Witmer’s case, to the search for more
suitable methods for assisting individuals. These efforts also
led to attempts to identify characteristics of individuals that,
like intelligence, were both measurable and offered promise
of relevance, such as personality assessment (Allport, 1937),
attitude and aptitude measures, and clinical diagnostic tests
(Gregory, 1992). For many psychologists, individual differ-
ences were a distraction to the understanding of the general
principles governing mind, while for others, the understand-
ing of the individual mind was the most interesting task for
psychology. The difference in emphasis and the somewhat
separate paths of development of the two pursuits within psy-
chology came to be seen as the two disciplines of scientific
psychology (Cronbach, 1957).

The Study of Nonhumans: Animal Psychology

Darwin’s theory of evolution had raised questions about the
adaptive utility of consciousness; the relation of human to
animal ancestry had raised issues of whether there are instincts
in humans and whether animals exhibited human intellectual
capacities and consciousness in adapting to changed or chang-
ing environments. Learning capacities and consciousness
seemed in turn to depend upon the complexity of the nervous
system: “If there is a Comparative Anatomy there is also a
Comparative Psychology” (Chadbourne, 1872, p. 22). George
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J. Romanes (1848–1894), a devoted younger friend of the
aging Darwin, explored these concerns by collecting anec-
dotes of wild and domestic animals that provided evidence of
capacities for reasoning and problem solving analogous to
those exhibited by humans. As part of an animal’s intelligent
adaptation to an environment, he sought evidence of reason,
which he defined as the conscious knowledge of the relation
of the means to an end. In addition, Romanes described
patterns of instinctive responses that occurred without a
conscious awareness of the end to which they were adapted
(Romanes, 1892). 

Romanes’ research methods and anthropomorphic conclu-
sions about the capacities of animals were criticized by
C. Lloyd Morgan (1852–1936) for relying on unsubstantiated
anecdotes and weak analogical reasoning. Morgan em-
phasized the importance of observation and encouraged par-
simony in interpreting observations of animal behavior
(Morgan, 1890–1891, 1896). His caution in this regard came
to be known as Morgan’s Canon: “In no case should an ani-
mal’s activity be interpreted in terms of higher psychological
processes if it could be interpreted in terms of processes
standing lower in the scale of psychological evolution” (R. I.
Watson & Evans, 1991, p. 329). Morgan provided a neces-
sary methodological corrective to enthusiastic but unscien-
tific fact gathering by emphasizing both care in making
observations and caution in interpreting them.

Morgan employed experimental methods and observation
in naturalistic settings and hypothesized that animals learned
through association of ideas, in accord with the philosophical
tradition of associationism (Warren, 1921) that described
how the human mind operated (Cumming, 1999; Furumoto
& Scarborough, 1987). Although we can know our own
consciousness, we can only infer consciousness in others,
including animals; for Morgan, the criterion for inferring
consciousness in animals is “circumstantial evidence that the
animal . . . profits by experience” (Morgan, 1900, p. 42). In
this way, Morgan stimulated interest in the study of learning,
not only as an adaptation to the environment, but also as the
criterion for inferring animal consciousness or mind.

At Clark, research in animal behavior attempted to describe
the animal mind and to study the development of the nervous
system. The former research was represented by Willard
Small’s use of the maze to study the mental processes of the
white rat involved in learning (Small, 1900, 1901). The latter
research was represented by H. H. Donaldson, who attempted
to describe the growth of the nervous system in rats and hu-
mans (e.g., Donaldson, 1908). One purpose of this research by
Donaldson and Small was to relate the complexities of the ner-
vous system between species and between individuals in the
same species to differences in behavioral and mental abilities.

Small employed a version of the Hampton Court maze (Munn,
1950) that later gave rise to the many variations (e.g., the
T-maze, multiple T-maze, and the straight alley maze) that
became standard laboratory equipment for the study of learn-
ing and the testing of learning theories of the 1930s through
the 1950s. Donaldson and Swiss American psychiatrist Adolf
Meyer are credited with helping to establish the albino rat as
the dominant laboratory animal in American psychological
laboratories for many decades (Logan, 1999).

The work at Clark proceeded in the spirit exemplified by
Morgan and by E. L. Thorndike (1874–1949), who, in 1898,
had insisted that “experiment must be substituted for obser-
vation and the collection of anecdotes” (Thorndike, 1898,
p. 1126). Thorndike’s dissertation, Animal Intelligence
(1898), signaled a major shift from a subjective, introspec-
tive, anecdotal study of animals to an objective, quantitative
experimental approach with an emphasis on learning (Galef,
1998; Stam & Kalmanovitch, 1998). Thorndike’s emphasis
on controlled observation was welcomed by Morgan, who
advanced “the hope that comparative psychology has passed
from the anecdote stage to the higher plane of verifiable
observation, and that it is rising to the dignity of science”
(Morgan, 1898, p. 250).

Thorndike had pursued graduate study at Harvard with
an investigation of the behavior of chickens, until the protests
of his landlady forced him to move his chicken experi-
ments to the basement of William James’s house (Dewsbury,
1998; Thorndike, 1936). Thorndike subsequently took his
two “most educated chickens” to study the inheritance of
acquired traits at Columbia University with James McKeen
Cattell (p. 265). The topic did not prove very fruitful, and
Thorndike chose instead to examine the performance of cats
and small dogs in puzzle boxes. The choice of puzzle boxes
was influenced by the work of Romanes and Morgan, who
had described dogs and cats learning to open garden gates
through trial and error (Morgan, 1900). Thorndike’s boxes
were designed to permit observation of animals’ attempts to
escape from the box to reach food (Burnham, 1972). Various
boxes required manipulation of levers, pulling of loops, or
combinations of responses to escape (Chance, 1999; Galef,
1998). Thorndike recorded and graphed the time taken to
escape from the box as a function of the number of trials. He
interpreted the gradual decline of the curve describing the
time taken to escape from the box revealed by the graph to
mean that learning proceeded gradually, through trial and
error.

Responses that resulted in escape from the puzzle box
appeared to be selected from random movements, in a man-
ner analogous to the process of evolutionary selection.
Thorndike insisted that responses were made directly to the
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stimulus situation, without the mediation of ideas. The bond
between response and situation was strengthened if the
response was followed by a satisfying outcome, or weakened
if it was followed by an unsatisfactory consequence. This
statement constituted Thorndike’s “law of effect.” He also
held that bonds between the situation and response became
strengthened through exercise and weakened by disuse: the
“law of exercise” (Thorndike, 1913). Thorndike claimed that
these two laws, together with the animal’s “readiness” to
respond in the situation, accounted for most of animal learn-
ing (Thorndike, 1913). In his early work in comparative
psychology, Thorndike emphasized a discontinuity between
animals and humans. By 1911, however, he reversed his po-
sition to emphasize instead the universality of the law of
effect and other laws of learning (Bruce, 1997).

Although the thrust of Thorndike’s laws was to specify
regular relations between a situation and the responses that it
may come to evoke, without any attempt to assess the content
of the mind of the responding animal, comparative psychol-
ogy did not immediately follow his lead. Concerns for the
adaptive value of consciousness in humans and animals con-
tinued to be addressed in the early decades of the twentieth
century (e.g., Judd, 1910). Identifying the levels of complex-
ity of nervous systems that would justify inferences about the
nature of animal consciousness and capacity for intelligent
behavior (e.g., Yerkes, 1905) is best exemplified by what has
sometimes been called the first textbook in comparative psy-
chology, Margaret Washburn’s The Animal Mind (1908)
(Jaynes, 1968, cited in Furumoto & Scarborough, 1987).
Margaret Floy Washburn (1871–1939), the first woman to
earn a PhD in psychology and the second woman president of
the American Psychological Association (1921), summarized
and organized the scattered literature on animal psychology,
provided a history of the movement, and offered an exten-
sive discussion of methodology for research with animals
(Washburn, 1908; Goodman, 1980). E. B. Titchener’s first
doctoral student, Washburn had applied to study psychology
with James McKeen Cattell at Columbia, but Columbia, like
Harvard and the Johns Hopkins University, permitted women
to attend classes only unofficially as “hearers.” Cattell, how-
ever, encouraged her to apply to Cornell, where she com-
pleted her degree in 1894. A report of her Cornell dissertation
on the effects of visual imagery on tactile sensitivity was one
of the few studies published in Wundt’s Philosophische
Studien that had not been completed at Leipzig.

Washburn sought to understand the animal’s conscious
experience in an approach to comparative psychology char-
acterized as “subjective, inferential and rigorously logical”
(Goodman, 1980, p. 75). Washburn was influenced by the
research and writing of both Morgan and Thorndike; like

Thorndike, she advocated the use of objective and rigorous
experimental procedures, but, like Morgan, she persisted in
her view that animals possessed a consciousness that psy-
chology was obliged to define and characterize (Washburn,
1917, 1926, 1936). To carry out its responsibility, psychology
needed to adopt objective and rigorous experimental proce-
dures. Despite the growing emphasis on the sufficiency of
behavioral data and the emphatic rejection of mind and con-
sciousness as the only legitimate subject matter for a scien-
tific psychology, as Thorndike advocated, Washburn held to
her position (Goodman, 1980).

Behaviorism

Animal psychology had drawn attention to the importance of
behavior as a clue to mind, but inferences from behavior
about animal consciousness were part of the expected inter-
pretations of experimental results. But the focus of study was
changing: “There is unquestionably a widespread movement
on foot in which interest is centered on the results of con-
scious process, rather than in the processes themselves. This
is peculiarly true in animal psychology; it is only less true in
human psychology. In these cases interest [is] in what may
for lack of a better term be called ‘behavior’; and the analy-
sis of consciousness is primarily justified by the light it
throws on behavior, rather than vice versa” (Angell, 1911,
p. 47).

The proposal that psychology reject its traditional defini-
tion as the science of mind and consciousness and redefine
itself as a science of behavior came from John B. Watson
(1913). Watson arrived at the University of Chicago in 1900
to begin graduate work following an undergraduate degree in
philosophy and psychology from Furman University (Harris,
1999; O’Donnell, 1985). H. H. Donaldson, who had moved
to the University of Chicago from Clark University, brought
with him his research program that investigated the relation
between the development of the nervous system and the
behavior of the rat. Animal laboratories were few; in 1909,
only about six laboratories were actively engaged in animal
research (O’Donnell, 1985). For his dissertation, Watson
chose to investigate the neurological correlates of problem
solving in the white rat and carried out additional experi-
ments with rats to determine which sensory modalities were
necessary for learning a maze by systematically eliminating
one modality at a time. He removed the eyes, tympanic mem-
brane, olfactory bulbs, and whiskers and anesthetized the feet
of rats and discovered that the animals seemed to use kines-
thetic feedback to reach the goal box (Carr & Watson, 1908;
Goodwin, 1999; J. B. Watson, 1907). Watson’s first report of
these experiments at the annual meeting of the APA held in
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December 1906 in conjunction with the American Associa-
tion for the Advancement of Science (AAAS) led to an outcry
by antivivisectionists. He was publicly defended by Angell
and by then APA president James Mark Baldwin (Dewsbury,
1990).

Watson had become disenchanted with the language of
consciousness and mind, with the method of introspection,
and was increasingly concerned about the status of animal
research in psychology. Writing to fellow comparative psy-
chologist Robert Mearns Yerkes in 1910, Watson expressed
his identity problems: “I am a physiologist and I go so far as
to say that I would remodel psychology as we now have it
(human) and reconstruct our attitude with reference to the
whole matter of consciousness. I don’t believe the psychol-
ogist is studying consciousness any more than we are”
(Watson, 1910, cited in J. A. Mills, 1998, p. 60).

In a series of lectures given at Columbia University in
December 1912, Watson laid out his discomfort with a psy-
chology of consciousness and proposed a psychology of
behavior to take its place: “Psychology as the behaviorist
views it . . . is a purely objective experimental branch of natural
science. Its theoretical goal is the prediction and control of
behavior. Introspection forms no essential part of its methods,
nor is the scientific value of its data dependent on the readiness
with which they lend themselves to interpretation in terms of
consciousness” (Watson, 1913, p. 158). Although this so-
called “Behaviorist Manifesto” did not produce a revolution
in psychology (Leahey, 1992; Samelson, 1981), it did help to
raise the status of animal research and place a greater empha-
sis on explaining behavior rather than mind, especially in re-
search on animals (Watson, 1914). Watson’s notion that the
goal of psychology was to predict and control behavior incor-
porated the vision of psychology as a tool for social control
and, therefore, its application to education, industry, and other
areas of applied psychology (e.g., Buckley, 1982). Titchener
accused Watson of turning psychology into a technology
rather than a science (Samelson, 1981). But technology or not,
Watson’s view of science as requiring reliability of observa-
tions, public and repeatable, vitiated introspection as a scien-
tific method.Watson argued that verbal reports to a stimulus, in
a psychophysical experiment, such as “I see red,” were behav-
ioral in the same way that an animal might be trained to dis-
criminate the color red from other colors (Watson, 1919).

J. B. Watson (1916) proposed that the conditioned motor
reflex could be applied to animals and humans and thus form
the building block of behavior. Like Titchener, Watson
believed that science proceeded by analysis, but instead of
the elements of mind, Watson sought the elements of behav-
ior. The conditioned reflex was the elemental unit from which
Watson proposed to build a science of behavior.

The study of reflexes has a long history within physiology
(Boakes, 1984; Fearing, 1930). The Bell-Magendie law
(Boakes, 1984; Goodwin, 1999) distinguished between the sen-
sory and motor nerves at the level of the spinal cord. This dis-
tinction set the stage for an understanding of reflex action and
stimulated research on the nature and speed of conduction of
the nerve impulse that led to the studies of reaction time by Jo-
hannes Müller and Hermann von Helmholtz. Russian physiolo-
gist Ivan Mikhailovich Sechenov (1829–1905) demonstrated
that cerebral processes could affect reflexive action by stim-
ulating certain areas of the brain with salt crystals to decrease
the intensity of reflexive movement of a frog’s leg (Boakes,
1984; Koshtoyants, 1965). Sechenov (1863–1965) argued
that the cause of psychical or psychological events is in the
environment; external sensory stimulation produces all acts,
conscious and unconscious, through the summation of excita-
tory and inhibitory activity in the brain. He suggested that a
science of psychology based on introspective reports of hu-
mans is too complex and too subject to “the deceptive sugges-
tions of the voice of our consciousness. . . . [O]nly physiology
holds the key to the scientific analysis of psychical phenomena”
(Sechenov, 1973 cited in Leahey, 2001, p. 216; see also,
Boakes, 1984).

Ivan Petrovich Pavlov (1849–1936) was able to instantiate
Sechenov’s theoretical claims (Koshtoyants, 1965). Pavlov’s
research on the physiology of digestion that earned him the
Nobel Prize in 1904 involved a method of “sham feeding” in
which a fistula, or tube, in the esophagus prevented food
placed in the mouth of the dog from reaching the stomach. A
second tube inserted into the stomach was used to collect gas-
tric juices. In the course of these experiments, Pavlov noted
that gastric secretions occurred not only in response to food in
the mouth but also merely to the sight of food, or of the
assistant who usually fed the animal. He called these “psychic
secretions.” By using a fistula that could collect salivary se-
cretions for the studies on digestion, Pavlov’s student Stefan
Vul’fson noted that not only did the salivary glands respond
differently to different substances placed in the mouth, for ex-
ample, sand, wet food, dry food, but, unlike other digestive
organs, they showed the identical response when the dog was
teased by only the sight of the substance (Boakes, 1984;
Todes, 1997). Vul’fson and Pavlov used mentalistic terms in
describing the reaction of the salivary glands to the sight of
food: Dogs “judged,” “sorted out,” or “chose” their responses
(Todes, 1997, p. 950).

Pavlov later changed “psychic reflex,” to “conditional
reflex,” after experiments demonstrated the experimental
regularity of what his co-worker Tolochinov referred to as
a “reflex at a distance” (Todes, 1997, p. 951). Drawing
on Sechenov’s early experiments with inhibition of spinal
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reflexes, the work in Pavlov’s laboratory focused on the
establishment (conditioning) and removal (extinction) of
reflexes to a variety of stimuli and their control by excitatory
and inhibitory activity in the brain. Other investigators who
explored questions of adaptation of organisms to environ-
ments paid more attention to the acquisition of new behavior
than to the removal of established behaviors (Boakes, 1984). 

J. B. Watson attempted to demonstrate how research on
conditioned reflexes could reveal the origins of complex
behavior patterns. In his most famous experiment, conducted
with graduate student Rosalie Rayner, he conditioned emo-
tional responses in an 11-month-old infant, “Albert B.” By
striking a steel bar with a hammer, Watson and Rayner were
able to elicit crying in the infant; when they subsequently
paired presentation of a white rat, to which Albert had shown
no fear, with the striking of the bar, Albert showed fear to the
rat. They reported successfully conditioning fear of the rat in
Albert, and, further, the fear generalized to a rabbit, a dog, a
fur coat, and a Santa Claus mask (J. B. Watson & Rayner,
1920; see Harris, 1979). The study was more a dramatic
demonstration than a carefully controlled experiment, but
nevertheless exemplified Watson’s vision for identifying the
origins and development of behavior and provided an
approach to the study of the growth and development of chil-
dren (Mateer, 1918).

Gestalt Psychology

A response to the introspective analysis of consciousness
advocated by Titchener and the behavioral analysis of J. B.
Watson came in the form of an approach to psychology that
arose in Germany at about the same time that behaviorism
had arisen in the United States. The term gestalt, translated as
“whole” or “configuration,” referred to an organized entity
that was different from the sum of its constituent parts. The
term was initially introduced by Christian von Ehrenfels,
who pointed out that a melody played in two different keys is
recognized as such even though the notes in each case are dif-
ferent. He suggested that combinations of elements produced
a “gestaltqualität,” or whole-quality, that constituted a new
element of consciousness. The use of the term by the tri-
umvirate of Max Wertheimer, Kurt Koffka, and Wolfgang
Köhler referred not to a new element but to the organized
nature of conscious experience. The gestalt psychologists op-
posed what they perceived to be artificial attempts to reduce
experience or behavior to constituent parts and then to syn-
thesize them again into organized wholes, and articulated
their views in influential books (e.g., Köhler, 1929).

Gestalt psychology was initiated by observations on
apparent movement (Wertheimer, 1912), in which two lights

located at some distance apart give rise to the experience of
one light moving from one location to the other when the
lights go on and off in sequence. The phenomena seemed
incapable of explanation by introspective identification of
sensory elements. The gestaltists proposed that the introspec-
tion appropriate to psychology was a description of experi-
ence, a naive introspection that described the experience
without any attempt to subject it to analysis. Perceptual phe-
nomena and conscious experience were not the only domains
of gestalt theory; Köhler’s research on chimpanzees (Köhler,
1926) suggested that learning occurred not through trial and
error but by insight that resulted from a perceptual reorgani-
zation that produced a new way of seeing the problem to be
solved. Neither Thorndike’s trial-and-error explanations of
learning nor behavioral analysis of organized goal-directed
behavior seemed adequate to account for the behavior of the
chimpanzees.

The disagreement with the structural approach to mind
and the behavioral approach to behavior derived from funda-
mentally different assumptions about the nature of science.
Titchener, and Watson as well, assumed that science pro-
ceeded by analysis, by breaking down chemical and material
objects into the elements of which they are composed. The
elemental analysis that Titchener perceived to be the hall-
mark of physics was a nineteenth-century model that had
given way to analyses in terms of fields in which forces oper-
ated to determine organization of particles rather than parti-
cles or elements giving rise to organization (e.g., introducing
a magnetic force placed among a random pattern of iron fil-
ings organizes the filings in terms of the directions of force).
Field theory and the laws of organization were proposed to
account for many phenomena (e.g., Ellis, 1950), not only of
perception and problem solving and learning, but of, for
example, social behavior (Asch, 1955), child develop-
ment (Koffka, 1927), and thinking (Wertheimer, 1959), and
served to prompt research designed to test theories in these
areas.

Logical Positivism and Operationism

The abandonment of mind as psychology’s subject matter,
the increased attention to ensuring that scientific standards
were met by procedures for gathering and treating data in lab-
oratory and nonlaboratory research, and increased attention
to theory building appeared to be signs of scientific maturity
in psychology. These characteristics were most closely iden-
tified with the neo-behaviorist theories of learning and
behavior that were the focus of much of the laboratory psy-
chology from the 1930s to the 1960s. These theories focused
on animal subjects and models of learning and behavior; their
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theoretical language was influenced by a philosophy of
science of the period.

Continuing concern for the scientific status of psychology
attracted psychologists to an approach to science advocated
by Harvard physicist P. W. Bridgman (1927), who made the
case for defining unobservable phenomena, such as gravity or
hypothesized physical elements such as an electron, in terms
of the operations by which their effects on observable events
could be measured (Leahey, 2001; Smith, 1986). E. G.
Boring’s student, S. S. Stevens (1906–1973), at Harvard in
psychology, proposed that psychology adopt a strict opera-
tionism (Stevens, 1935a, 1935b, 1939). Only terms that could
be defined operationally were scientifically meaningful; for
all practical purposes, only a behavioral psychology could
meet this criterion (Leahey, 2001; J. A. Mills, 1998; Smith,
1986). The emphasis on operational definitions influenced the
language of psychology (Mandler & Kessen, 1959) and the
theories of behavior that evolved in the context of opera-
tionism and its philosophical forebear, logical positivism, an
approach that limited science to observable phenomena. For
psychology, it meant defining hunger, for example, in terms of
such operations as hours of food deprivation, or a measure of
blood sugar level, or the amount of time spent eating, each of
which is an observable indicator of the unobservable hypothe-
sized motivational condition of hunger. The neo-behaviorists
who shaped what is known as the “Golden Age of Learning
Theory” from 1930 to 1950 adopted some ideas from logical
positivism and operationism, although each of them was
to formulate his own vision of behaviorism (J. A. Mills, 1998;
Smith, 1986).

The Neo-Behaviorists: Guthrie, Tolman, and Hull

Edwin R. Guthrie (1886–1959), the “most starkly empiricist
of all the neo-behaviorists” (J. A. Mills, 1998, p. 79), defined
mind as “a mode of behavior, namely, that behavior which
changes with use or practice-behavior, in other words, that ex-
hibits learning” (E. R. Guthrie, 1935/1960, p. 3). The ability
to learn, as C. Lloyd Morgan had suggested, characterized the
possession of mind in living creatures. Guthrie’s theory of
learning was deceptively simple: Learning occurs through the
development of associations between stimuli and responses.
These associations are formed by contiguity: “A combination
of stimuli which has accompanied a movement will on its re-
currence tend to be followed by that movement” (p. 23). He
rejected Thorndike’s laws of effect and of exercise, claiming
instead that the apparently gradual nature of learning was a re-
sult of a series of one-trial situations in which movements,
small muscle responses, rather than acts were learned in re-
sponse to stimuli. The role of the consequences of responding,

whether satisfying or annoying, was to change the stimulus
situation, not to strengthen some unobservable bond between
stimulus and response.

In contrast to E. R. Guthrie’s molecular approaches to
learning, Edward Chace Tolman (1886–1959) offered a molar
theory of the psychology of learning. For E. R. Guthrie
and for J. B. Watson, descriptions of learned behavior were
confined to descriptions of stimulus events and responses.
Tolman, in contrast, proposed a theory that interpreted behav-
ior in terms of “motive, purpose and determining tendency”
(Tolman, 1922, p. 53). For Tolman, cognitive events inter-
vened between the antecedent stimuli and their behavioral
consequences. Learning and performance were not synony-
mous (Innis, 1999; Kimble, 1985; Tolman & Honzik, 1930);
performance was the observable behavior, while learning was
the hypothesized state that accounted for the change in be-
havior. Tolman described the action of intervening variables
on the functional relationship between the independent and
dependent variables; that is, between the environmental stim-
uli and physiological state of the organism on the one side and
the overt behavior on the other (Tolman, 1932, p. 2; see also
Innis, 1999; Kimble, 1985). The most important intervening
variables were cognitions, defined as expectations about the
relationship between signs, stimuli, and significates, rewards
or goal objects (J. A. Mills, 1998; Smith, 1986). Tolman hy-
pothesized the formation of “cognitive maps” or cognitive
representations of the environment in rats learning a maze.
These cognitive maps could be empirically demonstrated in
maze experiments in which, for example, blocking a previ-
ously used route to a goal resulted in rats choosing the next
shortest path to the goal (Tolman, Ritchie, & Kalish, 1946).

Clark Hull (1884–1952) proposed a formal logico-
deductive theory of behavior: “In science an observed event
is said to be explained when the proposition expressing it has
been logically derived from a set of definitions and postulates
coupled with certain observed conditions antecedent to the
event” (Hull, 1943, p. 3). Hull’s theoretical treatment of psy-
chology consisted of a set of postulates and corollaries and
their mathematical statements to enable quantitative predic-
tions about behavior. Hull’s goal was to develop psychology
as a natural science by demonstrating that behavioral phe-
nomena obey universal, quantitative laws that can be stated
by equations comparable to physical laws, “of the type gov-
erning the law of falling bodies” (Hull, 1950, p. 221). Even
centuries after Kant, Hull was striving to demonstrate that
psychology could indeed become a science that met the same
standards as the physical sciences. For example, Hull (1934a,
1934b) proposed that the serial position effect in learning a
list of words (the phenomena that errors occur more fre-
quently in learning and in the recall of words from the middle
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of a serial list) exemplifies the same general law that
describes the pattern of errors made by rats learning a com-
plex maze (more errors occur in the center of the maze than
at the start and the finish).

Hull’s research program was directed toward the discov-
ery of such laws and the formulation of the equations that
described them. His theory of behavior formulated theoreti-
cal variables in operational terms, defined them by equations,
and predicted experimental results. Experiments by Hull,
Tolman, and their students were designed to provide crucial
tests of predictions from their respective theories. For exam-
ple, Hull’s theory hypothesized that learning occurred
through reinforcement, defined in terms of the extent to
which reinforcement reduced a motivational drive; Tolman,
on the other hand, argued that reinforcement in this sense was
unnecessary for learning (Tolman & Honzik, 1930). Resolu-
tion of such theoretical issues was difficult; moreover, the
precise predictions from Hull’s formal theory were fre-
quently not confirmed, and criticism of the theory began to
mount from a variety of sources, including Hull’s own stu-
dents (J. A. Mills, 1998). Differences between the theories of
Hull and Tolman came to seem less substantive and more a
preference for particular terminology and the reification of
intervening variables (Kendler, 1952). 

The Radical Behaviorism of B. F. Skinner

Burrhus Frederick Skinner (1904–1990) questioned whether
theories of learning were necessary in view of what appeared
to be fruitless theoretical tests (Skinner, 1950). He argued in-
stead for a purely empirical description of behavior, eschew-
ing any hypothetical or intervening nonobservable variable
in his description of behavior, a position that he had estab-
lished in his first major publication (Skinner, 1938). His ma-
nipulation of the contingency between an operant (emitted)
behavior and a reinforcer constituted his program of re-
search, carried out in the operant-conditioning chamber more
popularly known as a “Skinner Box.” With rats and later
pigeons as his experimental subjects, Skinner measured cu-
mulative responses over elapsed time as a function of rein-
forcement schedules (Ferster & Skinner, 1957). Intervening
variables, such as drive or motivation, were defined opera-
tionally in terms of number of hours of deprivation or percent
of free-feeding body weight. The reports of experiments by
Skinner and his followers, with few animals but a large num-
ber of responses, met with rejection from editors whose
definition of an experiment required a research design com-
paring experimental and control groups with a statistical test
of the significance of the difference between them. The result
was the establishment of the Journal for the Experimental

Analysis of Behavior in 1958 (Krantz, 1972). Skinner’s ap-
proach to behavior extended to the development and use of
language (Skinner, 1957) and to the technology of teaching
(Skinner, 1968).

The Rise of Cognitive Psychology: Mentalism Revisited

The experiments engendered by the debates among the dif-
ferent approaches to learning and behavior continued to
dominate the literature of experimental psychology at mid-
century. However, the traditional methods and research top-
ics of the psychological laboratory also flourished; although
the era of the schools had ended, they left a legacy of influ-
ence on the research conducted within psychology. Intro-
spection as a source of psychological data lost its primacy
with the end of structuralism; introspective reports resumed
their more limited role in assessing the quality and/or inten-
sity of sensory experience in psychophysical experiments.
Articles reporting on experiments on perception, stimulated
in part by gestalt psychology’s emphasis upon perceptual
organization, continued to appear in psychological journals,
together with studies of the higher mental processes of think-
ing and problem solving (e.g., Wertheimer, 1959). Functional
psychology, more of an attitude than a systematic position,
characterized American psychology generally and fostered
experiments on serial list and paired associate learning and
the interference theory of forgetting, continuing the research
tradition emanating from the laboratories of Ebbinghaus and
G. E. Müller (McGeoch, 1942). Although research on higher
mental processes in animals had not been entirely neglected
(Dewsbury, 2000), behaviorism left a legacy of animal re-
search that focused on stimulus-response interpretations of
the results of maze learning studies, classical conditioning
experiments, and, increasingly, of behavior in operant-
conditioning chambers. Psychology redefined itself from the
science of mind to the science of behavior. References to
mind or mental processes were found only infrequently in
textbooks and journals.

The molecular, elemental, and mechanistic analyses of be-
haviorism, emphasizing peripheral sensory-motor relations,
were not limited to research on learning. Child psychology,
for example, was strongly influenced by studies of the condi-
tioned reflex (e.g., Mateer, 1918) and Watson’s admitted pre-
mature claim that, given a dozen healthy infants, he could
make of them anything he chose (J. B. Watson, 1924).
Emphasis on the study of sensory-motor and nervous-system
development in young children led to an emphasis on devel-
opmental norms that were postulated to follow relatively fixed
maturational principles (e.g., Gesell & Ilg, 1946). These prin-
ciples and norms were challenged by research that combined
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behavioral and maturational approaches in examining motor
development in children (e.g., McGraw, 1935; 1943). 

In the decades of the 1950s and 1960s, the language and
models that stimulated psychological research began to
change. Explanations of behavior derived from experiments
on maze learning and classical and operant-conditioning
research came under attack from those studying more com-
plex behavior patterns (e.g., Harlow, 1953). Rote learning of
serial lists and verbal paired associates were acknowledged
to represent only a limited domain of human learning
(Melton, 1956). Information theory, developed during World
War II as a tool for measuring the capacity of humans as
processors and transmitters of information, provided a new
measure of human performance and implied capacities for
making judgments and choices (Attneave, 1959). Informa-
tion theory offered fresh interpretations of choice reaction-
time experiments (e.g., Hick, 1952) and the limits of human
attention and immediate memory (Miller, 1956). Discussions
of human capacities to reduce, transmit, or create information
renewed interest in cognitive capacities of decision making
and problem solving that suggested analogies to the recently
developed technology of the computer.

Interest in cognitive development revitalized child psy-
chology in moving from a focus on sensory-motor develop-
ment to a focus on thinking, the formation of concepts, and
the child’s understanding of the world. The theories of Jean
Piaget (1896–1980) that describe the development of lan-
guage and cognition in childhood had appeared in the 1920s
and 1930s in Europe (e.g., Piaget, 1929) but had an impact in
the United States only decades later (Flavell, 1963). Experi-
mental research that explored cognitive and social develop-
ment in children came to dominate the field of developmental
psychology, no longer simply child psychology but soon to
cover the life span. This shift in emphasis in the study of
human development paralleled changes in research on adults
and on animals.

Psychologists appeared to be less self-consciously con-
cerned with the status of psychology as a science and more
concerned with the kind of science psychology was to be. The
behavioral view of a largely passive organism whose mechan-
ical behavior was governed by environmental events became
an increasingly less satisfactory model. Calls for a humanis-
tic, rather than a mechanistic, science of psychology (Giorgi,
1970; Maslow, 1966) called for a view of human beings as ac-
tively engaged with the environment, thinking and deciding
rather than simply responding to external events. The results
of Pavlovian conditioning experiments began to be inter-
preted in terms of cognitive events (e.g., Rescorla, 1966) and
signaled the increasing willingness to consider the role of

mental processes that determined behavior in both humans
and animals. The journals Cognitive Psychology (1970) and
Memory and Cognition (1973) were founded to provide an
outlet to the burgeoning research in human memory that was
less characteristic of traditional associationistic theories
(Warren, 1921; Robinson, 1932/1964) and more influenced
by analogies to computers and conceptions of information
processing. Topics of the older mentalistic psychology, such
as attention, concept formation, and thinking, became more
prominent in psychological research. The term mind, ban-
ished from the psychological lexicon in the heyday of be-
havioral theories, began to reappear in textbooks and, more
significantly, in developing theories of human and animal
cognitive capacities. The magnitude of the shift in research
agendas and theoretical constructs suggested that psychol-
ogy had undergone a revolutionary change, while others re-
garded the shift as part of the normal historical development
of the discipline (Leahey, 1992). Nevertheless, these devel-
opments in scientific psychology represent the continuing vi-
tality of the discipline as psychologists address traditional
problems of mind and behavior in forging the science of psy-
chology. These efforts inform the content of the volumes and
chapters that follow and properly belong to contemporary
psychology.
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There was a profession of psychology long before there was
a science of psychology and even before the term “psycholo-
gist” came into public use. In early nineteenth-century
America (as in centuries before throughout the world), there
were practitioners who counseled people about their mar-
riages, advised individuals about possible careers, aided par-
ents in the rearing of their children, advised companies about
employee selection, and offered to cure a host of psychologi-
cal illnesses through myriad treatments. These practitioners
worked under various labels, including phrenologist, charac-
terologist, spiritualist, graphologist, mental healer, physiogn-
omist, mind reader, and psychologist.

To “get your head examined” was big business in
nineteenth-century America. Phrenologists, often using a
system marketed by brothers Lorenzo and Orson Fowler,
measured skull shapes. Phrenology clinics worked with busi-
nesses for employee selection, with schools for hiring of
teachers, with lawyers for evaluating clients, and with indi-
viduals for vocational counseling and advice on marital part-
ners. Thus, there were individuals practicing in most of the
venues in which psychologists practice today and offering
many of the services that are provided today by clinical,

counseling, school, and industrial-organizational psycholo-
gists. However, whether such individuals were “psycholo-
gists,” and whether they represented a “profession” at that
point, are different matters.

WHAT DEFINES A PROFESSION?

Originally, there were three professions: law, medicine, and
the clergy. These fields of endeavor were distinct from
“trades” in that they required highly specialized areas of edu-
cation, created their own languages—generally not under-
stood by the populace at large—and developed their own sets
of practices, ethics, and so forth. As opposed to science,
which traditionally published its newfound knowledge, pro-
fessions kept their knowledge to themselves. For example,
the priests of the Mayans knew by their sophisticated astron-
omy when the eclipses of the sun and moon would be and
used their predictive powers to ensure that citizens paid their
appropriate taxes.

In time the word profession was not used exclusively for
the three original fields but for any career requiring higher
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education, although today one can hear the terms “profes-
sion” and “job” as nearly interchangeable. However, the hall-
marks of a profession are still commonly understood to be
specialized education, exchange of information (e.g., through
journals, books, seminars), accepted standards of practice,
and governmental certification and/or licensing.

How psychologists achieved the status of professional is
discussed in this chapter, as we explore historical develop-
ments, organizational efforts, educational criteria, relations
with other professions, and brief histories of its major sub-
specialties. More detailed histories of the specialties can be
found in the relevant chapters in the volume. Also, the role of
organizations of the profession is presented in the last chapter
of the book.

PIONEERING APPLICATIONS OF
PSYCHOLOGICAL SCIENCE

When the science of psychology began in America in the last
quarter of the nineteenth century, academicians found them-
selves in competition with practitioners for the label of
“psychologist.” The academics sought to draw boundaries
between their discipline and the many pseudopsychologies.
The new psychological scientists “used their battles with
spiritualists [and phrenologists and others] to legitimize psy-
chology as a science and create a new role for themselves as
guardians of the scientific worldview” (Coon, 1992, p. 143).

Although American psychologists of the late nineteenth
century may have been housed within the academy, they
were not bent on a pure science that excluded practical prob-
lems. Applications to real-world issues emerged in the earli-
est days of the new laboratories. Not surprisingly, the first
applications were in the field of education.

By 1892, the year in which he founded the American
Psychological Association (APA), Clark University president
G. Stanley Hall (1844–1924) was the recognized leader of
the child study movement in America, a national movement
that was directed at educational reform. Hall and his colleagues
at Clark organized a research effort using schoolteachers,
parents, and college educators (including psychologists) to
collect data on children, largely through the use of question-
naires, that would lead to a total understanding of the child.
With this understanding, teachers could be better trained,
school curricula could be better designed, and education
could be better suited to individual student needs. Clark Uni-
versity served as a clearinghouse for these studies, accu-
mulating data from more than 190 different questionnaires.
Various universities with child study interests (such as Clark,
Stanford University, and the Universities of Illinois and

Nebraska) held summer programs for schoolteachers, admin-
istrators, and educators in normal colleges (i.e., colleges in
which teachers were trained) to dispense the new knowledge
of the child and to describe the implications of this knowl-
edge for teacher training and school reform (Davidson &
Benjamin, 1987). 

Although the questionnaires were the principal research
tools of child study, various mental tests were also em-
ployed. The mental tests were an outgrowth of the anthropo-
metric tests developed by Francis Galton (1822–1911) in
England in the 1880s and imported to America by James
McKeen Cattell (1860–1944). Cattell actually coined the
term “mental test” in an 1890 article in which he described a
proposed program of research based on sensory, motor, and
cognitive measures (Cattell, 1890; Sokal, 1982b). A few
years later he was confident enough in the validity of the
measures to suggest that they had value in school settings as
“a useful indication of the progress, condition, and aptitudes
of the pupil” and further, that these “tests might serve as a
means of training and education” (Cattell, 1893, p. 257). By
1895, several American psychology laboratories had adopted
a similar mode of testing and were using the tests as diag-
nostic instruments, principally of intellectual functioning.
This was the start of a measurement of individual differences
that would define American psychology, particularly applied
psychology, throughout the twentieth century.

Another of the pioneers in applied psychology was a
University of Pennsylvania professor, Lightner Witmer
(1867–1956), who in 1896 opened the first psychology clinic
in America, and perhaps in the world. In March of that year,
a local schoolteacher brought a 14-year-old boy to see
Witmer. The boy had difficulties with spelling, and the
teacher reasoned that if psychology was the science of mind,
then it ought to be able to solve such problems. Witmer dealt
with the boy’s problem successfully. By the summer, Witmer
was seeing similar cases at the university, which led to the
opening of his clinic (Baker, 1988). So enthused was he with
this applied success that he gave an address at the annual
meeting of the American Psychological Association that
December in which he spoke about using psychology to solve
learning difficulties in schoolchildren. He urged his col-
leagues to use their science to “throw light upon the problems
that confront humanity” (Witmer, 1897, p. 116).

The clinic grew slowly at first, with Witmer handling
much of the caseload himself, mostly schoolchildren present-
ing with learning and/or behavioral problems. In 1907, he
began editing and publishing a new journal, The Psychologi-
cal Clinic, in which he described the cases and the diagnostic
and treatment methods used. In the first issue of that journal,
Witmer outlined a program of graduate training in a field he
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designated as “clinical psychology” (Witmer, 1907). Based
on the work in his clinic and his promotional efforts on behalf
of applying psychology to the remediation of learning and
behavioral problems, Witmer has generally been acknowl-
edged as the founder of clinical psychology and school psy-
chology in America (McReynolds, 1997).

In addition to schools and clinics, the new psychology
also quickly found its way into the world of business. In the
fall of 1895, Harlow Gale (1862–1945), a psychology in-
structor at the University of Minnesota, began his research on
the psychology of advertising. He sent a brief questionnaire
to approximately 200 businesses in the Minneapolis–St. Paul
area asking them about their advertising practices. He wrote,
“It is our aim to find the mental processes which go on in the
minds of the customers from the time they see an advertise-
ment until they have purchased the article advertised” (Gale,
1900, p. 39). Gale discovered that the business community
may not have been as interested in psychology as he was in
their field; only about 20 businesses returned his question-
naire, a return rate of 10%. In the next 5 years, however, a
theoretical debate among advertisers about the nature of con-
sumer motivation led the advertising community to make
contact with psychology, initially with Walter Dill Scott
(1869–1955), who published books on the psychology of ad-
vertising in 1903 and 1908. With his work, the field of indus-
trial psychology was born (Benjamin, in press). By 1915,
many psychologists were employed full-time in the business
field in advertising, sales, and personnel work.

Thus, whereas many of the early academic psychologists
appeared content to remain in their laboratories where they
used their new scientific techniques to answer age-old ques-
tions of mind, others were lured beyond the ivy-covered
walls, motivated by a need for money or a curiosity about
problems in the world outside of the academy or by a need to
demonstrate the value of the new science of psychology
through application. It was the work of those pioneers that
marked the beginning of the new profession of psychology, a
profession that was to be grounded in science.

THE BEGINNINGS OF THE NEW PROFESSION
OF PSYCHOLOGY

It is doubtful that psychologists at the end of the nineteenth
century envisioned anything like the profession of psychol-
ogy that would exist in the 1930s much less the profession of
today. Yet the earliest of American psychologists, such as
William James (1842–1910), G. Stanley Hall, and James
McKeen Cattell, clearly recognized the potential contribu-
tions of psychology through applied research. It, perhaps,

was only a small step to move from applied research to
establish a role for psychologists as consultants employed
outside the university.

The beginning of the twentieth century in America was
marked by great social upheaval. American cities were grow-
ing rapidly and with them the factories that were the home of
the new urban labor. Immigrants came to America in even
greater numbers, seeking a better life. Child labor laws and
compulsory school attendance laws were passed in tandem to
prevent abuses of children in the workplace but also to pro-
vide an education needed for an urban workforce and to
impart the values of American society important to the melt-
ing pot of fully acculturated citizens. There were movements
for a national reform in education and for the right to vote for
women. As manufacturing capacity exceeded demand, busi-
nesses looked beyond their regions to a national consumer
base. Advertising became more important to create those
broader markets. The types of jobs available expanded con-
siderably as America moved from a largely agrarian/rural
society to a factory/urban one; consequently, people sought
more information about jobs leading to a new focus—
arguably a more scientific one—on adjustment.

The changes in America at the turn of the century virtually
clamored for an applied social science to solve the problems
of the new society. And, there were psychologists both inside
and outside of university settings who were ready to tackle
those problems. We will next examine some of the early prac-
tical applications of psychology in business, in counseling, in
education, and in clinical settings.

The Business Psychologist

At the beginning of the twentieth century, American business
was changing America as well as being changed by the evo-
lution of American society. With the “formation of large in-
dustrial empires came new management problems and a
growing problem with efficiency” (Napoli, 1981, p. 28). As
efficiency became the watchword of new American business,
psychologists would take up the challenges of increasing
productivity, improving personnel selection, providing job
analyses, and improving worker morale.

Business psychology—later to be called industrial psy-
chology in the 1920s, and then industrial-organizational (I-O)
psychology in the 1960s—can be said to have originated
with Gale’s advertising study in 1895. But Gale did not pur-
sue that work. Instead, the first sustained program in business
psychology was that of Walter Dill Scott, who published
many articles on the psychology of advertising in Mahin’s
Magazine, a leading journal in the advertising field. Scott
also wrote about his advertising work in other magazines,
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such as Atlantic Monthly, Business World, Advertising World,
and The Woman’s Herald, thus making business psychology
known to a broad audience of potential employers and con-
sumers. Scott promoted the psychology of suggestion, argu-
ing that successful advertising suggested a course of action,
that is, buying the product. He wrote, “Man has been called
the reasoning animal but he could with greater truthfulness
be called the creature of suggestion. He is reasonable, but
he is to a greater extent suggestible” (Scott, 1903, p. 59). In
applying suggestion to advertising, Scott advocated two tech-
niques: the direct command (e.g., “Use Peterson’s Tooth
Powder”) and the return coupon. Both techniques were
thought to stimulate compulsive obedience.

In the subsequent theoretical debates in the advertising
community on the nature of consumer behavior, other
approaches displaced Scott’s views (see Kuna, 1976, 1979),
but his work gave psychology considerable visibility in the
world of business and paved the way for many psychologists
who would follow in advertising such as Harry Hollingworth,
Daniel Starch, and John B. Watson.

Although business psychology can be said to have begun
in the field of advertising, it quickly branched into other
prominent areas. When increased emphasis on efficiency led
to the “scientific management” of Frederick Winslow Taylor
(1911), psychologists entered that arena as well. Efficiency
meant not only better management and more effective adver-
tising but also better training of workers, improved employee
selection procedures, better ways to control employee per-
formance, and better understanding of human actions in
work. Prominent in these areas was Harvard psychologist
Hugo Münsterberg (1863–1916), who argued in his book,
Psychology and Industrial Efficiency (1913), that the key to
workplace efficiency was matching job and worker and that
successful matches generated satisfied employees, quality
work, and high productivity. Münsterberg promoted psy-
chology as the science of human efficiency, noting that
psychology had the tools to create the perfect match by de-
termining the mental traits required for any job and the men-
tal traits of workers. That his ideas were well received by a
broad public is evidenced by the fact that his book was for a
time on the national list of best-sellers.

Psychologists began to develop mental tests to evaluate
workers and jobs (ship captains, trolley car operators, sales-
women), work that was to prove especially important when
they were asked to oversee the selection program for the
United States armed forces during World War I. Business
psychology had begun in the universities, but its practice
soon moved to business settings as psychologists found full-
time employment, particularly as personnel officers involved
with selection, job analysis, and training. Such opportunities

expanded considerably after World War I, establishing the
psychologist as a key player in the world of business.

The Counseling Psychologist

As noted earlier, with the proliferation of types of jobs
around the turn of the twentieth century, people had more oc-
cupational choices than ever before. Vocational counseling,
which had been a part of the business of nineteenth-century
phrenologists, became even more important. The most influ-
ential figure in the vocational guidance movement of the
early twentieth century was not a psychologist but an indi-
vidual trained in engineering and law, Frank Parsons
(1854–1908). He wrote his most important work in the wan-
ing days of his life, a book published after he died, entitled
Choosing a Vocation (1909). Parsons’s formula for success-
ful guidance involved: (a) a clear understanding of the indi-
vidual’s talents, limitations, and interests, (b) knowledge
about diverse jobs including what was required for success in
those jobs, and (c) matching those two kinds of information
for the best vocational guidance.

There were clear ties between Parsons’s approach and the
matching between jobs and people that was the focus of psy-
chologists in personnel work in businesses. Parsons, as part
of the progressive movement of the times, emphasized the
reduction of human inefficiency—as reflected in the high
turnover of workers—through the application of a careful
program of career planning. Vocational guidance became a
mantra of progressive reformers and soon found its way into
the American mainstream with the formation of the National
Vocational Guidance Association in 1913.

Quickly, the vocational guidance counselor was integrated
into elementary and secondary schools across America,
beginning a strong association between guidance and educa-
tion. It also made its way into industry through personnel
selection. Psychologists found the issues of person and career
matching amenable to the new applied science of psychology
and worked to develop reliable and valid measures of indi-
vidual traits and abilities for use in guidance and selection.

Guidance counseling became even more prominent in
schools after the passage of the National Vocational Educa-
tion Act in 1917. Following the First World War, vocational
guidance centers (or “clinics,” as they were sometimes
called) were established as well at colleges and universities.
For example, Witmer founded a separate vocational guidance
clinic at the University of Pennsylvania in 1920 that was
headed by one of his doctoral graduates, Morris Viteles
(1898–1996), who would later distinguish himself as an
industrial psychologist.



The Beginnings of the New Profession of Psychology 31

In all of these vocational guidance centers and clinics, the
key component of the arsenal of the guidance specialists was
mental tests, including interest tests that were developed
in the 1920s, and a growing number of aptitude and ability
tests that were used not only in guidance but also for selec-
tion. This vocational role, both in personnel work and in
guidance, remained relatively stable until after the Second
World War. (See the chapters by Koppes and Baker in this
volume.)

The School Psychologist

We have already noted that the origins of school psychology
lie in the psychological clinic of Lightner Witmer. Thomas
Fagan (1992) has written that:

School psychology was one of many child-saving services orig-
inating in the period of 1890 to 1920. . . . [I]t originated in
response to compulsory schooling, which provided the stage for
development of separate special educational programs for atypi-
cal children. School psychology emerged in the middle of the
child study movement. (p. 241)

The child study work of Hall focused attention on a broad
spectrum of child behavior and education. Many of Hall’s
master’s and doctoral students at Clark University worked
in what could be described as school psychology, includ-
ing three particularly influential pioneers: Henry Herbert
Goddard (1866–1957), Lewis Terman (1877–1956), and
Arnold Gesell (1880–1961).

Goddard was employed at the New Jersey Training School
for Feebleminded Girls and Boys in Vineland when he began
his research on mental retardation, searching for better tools
for intellectual assessment and for methods of effective
education and training of mentally handicapped children.
Goddard was frustrated in his work at Vineland using the
measurement tools he had learned at Clark University and
from Cattell’s work. Whereas those tools seemed appropriate
for assessment of children of normal intelligence, they were
not useful for the children at Vineland. In a 1908 trip to
Europe, Goddard learned of a new approach to intelligence
testing developed by French psychologist Alfred Binet
(1857–1911). Goddard translated the test for English-
language use, tested it on samples of public school children
as well as the students at the Vineland Training School, and
published his version of the test in 1909. Its popularity as an
instrument of intellectual assessment spread rapidly, culmi-
nating in the version published by Terman in 1916 that be-
came known as the Stanford-Binet Intelligence Test.

Goddard’s role in school psychology, and more broadly in
educational reform, cannot be overstated. He sought to apply
the science of psychology to the questions then facing public
schools, particularly regarding the educability of children
labeled subnormal in intelligence. Through his research
efforts, his training workshops for teachers, and the promi-
nence of his ideas in American education, Goddard was
instrumental in promoting special education opportunities in
American schools (even though many of those efforts went
beyond what he would have endorsed). More important for
psychology, he established a place for psychologists in the
schools as diagnosticians of mental capacity, a role that was
often synonymous with the label of school psychologist in
the twentieth century (Zenderland, 1998).

Terman, like Goddard, also focused on intellectual assess-
ment.Although Terman conducted some research on mentally
handicapped children (including some work published with
Goddard using subjects at Vineland), his work with children
came to be more focused on gifted students, and he is arguably
best known (beyond the Stanford-Binet) for the longitudinal
studies of children identified as gifted, the “genius studies,”
that began in California in 1921. His revision of the Binet test
was better psychometrically than Goddard’s across all intel-
lectual levels but especially so in the higher ranges. Terman,
like Goddard, enhanced the role of psychologist as assessor
of intellectual functioning and as designer of curricula for
special-needs children, particularly gifted children.

Gesell was the first person in the United States to hold the
title of “school psychologist,” according to Fagan (1992). He
was hired by the Connecticut State Board of Education in
1915 to evaluate schoolchildren and make recommendations
for those who needed special treatment. Gesell’s duties in the
beginning of his work were research oriented, but he later
came to be consumed by a caseload of 502 schoolchildren
(and his duties were similar to those of contemporary school
psychologists). The significance of Gesell’s appointment was
that the title “school psychologist” was associated “with
services to exceptional children, especially the mentally defi-
cient, and it associated the functions of that title as primarily
diagnostic testing for placement decisions in the newly
created programs for the handicapped” (Fagan, 1987, p. 406).
Although Gesell is perhaps the most prominent of the early
school psychologists, he was not the only person performing
those duties by 1915. Already schools were employing teach-
ers in intellectual assessment roles as well as curriculum
design for special children. Norma Estelle Cutts (1892–1988)
played such a role as early as 1914 in the New Haven,
Connecticut, schools after working with Goddard for a year
at Vineland (Fagan, 1989). She was one of many individuals
whom Goddard influenced to become school psychologists,



32 Psychology as a Profession

most of them women who already had teaching experience.
(See the chapter by Fagan in this volume.)

The Clinical Psychologist

At the beginning of the twentieth century, psychopathology
was the domain of psychiatry and, to a lesser extent, neurol-
ogy. Psychiatry, arguably the oldest of the medical specialties
(excluding surgery), originated with the superintendents of
mental asylums at the end of the eighteenth century. After a
half century of asylum management, the superintendents
formed an organization entitled the Association of Medical
Superintendents of American Institutions for the Insane in
1844 and in the same year began publication of their journal,
The American Journal of Insanity. The organization’s name
was later changed to the American Medico-Psychological
Association in 1892 and in 1921 to the American Psychiatric
Association; the journal name was changed as well in 1921 to
the American Journal of Psychiatry (Grob, 1994). The
abnormal mind was of interest to some, perhaps many, of the
early psychologists, but the domains of diagnosis and treat-
ment seemed clearly within the boundaries of medicine, and
few psychologists saw any need to venture there. That would
soon change.

Origins of any field are rarely, if ever, unequivocal—and
so it is with clinical psychology. We have already discussed
the contributions of Lightner Witmer with respect to school
and clinical psychology. Not only did he establish the first
psychology clinic in 1896, but as early as 1897 he had de-
scribed a training program for psychologists to work in a field
that he had named “clinical psychology,” a field that would
draw from the knowledge base in medicine, education, and
psychology (particularly child psychology). An expanded
description of this field and a rationale for its further devel-
opment appeared in the inaugural issue of his journal, The
Psychological Clinic (Witmer, 1907), a journal that largely
published reports of the cases seen in Witmer’s clinic.

Witmer was clearly interested in the difficulties that chil-
dren exhibited in the classroom and believed that psychologi-
cal science could offer solutions to behavioral problems of
perception, learning, motivation, and emotion. He champi-
oned the need for accurate diagnosis based on psychological
and medical tests (the latter were performed by associated
physicians). Slowly others began to share his vision, and,
by 1914, there were psychology clinics at 19 universities.
Witmer’s focus was on children (and chiefly on problems that
impeded learning). Others soon broadened the scope of clini-
cal psychology. But, the duties of these early clinical psychol-
ogists remained focused on diagnosis and recommendations

for treatment, with limited roles in actual treatment until after
World War II.

Psychotherapy, a book published in 1909 by Hugo
Münsterberg, represents an early psychology-based contri-
bution to the clinical intervention literature. It was a non-
Freudian textbook grounded in a theory of psychophysical
parallelism, which argued that all psychical processes had a
parallel brain process. His volume argued for the scientific
study of the processes of psychotherapy and viewed psy-
chotherapy as a clinical endeavor separate from “psychiatry.”

Other influences came from physicians cognizant of
the potential contributions of psychology. Morton Prince
(1854–1929) was a neurologist interested in the problems of
psychopathology and one who recognized the importance of
psychology in the study and treatment of psychological dis-
orders. His most famous book, The Dissociation of a Person-
ality (1908), was a lengthy and insightful description of a
case of multiple personality. His contributions to clinical psy-
chology were considerable and include his founding of the
Journal of Abnormal Psychology in 1906, which published
the early work on experimental psychopathology, and his
establishment of the Psychological Clinic at Harvard Univer-
sity in 1926, which he housed in the Department of Philoso-
phy (where psychology was located) rather than in Harvard’s
medical school.

Another physician, William Healy (1869–1963), headed
the Juvenile Psychopathic Institute, which opened in Chicago
in 1909. Healy had studied with William James and had also
been influenced by the work of Goddard at Vineland. His
institute was to be both a research facility, investigating the
causes of juvenile delinquency, and a treatment facility. He
hired psychologist Grace Fernald (1879–1950) to work with
him, and when she left, he replaced her with another psychol-
ogist, Augusta Bronner (1881–1966), whom he would later
marry. Both Fernald and Bronner used the title “clinical psy-
chologist” and played important roles in research, diagnosis,
and treatment. Other juvenile courts and corrections facilities
began to hire psychologists for similar roles (Levine &
Levine, 1992).

Other stimulants to the development of clinical psychol-
ogy before World War I included the work on mental assess-
ment by Goddard and other advances in mental testing; the
five addresses given by Sigmund Freud (1856–1939) at Clark
University in 1909 that fostered considerable interest in psy-
choanalysis in America but more broadly in the nature of
causation in mental illness; the mental hygiene movement
begun around 1908 by former mental patient Clifford Beers
(1876–1943) and psychiatrist Adolf Meyer (1866–1950), a
movement that sought to understand the early causes of men-
tal illness and how conditions might be changed (in families
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and society) to minimize psychological problems; and the
popularity of the Emmanuel Movement begun by a Wundt
doctoral student, Elwood Worcester (1862–1940), in his
Boston church, a movement that spread across the United
States emphasizing the alliance of medicine and psychology
in treating mental disorders, a movement credited with the
emergence of psychotherapy in America (Caplan, 1998).

All of these forces brought psychology into greater contact
with issues of mental pathology and afforded new jobs for
psychologists, largely as mental testers. As the demand
for these diagnostic services grew, clinical psychologists peti-
tioned the APA in 1915 for a certification program for quali-
fied psychologists in consulting roles, a measure that was seen
to protect the public and to preserve the jobs of consulting
psychologists. When the APA declined to provide such certi-
fication, several psychologists, including J. E. Wallace Wallin
(1876–1969) and Leta S. Hollingworth (1886–1939), formed
in 1917 a new, short-lived organization entitled the American
Association of Clinical Psychologists (AACP), arguably the
first association of professional psychologists. The member-
ship totaled only about 45 psychologists in its first year, some
in university settings, some in applied jobs. The association
was a clear statement of another of psychology’s applied
specialists coming of age: the clinical psychologist. (See the
chapter by Routh and Reisman in this volume.)

WORLD WAR I AND THE GROWTH
OF PSYCHOLOGICAL PRACTICE

The foundations for the modern practice of psychology were
well in place before the beginning of the First World War.
Psychologists could be found working in schools, businesses,
hospitals, and social and clinical service agencies. The num-
ber of such individuals was still relatively small, particularly
in comparison to their colleagues in colleges and universities.
Two world wars would dramatically reverse that ratio. The
first would promote the rapid development of the practice
specialties; the second would open the floodgates for psy-
chological practice, including psychologists as independent
practitioners of psychotherapy.

It can be argued that American psychologists were un-
prepared for World War I. On April 6, 1917, two days after
America’s entry into the war, much of the leadership of Amer-
ican psychology—at least those located on the East Coast—
were attending the annual meeting of E. B. Titchener’s
“experimentalists” at Harvard University (see Boring, 1938,
1967). In attendance was Robert M. Yerkes (1876–1956),
who was the current president of the APA. Yerkes chaired a
discussion about psychology’s role in the war that led to an

emergency meeting of the APA Council called for the end
of April. At that meeting, Yerkes established a dozen com-
mittees that were charged with pursuing various roles for
psychologists within the war effort. Only two of those really
materialized. One involved a testing program of nearly two
million military recruits, headed by Yerkes, that developed
group intelligence tests, namely the Army Alpha and Army
Beta. The second program was headed by Walter Dill Scott,
who used his experience in developing job selection tests to
assess the job skills of more than three million military per-
sonnel, a task accomplished by his staff’s development of
more than 100 separate selection instruments in a little more
than 12 months. After the war, Scott was awarded the Distin-
guished Service Medal by the U.S. Army for this monumen-
tally successful program. He was the only psychologist to be
so honored in World War I (Napoli, 1981).

The exact number of American psychologists who partic-
ipated in the war is not known, but the figure is likely be-
tween 250 and 300, counting those who served as consultants
as well as those in uniform. Toward the end of the war, some
were stationed at the 40 U.S. Army hospitals, where their
assignments brought them into direct contact with issues of
psychopathology. One example was Harry Hollingworth
(1880–1956), a faculty member on leave from Barnard
College who, as a captain in the army, was working at the
army hospital in Plattsburgh, New York, examining approxi-
mately 1,200 soldiers suffering from “shell shock” and other
psychological disorders. Based on those experiences,
Hollingworth wrote a book entitled The Psychology of Func-
tional Neuroses (1920). Although Hollingworth was not led
into clinical psychology by his wartime experiences, other
psychologists were.

All of the activities of psychologists during the war are far
beyond the scope of this chapter. What is important to em-
phasize, though, is that the war efforts by psychologists had
important implications for the public and for the discipline of
psychology. The work of psychologists, especially in selec-
tion, was seen by the government and the public as a program
of considerable success. Such favorable press brought many
consulting opportunities to psychologists after the war, and
psychologists were quick to take advantage of such applied
opportunities. For example, Scott founded The Scott Com-
pany, a consulting firm of psychologists based in Pittsburgh,
to do contract work for businesses and government agencies.

Further, the war work convinced psychologists of the
value of their science, that is, that they had something signif-
icant to offer in the public sector that was grounded in fact,
not myth. This newly gained disciplinary awareness for psy-
chologists, the public’s perception of the value of psychology
as demonstrated by success in the war work, the growing
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economic prosperity of America in the 1920s, and the rapid
social changes in American society after the war were all fac-
tors that led to the further development of the profession of
psychology.

THE 1920s: THE DECADE OF
POPULAR PSYCHOLOGY

American historians have written of the public euphoria in
the United States that followed World War I. American forces
had helped to win the war in Europe. There was general
economic prosperity, and a growing belief in the American
dream that anything was possible, with hard work. Writing
for the American public in 1925, psychologist John B.
Watson (1878–1958) promoted this nurturistic optimism:

Give me a dozen healthy infants, well-formed, and my own
specified world to bring them up in and I’ll guarantee to take any
one at random and train him to become any type of specialist
I might select—doctor, lawyer, artist, merchant-chief and, yes,
even beggar-man and thief, regardless of his talents, penchants,
tendencies, abilities, vocations, and race of his ancestors.
(Watson, 1925, p. 82)

Americans seemed delirious with the potential for psychol-
ogy to improve their lives. The first popular psychology
magazines (four of them) began publication in the decade.
Countless self-help books were published, and newspapers
carried daily columns of psychological advice. Touting the
value of psychology for the public, journalist Albert Wiggam
(1928) wrote:

Men and women never needed psychology so much as they need
it to-day. . . . You cannot achieve these things [effectiveness and
happiness] in the fullest measure without the new knowledge of
your own mind and personality that the psychologists have given
us. (p. 13)

Public demand for psychological services grew rapidly, and
consequently, many individuals, with little or no training
in psychology, offered their services to the public as
psychologists.

Consulting psychologists were especially concerned about
such pseudopractitioners and petitioned the APA to create a
certification program to identify psychologists qualified to
consult with the public. Initially, the APA balked at the idea
but relented in 1924, when it established such a program. Four
years later, after fewer than 30 psychologists had received
certification, the program was abandoned (Sokal, 1982b).
There was no mechanism for enforcement of such a program,
and the public seemed incapable of making distinctions

between qualified psychologists and unqualified ones, or at
least was uninterested in doing so. Nevertheless, psychology
of all kinds prospered—and the professional opportunities in
business, school, clinical, and counseling psychology grew at
a rapid rate. 

STRUGGLES FOR PROFESSIONAL IDENTITY

As early as 1915, consulting psychologists had petitioned the
APA to recognize the growth of applied psychology by com-
mitting some program time at the annual meeting for discus-
sion of professional issues. But APA leadership had balked,
citing the APA’s sole stated objective as an organization that
existed for the advancement of psychology as a science.

When the American Association of Clinical Psychologists
(AACP) had been founded in 1917, there was concern within
the APA that the group would lead to a rupture in organized
psychology. In negotiations between the two groups, the
AACP agreed to dissolve in 1919 and reorganize as the Clini-
cal Section of the APA. The Clinical Section identified three
goals: “promoting better working relationships within clinical
and within allied fields, developing professional standards for
practitioners, and encouraging research and publication on
topics in clinical psychology” (Napoli, 1981, p. 26).

Two years later, in 1921, the APA created a second section
on consulting psychology, and the short-lived certification pro-
gram would stem from the efforts of this group. The consulting/
clinical psychologists recommended two additional APA sec-
tions, one on educational psychology and the other on indus-
trial psychology, but those two requests were denied.

As the professional opportunities for psychologists grew
and as problems in professional practice occurred, these psy-
chologists made additional requests of the APA. They called
on the APA to develop a code of professional ethics. They
sought help in protecting the label “psychologist.” They called
for changes in graduate training that included additional ap-
plied psychology experiences, including internships (which
had begun as early as 1908 but were still uncommon, see
Routh, 2000). And, they asked that psychology departments
hire more faculty who had significant practical experience.
Except for some minimal gestures toward the applied group,
theAPAlargely ignored those requests that were important for
the professionalization of psychology, reminding the group of
its mantra that the APA was a scientific association.

Throughout the 1920s, more than a dozen applied psy-
chology groups were formed, most of them state associations.
The largest of those was the New York State Association of
Consulting Psychologists, which had begun in 1921. By
1930, it was clear to the professional psychologists that the
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APA was not going to support their efforts. In that year New
York University psychologist Douglas Fryer led a reorgani-
zation of the New York group, renamed it the Association of
Consulting Psychologists (ACP), and extended its geograph-
ical boundaries for membership to include the entire United
States. The ACP, thus, became the first “national” association
for professional psychologists. In 1933, the ACP published its
code of professional ethics, the first such document for psy-
chologists. And, in 1937, it began publication of the Journal
of Consulting Psychology, arguably the first professional
psychology journal.

ACP struggled to establish itself as the national associa-
tion for professional psychologists; however, it was dominated
by New York psychologists. In 1935, a plan was initiated to
broaden the ACP membership by creating a federation of so-
cieties. All the existing state associations were invited to join
as well as the Clinical Section of the APA. Eventually the fed-
eration plan was abandoned, and it was decided to create a
wholly new organization, the American Association for
Applied Psychology (AAAP), which began in 1938. The
ACP and the Clinical Section of the APA both disbanded and
became part of AAAP. The ACP journal was continued by the
AAAP—as its official organ.

The AAAP began with four sections: clinical, consulting,
educational, and industrial psychology. Fryer served as the
first president of AAAP and was followed in later years by
such important applied psychologists as Walter Van Dyke
Bingham (1880–1952) and Carl Rogers (1902–1987). The
AAAP’s success was manifested largely through its sections
in which psychologists with similar needs could work to-
gether on issues of common concern. Each section wrote its
own by-laws, elected its own officers, created its own com-
mittees, and planned its own program at the annual meeting
of the AAAP.

Even though most of the AAAP members retained their mem-
berships in the older APA, many identified more strongly with
the new organization than with APA because AAAP provided the
professional identity, the collegial relations, and the professional
assistance that APA had been unwilling to offer. (Benjamin,
1997, p. 728) 

Although the AAAP was quite successful in serving the
needs of professional psychologists, the organization lasted
only slightly more than seven years. Its demise had nothing to
do with the service it was providing for the growing profes-
sion of psychology. With the United States at war in 1942,
there was federal government pressure on the various
psychological organizations to come together with one voice
for the national good. Negotiations among several groups
(including the Society for the Psychological Study of Social

Issues, or SPSSI, and the Psychometric Society) but princi-
pally steered by the two heavyweights, the APA and the
AAAP, led to the establishment of a “new” American
Psychological Association.

The new APA began with 18 charter divisions, a model
borrowed from the sectional structure of the AAAP; a new
journal that was intended to be a journal of “professional psy-
chology,” the American Psychologist (Benjamin, 1996); and
a new central office in Washington, D.C. (Capshew, 1999).
The new APA also had a new statement of objectives which
read: “to advance psychology as a science, as a profession,
and as a means of promoting human welfare” (Wolfle,
1946/1997, p. 721). The “professional” goal had come, of
course, from the AAAP, and the “human welfare” goal from
the SPSSI. The APA looked and sounded like a new kind of
organization, one that had finally acknowledged the presence
of the profession of psychology. However, professional psy-
chologists would soon learn that they had little real support
(or power) within the new association. It would be almost
30 years before that situation changed in any dramatic way.

POSTWAR GROWTH OF THE PRACTICE
OF PSYCHOLOGY

Whereas American psychologists were caught napping by the
First World War, they did not repeat that mistake for the sec-
ond one. Both the APA and the AAAP had committees in
place by 1939 to plan for psychology’s role should the United
States enter the war. As noted earlier, in the first war psychol-
ogists worked largely in two areas: examination of recruits
and personnel selection. However, in the Second World War,
the involvement of psychologists was substantially more
diverse—and it included recruitment, selection, training,
equipment design, propaganda, surveying attitudes in the
United States and abroad, examining and testing prisoners of
war, morale studies, intelligence work, and personality stud-
ies, including an analysis of Adolf Hitler (Capshew, 1999;
Hoffman, 1992). The verdict on psychologists’ performance
in the war was an incredibly favorable one. The legacy of that
performance was a growth in scientific and professional
opportunities for psychologists that was unprecedented in
psychology’s history. The profession benefited particularly,
and no group benefited more than clinical psychology.

Clinical Psychology

Early in the war, the federal government began planning to
meet the mental health needs of returning veterans, which
were judged to be substantial. Perhaps the government hoped
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to avoid the hard feelings among veterans that occurred as a
result of their poor treatment following the First World War,
ill feeling that had led to a massive march on Washington,
D.C. It was evident in 1942 that psychiatrists were too few
in number to provide the necessary clinical services, so the
federal government mandated that the United States Public
Health Service (USPHS) and the Veterans Administration
(VA) significantly expand the pool of mental health profes-
sionals. That translated into increasing the availability of
clinical psychologists.

The USPHS and VA worked with the new APA to expand
doctoral training programs in clinical psychology and to
identify programs of acceptable quality. The latter goal led to
the formation of the APA’s accreditation program for clinical
psychology programs in 1946 and for counseling psychology
programs in 1952. The former goal initiated a series of meet-
ings with department heads of doctoral psychology programs
who had extant clinical psychology programs or were inter-
ested in developing such programs. The USPHS promised
funding to university graduate programs to support clinical
psychology students, and the VA promised funding for prac-
tica and internship training (Moore, 1992). Because the GI
bill had been altered to include benefits for graduate study,
money was also available from that program to support
doctoral training for veterans, and many chose to pursue
advanced study in psychology, with much of that interest
directed toward clinical psychology.

Although an accreditation process was already in place
within the APA as of 1946, there was no agreed-upon model
for clinical training. Discussions of such models dated to the
1890s with a proposal from Witmer, which was followed by
subsequent curriculum and training proposals by APA’s Clin-
ical Section in 1918–1919 in a series of articles in the Jour-
nal of Applied Psychology, by the ACP, and by the AAAP. As
a leader in the AAAP, clinical psychologist David Shakow
(1901–1981) was the key figure in drafting a model curricu-
lum for clinical training. He developed a proposal for the
AAAP in 1941 that shaped all subsequent discussions, lead-
ing to the report of the Committee on Training in Clinical
Psychology (CTCP), an APA committee founded in 1946
with Shakow as chair and funded by the VA and the USPHS.
The committee’s formidable charge was to

(a) formulate a recommended program for training in clinical
psychology, (b) formulate standards for institutions giving
training in clinical psychology, including both universities and
internship and other practice facilities; (c) study and visit institu-
tions giving instruction in clinical psychology and make a
detailed report on each institution. (Baker & Benjamin, 2000,
p. 244)

Shakow and his committee published their report in 1947
(American Psychological Association, 1947). Two years later
it became the framework for the most famous report in the
history of professional training in psychology, the “Boulder
Report.” That report was the result of the joint work of 73
individuals from psychology and related fields who came
together in Boulder, Colorado, for two weeks in the summer
of 1949 to produce a model of clinical training in psychology
that became known as the “Boulder model” or “scientist-
practitioner model” (Raimy, 1950). The architects of this
model argued that it was both possible and desirable to train
clinical psychologists as competent practitioners and scien-
tists, a view that continues to be debated today.

Not only was there a new formal model for clinical train-
ing, but there was a new model for the clinical psychologist as
practitioner (one that involved training as a psychotherapist, a
role for psychologists that was strongly supported by the fed-
eral government). Clinical psychologists would break from
their tradition in psychometrics to focus on the delivery of
psychotherapy. In 1948, the federal government established
the National Institute of Mental Health, which gave further
impetus to both the training in and practice of clinical psy-
chology (VandenBos, Cummings, & DeLeon, 1992). The turf
disputes with psychiatry had been minor skirmishes before
the war, but bigger battles were about to break out as psychol-
ogists began to be true competitors of psychiatrists.

As the numbers of psychologists who worked as practi-
tioners grew, the pressures for certification, licensing, and
even insurance reimbursement for clients again surfaced
within the profession. Connecticut was the first state to
enact a psychologist certification law in 1945. Over the next
30 years, professional psychologists worked state by state to
get state legislatures to pass laws creating psychology licens-
ing boards. These efforts were largely the responsibility of
state psychological associations, although by 1970 the APA
began providing some coordination and consultation. In the
mid-1950s, the Board of Professional Affairs was created by
the APA, with the mission to establish standards for profes-
sional practice, foster the application of psychological
knowledge, and maintain satisfactory relations with other
professions (American Psychological Association, 1957).

The struggles for equality were not only in the legislatures
but also with insurance companies and employers. Employer-
paid health insurance had emerged as an employee benefit dur-
ing World War II. During the 1950s and 1960s, labor unions
sought to achieve such coverage and expand it (and to include
psychotherapy services). After years of urging by practition-
ers, the APA created an Ad Hoc Committee on Insurance and
Related Social Developments in 1963 to meet with insurance
industry officials in order to get psychologists included in
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reimbursement plans (and for such reimbursement to be at
parity with that of psychiatrists). Leonard Small, Rogers
Wright, Milton Theaman, and Nicholas Cummings were
central in this undertaking. The committee also created model
“freedom-of-choice” legislation, which individual state psy-
chological associations could try to get adopted in their state
(Cummings, 1979). Legislative language was such that if an
insurance company reimbursed a psychiatrist for a particular
service, it must also provide such reimbursement when the
same service is provided by a qualified licensed psychologist.

Later, professional psychologists would use the courts as
well in their struggle for equality. It took, for example, a
lawsuit filed by the APA against the American Psychoana-
lytic Institute to establish the right of psychologists to be
trained in psychoanalytic centers controlled by the institute
(DeAngelis, 1989). The APA Practice Directorate, which
was formed in the early 1990s by combining the Office of
Professional Practice and the Office of Professional Affairs,
evaluates cases and develops selected ones that further the
independent practice of psychology. The directorate’s efforts
are partly funded by a yearly special assessment to all mem-
bers who engage in practice activities. Divisions of the APA
in which at least 50% of its members contribute to the as-
sessment are identified as “practice Divisions.”

Efforts outside of the APA also contributed to the devel-
opment of standards of excellence for practitioners. The
American Board of Examiners in Professional Psychology
(ABEPP) was created in 1947 “to award diplomas for ad-
vanced competency in the field” (Riess, 1992, p. 769). Later
the term “Examiners” was omitted, and at least five separate
specialty boards exist today under the aegis of the parent
organization.

Following the conference in Boulder, several other con-
ferences were held to establish training guidelines for a
clinical as well as for other professional subspecialties (see
Cohen, 1992), but the 1973 “Vail Conference” (also in
Colorado) gave credence to the burgeoning programs offer-
ing doctor of psychology (PsyD) degrees from universities
as well as from freestanding schools (Korman, 1974). The
history of the establishment of professional schools and the
PsyD degree has been well documented by Peterson (1992)
and Stricker and Cummings (1992). As of June 2001, there
were 53 such schools accredited by the APA. Professional
schools now graduate over 50% of all clinical students.

Counseling Psychology

As a profession, counseling psychology changed consider-
ably following the war. Vocational guidance remained a
duty, but that work would soon shift primarily to guidance

counselors within secondary schools. And, the selection du-
ties that had occupied many in vocational guidance became
more exclusively the property of industrial psychologists. In
place of these activities, “psychotherapy” came to counseling
psychology, initially through the writings and teachings of
Carl Rogers, who trained many counseling psychologists
after the war in “non-directive” counseling and therapy
techniques.

The 1950s proved to be a decade of crisis for counseling
psychologists. It was a crisis of identity, or at least role con-
fusion. Counseling psychologists who previously garnered
most of their identity as vocational counselors had been
called on in increasing numbers to provide a range of services
to military veterans both in hospital settings and community
service centers. Rehabilitation took on a broader meaning,
and in addition to vocational planning, counselors were
working on general issues of adjustment with service person-
nel seeking to integrate into the general society. Likewise, the
role of student personnel workers in higher education began
to focus more broadly on student adjustment.

Changes for the counseling profession in the 1950s were
evidenced by several clear markers. “Counseling psychol-
ogy” became the appellation of choice at the Northwestern
Conference of 1951, a meeting specifically organized to
explore changes in the field and to make plans for the future.
Out of that conference came several initiatives that affected
Division 17, the APA, and the VA.

In 1952, Division 17 changed its name from “Counseling
and Guidance” to “Counseling Psychology.” The Veterans
Administration established two new psychological job descrip-
tions: Counseling Psychologist (Vocational) and Counseling
Psychologist. In that same year, the APA began accrediting
doctoral programs in counseling psychology, partly in re-
sponse to a doctoral training curriculum recommended by
a Division 17 committee (APA, 1952). The final identifying
component of a profession was added in 1954 with the
establishment of a new publication, the Journal of Counseling
Psychology.

It might seem that counseling psychology had arrived as a
profession. Such professionals had an organizational home, a
journal, doctoral training programs, and jobs. There were,
however, continued difficulties in defining the field that led to
a Division 17 Committee on Definition report in 1956 (Amer-
ican Psychological Association, 1956) and a “crisis” report
on counseling psychology as a profession, written in 1960.
This latter report was initiated by the APA’s Education and
Training (E&T) Board, which appointed a three-person
committee to prepare a report on the status of counseling
psychology as a professional specialty (Berg, Pepinsky, &
Shoben, 1980).
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The leadership of Division 17 was not pleased with the
unilateral actions of the E&T Board. When the E&T report
appeared, the division commissioned its own three-person
committee, which drafted a much more optimistic report on
the status of counseling psychology arguing that the profes-
sion was thriving, even if graduate programs were not. This
1961 report found that,

The rate of growth of counseling psychology has been normal
despite limited financial support for the development of graduate
programs and the support of graduate students. . . . The social
demand for well prepared counseling psychologists is great and
continues to increase. The Division of Counseling Psychology
has a deep professional obligation to meet this social need.
(Tyler, Tiedeman, & Wrenn, 1980, p. 124)

Part of the dissatisfaction within counseling psychology
was caused by its comparison with clinical psychology, a
profession that was growing at a fantastic rate. By that yard-
stick, any field would have looked to be in trouble. There was
concern from many in counseling that the field should clearly
distinguish itself from clinical psychology, whereas others
suggested merging the training of the two fields while main-
taining differences in the nature of practice.

Traditional work in vocational guidance had been modi-
fied by the experiences of counseling psychologists in the VA
and student personnel work in higher education. What
emerged was a new specialty area that had as its focus the
adjustment of the individual to the demands of everyday life,
whether those demands were vocational, educational, or
interpersonal. The emphasis on developmental processes of
average individuals facing day-to-day life was seen as a clear
contrast to the emphasis on psychopathology that was the
bread and butter of the clinical psychologist.

Industrial Psychology

Other practice specialties also benefited from psychologists’
record of accomplishment during the war. Historian Donald
Napoli (1981) wrote this about the postwar growth of indus-
trial psychology:

The military had given psychologists a chance to prove the
effectiveness of selection, classification, and aptitude testing,
and psychologists met the challenge successfully. Civilian em-
ployers also offered new opportunities, which grew largely
from the labor shortage produced by wartime mobilization.
Business managers, beset by high rates of absenteeism and job
turnover, took unprecedented interest in hiring the right worker
and keeping him contented on the job. Management turned to

psychologists . . . and the amount of psychological testing
quickly increased. Surveys show that in 1939 only 14% of busi-
nesses were using such tests; in 1947 the proportion rose to
50%, and in 1952, 75%. (p. 138)

Another area of substantial development for the industrial
psychologist that grew out of the wartime work was the field
of human factors or engineering psychology. The military, in
particular, continued to employ psychologists in its research
on human–machine interactions, but businesses as well began
to employ psychologists to design irons, telephones, arc
welders, vending machines, chemical refineries, and the like.
Human factors remained an important part of industrial psy-
chology into the 1960s but gradually separated, a transition
begun in the late 1950s when APA’s Division 21 (Engineering
Psychology) and the Human Factors Society were founded. It
was replaced by psychologists interested in applying social
psychological theories to the problems of organizations, lead-
ing to the growth of the “O” half of the I-O psychologist.

Prior to the war, most industrial psychologists served as
consultants to businesses, thus working part-time as profes-
sionals. After the war, however, that pattern changed dramati-
cally. Businesses offered full-time employment opportunities,
and consequently graduate programs began to train the I-O
practitioners to fill those jobs.

School Psychology

Unlike the other three practice specialties, the Second World
War had much less impact on the practice of school psychol-
ogy. Such practice has always been more circumscribed, as
the label would imply. Furthermore, whereas the doctoral
degree has been assumed to be the minimal level of training
necessary for professional practice in the other three special-
ties, historically most school psychologists have practiced
with a master’s degree or specialty credential. Further, in the
first half of the twentieth century, school psychologists came
from many different educational backgrounds, sometimes
with little training in psychology.

Fagan (1990) has divided the history of school psychology
into “Hybrid years” (1890–1969) and “Thoroughbred years”
(1970 to present). The Hybrid years describe a period when
school psychology was “a blend of many kinds of educa-
tional and psychological practitioners loosely mobilized
around a dominant role of psychoeducational assessment for
special class placement” (p. 913). That role still exists in the
Thoroughbred years, but the practitioner is more narrowly
defined as a school psychologist, typically someone who has
a master’s or doctoral degree in school psychology from a
nationally accredited program.
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The first master’s degree training program for school psy-
chologists was initiated at New York University in 1928 and
the first doctoral training program at the University of Illinois
in 1953. The APA did not begin accrediting doctoral pro-
grams in school psychology until 1971, and only accredits at
the doctoral level. Master’s degree programs are accredited
by the National Association of School Psychologists (NASP),
an organization founded in 1969.

Like the other practice specialties, there have been sig-
nificant postwar changes for school psychologists as they,
too, have struggled to find their identity as a profession (see
the report of the Thayer Conference, Cutts, 1955). Still, the
Thoroughbred years have been ones of tremendous growth in
training and practice for the field. Psychological services
in the schools have increased dramatically since the 1970s, in
part stimulated by America’s baby boom, but also by federal
legislation on education, particularly laws on special educa-
tion such as the landmark Public Law 94-142, enacted in
1974, which mandated education for all children regardless
of handicap.

A “PROFESSIONAL” JOURNAL WITHIN APA

When the new APA was formed in 1946, a new “profes-
sional” journal was established, the American Psychologist.
Initially, many articles on professional training and profes-
sional job opportunities were published in the AP. After
10 years, the AP was serving a broader associationwide role,
and the statement about “the professional journal” of psy-
chology was quietly removed in 1957.

It would be 12 more years before practitioners got back
a “professional” journal from the APA. In 1966, Donald
K. Freedheim was asked by George W. Albee, who was then
president of the Division of Clinical Psychology (12), to edit
the newsletter of the division, which was a mimeographed
publication. A magazine-like format, with a new logo, was
developed. The format lent itself to having pictures, which
enhanced the readability of the publication, but also helped to
identify authors at conventions. With this new professional-
looking publication, the editor invited contributions from
members of other service divisions (e.g., school, indus-
trial, counseling), as they were facing similar issues of
standards of practice, training, and licensing that were of
concern to the clinical members. Submissions from across
the spectrum of professional fields in psychology grew,
and there were clearly important issues that all the spe-
cialties shared.

The APA had a fine stable of scientific journals at the
time but no publication that was appropriate for the sorts of

material important to the practicing community—policy
issues, case histories, training and internship opportunities,
and so forth. It was apparent that a truly professional
practice–oriented journal was needed. The APA had just
received a large grant from the National Science Foundation
to develop new, innovative publications on an experi-
mental basis. “The Clinical Psychologist” was about to be
transformed into an “experimental publication” called Pro-
fessional Psychology, with an editorial board made up of
members from across subspecialty fields. The inaugural
issue, fall 1969, contained “The Clinical Psychologist,” and
the cover of the journal retained the logo that had been de-
veloped for the newsletter. By the second issue of the quar-
terly, “The Clinical Psychologist” was pulled out to be pub-
lished separately.

The transition from newsletter to journal was not always
smooth. “The Clinical Psychologist” had carried book
reviews, but none of the APA journals did. All APA-published
reviews were in Contemporary Psychology. The PP editor
believed it important to retain reviews for both the conve-
nience of the readership and the clear fact that few practice-
type publications would be reviewed in CP. After much
discussion, the review section was allowed in the new jour-
nal, a major exception by the APA Publications and Commu-
nications Board (P&C Board). A similar, though less crucial,
matter came up regarding authors’ pictures, which had sel-
dom appeared in APA journals, except in the American Psy-
chologist. Not only were pictures maintained in Professional
Psychology, but they started appearing in other APA journals
as well, beginning with Contemporary Psychology. Another
conflict emerged over the size of the publication, as the APA
Journals Office wanted it to be in the standard 7-by-10-inch
format then instituted for all other APA journals (except the
American Psychologist, which was larger). The newsletter
had been in a 6-by-9-inch format, and the PP editor believed
that its successor should retain its distinct (and convenient)
size, in part to distinguish it from the scientific journals. With
the editor threatening to withdraw from the publication, the
smaller format prevailed—at least for the seven-year term of
the editor. After a year of being in experimental status, and
submissions growing monthly, the quarterly was made an
“official” APA publication—and the editor allowed to serve
on the Council of Editors.

In 1983, the title of the journal expanded to Professional
Psychology: Research and Practice. PP is currently pub-
lished six times a year. During the editorial term of Patrick H.
DeLeon (1995–2000), with Gary R. VandenBos serving as
the managing editor, Professional Psychology made an even
greater effort to address the interests of the practice commu-
nity. After conducting three reader surveys during the first
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year (one of which involved an innovative nationwide tele-
phone conference call hookup involving over 50 sub-
scribers), PP readers made crystal clear that they wanted
articles that “provide practical advice and concrete sugges-
tions that could be implemented in everyday practice set-
tings, rather than merely placing the new findings within the
context of the existing published literature (and then com-
menting upon needed future research)” (DeLeon & Vanden-
Bos, 2000, p. 595).

PP’s coverage included managed care, prescription privi-
leges for psychologists, telehealth care, expanding roles for
psychologists within the public policy (including legislative
and administrative) arena, and behavioral health-service de-
livery within primary care. Each of these issues has become
of major concern to the profession and to the nation’s overall
health-delivery system during the past decade. The reader-
ship numbers (individual and institutional) steadily increased
to approximately 8,000, making Professional Psychology the
second most popular subscribed to APA journal.

In retrospect, the concerted effort to promulgate APA
Practice Directorate efforts and relevant federal public health
initiatives (e.g., those of the U.S. Surgeon General), although
perhaps highly unusual for an APA journal, have had an
impact in educating the field regarding the changes evolving
within their practice environments. Also, efforts to engage
women and ethnic minorities in the editorial process (and
thereby enrich the breadth of coverage) were particularly
successful. The overall percentage of ethnic minority mem-
bers in the APA at the time was 5.38%; in sharp contrast, in
1999 three of the five Professional Psychology associate edi-
tors were female, and two associate editors were members of
ethnic minorities. Further, 34.7% of the editorial board were
female and 14.7% were ethnic minorities. This was a signifi-
cantly higher percentage of both categories of members than
almost any other APA journal.

ELECTRONIC PUBLISHING INITIATIVES

In January 1995, the APA Web site was available to its mem-
bers and the public. The total “hits” in the first three months
was 22,474—a figure that today (in 2001) is reached every
30 minutes. Usage increased in every quarter of 1995, reach-
ing 413,207 hits in the fourth quarter of that year; quarterly
hits in 2001 ran at 90 million.

It is interesting to note that many people from a vast array of
fields turn to theAPAfor information on how to reference elec-
tronic documents. The APA has a special “style page” on elec-
tronic citations. A million people access this specialized page
on a relatively narrow topic every year. Nonpsychologist (and

nonstudent) use of the APA Web site remains strong. Almost
35% (or some four million annual users) of the APA Web site
are not psychologists or students studying psychology.

In 1997, APA president-elect Martin Seligman proposed
the establishment of an electronic journal called Treatment,
to be published jointly with the American Psychiatric Associ-
ation. For political reasons the “other APA” withdrew from
the venture because of fear that psychologists might claim
that reading the copublished journal would qualify them for
prescribing medication. The American Psychological Associ-
ation then decided to embark on the e-journal alone, which is
now titled Prevention and Treatment. By the summer of
2001, under Seligman’s editorship, the journal had 20,000
regular readers, with each article being “hit” an average of
35,000 times within the first year of release. Publications
from the Practice Directorate, the e-journal, Web-based com-
munications, videotapes, and over 70 new books each year
constitute communications from the APA that are directed
toward the practicing professional psychologist.

COMMUNITY INVOLVEMENT

During the 1990s, the APA became increasingly involved in
several highly visible community activities that contributed
to society’s appreciation of the role of psychological services.
In 1991, during the Gulf War, the APA joined with the
American Red Cross in forming a network of psychologists
to provide mental health services to families of members of
the armed services. Since then the network has been activated
following natural disasters, airline crashes, and terrorist
attacks in Oklahoma City (1996) and in New York City and
Washington, D.C., in September 2001.

In another effort, the Practice Directorate forged a part-
nership with Music Television (MTV) to develop a youth
antiviolence initiative titled “Warning Signs,” to help the na-
tion’s youth in identifying early signs of violent behavior
and to emphasize the need to get help should they see any of
them (Peterson & Newman, 2000). The campaign officially
kicked off with a youth forum held in Los Angeles on April
22, 1999. The 30-minute documentary, coproduced by MTV
and the APA, was the highest rated prosocial special in
MTV’s history, with 3.9 million youth watching the film. In
that year, there were over 600 follow-up psychologist-led
“Community Youth Forums on Violence” held across the
nation, with more than 58,000 youths attending. In March
2000, the Practice Directorate launched “Warning Signs for
Parents” as a logical follow-up; by the end of the year,
nearly 150,000 copies of the accompanying publication had
been distributed.
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TWO ASSOCIATIONAL DEVELOPMENTS

The essence of a profession is daily involvement with
patients or clients. The context in which this interaction
occurs, including the very important issue of reimbursement
for services rendered, falls within the jurisdiction of public
policy (e.g., the political process). For psychology to become
an active participant within primary care (or to expand its
scope of practice to include prescriptive authority) requires
institutional collective knowledge of the evolving “bigger
picture” and ongoing interrelationships existing within soci-
ety and the generic health care arena. Historically, profes-
sional psychology has, at most, seen itself as solely one of
the mental health disciplines and has not concerned itself
with broader public policy or public health issues (DeLeon,
VandenBos, Sammons, & Frank, 1998). These two program-
matic initiatives have significantly changed that perspective.

The APA Congressional Science Fellowship Program

In 1974, Pam Flattau served as the first APA Congressional
Science Fellow, under the program established in conjunction
with the American Association for the Advancement of
Science (AAAS). Over a quarter of a century later, approxi-
mately 125 colleagues have had the opportunity to serve on
Capitol Hill (or in the administration) as APA Fellows,
Robert Wood Johnson Health Policy Fellows, or in other sim-
ilar national programs. In this capacity, they experienced
personal involvement in the public policy process. Initially,
the APA focused only on providing the experience for recent
doctoral graduates; as the program matured, however, a
concerted effort was made to attract more senior fellows. The
APA Fellows have included individuals from almost every
psychological specialty area, including several who also pos-
sessed degrees in law (Fowler, 1996).

Over the years, a number of psychologists have gravitated
to positions of high-level public policy responsibility. During
President Lyndon Johnson’s era of the “Great Society,” John
Gardner served as secretary of the Department of Health,
Education, and Welfare. Psychologists have served as depart-
mental assistant secretaries, subject to Senate confirmation;
director of one of the National Institutes of Health (NIH), as
well as of other federal research institutes; head of the federal
Bureau of Prisons; commanders of federal health care facili-
ties; and as Chief State Mental Health officials. In the 107th
Congress (2001–2002), three psychologists were elected to
U.S. House of Representatives, and 12 psychologists served
in the various state legislatures during that same time.

With firsthand experience in the public policy process, psy-
chologists have been influential in the gradual modification

of statutes and implementation of regulations that recognize
psychology’s expertise. In the clinical arena, psychology’s
expertise is now independently recognized throughout the
judicial system and under all federal and private reimburse-
ment systems. Psychology’s professional graduate students
are supported under almost every federal training and service
delivery initiative.

The underlying unanswered question remains, however:
Has professional psychology matured sufficiently to establish
its own programmatic agenda via the public policy process
(VandenBos, DeLeon, & Belar, 1991)?

APAGS

In 1988, the APA Council of Representatives formally estab-
lished the American Psychological Association of Graduate
Students (APAGS). Over the years, psychology has contin-
ued to be one of, if not the, most popular undergraduate
majors. By 2001, the APA membership (and affiliate) num-
bers had grown to 155,000, with the APAGS possessing
59,700 members. 

An APAGS representative attends the open portions of the
APA board of directors meetings (and another individual is
seated on the floor of the Council of Representatives as a
nonvoting member). Increasingly, as with other professions,
the student voice is being heard. Several divisions, state asso-
ciations, and council caucuses provide the APAGS with a
voting seat on their boards of directors.

Student participation brings to the APA governance delib-
erations a unique focus upon the “here and now” practical
consequences. The APAGS’s presence constantly reminds
those within the APA governance that their deliberations do
have very real consequences on future generations of profes-
sional psychologists.

THE PRESCRIPTIVE AUTHORITY (RxP-) AGENDA

In November 1984, Senator Daniel K. Inouye addressed the
annual meeting of the Hawaii Psychological Association and
in closing suggested to them an entirely new legislative
agenda that he proposed would fit nicely into their conven-
tion theme “Psychology in the 80’s: Transcending Traditional
Boundaries” (e.g., seeking prescriptive authority in order to
better serve their patients). After his challenge, the executive
committee of the Hawaii Psychological Association agreed to
pursue legislation that would study the “feasibility of allow-
ing licensed psychologists to administer and prescribe med-
ication in the treatment of nervous, mental and organic brain
diseases.” At that time there was little enthusiasm for the
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proposal within the psychological community and extreme
opposition within the local psychiatric community (DeLeon,
Fox, & Graham, 1991). This, however, was to be the begin-
ning of psychology’s prescriptive authority (RxP-) quest.

In 1989, the APA Board of Professional Affairs (BPA)
held a special retreat to explore the issues surrounding psy-
chology obtaining RxP- authority. It concluded by strongly
endorsing immediate research and study regarding the feasi-
bility and the appropriate curricula in psychopharmacology
so that psychologists might provide broader service to the
public and more effectively meet the psychological and
mental health needs of society. Further, the BPA also recom-
mended that focused attention on the responsibility of prepar-
ing the profession to address current and future needs of the
public for psychologically managed psychopharmacological
interventions be made APA’s highest priority. Interestingly, in
the 1970s, the APA board of directors had appointed a special
committee to review this very matter. The recommendation at
that time was that psychology not pursue prescription privi-
leges, primarily since the field was doing so well without that
authority! (DeLeon, Sammons, & Fox, 2000).

At the APA annual convention in Boston in 1990, the mo-
tion to establish an ad hoc Task Force on Psychopharmacol-
ogy was approved by a vote of 118 to 2. Their report back to
council in 1992 concluded that practitioners with combined
training in psychopharmacology and psychosocial treatments
could be viewed as a new form of health care professional,
expected to bring to health care delivery the best of both psy-
chological and pharmacological knowledge. Further, the pro-
posed new provider possessed the potential to dramatically
improve patient care and make important new advances in
treatment (Smyer et al., 1993).

On June 17, 1994, APA president Bob Resnick was for-
mally recognized during the graduation ceremonies at the
Walter Reed Army Medical Center for the first two Depart-
ment of Defense (DoD) Psychopharmacology Fellows, Navy
Commander John Sexton and Lt. Commander Morgan
Sammons. This program had been directed by the Fiscal Year
1989 Appropriations bill for the Department of Defense
(P.L. 100–463) (U.S. Department of Defense, 1988) and
would ultimately graduate 10 fellows. Upon their graduation,
each of these courageous individuals became active within
the practitioner community, demonstrating to their col-
leagues that psychologists can indeed readily learn to provide
high-quality psychopharmacological care. Several of the
graduates have become particularly involved in providing
consultation to evolving postdoctoral psychopharmacology
training programs. All of the external evaluations of the
clinical care was provided by the DoD Fellows (ACNP,
Summer, 2000).

At its August 1995 meeting in New York City, the APA
Council of Representatives formally endorsed prescriptive
privileges for appropriately trained psychologists and called
for the development of model legislation and a model train-
ing curriculum. The follow year in Toronto, the council
adopted both a model prescription bill and a model training
curriculum. Those seeking this responsibility should possess
at least 300 contact hours of didactic instruction and have
supervised clinical experience with at least 100 patients
requiring psychotropic medication. In 1997, the APAGS
adopted a “resolution of support” for the APA position. And,
that same year, at the Chicago convention, the council autho-
rized the APA College of Professional Psychology to develop
an examination in psychopharmacology suitable for use by
state and provincial licensing boards. This exam became
available in the spring of 2000. As of the summer of 2001,
approximately 50 individuals had taken the examination,
which covers 10 predetermined distinct knowledge areas.

By late 2001, the APA Practice Directorate reported that
RxP- bills had been introduced in 13 states and that the APA
Council had demonstrated its support for the agenda by allo-
cating contingency funding totaling $86,400 over 5 fiscal
years. In its February 2001 reexamination of the top priorities
for APA’s future, the APA Council of Representatives had
placed advocacy for prescription privileges as number six of
21 ranked priorities for the association. While no comprehen-
sive bill has yet passed, the U.S. territory of Guam has passed
legislation authorizing appropriately trained psychologists to
prescribe in the context of a collaborative practice arrange-
ment with a physician. During the spring of 2001, a psycholo-
gists’ prescriptive authority bill only very narrowly missed
passage in New Mexico, successfully making it through
two House committees, the full House, and a Senate commit-
tee. Further, we would note that a reading of an amendment
to the Indiana Psychology Practice Act, which passed in
1993, indicates that psychologists participating in a federal
government–sponsored training or treatment program may
prescribe. Thirty-one state psychological associations cur-
rently have prescription privileges task forces engaged in
some phase of the RxP- agenda. Patrick H. DeLeon has had the
pleasure of serving as the commencement speaker for three
postdoctoral masters’ psychopharmacology graduations (in
Louisiana, Texas, and Florida). By the summer of 2001, co-
horts of psychopharmacology classes had also graduated in
Georgia (two separate classes), Hawaii, and New Mexico,
with additional cohorts enrolled in several different states. The
Prescribing Psychologists’Register (PPR) also reports having
graduated a significant number of students. Psychology’s
RxP- agenda is steadily advancing (DeLeon, Robinson-
Kurpius, & Sexton, 2001; DeLeon & Wiggins, 1996).
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THE TWENTY-FIRST CENTURY

Unquestionably, the psychological practice environment of
the twenty-first century will be dramatically different than it
is today. The specifics of change are, of course, unpre-
dictable. However, at least one major trend is clear. Our
nation’s health care system is just beginning to appreciate the
applicability of technology, particularly computer and
telecommunications technology, to the delivery of clinical
services. The Institute of Medicine (IOM), which has served
as a highly respected health policy “think tank” for adminis-
trations and the Congress since its inception in 1970, reports
that

Health care delivery has been relatively untouched by the revo-
lution in information technology that has been transforming
nearly every other aspect of society. The majority of patient and
clinician encounters take place for purposes of exchanging clin-
ical information. . . . Yet it is estimated that only a small fraction
of physicians offer e-mail interaction, a simple and convenient
tool for efficient communication, to their patients. (Institute of
Medicine, 2001, p. 15)

The number of Americans who use the Internet to retrieve
health-related information is estimated to be about 70 mil-
lion. Currently, over half of American homes possess com-
puters, and while information presently doubles every
5 years, it will soon double every 17 days, with traffic on the
Web already doubling every 100 days (Jerome et al., 2000).
And, at the same time, the IOM further reports that the lag
between the discovery of more efficacious forms of treatment
and their incorporation into routine patient care is unnec-
essarily long, in the range of about 15 to 20 years. Even then,
adherence of clinical practice to the evidence is highly
uneven.

The era of the “educated consumer” is upon us. How con-
sumer expectations and the unprecedented explosion in
communications technology will affect the delivery of psy-
chological care is yet to be determined. Highly complex issues
such as reimbursement for virtual therapy environments,
automated diagnostic testing protocols, ensuring psychologi-
cally based enriched living and long-term care environments
for senior citizens and the chronically ill, not to mention
financial support for clinical graduate students, will all be
debated in the public policy (e.g., political) arena. Professional
psychology must become active participants in this critical—
and ongoing—dialogue, in order to ensure the future of pro-
fessional psychology, research in applied psychology, basic
psychological research, and the public welfare in terms of
health care and social services.
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The great questions of philosophy, the mind–body problem
and the nature of knowledge, were also the questions that
drove early developments in the pathways to modern psy-
chology. This is especially true of biological or physiological
psychology. Wilhelm Wundt, who founded experimental psy-
chology, titled his major work Foundations of Physiological
Psychology (1874/1908). William James, the other major fig-
ure in the development of modern psychology, devoted a
third of his influential text Principles of Psychology (1890) to
the brain and nervous system. Both Wundt and James studied
medicine and philosophy, and both considered themselves
physiologists. Their goal was not to reduce psychology to
physiology but rather to apply the scientific methods of phys-
iology to the study of the mind. The other driving force in
early biological psychology was the study of the brain and
nervous system.

The major topics in modern biological psychology are sen-
sory processes, learning and memory, motivation and emotion,
and most recently cognition—in short, behavioral and cogni-
tive neuroscience. A number of other areas began as part of
physiological psychology and have spun off to become fields
in their own right. We treat the major topics in biological psy-
chology separately in the text that follows. But first we sketch
very briefly the recent philosophical and physiological roots.

THE MIND

The history of such issues as the mind–body problem and
epistemology is properly the domain of philosophy, treated
extensively in many volumes and well beyond the scope of

this chapter and the expertise of these authors. Our focus in
this brief section is on the history of the scientific study of the
mind, which really began in the nineteenth century.

Perhaps the first experimental attacks on the nature of
the mind were the observations of Weber as generalized by
Gustav Fechner. Ernst Weber, a physiologist, was attempting
in 1834 to determine whether the nerves that respond to the
state of the muscles also contribute to judgments about
weights. He found that the just noticeable difference ( jnd) in
weight that could be reliably detected by the observer was not
some absolute amount but rather a constant ratio of the
weight being lifted. The same applied to the pitch of tones
and the length of lines.

Fechner realized that Weber had discovered a way of
measuring the properties of the mind. Indeed, in his Elements
of Psychophysics (1860/1966) he felt he had solved the prob-
lem of mind and body. He generalized Weber’s observations
to state that as the psychological measurement in jnd’s in-
creased arithmetically, the intensity of the physical stimulus
increased geometrically—the relationship is logarithmic.
Fechner, trained as a physicist, developed the classical psy-
chophysical methods and the concepts of absolute and differ-
ential thresholds. According to Edwin Boring (1942), he had
a nervous breakdown and resigned his chair at Leipzig in
1839. During the last 35 years of his life, he devoted himself
to panpsychism, the view that mind and matter are one and
thus that mind is all. He viewed the psychophysical law as the
paradigm for the transformation of the material into the spir-
itual. In any event, the methods Fechner developed were of
great help to such early experimental psychologists as Wundt
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and his student Tichener in their attempts to measure the at-
tributes of sensation.

Tichener identified the elements of conscious experience
as quality, intensity, extensity, protensity (duration), and at-
tensity (clearness) (see Tichener, 1898). But for all their at-
tempts at scientific observation, the basic approach of Wundt
and Tichener was introspection, but other observers (e.g.,
Külpe at Bonn) had different introspections. Boring studied
with Tichener and was for many years chair of the psychol-
ogy department at Harvard. He attempted to recast Tichener’s
views in more modern terms (The Physical Dimensions of
Consciousness, 1933) by emphasizing that the dimensions
listed earlier related to discrimination of physical stimuli. His
student S. S. Stevens showed that trained observers could re-
liably form judgments of sounds in terms of pitch, loudness,
“volume,” and “density” (see also Boring, 1950).

At Harvard, Stevens later introduced an important new
method of psychophysics termed direct magnitude estimation.
The subject simply assigned a number to a stimulus, a higher
one to a more intense stimulus and a lower number to one that
was less intense. Somewhat surprisingly this method gave very
reliable results. Using this method, Stevens found that the
proper relationship between stimulus intensity and sensation is
not logarithmic, as Fechner had argued, but rather a power
function: The sensation, that is, sensory magnitude, equaled
the stimulus intensity raised to some power, the exponent rang-
ing from less than to greater than one. This formulation proved
very useful in both psychophysical and physiological studies
of sensory processes (see Stevens, 1975).

The key point of all this work on psychophysics is that it is
not necessary to be concerned at all about subjective experience
or introspection. The observer simply pushes a button or states
a word or number to describe his or her judgment of the stimu-
lus. The more the observer practices, the more reliable the judg-
ments become and the more different observers generate the
same results. Psychophysics had become purely behavioral.

As Hilgard (1987) notes, Fechner was troubled by the ques-
tion of where the transformation between stimulus and judg-
ment occurs. Fechner distinguished between “inner” and
“outer” psychophysics, outer referring to the relation between
the mind and external stimuli and inner to the relation between
the mind and excitation of the sensory apparatus. Fechner
opted for a direct correspondence between excitation and sen-
sation, a surprisingly modern view. Indeed, Stevens (1961) ar-
gued with evidence that the psychophysical transformation
occurs at the receptor–first-order neurons, at least for intensity.

We take an example from the elegant studies of Mount-
castle, Poggio, and Werner (1963). Here they recorded the ac-
tion potentials of a neuron in the somatosensory thalamus of
a monkey driven by extension of the contralateral knee. The

relation between degrees of joint angle (�) and frequency of
neuron discharge (F ) is F � 13.9�0.429 � 24, where 13.9 and
24 are constants determined by conditions. So the power ex-
ponent is 0.429, within the general range of exponents for
psychophysical judgments of the relation between joint angle
and sensation of movement. In other words, the relationship
is established by ascending sensory neuron activity before
the level of the cerebral cortex, presumably at the receptor–
first-order neuron.

The modern era of psychophysics can perhaps be dated to
a seminal paper by John Swets in 1961: Is there a sensory
threshold? His answer was no. He and David Green devel-
oped the theory and methodology of signal detection theory
(Green & Swets, 1966). There is always noise present with
signals. When one attempts to detect a signal in noise, the cri-
teria used will determine the outcome. This approach has
proved immensely useful in fields ranging from the telephone
to psychophysical studies in animals to detection of structural
failures in aircraft wings to detection of breast cancer. But
where is the mind in decision theory? It has disappeared. The
initial hope that psychophysics could measure the mind has
been reduced to considerations of observer bias. A similar
conclusion led to the downfall of introspection.

THE BRAIN

Until the nineteenth century, the only method available to
study brain function was the lesion, either in unfortunate hu-
mans with brain damage or brain lesions done in infrahuman
animals. The key intellectual issue throughout the history of
the brain sciences was localization. To state the question in
simplistic terms: Are psychological traits and functions local-
ized to particular regions of the brain or are they widely dis-
tributed in the brain? 

The history of ideas about localization of brain function
can be divided roughly into three eras. During the first era,
which spans from antiquity to about the second century A.D.,
debate focused on the location of cognitive function, al-
though the discussion revolved around the issue of the soul,
that is, what part of the body housed the essence of being
and the source of all mental life (for reviews, see Finger,
1994; Gross, 1987; Star, 1989). In an early and particularly
prophetic Greek version of localization of function, the soul
was thought to be housed in several body parts, including the
head, heart, and liver, but the portion of the soul associated
with intellect was located in the head (McHenry, 1969). The
individual whom many historians have viewed as having the
greatest influence during this era was Galen, an anatomist of
Greek origin. Using animals, he performed experiments that
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provided evidence that the brain was the center of the ner-
vous system and responsible for sensation, motion, and
thinking (Finger, 1994; Gross, 1987).

In the second era (spanning the second to the eighteenth
centuries), the debate focused on whether cognitive functions
were localized in the ventricular system of the brain or in the
brain matter itself. The influence of the church during this era
cannot be overstated; for example, ethereal spirits (and ideas)
were believed to flow through the empty spaces of the brain’s
ventricles. Nevertheless, by the fifteenth and sixteenth cen-
turies, individuals such as da Vinci and Vesalius were ques-
tioning the validity of ventricular localization. Finally, during
the seventeenth century, partly as a result of the strongly held
views and prolific writings of Thomas Willis, and during the
eighteenth century, with the publication of clinical descrip-
tions of cognitively impaired patients accompanied by crude
descriptions of brain damage (e.g., Baader), the view that in-
tellectual function was localized in brain matter and not in the
ventricles became solidified (Clenending, 1942).

The nineteenth century to the present makes up the third
era, and here debate has focused on how mental activities (or
cognitive processes) are organized in the brain. An early idea,
which became known as the localizationist view, proposed
that specific mental functions were carried out by specific
parts of the brain. An alternative idea, which became known
as the equipotential view, held that large parts of the brain
were equally involved in all mental activity and that there
was no specificity of function within a particular brain area
(Clark & Jacyna, 1987).

Perhaps the most influential idea about localization of
brain function derived from Franz Joseph Gall during the
early nineteenth century. Gall had been influenced somewhat
by the earlier ideas of Albrecht von Haller (Clarke & Jacyna,
1987). In the mid-eighteenth century, Haller had developed a
doctrine of brain equipotentiality, or a type of action com-
mune. He believed that the parts of a distinguishable anatom-
ical component of the brain—the white matter, for instance—
performed as a whole, each area of white matter having
equivalent functional significance (Clarke & Jacyna, 1987).
Indeed, one might characterize Gall’s ideas as a reaction
against the equipotential view of Haller. Gall’s insight was
that, despite its similarity in appearance, brain tissue was not
equipotential but instead was actually made up of many dis-
crete areas that had different and separate functions. Eventu-
ally, Gall was able to characterize 27 different regions, or
organs, of the brain in a scheme that he called organology.
Later, the term phrenology came to be associated with Gall’s
work. However, this term was coined by Gall’s colleague,
Spurzheim, with whom he had a falling out, and Gall himself
never used the term (Zola-Morgan, 1995). 

Gall’s ideas about the localization of cognitive functions
began to tear at the religious and social fabric of the nine-
teenth century. In particular, various governmental and reli-
gious authorities saw his notion that various mental faculties
were represented in different places in the brain as in conflict
with moral and religious views of the unity of the soul and
mind. Gall’s organology, and later versions of phrenology,
faced similar critiques from philosophy and science. Clerics
and metaphysicians were concerned with the larger theologi-
cal implications of the phrenological system. For example, in
Flourens’s critique of phrenology in 1846 (dedicated to
Decartes), Gall and his followers were declared guilty of un-
dermining the unity of the soul, human immortality, free will,
and the very existence of God (Harrington, 1991). Rolando,
the famous Italian neuroanatomist, recognized the elegance
of Gall’s dissection techniques and his tracing of fiber tracts
from the spinal cord to the cerebrum. However, he found no
logical connection between the tracings of the fibers and the
distinct organs in the convolutions of the brain proposed to
house particular mental faculties.

Another scientific criticism had to do with the question-
able way in which Gall had determined the locus and extent
of each of the 27 organs. For example, Gall had localized the
carnivorous instinct and the tendency to murder (organ 5)
above the ear for three reasons: (a) This was the widest part
of the skull in carnivores; (b) a prominence was found there
in a student who was fond of torturing animals; and (c) this
region was well developed in an apothecary who later be-
came an executioner (Barker, 1897).

Another scientific issue critics raised during the nine-
teenth century was that Gall never specified the precise extent
or the anatomical borders of any of the organs. This lack of
rigor, it was argued, made it impossible to correlate a specific
faculty with the size of an organ or cranial capacity (Sewall,
1839). Related criticisms involved Gall’s seeming failure to
acknowledge that there were variations in the thickness of the
skull, that is, variations from one individual specimen to an-
other and from one locus to another within the same skull
(Sewall, 1839).

An oft-cited example of a specific contribution Gall made
to our understanding of brain function is the idea that he an-
ticipated the discovery by Broca in 1861 of a specific speech
area of the brain (Ackernecht & Vallois, 1956; Bouillaud,
1848). However, we believe that a careful reading of the facts
surrounding this discovery tells a somewhat different story.
In fact, Broca never mentioned Gall’s name in his 1861
report. Moreover, he referred to Gall’s doctrine in a rather
negative way. Nevertheless, Broca’s work stands as a clear
example of a modern idea of localization of function built on
the foundation and fundamental idea, established by Gall a
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half century earlier, that specific parts of the brain mediate
specific behaviors.

Both Gall and Bouillaud seemed to be vindicated in 1861
with the publication of the proceedings from a meeting of
the Société d’Anthropologie de Paris. Broca, assisted by
Alexandre Ernest Aubertin, Bouillaud’s son-in-law and a
strong believer in localization and in Bouillaud’s hypothesis,
presented the neuropathological findings from the brain of
his patient, Monsieur Leborgne. [This patient subsequently
was referred to by the name “Tan,” the only utterance Broca
ever heard Monsieur Leborgne make (Broca, 1861).]

Broca’s finding from his patient Tan has been regarded by
some historians as the most important clinical discovery in
the history of cortical localization. Moreover, within the
decade, what some historians regard as the most important
laboratory discovery pertaining to cortical localization was
reported when Gustav Fritsch and Eduard Hitzig (1870) dis-
covered the cortical motor area in the dog and proved that
cortical localization was not restricted to a single function
(Finger, 1994). The discoveries of the speech area by Broca
and the motor area by Fritsch and Hitzig were seen as vindi-
cation for Gall’s ideas and reestablished him as the father of
localization.

Following the pioneering study by Fritsch and Hitzig on
the localization and organization of the motor area of the
cerebral cortex, localization of function quickly won the day,
at least for sensory and motor systems. In the last three
decades of the nineteenth century, the general locations of
the visual and auditory areas of the cortex were identified.
The field of physiology, in particular neurophysiology—for
example, in the work of Sir Charles Sherrington—together
with clinical neurology and neuroanatomy, were exciting
new fields at the beginning of the twentieth century.

At this time, the only experimental tools for studying brain
organization and functions were ablation and electrical stim-
ulation. Neuroanatomy was in its descriptive phase; thanks in
part to the Golgi method, the monumental work of Ramon y
Cajal was completed over a period of several decades begin-
ning near the end of the nineteenth century. Neurochemistry
was in its descriptive phase, characterizing chemical sub-
stances in the brain.

The first recording of a nerve action potential with a
cathode-ray tube was done by Gasser and Erlanger in 1922,
but the method was not much used until the 1930s. The human
EEG was rediscovered in 1929 by H. Berger, and the method
was applied to animal research and human clinical neurology,
particularly epilepsy, in the 1930s by, for example, Alexander
Forbes, Hallowell Davis, and Donald Lindsley.

The pioneering studies of Adrian in England (1940) and of
Wade Marshall, Clinton Woolsey, and Philip Bard (1941) at

Johns Hopkins were the first to record electrical evoked po-
tentials from the somatic sensory cortex in response to tactile
stimulation. Woolsey and his associates developed the de-
tailed methodology for evoked potential mapping of the
cerebral cortex. In an extraordinary series of studies, they de-
termined the localization and organization of the somatic
sensory areas, the visual areas and the auditory areas of the
cerebral cortex, in a comparative series of mammals. They
initially defined two projection areas (I and II) for each sen-
sory field; that is, they found two complete functional maps
of the receptor surface for each sensory region of the cerebral
cortex, for example, two complete representations of the skin
surface in the somatic-sensory cortex. 

In the 1940s and 1950s, the evoked potential method was
used to analyze the organization of sensory systems at all
levels from the first-order neurons to the cerebral cortex. The
principle that emerged was strikingly clear and simple—in
every sensory system the nervous system maintained recep-
totopic maps or projections at all levels from receptors—skin
surface, retina, basilar membrane—to cerebral cortex. The
receptor maps in the brain were not point-to-point; rather,
they reflected the functional organization of each system—
fingers, lips, and tongue areas were much enlarged in the pri-
mate somatic cortex, half the primary visual cortex repre-
sented the forea, and so on.

The evoked potential method was very well suited to analy-
sis of the overall organization of sensory systems in the brain.
However, it could reveal nothing about what the individual
neurons were doing. This had to await development of the mi-
croelectrode (a very small electrode that records the activity of
a single cell). Indeed, the microelectrode has been the key to
analysis of the fine-grained organization and “feature detec-
tor” properties (most neurons respond only to certain aspects,
or features, of a stimulus) of sensory neurons. The first intra-
cellular glass pipette microelectrode was actually invented by
G. Ling and R. W. Gerard in 1949; they developed it to record
intracellularly from frog muscle. Several investigators had
been using small wire electrodes to record from nerve fibers,
for example, Robert Galambos at Harvard in 1939 (auditory
nerve; see Galambos & Davis, 1943) and Birdsey Renshaw at
the University of Oregon Medical School in the 1940s (dorsal
and ventral spinal roots). Metal electrodes were generally
found to be preferable for extracellular single-unit recording
(i.e., recording the spike discharges of a single neuron where
the tip of the microelectrode is outside the cell but close
enough to record its activity clearly). Metal microelectrodes
were improved in the early 1950s; R. W. Davies at Hopkins
developed the platinum-iridium glass-coated microelectrode,
D. Hubel and T. Wiesel at Harvard developed the tungsten mi-
croelectrode, and the search for putative stimulus coding
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properties of neurons was on. The pioneering studies were
those of Mountcastle and associates at Hopkins on the organi-
zation of the somatic-sensory system (Mountcastle, Davies, &
Berman, 1957), those of Hubel and Wiesel (1959) at Harvard
on the visual system (and Maturana and Lettvin’s work at MIT
on the optic nerve fibers of frogs, see Maturana, Lettrin,
McCulloch, & Pitts, 1960), and those of Rose, Hind, Woolsey,
and associates at Wisconsin on the auditory system (see Hind
et al., 1960).

It was not until many years later that imaging methods
were developed to study the organization and functions of the
normal human brain (see following text). Heroic studies had
been done on human brain functioning much earlier in neuro-
surgical procedures (heroic both for the surgeon and the
patient, e.g., Penfield & Rasmussen, 1950). However, these
patients typically suffered from severe epilepsy. The devel-
opment of PET, fMRI, and other modern techniques is
largely responsible for the explosion of information in the as-
pect of biological psychology termed cognitive neuroscience
(see following and the chapter by Leahey in this volume).

SENSORY PROCESSES

We select two examples of sensory processes, color vision and
pitch detection, that illustrate very well the historical develop-
ment of the study of sensory systems. They are both extraor-
dinary success stories in the field of biological psychology.

Color Vision

Color vision provides an illustrative case history of the de-
velopment of a field in biological psychology with feet in
both physics and physiology. Isaac Newton was perhaps the
first scientist to appreciate the nature of color. The fact that a
prism could break up white light into a rainbow of colors
meant that the light was a mixture that could produce spectral
colors. But Newton recognized that the light rays themselves
had no color; rather, different rays acted on the eye to yield
sensations of colors (1704/1931). Oddly, the great German
literary figure Goethe asserted it was impossible to conceive
of white light as a mixture of colors (1810/1970). 

In physics there was an ongoing debate whether light was
particle or wave (we know now it is both). Interestingly,
Newton favored the particle theory. Thomas Young, an
English physicist working a century later, supported the wave
theory. Newton had developed the first color circle showing
that complementary pairs of colors opposite to one another
on the circle would mix to yield white light. Young showed
that it was possible to match any color by selecting three

appropriate colors, red, green, and blue, and suggested there
were three such color receptors in the eye. Helmholtz elabo-
rated and quantified Young’s idea into the Young-Helmholtz
trichromatic theory. Helmholtz, incidentally, studied with
Müller and Du Bois-Reymond. He received his MD in 1842
and published two extraordinary works, the three-volume
Treatis on Physiological Optics (1856–1866/1924) and On
the Sensations of Tone (1863/1954). He was one of the lead-
ing scientists in the nineteenth century and had a profound
impact on early developments in psychology, particularly bi-
ological psychology. 

The basic idea in the trichomatic theory is that the three
receptors accounted for sensations of red, green, and blue.
Yellow was said to derive from stimulation of both red and
green receptors, and white was derived from yellow and the
blue receptor. But there were problems. The most common
form of color blindness is red-green. But if yellow is derived
from red and green, how is it that a person with red-green
color blindness can see yellow? In the twentieth century, it
was found that there are four types of receptors in the human
retina: red, green, blue (cones), and light-dark (rods). But
what about yellow?

Hering (1878) developed an alternative view termed the
“opponent-process” theory. He actually studied with Weber
and with Fechner and received his MD just two years after
Wundt in Heidelberg. Interestingly, Hering disagreed with
Fechner about the psychophysical law, arguing that the
relationship should be a power function, thus anticipating
Stevens. Hering proposed that red-green and blue-yellow
acted as opposites, along with white-black. In modern times,
Dorothea Jameson and Leo Hurvich (1955) provided an ele-
gant mathematical formulation of Herring’s theory that ac-
counted very well for the phenomena of color vision.

Russell De Valois, now in the psychology department at
the University of California, Berkeley, provided the physio-
logical evidence to verify the Herring-Jameson-Hurvich
theory, using the monkey (see De Valois, 1960). Ganglion
neurons in the retina that respond to color show “opponent”
processes. One cell might respond to red and be inhibited by
green, another will respond to green and be inhibited by red,
yet another will respond to blue and be inhibited by yellow,
and the last type will respond to yellow and be inhibited by
blue. The same is true for neurons in the visual thalamus.
De Valois’s work provided an elegant physiological basis for
the opponent-process theory of color vision. But Young and
Helmholtz were also correct in proposing that there are three
color receptors in the retina. It is the neural interactions in the
retina that convert actions of the three color receptors into
the opponent processes in the ganglion cells. It is remark-
able that nineteenth-century scientists, working only with the
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facts of human color vision, could deduce the physiological
processes in the eye and brain.

An interesting chapter in the development of color-vision
theory is the work of Christine Ladd-Franklin (Hilgard,
1987). She completed her PhD in mathematics at Johns
Hopkins in 1882 but was not awarded the degree because she
was a woman. Later she spent a year in Müller’s laboratory in
Göttingen, where he gave her private lectures because, as a
woman, she was not allowed to attend his regular lectures.
She developed a most interesting evolutionary theory of
color vision based on the color zones in the retina. The center
of the fovia has all colors and the most detailed vision. The
next outer zone has red and green sensitivity (as well as blue
and yellow), the next outer zone to this has only blue and yel-
low sensitivity (and black-white), and the most peripheral
regions have only black-white (achromatic) sensitivity.

She argued that in evolution, the achromatic sensitivity
(rods) developed first, followed by evolution of blue and yel-
low receptors and finally red and green receptors. The fact
that red-green color blindness is most common is consistent
with the idea that it is the most recent to evolve and hence the
most “fragile.”

Modern molecular biology and genetics actually provide
support for Ladd-Franklin’s evolutionary hypothesis. The
Old World monkey retina appears to be identical to the
human retina: Both macaques and humans have rods and
three types of cones. It is now thought that the genes for the
cone pigments and rhodopsin evolved from a common ances-
tral gene. Analysis of the amino acid sequences in the differ-
ent opsins suggest that the first color pigment molecule was
sensitive to blue. It then gave rise to another pigment that in
turn diverged to form red and green pigments. Unlike Old
World monkeys, New World monkeys have only two cone
pigments, a blue and a longer wavelength pigment thought to
be ancestral to the red and green pigments of humans and
other Old World primates. The evolution of the red and green
pigments must have occurred after the continents separated,
about 130 million years ago. The New World monkey retina,
with only two color pigments, provides a perfect model for
human red-green color blindness. Genetic analysis of the var-
ious forms of human color blindness, incidentally, suggests
that some humans may someday, millions of years from now,
have four cone pigments rather than three and see the world
in very different colors than we do now.

The modern field of vision, encompassing psychophysics,
physiology, anatomy, chemistry, and genetics, is one of the
great success stories of neuroscience and biological psychol-
ogy. We now know that there are more than 30 different
visual areas in the cerebral cortex of monkeys and humans,

showing degrees of selectivity of response to the various
attributes of visual experience, for example, a “color” area, a
“movement” area, and so on. We now have a very good un-
derstanding of phenomena of visual sensation and perception
(see the chapter by Coren in this volume). The field con-
cerned with vision has become an entirely separate field of
human endeavor, with its own journals, societies, specialized
technologies, and NIH institute.

Pitch Detection

As we noted, Helmholtz published a most influential work on
hearing in 1863 (On the Sensation of Tone). The fundamental
issue was how the nervous system codes sound frequency
into our sensation of pitch. By this time, much was known
about the cochlea, the auditory receptor apparatus. Helmholtz
suggested that the basilar membrane in the cochlea func-
tioned like a piano, resonating to frequencies according to the
length of the fibers. The place on the membrane so activated
determined the pitch detected; this view was called the place
theory of pitch. The major alternative view was the frequency
theory (Rutherford, 1886), in which the basilar membrane
was thought to vibrate as a whole due to the frequency of
the tone activating it. Boring (1926) presented a comprehen-
sive theoretical analysis of these possibilities.

One of Boring’s students, E. G. Wever, together with C. W.
Bray, recorded from the region of the auditory nerve at the
cochlea and found that the recorded electrical signal followed
the frequency of the tone up to very high frequencies, many
thousands of Hertz (Wever & Bray, 1930). So the frequency
theory was vindicated. But there were problems. A single
nerve fiber cannot fire at much greater than 1,000 Hertz. The
attempted answer was the volley theory: Groups of fibers al-
ternated in firing to code higher frequencies.

Wever and Bray’s discovery is an interesting example of a
perfectly good experiment fooled by biology. As it happens,
there is a process in the cochlea much like the pizoelectric
effect—a tone generates electrical activity at the same fre-
quency as the tone, now termed the cochlear microphonic. It
is thought to be an epiphenomenon, unrelated to the coding
functions of the auditory system.

The solution to the question how the cochlea coded tone
frequency was provided by Georg von Békésy. Born in
Budapest, he received his PhD in physics in 1923 and was a
professor at the University of Budapest from 1932 to 1946. In
1947, he accepted a research appointment in the psychology
department at Harvard, where he worked until 1964. During
his time at Harvard, he was offered a tenured professorship
but did not accept it because he disliked formal teaching.
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During his years of full-time research at Harvard, he solved
the problem of the cochlea, for which he received the Nobel
Prize in 1961. In 1964, he accepted a professorship at the
University of Hawaii, where he remained until his death.

By careful microscopic study of the cochlea, Békésy de-
termined the actual movements of the basilar membrane in
response to tones (see Békésy, 1947). When William James
Hall was built at Harvard to house the psychology depart-
ment, a special floating room was constructed in the base-
ment for Békésy’s experiments. The entire room floated on
an air cushion generated by a large air compressor. Further-
more, the experimental table floated within the floating room
on its own compressor. For Békésy’s experiments it was nec-
essary to avoid all external building vibrations. (One of the
authors, R.F.T., had the opportunity to use this facility when
at Harvard.)

Békésy discovered that the traveling waves of the basilar
membrane induced by a given tone establish a standing wave
pattern that maximally displaces a given region for a given
tone and different regions for different tones. The pattern of
displacement is more complicated than the Helmholtz theory
but nonetheless provided a triumph for the place theory. 

Actually, another kind of physiological evidence provided
strong support for the place theory in the 1940s. Woolsey and
Walzl (1942) published an extraordinary study in which they
electrically stimulated different regions of the auditory nerve
fibers in the cochlea (the fibers are laid out along the basilar
membrane) in an anesthetized cat and recorded evoked po-
tentials in the auditory cortex. The place stimulated on the
cochlea determined the region of the auditory cortex acti-
vated. An important practical outcome of all this work is the
cochlear prosthesis developed for deaf individuals.

More recent studies recording the activity of single neu-
rons in the auditory cortex have verified and extended these
observations (e.g., Hind et al., 1960). When the ear is stimu-
lated with low-intensity pure tones (anesthetized cat),
neurons—in particular, narrow dorsal-ventral bands in the
primary auditory cortex—respond selectively to tones of dif-
ferent frequency. The regions of the cochlea activated by pure
tones are represented in an anterior-posterior series of narrow
dorsal-ventral bands along the primary auditory cortex, a
cochlea-topic representation.

Like the visual sciences, the modern field of the hearing
sciences has become an entirely separate field with its own
societies, journals, and NIH institute focusing on psy-
chophysics and the neurobiology of the auditory system. We
know a great deal less about the organization of auditory
fields in the cerebral cortex in primates and humans, inciden-
tally, than we do about the visual system. The human auditory

areas must be very complex, given our extraordinary species-
specific behavior of speech.

LEARNING AND MEMORY

Karl Lashley is the most important figure in the development
of physiological psychology and the biology of memory in
America. He obtained his PhD at Johns Hopkins University
where he studied with John Watson and was heavily influenced
by Watson’s developing notions of behaviorism. While there
he also worked with Sheherd Franz at a government hospital in
Washington; they published a paper together in 1917 on the ef-
fects of cortical lesions on learning and retention in the rat.
Lashley then held teaching and research positions at the Uni-
versity of Minnesota (1917–1926), the University of Chicago
(1929–1935), and at Harvard from 1935 until his death in
1958. During the Harvard years, he spent much of his time at
the Yerkes Primate Laboratory in Orange Park, Florida.

Lashley devoted many years to an analysis of brain mech-
anisms of learning, using the lesion-behavior method, which
he developed and elaborated from his work with Franz. Dur-
ing this period, Lashley’s theoretical view of learning was
heavily influenced by two congruent ideas—localization of
function in neurology and behaviorism in psychology.

Lashley describes the origins of his interest in brain sub-
strates of memory and Watson’s developing views of behav-
iorism in the following letter he wrote to Ernest Hilgard in
1935:

In the 1914, I think, Watson called attention of his seminar to the
French edition of Bechterev, and that winter the seminar was de-
voted to translation and discussion of the book. In the spring I
served as a sort of unpaid assistant and we constructed apparatus
and planned experiments together. We simply attempted to re-
peat Bechterev’s experiments. We worked with withdrawal re-
flexes, knee jerk, pupil. Watson took the initiative in all this, but
he was also trying to photograph the vocal cord, so I did much of
the actual experimental work. I devised drainage tubes for the
parotid and submaxiallary ducts and planned the salivary work
which I published. As we worked with the method, I think our
enthusiasm for it was somewhat dampened. Watson tried to es-
tablish conditioned auditory reflexes in the rat and failed. Our
whole program was then disrupted by the move to the lab in
Meyer’s clinic. There were no adequate animal quarters there.
Watson started work with the infants as the next best material
available. I tagged along for awhile, but disliked the babies and
found me a rat lab in another building. We accumulated a con-
siderable amount of experimental material on the conditioned re-
flex which has never been published. Watson saw it as a basis for
a systematic psychology and was not greatly concerned with the
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nature of the reaction itself. I got interested in the physiology of
the reaction and the attempt to trace conditioned reflex paths
through the nervous system started my program of cerebral
work. (Letter of May 14, 1935, K. S. Lashley to E. R. Hilgard,
reproduced with the kind permission of E. R. Hilgard) 

It was in the previous year, 1913, that Watson published his
initial salvo in an article entitled “Psychology as the Behav-
iorist Views It.” He was elected president of the American
Psychological Association in 1914.

As we noted earlier, localization of function in the cere-
brum was the dominant view of brain organization at the
beginning of the twentieth century. In Watson’s behaviorism,
the learning of a particular response was held to be the
formation of a particular set of connections, a series set. Con-
sequently, Lashley argued, it should be possible to localize
the place in the cerebral cortex where that learned change in
brain organization was stored—the engram. (It was believed
at the time that learning occurred in the cerebral cortex.)
Thus, behaviorism and localization of function were beauti-
fully consistent—they supported the notion of an elaborate
and complex switchboard where specific and localized
changes occurred when specific habits were learned.

Lashley set about systematically to find these learning
locations—the engrams—in a series of studies culminating in
his 1929 monograph, Brain Mechanisms of Intelligence. In
this study, he used mazes differing in difficulty and made
lesions of varying sizes in all different regions of the cerebral
cortex of the rat. The results of this study profoundly altered
Lashley’s view of brain organization and had an extraordi-
nary impact on the young field of physiological psychology.
The locus of the lesions is unimportant; the size is critically
important, particularly for the more difficult mazes. These
findings led to Lashley’s two theoretical notions of equipo-
tentiality and mass action: that is, all areas of the cerebral cor-
tex are equally important (at least in maze learning), and what
is critical is the amount of brain tissue removed.

Lashley’s interpretations stirred vigorous debate in the
field. Walter Hunter, an important figure in physiological-
experimental psychology at Brown University who devel-
oped the delayed response task in 1913, argued that in fact
the rat was using a variety of sensory cues; as more of the
sensory regions of the cortex were destroyed, fewer and
fewer cues became available. Lashley and his associates
countered by showing that removing the eyes has much less
effect on maze learning than removing the visual area of the
cortex. Others argued that Lashley removed more than the vi-
sual cortex. Out of this came a long series of lesion-behavior
studies analyzing behavioral “functions” of the cerebral cor-
tex. Beginning in the 1940s, several laboratories, including

Lashley’s and those of Harry Harlow at the University of
Wisconsin and Karl Pribram at Yale, took up the search for
the more complex functions of association cortex using mon-
keys and humans.

Perhaps the most important single discovery in this field
came from Brenda Milner’s studies with patient H. M. who,
following bilateral temporal lobectomy (removing the hip-
pocampus and other structures), lives forever in the present.
Work on higher brain functions in monkeys and humans is
one of the key roots of modern cognitive neuroscience, to be
treated later. Since Milner’s work with H. M., the hippocam-
pus has been of particular interest in biological psychology.
Another facet of hippocampal study in the context of the
biological psychology of memory is long-term potentiation
(LTP), discovered by Bliss and Lomo (1973). Brief tetanic
stimulation of monosynaptic inputs to the hippocampus
causes a profound increase in synaptic excitability that can
persist for hours or days. Many view it as a leading candidate
for a mechanism of memory storage, although direct evi-
dence is still lacking.

Yet another impetus to study of the hippocampus in the re-
markable discovery of “place cells” by John O’Keefe (1979).
When recording from single neurons in the hippocampus of
the behaving rat, a give neuron may respond only when the
animal is in a particular place in the environment (i.e., in a
box or maze), reliably and repeatedly. There is great interest
now in the possibility that LTP may be the mechanism form-
ing place cells. A number of laboratories are making use of
genetically altered mice to test this possibility.

Lashley’s influence is felt strongly through the many emi-
nent physiological psychologists who worked or had contact
with him. We select two examples here—Austin Riesen and
Donald O. Hebb. We discuss Roger W. Sperry’s work next in
the context of cognitive neuroscience. The basic problem of
the development of perception fascinated Lashley and his
students. How is it that we come to perceive the world as we
do? Do we learn from experience or is it told to us by the
brain? Riesen did pioneering studies in which he raised mon-
keys for periods of time in the dark and then tested their vi-
sual perception. They were clearly deficient.

This important work served as one of the stimuli for Hebb
to develop a new theory of brain organization and function,
which he outlined in The Organization of Behavior (1949).
This book had an immediate and profound impact on the
field. Hebb effectively challenged many traditional notions of
brain organization and attempted to pull together several dis-
cordant themes—mass action and equipotentiality, effects of
dark rearing on perception, the preorganization of sensory
cortex, the lack of serious intellectual effects of removal of an
entire hemisphere of the brain in a human child—into a
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coherent theory. Important influences of Gestalt notions can
be seen in Hebb’s theory. He is a connectionist but in a mod-
ern sense: Connections must underlie brain organization but
there is no need for them to be in series.

One concept in Hebb’s book has come to loom large (too
large perhaps) in modern cognitive-computational neuro-
science—the Hebb synapse:

When an axon of Cell A is near enough to excite a cell B and re-
peatedly or persistently takes part in firing it, some growth
process or metabolic change takes place in one or both cells such
that A’s efficiency, as one of the cells firing B, is increased.
(1949, p. 62)

Lashley’s pessimistic conclusions in his 1929 monograph
put a real but temporary damper on the field concerned with
brain substrates of memory. But other major traditions were
developing. Perhaps the most important of these was the in-
fluence of Pavlov. His writings were not readily available to
Western scientists, particularly Americans, until the publica-
tion of the English translation of his monumental work Con-
ditioned Reflexes in 1927. It is probably fair to say this is the
most important single book ever published in the field of be-
havioral neuroscience. Pavlov developed a vast and coherent
body of empirical results characterizing the phenomena of
conditioned responses, what he termed “psychic reflexes.”
He argued that the mind could be fully understood by analy-
sis of the higher order learned reflexes and their brain sub-
strates. As an example of his influence, Clark Hull, in his
Principles of Behavior (1943), wrote as though he were a
student of Pavlov.

W. Horsley Gantt, an American physician, worked with
Pavlov for several years and then established a Pavlovian
laboratory at Johns Hopkins. He trained several young psy-
chologists, including Roger Loucks and Wulf Brogden, who
became very influential in the field. Perhaps the most impor-
tant modern behavioral analyses of Pavlovian conditioning
are the works of Robert Rescorla and Allan Wagner (1972).

Although Pavlov worked with salivary secretion, most
studies of classical conditioning in the West tended to utilize
skeletal muscle response, à la Bechterev. Particularly pro-
ductive have been Pavlovian conditioning of discrete
skeletal reflexes (e.g., the eyeblink response), characterized
behaviorally by Isadore Gormezano and Allan Wagner and
analyzed neuronally by Richard Thompson and his many stu-
dents, showing localization of the basic memory trace to the
cerebellum (Thompson, 1986). Masao Ito and associates in
Tokyo had discovered the phenomenon of long-term depres-
sion (LTD) in the cerebellar cortex (see Ito, 1984). Repeated
conjunctive stimulation of the two major inputs to the

cerebellum, mossy-parallel fibers and climbing fibers, yields
a long-lasting decrease in the excitability of parallel fibers—
Purkinje neuron synapses. Ito developed considerable evi-
dence that this cerebellar process underlies plasticity of the
vestibular-ocular reflex. Thompson and associates developed
evidence, particularly using genetically altered mice, that
cerebellar cortical LTD is one of the mechanisms underly-
ing classical conditioning of eyeblink and other discrete
responses.

Fear conditioning was characterized behaviorally by Neal
Miller and analyzed neuronally by several groups, particu-
larly Michael Davis (1992), Joseph LeDoux (2000), and
Michael Fanselow (1994), and their many students. They
showed that at least for classical conditioning of fear, the es-
sential structure is the amygdala, which may contain the basic
memory trace for this form of learning (but see just below).
The process of LTP may serve to code the amygdalar fear
memory.

Duncan’s discovery in 1949 of the effects of electrocon-
vulsive shock on retention of simple habits in the rat began
the modern field of memory consolidation. Hebb and Gerard
were quick to point out the implication of two memory
processes, one transient and fragile and the other more per-
manent and impervious. James McGaugh and his associates
(1989) have done the classic work on the psychobiology of
memory consolidation. He and his colleagues demonstrated
memory facilitation with drugs and showed that these effects
were direct and not due to possible reinforcement effects of
the drugs (and similarly for ECS impairment).

The amygdala is critical for instrumental learning of fear.
McGaugh and his associates demonstrated that for both pas-
sive and active avoidance learning (animals must either not
respond, or respond quickly, to avoid shock) amygdala le-
sions made immediately after training abolished the learned
fear. Surprisingly, if these same lesions were made a week
after training, learned fear was not abolished, consistent with
a process of consolidation (see McGaugh, 2000). The appar-
ent difference in the role of the amygdala in classical and in-
strumental learning of fear is a major area of research today.

Chemical approaches to learning and memory are recent.
The possibility that protein molecules and RNA might serve
to code memory was suggested some years ago by pioneers
such as Gerard and Halstead. The RNA hypothesis was taken
up by Hyden and associates in Sweden and by several groups
in America. An unfortunate by-product of this approach was
the “transfer of memory” by RNA. These experiments, done
by investigators who shall remain nameless, in the end could
not be replicated.

At the same time, several very productive lines of investi-
gation of neurochemical and neuroanatomical substrates of
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learning were developing. In 1953, Krech and Rosenzweig
began a collaborative study of relationships between brain
chemistry and behavior. Krech did classic early work in animal
learning (under his earlier name, Kreshevsky) and was a col-
league of and collaborator with Tolman. Mark Rosenzweig re-
ceived his PhD in physiological psychology at Harvard in
1949 and joined the psychology department at the University
of California, Berkeley, in 1951. Soon after they began their
joint work in 1953 they were joined by E. L. Bennett and later
by M. C. Diamond. Their initial studies concerned brain levels
of AChE in relation to the hypothesis behavior and included
analysis of strain differences (see Krech, Rosenzweig, &
Bennett, 1960). More recently, they discovered the striking
differences in the brains of rats raised in “rich” versus “poor”
environments. William Greenough (1984), at the University of
Illinois, replicated and extended this work to demonstrate dra-
matic morphological changes in the structures of synapses and
neurons as a result of experience.

The use of model biological systems has been an impor-
tant tradition in the study of neural mechanisms of learning.
This approach has been particularly successful in the analysis
of habituation, itself a very simple form or model of learning.
Sherrington did important work on flexion reflex “fatigue” in
the spinal animal at the turn of the century. In 1936, Prosser
and Hunter completed a pioneering study comparing habitu-
ation of startle response in intact rats and habituation of
hindlimb flexion reflex in spinal rats. They established, for
habituation, the basic approach of Sherrington, namely that
spinal reflexes can serve as models of neural-behavioral
processes in intact animals. Sharpless and Jasper (1956) es-
tablished habituation as an important process in EEG activity.
Modern Russian influences have been important in this
field—the key studies of Evgeny Sokolov (1963), first on
habituation of the orienting response in humans and more re-
cently on mechanisms of habituation of responses in the sim-
plified nervous system of the snail.

The defining properties of habituation were clearly estab-
lished by Thompson and Spencer in 1966, and the analysis
of mechanisms began. Several laboratories using different
preparations—Aplysia withdrawal reflex; Kandel and his
many associates (see Kandel, 1976); vertebrate spinal re-
flexes; Thompson, Spencer, Farel; crayfish tail flip escape;
Krasne (1969), Kennedy—all arrived at the same underlying
synaptic mechanism—a decrease in the probability of trans-
mitter release from presynaptic terminals of the habituating
pathway. Habituation is thus a very satisfying field; agree-
ment ranges from defining behavioral properties to synaptic
mechanisms. In a sense, the problem has been solved.
Habituation also provides a most successful example of the
use of the model biological systems approach to analysis of

neural mechanisms of behavioral plasticity (see Groves &
Thompson, 1970).

Special mention must be made of the elegant and detailed
studies by Eric Kandel and his many associates on long-
lasting neuronal plasticity in the Aplysia gill-withdrawal
circuit (Kandel, 1976; Hawkins, Kandel, & Siegelbaum,
1993). This simplified model system (together with work on
the hippocampus) made it possible to elucidate putative
processes that result in long-lasting synaptic plasticity, for
example, biochemical models of memory formation and stor-
age. Eric was awarded the Nobel Prize for Physiology and
Medicine in 2000 in part for this work.

MOTIVATION AND EMOTION

Physiological and neural mechanisms of motivation and
emotion have been a particular province of biological psy-
chology and physiology in the twentieth century. In more re-
cent years, the fields of motivation and emotion have tended
to go separate ways (see Brown, 1961, 1979). However mo-
tivation and emotion have common historical origins. In the
seventeenth and eighteenth centuries, instinct doctrine served
as the explanation for why organisms were driven to behave
(at least infrahuman organisms without souls). Darwin’s
emphasis on the role of adaptive behavior in evolutionary
survival resulted in the extension of instinct doctrine to
human behavior. Major sources of impetus for this were
Freud’s and McDougall’s notions of instinctive human moti-
vation. Watson rebelled violently against the notion of in-
stinct and rejected it out of hand, together with all biological
mechanisms of motivation. As Lashley (1938) put it, he
“threw out the baby with the bath.”

Emotion

The dominant theory of emotion in the first two decades of
the century was that of James and Lange—“We feel afraid
because we run” (see James, 1884). Actually, James focused
more on the subjective experience of emotion, and Lange, a
Danish anatomist, focused on the physiological phenomena,
believing that subjective experience is not a proper topic for
science. But between them they developed a comprehensive
theory of emotion. The basic idea is that we first perceive an
emotionally arousing situation or stimulus (“a bear in the
woods” is a favorite example), which leads to bodily (physi-
ological) changes and activities, which result in the experi-
enced emotion.

This general view was challenged by the American physi-
ologist Walter B. Cannon in the 1920s and 1930s. He actually
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agreed with James and Lange that the initial event had to be
perception of an emotion-arousing situation but argued that
the development of autonomic (sympathetic) responses—
release of epinephrine and other bodily changes—occurred
concomitantly with the subjective feelings (see Cannon,
1927). However, his primary interest was in the physiology,
particularly the peripheral physiology. Cannon’s view was
championed by the distinguished Johns Hopkins physiologist
Philip Bard, who stressed the key role of the brain, particu-
larly the thalamus and hypothalamus, in both emotional
behavior and experience (see Bard, 1934). Cannon, inciden-
tally, also contributed the notion of homeostasis, which he
developed from Bernard’s concept of the milieu interieur.

A key issue in these theories was the role of sympathetic
arousal or activation in the experience of emotion. This issue
was tested in a classic study by Stanley Schachter and Jerome
Singer at Columbia University in 1962. They injected human
subjects with either effective doses of epinephrine or a
placebo. The epinephrine activated the sympathetic signs of
emotions (pounding heart, dry mouth, etc.). Both groups of
subjects were told they were receiving a shot of a new vita-
min. Stooges acted out euphoria or anger in front of the sub-
jects. The subjects were either informed of what the injection
might do, for example, the autonomic side effects, or not in-
formed. Results were dramatic. Uninformed epinephrine
subjects reported emotional experiences like those of stooges
but informed epinephrine subjects did not report any emotion
at all. Emotion is more than sympathetic arousal—cognitive
factors are also important.

Experimental work on brain substrates of emotion may be
said to have begun with the studies of Karplus and Kreidl in
1910 on the effects of stimulating the hypothalamus. In 1928,
Bard showed that the hypothalamus was responsible for
“sham rage.” In the 1930s, S. W. Ranson and his associates at
Northwestern, particularly H. W. Magoun, published a clas-
sic series of papers in the hypothalamus and its role in emo-
tional behavior (Ranson & Magoun, 1939). In the same
period, W. R. Hess (1957) and his collaborators in Switzer-
land were studying the effects of stimulating the hypothala-
mus in freely moving cats. A most important paper by H.
Klüver and P. Bucy reported on “psychic blindness and other
symptoms following bilateral temporal lobectomy in rhesus
monkeys” in 1937. This came to be known as the Klüver-
Bucy syndrome. The animals exhibited marked changes in
motivation and aggressive behavior.

Pribram (Bucy’s first resident in neurosurgery) developed
the surgical methods necessary to analyze the Klüver-Bucy
syndrome. This analysis led to his discovery of the functions of
the inferotemporal cortex in vision and to the exploration of the
suggestions of J. W. Papez (1937) and P. D. MacLean (1949)

that the structures of the limbic system (the “Papez” circuit) are
concerned with motivation and emotion. However, modern
neuroanatomy deconstructed the Papez circuit. The emphasis
is now on the hypothalamus-pituitary axis, on descending
neural systems, and on the amygdala.

Motivation

Today most workers in the field prefer the term motivated
behaviors to emphasize the specific features of behaviors re-
lating to hunger, thirst, sex, temperature, and so forth. Karl
Lashley was again a prime mover. His 1938 paper, “Experi-
mental Analysis of Instinctive Behavior,” was the key. He ar-
gued that motivated behavior varies and is not simply a chain
of instinctive or reflex acts, is not dependent on any one stim-
ulus, and involves central state. His conclusions, that “physi-
ologically, all drives are no more than expression of the
activity of specific mechanisms” and that hormones “activate
some central mechanism which maintains excitability and ac-
tivity,” have a very modern ring.

Several key figures in the modern development of the
psychobiology of motivation are Clifford Morgan, Eliot
Stellar, Kurt Richter, Frank Beach, Neal Miller, Philip
Teitelbaum, and James Olds. Morgan went to graduate
school at Rochester, where his professors included E. A. K.
Culler and K. U. Smith and his fellow graduate students in-
cluded D. Neff, J. C. R. Licklider, and P. Fitts. He then be-
came an instructor at Harvard, where he first worked in
Lashley’s laboratory in 1939. He later moved to Johns Hop-
kins, where he remained until 1959. As a graduate student
and later at Harvard, Morgan came to doubt Cannon’s then
current notion that hunger was the result of stomach con-
tractions. Morgan did a series of studies showing this could
not be a complete or even satisfactory account of hunger
and feeding behavior. Eliot Stellar and Robert McCleary,
then undergraduates at Harvard, worked with Morgan. They
focused on hoarding behavior and completed a classic
analysis of the internal and environmental factors control-
ling the behavior.

Lashley’s general notion of a central mechanism that
maintains activity was developed by Beach in an important
series of papers in the 1940s and by Morgan in the first edi-
tion of his important text, Physiological Psychology (1943),
into a central excitatory mechanism and ultimately a central
theory of drive. This view was given a solid physiological
basis by Donald B. Lindsley from the work he and H. W.
Magoun, G. Moruzzi, and associates were doing on the as-
cending reticular activating system. Lindsley sketched his ac-
tivation theory of emotion in his important chapter in the
Stevens Handbook (1951). Hebb (1955) and Stellar (1954)



58 Biological Psychology

pulled all these threads together into a general central theory
of motivation.

Eliot Stellar worked with Clifford Morgan as an under-
graduate at Harvard. After obtaining his doctorate in 1947 at
Brown University, he spent several years at Johns Hopkins
and joined the psychology department at the University of
Pennsylvania in 1954. Stellar did extensive work on brain
mechanism of motivation. He coauthored the revision of
Morgan’s text in 1950 and published his influential central
theory of drive in 1954.

Philip Teitelbaum (1955) did the classic work on charac-
terization of, and recovery from, the lateral hypothalamic
“aphagia” syndrome. He discovered the striking parallel with
the ontogenetic development of feeding behavior. In addi-
tion, he discovered more general aspects of the syndrome, for
example, “sensory neglect.”

Frank Beach received his doctorate from the University of
Chicago under Lashley in 1940 and then joined the American
Museum of Natural History in New York. He moved to Yale
in 1946, and then to the University of California, Berkeley, in
1958. From the beginning, he focused on brain mechanisms
of sexual behavior (see Beach, 1951). As the study of sexual
behavior developed, hormonal factors came to the fore and
the modern field of hormones and behavior developed. Beach
played a critical role in the development of this field, as did
the biologist W. C. Young of the University of Kansas. They
and their students shaped the field as it exists today.

Even within the field of hormones and behavior, several
fields have developed. Sexual behavior has become a field
unto itself. Another important field is the general area of
stress. The endocrinologist Hans Selye was an important in-
tellectual influence. Kurt Richter, a pioneering figure in this
field, took his BS at Harvard in 1917 and his doctorate
at Johns Hopkins in 1921 and was a dominant influence at
Hopkins. His early work was on motivation and feeding (see
Richter, 1927). His pioneering “cafeteria studies” in rats are
still a model (if given a wide choice of foods, they select a
relatively balanced diet). Richter then focused on the adrenal
gland, its role in diet and in stress. He also did pioneering
work on circadian rhythms in mammals. The modern field of
stress focuses on hormonal-behavioral interactions, particu-
larly adrenal hormones, as in the work of Seymore Levine
(1971).

Neal Miller represents a uniquely important tradition in
biological psychology. From the beginning of his career,
Miller was interested in physiological mechanisms of both
motivation and learning. He took his doctorate at Yale in
1935 and stayed on at Yale for many years, with a year out in
1936 at the Vienna Psychoanalytic Institute. Throughout his
career he has exemplified superb experimentation and an

unusual ability to synthesize. He was a pioneer in early stud-
ies of punishing and rewarding brain stimulation and their
roles in learning and in the study of conditioned fear (see
Miller, 1948, 1961). In later years, his work focused on
mechanisms of instrumental conditioning of autonomic
responses—biofeedback techniques—and brain mechanisms
of learning. The impact of his work is much wider than bio-
logical psychology, influencing learning theory, psychiatry,
and clinical medicine as well.

James Olds, whose untimely death in 1976 cut short an ex-
traordinary career, made the most important discovery yet in
the field of motivation—rewarding electrical self-stimulation
of the brain. He got his doctorate at Harvard and worked with
Richard Solomon. Solomon, although primarily a behavioral
student of learning, had considerable impact on biological
psychology through his theoretical-experimental analysis of
hypothetical central factors in learning. As a graduate student
Olds read and was much influenced by Hebb’s Organization
of Behavior and obtained a postdoctoral fellowship with
Hebb at McGill in 1953. He began work there with Peter
Milner. In his own words:

Just before we began our own work (using Hess’s technique for
probing the brain), H. R. Delgado, W. W. Roberts, and N. E.
Miller at Yale University had undertaken a similar study. They
had located an area in the lower part of the mid-line system
where stimulation caused the animal to avoid the behavior that
provoked the electrical stimulus. We wished to investigate posi-
tive as well as negative effects (that is, to learn whether stimula-
tion of some areas might be sought rather than avoided by the
animal).

We were not at first concerned to hit very specific points in
the brain, and, in fact, in our early tests the electrodes did not al-
ways go to the particular areas in the mid-line system at which
they were aimed. Our lack of aim turned out to be a fortunate
happening for us. In one animal the electrode missed its target
and landed not in the mid-brain reticular system but in a nerve
pathway from the rhinecephalon. This led to an unexpected
discovery.

In the test experiment we were using, the animal was placed
in a large box with corners labeled A, B, C, and D. Whenever the
animal went to corner A, its brain was given a mild electric shock
by the experimenter. When the test was performed on the animal
with the electrode in the rhinencephalic nerve, it kept returning
to corner A. After several such returns on the first day, it finally
went to a different place and fell asleep. The next day, however,
it seemed even more interested in corner A.

At this point we assumed that the stimulus must provoke
curiosity; we did not yet think of it as a reward. Further exper-
imentation on the same animal soon indicated, to our surprise,
that its response to the stimulus was more than curiosity. On the
second day, after the animal had acquired the habit of returning
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to corner A to be stimulated, we began trying to draw it away
to corner B, giving it an electric shock whenever it took a step
in that direction. Within a matter of five minutes the animal was
in corner B. After this the animal could be directed to almost
any spot in the box at the will of the experimenter. Every step
in the right direction was paid with a small shock; on arrival at
the appointed place the animal received a longer series of
shocks.

After confirming this powerful effect of stimulation of brain
areas by experiments with a series of animals, we set out to map
the places in the brain where such an effect could be obtained.
We wanted to measure the strength of the effect in each place.
Here Skinner’s technique provided the means. By putting the an-
imal in the “do-it-yourself” situation (i.e., pressing a lever to
stimulate its own brain) we could translate the animal’s strength
of “desire” into response frequency, which can be seen and
measured.

The first animal in the Skinner box ended all doubts in our
minds that electric stimulation applied to some parts of the brain
could indeed provide a reward for behavior. The test displayed
the phenomenon in bold relief where anyone who wanted to look
could see it. Left to itself in the apparatus, the animal (after about
two to five minutes of learning) stimulated its own brain regu-
larly about once very five seconds, taking a stimulus of a second
or so every time. (1956, pp. 107–108)

We think now that this brain reward circuit Olds discov-
ered underlies addictive behaviors. It includes the medial
forebrain bundle (MRB) containing the ascending dopamine
(and other neurotransmitters) projection system to the nu-
cleus accumbens and prefrontal cortex. Activation of this sys-
tem appears to be a common element in what keeps drug
users taking drugs. This activity is not unique to any one
drug; all addictive drugs affect this circuit.

Another direction of research in motivation and emotion
relating to brain stimulation concerns elicited behaviors, par-
ticularly from stimulation in the region of the hypothalamus.
This work is in some ways a continuation of the early work
by Hess. Thus, Hess described directed attack, from hypo-
thalamic stimulation in cats, as opposed to the “sham” rage of
decerebrate animals and certain other brain stimulation stud-
ies (“sham” because the animal exhibited peripheral signs of
rage without integrated behavior) (see Hess, 1957). John
Flynn, in a most important series of studies, was able to elicit
two quite different forms of attack behavior in cats—one a
quiet predation that resembled normal hunting and the other a
rage attack (Flynn, Vonegas, Foote, & Edwards, 1970). Elliot
Valenstein analyzed a variety of elicited consumatory-like
behaviors—eating, drinking, gnawing, and so forth—from
hypothalamic stimulation and their possible relations to the
rewarding properties of such stimulation (Valenstein, Cox, &
Kakolweski, 1970).

Current focus in the study of motivated behaviors is on de-
tailed physiological processes, particularly involving mecha-
nisms of gene expression of various peptide hormones in the
hypothalamus and their actions on the pituitary gland, and on
descending neural systems from the hypothalamus that act on
lower brain systems to generate motivated behaviors (see
e.g., Swanson, 1991). But we still do not understand the
neural circuitries underlying the fact that seeing the bear in
the woods makes us afraid.

COGNITIVE NEUROSCIENCE

The term cognitive neuroscience is very recent, dating per-
haps from the 1980s. The Journal of Cognitive Neuroscience
was first published in 1989. Indeed, Posner and Shulman’s
comprehensive chapter on the history of cognitive sci-
ence (1979) does not even mention cognitive neuroscience
(human imaging techniques were not yet much in use then).
The cognitive revolution in psychology is treated in the chap-
ter by Leahey in this volume. Here we note briefly the bio-
logical roots of cognitive neuroscience (see Gazzaniga,
1995).

Karl Lashley was again a key figure. One of the most im-
portant aspects of cognitive neuroscience dates from the
early days at the Orange Park laboratory, where young scien-
tists like Chow and Pribram began studies of the roles of the
association areas of the monkey cerebral cortex in learning,
memory, and cognition.

The 1950s was an especially rich time of discovery re-
garding how cognitive function was organized in the brain.
Pribram, Mortimer Mishkin, and Hal Rosvold at NIMH,
using lesion studies in monkeys, discovered that the temporal
lobe was critical for aspects of visual perception and mem-
ory. Work with neurologic patients also played a critical role
in uncovering the neural substrates of cognition. One partic-
ular discovery became a landmark in the history of memory
research. “In 1954 Scoville described a grave loss of recent
memory which he had observed as a sequel to bilateral
medial temporal resection in one psychotic patient and one
patient with intractable seizures. In both cases . . . removals
extended posteriorly along the medial surface of the temporal
lobes . . . and probably destroyed the anterior two-thirds of
the hippocampus and hippocampal gyrus bilaterally, as well
as the uncus and amygdala. The unexpected and persistent
memory deficit which resulted seemed to us to merit further
investigation.”

That passage comes from the first paragraph of Scoville
and Milner’s 1957 report, “Loss of Recent Memory after
Bilateral Hippocampal Lesions.” This publication became a
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landmark in the history of memory research for two reasons.
First, the severe memory impairment (or amnesia) could be
linked directly to the brain tissue that had been removed, sug-
gesting that the medial aspect of the temporal lobe was an
important region for a particular aspect of cognition, that is,
memory function.  Second, comprehensive testing of one of
the patients (H. M.) indicated that memory impairment could
occur on a background of otherwise normal cognition. This
observation showed that memory is an isolatable function,
separable from perception and other cognitive and intellec-
tual functions. 

The findings from patient H. M. (Scoville & Milner, 1957)
identified a region of the brain important for human memory,
that is, the medial portion of the temporal lobe. The damage
was originally reported to have included the amygdala, the
periamygdaloid cortex (referred to as the uncus in Scoville &
Milner, 1957), the hippocampal region (referred to as the
hippocampus), and the perirhinal, entorhinal, and parahip-
pocampal cortices (referred to as the hippocampal gyrus).
Recently, magnetic resonance imaging of patient H. M. has
shown that his medial temporal lobe damage does not extend
as far posteriorly as originally believed and that damage to
the parahippocampal cortex is minimal (the lesion extends
caudally from the temporal pole approximately 5 cm, instead
of 8 cm, as originally reported; Corkin, Amaral, Gonzalez,
Johnson, & Hyman, 1997). 

While these observations identified the medial temporal
lobe as important for memory, the medial temporal lobe is a
large region including many different structures. To deter-
mine which structures are important required that studies be
undertaken in which the effects of damage to medial tempo-
ral lobe structures could be evaluated systematically. Accord-
ingly, soon after the findings from H. M. were reported,
efforts were made to develop an animal model of medial tem-
poral lobe amnesia. During the next 20 years, however, find-
ings from experimental animals with intended hippocampal
lesions or larger lesions of the medial temporal lobe were
inconsistent and difficult to interpret. 

In 1978, Mishkin introduced a method for testing memory
in monkeys that captured an important feature of tests sensi-
tive to human memory impairment (Mishkin, 1978). This
method allowed for the testing of memory for single events at
some delay after the event occurred. The task itself is known
as the trial-unique delayed-nonmatching-to-sample task, and
it measures object recognition memory. In Mishkin’s study,
three monkeys sustained large medial temporal lobe lesions
that were intended to reproduce the damage in patient H. M.
The operated monkeys and three unoperated monkeys were
given the delayed-nonmatching-to-sample task in order to as-
sess their ability to remember, after delays ranging from eight

seconds to two minutes, which one of two objects they had re-
cently seen. The monkeys with medial temporal lobe lesions
were severely impaired on the nonmatching task, consistent
with the severe impairment observed in patient H. M. on delay
tasks. Thus, lesions that included the hippocampal region,
the amygdala, as well as adjacent perirhinal, entorhinal, and
parahippocampal cortices caused severe memory impairment.
This work, together with work carried out in the succeeding
few years, established a model of human amnesia in nonhu-
man primates (Mishkin, Spiegler, & Saunders, 1982; Squire &
Zola-Morgan, 1983). Although other tasks have been useful
for measuring memory in monkeys (object discrimination
learning, the visual paired-comparison task; see below), much
of the information about the effects of damage to medial tem-
poral lobe structures has come, until recently, from the
delayed-nonmatching-to-sample task.

Once the animal model was established, systematic and cu-
mulative work eventually identified the structures in the me-
dial temporal lobe that are important for memory. The
important structures are the hippocampal region and the ad-
jacent perirhinal, entorhinal, and parahippocampal cortices
(for reviews, see Mishkin & Murray, 1994; Zola-Morgan &
Squire, 1993). The amygdala proved not to be a component
of this memory system, although it can exert a modulatory
action on the kind of memory that depends on the medial tem-
poral lobe system (Cahill & McGaugh, 1998).

The medial temporal lobe is necessary for establishing one
kind of memory, what is termed long-term declarative or ex-
plicit memory. Declarative memory refers to the capacity for
conscious recollection of facts and events (Squire, 1992). It
is specialized for rapid, even one-trial learning, and for
forming conjunctions between arbitrarily different stimuli. It
is typically assessed in humans by tests of recall, recognition,
or cued recall, and it is typically assessed in monkeys by tests
of recognition (e.g., the delayed-nonmatching-to-sample
task). The medial temporal lobe memory system appears
to perform a critical function beginning at the time of learn-
ing in order that representations can be established in long-
term memory in an enduring and usable form (see also
Eichenbaum, Otto, & Cohen, 1994). 

Another important discovery that paralleled in time the
work on the medial temporal lobe system involved the un-
derstanding that there is more than one kind of memory.
Specifically, work with amnesic patients and with experi-
mental animals who sustained lesions to specific brain
regions showed that other kinds of abilities (including skills,
habit learning, simple forms of conditioning, and the phe-
nomenon of priming, which are collectively referred to as
nondeclarative memory) lie outside the province of the me-
dial temporal lobe memory system. Nondeclarative forms of
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memory are intact in amnesic patients and intact in monkeys
with medial temporal lobe lesions. For example, classical
delay conditioning of skeletal musculature depends on the
cerebellum (Thompson & Krupa, 1994), conditioning of
emotional responses depends on the amygdala (Davis, 1992;
LeDoux, 2000), and habit learning (win-stay, lose-shift re-
sponding) depends on the neostriatum (Packard, Hirsh, &
White, 1989; Salmon & Butters, 1995). Nondeclarative
memory thus refers to a variety of ways in which experience
can lead to altered dispositions, preferences, and judgments
without providing any conscious memory content.

Further work with monkeys has demonstrated that the
severity of memory impairment depends on the locus and
extent of damage within the medial temporal lobe memory
system. Damage limited to the hippocampal region causes
significant memory impairment, but damage to the adjacent
cortex increases the severity of memory impairment. It is im-
portant to note that the discovery that larger medial temporal
lobe lesions produce more severe amnesia than smaller le-
sions is compatible with the idea that structures within the
medial temporal lobe might make qualitatively different con-
tributions to memory function. This is because anatomical
projections carrying information from different parts of the
neocortex enter the medial temporal lobe memory system at
different points (Suzuki & Amaral, 1994). 

Another important brain area for memory is the dien-
cephalon. However, the critical regions in the diencephalon
that when damaged produce amnesia have not at the time of
writing been identified with certainty. The important struc-
tures appear to include the mediodorsal thalamic nucleus,
the anterior nucleus, the internal medullary lamina, the
mammillo-thalamic tract, and the mammillary nuclei. Be-
cause diencephalic amnesia resembles medial temporal lobe
amnesia in many ways, these two regions together probably
form an anatomically linked, functional system.

These findings in monkeys are fully consistent with the
findings from human amnesia. Damage limited to the hip-
pocampal region is associated with moderately severe amne-
sia (Rempel-Clower, Zola, & Squire, 1996; Zola-Morgan,
Squire, Rempel, Clower, & Amarel, 1992), and more exten-
sive damage that includes the hippocampal region as well as
adjacent cortical regions is associated with more severe
memory impairment (Corkin, 1984; Mishkin, 1978; Rempel-
Clower et al., 1996; Scoville & Milner, 1957).

The same principle, that more extensive damage produces
more severe impairment, has also been established for the
hippocampus proper in the case of the rat (E. Moser, Moser,
& Andersen, 1993; M. Moser, Moser, & Forrest, 1995). The
dorsal hippocampus of the rat is essential for spatial learning
in the water maze, and progressively larger lesions of this

region produce a correspondingly larger impairment. Thus, in
all three species it has turned out that the brain is organized
such that memory is a distinct and separate cognitive func-
tion, which can be studied in isolation from perception and
other intellectual abilities. Information is still accumulating
about how memory is organized, what structures and connec-
tions are involved, and what functions they support. The dis-
ciplines of both psychology and neuroscience continue to
contribute to this enterprise.

Roger Sperry was another key player in the origins of cog-
nitive neuroscience. He received his doctorate in zoology at
the University of Chicago and then joined Lashley for a year
at Harvard and moved with Lashley to the Yerkes Primate
Laboratory at Orange Park, where he stayed for some years.
Sperry did his pioneering studies on the selective growth
of brain connections during this time (see Sperry, 1951).
Lashley was fascinated by the mind–brain issue—the brain
substrates of consciousness (although he never wrote about
it)—and often discussed this problem with his younger col-
leagues at Orange Park (Sperry, personal communication). In
more recent years, Sperry and his associates at the California
Institute of Technology tackled the issue with a series of com-
missurotomy patients—the human “split-brain” studies. This
work proved to be extraordinary, perhaps the most important
advance in the study of consciousness since the word itself
was developed many thousands of years ago (Sperry, 1968).

Another key origin of the modern field of cognitive neuro-
science is the study of humans with brain damage, as in
Milner’s work on H. M. noted earlier. Other influential scien-
tists in the development of this field were Hans-Lukas Teuber
and Brenda Milner. Karl Pribram also played a critical role.
Teuber received his early training at the University of Basel,
obtained his doctorate at Harvard, and studied with Karl
Lashley. He became chairman of the psychology department
at MIT in 1961. In the 1940s, he published an important se-
ries of papers in collaboration with Bender and others on per-
ceptual deficits following penetrating gunshot wounds of the
brain. Later he also investigated the effects of frontal lesions
on complex performance in humans.

Brenda Milner received her undergraduate training at
Cambridge; then after the war she came to Canada and stud-
ied for her PhD at McGill University under Hebb’s supervi-
sion. Hebb arranged for her to work with Wilder Penfield’s
neurosurgical patients at the Montreal Neurological Institute.
Her work on temporal lobe removal in humans, including
H. M., really began modern study of the memorial functions
of the hippocampus (see earlier). She also collaborated on
studies with Roger Sperry and with Karl Pribram.

Another very important influence in modern cognitive
neuroscience comes from the Soviet scientist Alexander
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Luria, who died in 1977. Luria approached detection and
evaluation of damage to higher regions of the human brain
both as a clinician with extraordinary expertise in neurology
and as a scientist interested in higher functions of the nervous
system (e.g., his book Language and Cognition, 1981).

Yet another origin of cognitive neuroscience is recording
the activity of the human brain, initially using the EEG.
Donald Lindsley was a pioneer in this work. Lindsley did
his graduate work at Iowa and worked with L. E. Travis,
himself an important figure in psychophysiological record-
ing. Lindsley then took a three-year postdoctoral at Har-
vard Medical School (1933–1935). The neurophysiologist
Alexander Forbes was at Harvard doing pioneering studies
on brain-evoked potentials and EEG in animals. The first
human EEG recording laboratory was set up at Harvard, and
Lindsley and other pioneering figures such as Hallowell Davis
did the first EEG recording in America (Lindsley, 1936).

More recently, the method of averaging evoked potentials
recorded from the human scalp made it possible to detect
brain signals relevant to behavioral phenomena that could not
be detected with individual trial recording. Donald Lindsley
was a pioneer in this field as well, doing early studies on
evoked potential correlates of attention. E. Roy John and oth-
ers developed complex, comprehensive methods of quantita-
tive analysis of EEG and evoked potential recordings.

But the techniques that have revolutionized the study of
normal human brain organization and functions are of course
the methods of imaging. The first such method was X-ray-
computed tomography, developed in the early 1970s. The
major innovation beyond simple X rays was complex mathe-
matical and computer techniques to reconstruct the images. 

Somewhat later, positron emission tomography (PET) was
developed. It is actually based on a long used method in
animal neuroanatomy—autoradiography. In this technique, a
radioactive substance that binds to a particular type of mole-
cule or brain region is infused and brain sections are prepared
and exposed to X-ray film. For humans PET involves inject-
ing radioactive substances, for example, radiolabeled oxygen
(15O), in water. Increased neuronal activity in particular re-
gions of the brain causes a rapid increase in blood flow to the
regions, as shown years earlier in work by Seymore Kety and
others. Consequently, the radioactive water in the blood be-
comes more concentrated in active brain areas and is de-
tectable by radioactivity detectors.

The most widely used method at present is magnetic reso-
nance imaging (MRI). This is based on the fact that changes
in blood flow cause changes in the blood’s magnetic proper-
ties, which can be detected as changes in a strong imposed
magnetic field. This method was first used in 1990 (Ogawa,
Lee, Kay, & Tank). The current procedure is termed

functional MRI (fMRI), involving very fast acquisition of
images. A landmark publication in human brain imaging is
the elegant book by two pioneers in the field, Michael Posner
and Marcus Raichle, Images of Mind (1994). The fMRI pro-
cedures have several advantages, such as the fact that they
are noninvasive—no radioactive substance is injected—and
provide better spatial resolution than does PET imaging.
Functional magnetic resonance imaging exploits variations
in magnetic susceptibility that arise from molecular binding
of oxygen to hemoglobin, which can be used to detect blood
flow changes associated with neuronal activity. At the present
time, these neuronal activity-related signals can be derived
from areas of the brain with a spatial resolution of 1 to 2 mm.
Moreover, the temporal resolution of this functional imaging
technique is compatible with the time course needed to carry
out most perceptual and cognitive operations. An important
and promising strategy for the use of fMRI is its use in con-
junction with other kinds of neurobiological techniques, in-
cluding neurophysiology and anatomical and behavioral
analyses. Thus, fMRI provides an extraordinary new window
through which one can probe the neural machinery of cogni-
tion (Albright, 2000).

CONCLUSION

Physiological psychology, the field concerned with biologi-
cal substrates of behavior and experience (mind), has to be
the most important discipline in psychology and the life sci-
ences. The two great questions in science are the nature of the
universe and the nature of the mind. Over the past century,
the field of physiological psychology has spun off a number
of areas that are now separate fields in their own right: vision,
audition, psychophysiology, behavioral genetics, behavioral
neuroscience, and cognitive neuroscience. It seems that in
this sense physiological psychology is destined to self-
destruct. But to participate in the process is surely among the
most exciting intellectual endeavors of our time. 
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Comparative psychology has been a part of American psy-
chology since its emergence as a separate discipline. As early
as 1875, William James wrote to Harvard University presi-
dent Charles W. Eliot “that a real science of man is now being
built up out of the theory of evolution and the facts of ar-
chaeology, the nervous system and the senses” (James,
1875/1935, p. 11). G. Stanley Hall (1901), founder of the
American Psychological Association (APA), regarded the
study of the evolution of the human soul as “the newest and
perhaps richest field for psychology” (pp. 731–732). Future
Yale University president James Rowland Angell (1905)
wrote that “if the evolutionary doctrine is correct, there
seems to be no reason why we should not discover the fore-
runners of our human minds in a study of the consciousness
of animals” (p. 458). Although the field has changed greatly
over more than a century, some of the problems addressed
during this earlier era remain relevant today (Boakes, 1984;
Dewsbury, 1984).

There is no universally accepted definition of comparative
psychology, although there is general agreement concerning
which research is included, excluded, or falls near its bound-
aries. Comparative psychology may be regarded as that part
of the field of animal psychology, the psychology of nonhu-
man animals, not included within either physiological psy-
chology or process-oriented learning studies. Such research

generally is conducted on either species or behavioral pat-
terns not generally utilized in those fields. Comparative psy-
chology fits within the broad field of animal behavior studies,
which includes research by scientists from many disciplines.
Much research within comparative psychology includes no
overt comparisons among species. The goals are to develop
a complete understanding of general principles governing
mind and behavior including its origins (evolutionary, ge-
netic, and developmental), control (internal and external),
and consequences (for the individual, the surrounding envi-
ronment, and for subsequent evolution). Comparison is but
one method of reaching such understanding. Comparative
psychologists take seriously the effects of behavior on differ-
ential reproduction and, ultimately, evolutionary change. In
an article on the contributions of comparative psychology to
child study, a favorite approach of Hall’s, Linus Kline (1904)
used the term zoological psychology as a label for the field;
this may be a more accurate descriptive title than compara-
tive psychology because it highlights the connection of
comparative psychology with zoology—especially so-called
whole-animal biology.

In this chapter, I trace the history of comparative psychol-
ogy from early cave paintings to the present. This entails first
a consideration of the British forerunners of comparative psy-
chology and the emergence of the field prior to World War I.
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This was followed by a postwar period of decline, as younger
comparative psychologists were unable to sustain careers,
and then by a resurgence of activity between the world wars.
The field has remained active since World War II and
has been strongly influenced by developments in European
ethology, sociobiology, and cognitive science.

EARLY HISTORY

Humans have a long history of interest in animal behavior.
Perhaps the first evidence of this is from the cave paintings
depicting animals in southern Europe dating from the Upper
Paleolithic period, 35,000 to 10,000 years before the present.
Domestication of animals began about 11,500 years ago in
the Middle East and Asia (Singer, 1981). Among the ancient
Greeks, Herodotus (c. 425 B.C.) described habits and behav-
ior of animals and made observations on animal physiology.
Interest in animals was brought to a new level by Aristotle
(384–322 B.C.). He relied on observation and inductive rea-
soning, not just speculation, to develop a natural history of
many species. Aristotle believed in the continuity of species,
though he believed species to be fixed rather than evolving.
He also proposed the notion of a Scala naturae, a single di-
mension along which all species could be ordered. Although
this idea, transformed from dealing with the characteristics of
the animals’ souls to their level of intelligence, is still popu-
lar today, it is widely regarded as fallacious. Evolution is
branching, and species do not lie along a single continuum.

During the long period from the ancient Greeks to the
mid-nineteenth century, interest in animal behavior was
strong in three areas. Such individuals as Frederick II of
Hohenstaufen (1194–1250), John Ray (1627–1705), and
Charles George Leroy (1723–1757), studied animal behavior
in nature and developed the area of natural history. A second
area was applied animal behavior, where domestication and
selective breeding of livestock, dogs, and other species con-
tinued and was perfected. Falconers developed remarkable
skills in the control of behavior (Mountjoy, 1980).

Finally, the relation between human and nonhuman
animals became an area of interest to philosophers. The
seventeenth-century French philosopher René Descartes is
credited with popularizing the view that there is an absolute
gulf between humans and all other species. According to
Descartes, humans are the only ones to possess the immate-
rial rational soul that enables abstract reasoning and self-
awareness; animals are automata that can carry on simple
mental functions but cannot think or have language. Darwin’s
work would discredit this dichotomy. An interesting di-
chotomy developed between the British and continental

philosophers regarding the developmental origins of ideas.
British philosophers such as John Locke and David Hume be-
lieved that all knowledge originated in experience. For Locke,
the mind was a tabula rasa, or blank slate. Continental philoso-
phers, such as Immanuel Kant, proposed the existence of an ac-
tive mind with a priori properties, such as categories, that acted
on experience to produce knowledge. This geographic differ-
ence can be seen in contrasting the British and continental ap-
proaches to the field of ethology in the twentieth century.

FORERUNNERS OF COMPARATIVE
PSYCHOLOGY

The intellectual grounding for a comparative psychology was
provided in the nineteenth century with the development of
the theory of evolution. The notion that evolution had oc-
curred did not originate with Charles Darwin but rather de-
veloped with the work of such individuals as Erasmus
Darwin (his grandfather), Jean-Baptiste Pierre Antoinne de
Monet de Lamarck, and Robert Chambers. Darwin provided
a viable mechanism, the theory of natural selection, and es-
tablished that no mystical forces affected the direction of
evolutionary change. Change is the result of differential re-
production under prevailing circumstances. What was critical
for comparative psychology was the solidification of the idea
that human and nonhuman animal behavior is continuous and
thus both can be studied and compared with similar methods.
This need not imply that there are no important differences
between humans and nonhuman animals (henceforth called
animals), but only that there are similarities and that any dif-
ferences will best be revealed through careful comparisons.
Although his Origin of Species (1859) and Descent of Man
(1871) are Darwin’s best-known works, The Expression of
the Emotions in Man and Animals (1872) was especially im-
portant for comparative psychology because it showed how a
comparative study of behavior might be conducted. Among
Darwin’s many contributions to comparative psychology, we
should remember that in the 1871 work Darwin laid out im-
portant principles of sexual selection, the manner in which
individual males and females find mates and achieve repro-
ductive success. Sexual selection has been an important topic
in the field of comparative psychology in recent years.

Darwin’s protégé was George John Romanes, an excellent
scientist, who worked with jellyfish, starfish, and sea urchins
(Romanes, 1885). He was also committed to demonstrating
Darwin’s principle of continuity in instinct and mind in hu-
mans and animals. In Animal Intelligence (1882), Romanes,
like most of his contemporaries, relied heavily on anecdotes,
reports of single instances of behavior provided by various
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associates. Although he tried to be careful in selecting these,
some of them are rather far-fetched and have led to a vilifica-
tion of Romanes and his methods. His reputation was fur-
ther tarnished because, in his efforts to establish continuity,
he tended to anthropomorphize (i.e., attribute human proper-
ties to animals). Romanes’s many contributions are often
neglected.

A more conservative approach to animal behavior was
taken by another Englishman, C. Lloyd Morgan, in his book
An Introduction to Comparative Psychology (1894). Al-
though this was a multifaceted work, Morgan is best remem-
bered for one sentence, which has come to be known as
Lloyd Morgan’s Canon:

In no case may we interpret an action as the outcome of the ex-
ercise of a higher psychical faculty, if it can be interpreted as the
outcome of the exercise of one which stands lower in the psy-
chological scale. (p. 53)

Morgan clearly believed in a hierarchy of psychological
processes, with some processes being higher, or more com-
plex, than others. He suggested that we can only invoke the
higher processes when behavior cannot be explained in terms
of lower, or simpler, psychological processes. This principle
is often confused with a related dictum, the law of parsimony
(Dewsbury, 1984; Newbury, 1954). The terms “law of parsi-
mony” and “Occam’s razor” can be used interchangeably for
most purposes. These terms refer to the assumptions made in
providing an explanation rather than to the complexity of the
psychological processes that are invoked. Thus, other things
being equal, we should strive for explanations that do not
multiply explanatory principles and that are simple explana-
tions in that sense. Morgan (1894), by contrast, noted that
“the simplicity of an explanation is no necessary criterion of
its truth” (p. 54). It would be possible to construct an inter-
pretation based on lower psychological processes but that
introduces numerous additional assumptions and is thus con-
sistent with Morgan’s Canon but inconsistent with the law of
parsimony or one that is parsimonious but in violation of the
canon. The canon implies, for example, that we should be
very careful in attributing consciousness to animals. By no
means did Morgan wish to suggest that animals lack con-
sciousness; rather, he meant that we could invoke such a
process only when necessary to explain observations that
could not be explained with psychologically lower complex
processes.

Other investigations in the growing field of animal
behavior studies were conducted by such Britishers as
Douglas A. Spalding, Sir John Lubbock, and L. T. Hobhouse
and Americans such as Lewis Henry Morgan, T. Wesley

Mills, George W. Peckham, and Elizabeth Peckham. Espe-
cially notable was the work of Charles H. Turner on the com-
parative psychology of crayfish, ants, spiders, bees, and other
invertebrates. Turner was an African American scientist of
the time who published significant research in major journals
(see Cadwallader, 1984).

COMPARATIVE PSYCHOLOGY BEFORE
WORLD WAR I

Building on these foundations, comparative psychology
emerged as a significant, visible discipline during the late
nineteenth and early twentieth centuries in the universities of
the United States (see Dewsbury, 1992). Hall had been called
to the presidency of Clark University and brought with him
Edmund C. Sanford, who ran the laboratory. They taught
courses and attracted students to comparative psychology.
The laboratory course included work on microscopic ani-
mals, ants, fish, chicks, white rats, and kittens. Graduate stu-
dent Linus Kline (1899), who did some of the teaching,
suggested that “a careful study of the instincts, dominant
traits and habits of an animal as expressed in its free life—in
brief its natural history should precede as far as possible any
experimental study” (p. 399). The best known of the early
Clark studies were those on maze learning published by
Willard S. Small (1901). Kline mentioned to Sanford that he
had observed runways built by feral rats under the porch of
his father’s cabin in Virginia, and Sanford suggested the use
of a Hampton Court maze as an analog of the learning re-
quired of rats in nature (Miles, 1930). Small and Kline con-
structed the mazes and other devices in which to study the
learning process in rats. Thus, the early studies were designed
to mimic situations the subjects faced under natural condi-
tions. The Clark program was not limited to such studies.
Under the influence of Hall, there was a strong developmen-
tal focus, as in Small’s (1899) study of the development of
behavior in rats and in Conradi’s (1905) study of the devel-
opment of song in English sparrows. James P. Porter (1906)
analyzed the naturally occurring behavioral patterns of two
genera of spiders.

Robert M. Yerkes, under the influence of William James
and Hugo Münsterberg, was a mainstay of comparative
psychology during this period at Harvard. He studied the be-
havior of a wide variety of invertebrates such as crayfish
(Yerkes & Huggins, 1903) and published one of the early
classics of the field, The Dancing Mouse (Yerkes, 1907), a
comprehensive study of a mutant mouse strain. Yerkes and
his students also studied a variety of behavioral patterns and
species, including sensory function, such as Cole’s (1910)
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study of the reactions of frogs to four chlorides; genetics and
development, such as Yerkes and Bloomfield’s (1910) study
of the reactions of kittens to mice; and learning, such as
Coburn and Yerkes’s (1915) study of crows.

Edward Bradford Titchener dominated psychology at
Cornell University. Although he is often portrayed as having
opposed comparative psychology, he conducted a number of
studies in the field early in his career (Dewsbury, 1997). A
prize student at Cornell was his first PhD, Margaret Floy
Washburn, who later became the second woman elected to
the presidency of the APA. Her most notable contribution to
comparative psychology was her book The Animal Mind
(1908), that went through four editions and was the standard
textbook in comparative psychology into the 1930s. Re-
search at Cornell included a study of vision in fish (M. F.
Washburn & Bentley, 1906) and one on learning in parame-
cia (Day & Bentley, 1911). Even Edwin G. Boring (1912),
future historian of psychology, published a study of phototro-
pisms in flatworms.

The pride of the program at the University of Chicago,
directed by Angell, was John Broadus Watson. Although
Watson became famous later in his career for his writings
on behaviorism, he did work in comparative psychology dur-
ing his younger years. His dissertation, Animal Education
(Watson, 1903), was an early study in developmental psy-
chobiology, as Watson tried to correlate the development of
learning in rats with the development of the nervous system.
Watson also studied imitation in monkeys and spent several
summers studying noddy and sooty terns on the Dry Tortugas
Islands off Florida (e.g., Watson & Lashley, 1915). This study
anticipated some later research in ethology. Many psycholo-
gists who know only his writings on behaviorism are
surprised by his earlier thinking on instinctive behavior
(Watson, 1912). Most of the other students in animal psy-
chology at Chicago worked on rats, although Clarence S.
Yoakum (1909) studied learning in squirrels.

Edward L. Thorndike had a brief, but extremely influen-
tial, career in comparative psychology. After conducting
some research with William James at Harvard, Thorndike
moved to Columbia University, where he completed his PhD
under James McKeen Cattell in 1898. After a year at Western
Reserve University, he returned to Columbia, where he spent
the remainder of his career, most of it as an educational psy-
chologist. His dissertation, Animal Intelligence (Thorndike,
1898), was a classic study of cats learning to escape from puz-
zle boxes; Thorndike (1911) later expanded this work with
the addition of several previously published articles. He be-
lieved that cats used simple trial and error to learn to operate
manipulanda to escape from the compartments in which they
had been enclosed; they kept emitting different behavioral

patterns until one was successful. Further, he believed that
virtually all learning in all species followed the same laws of
trial-and-error and reward (the law of effect). This provided
little impetus for comparative analysis. Thorndike’s major
contribution was the development of precise methods for
careful study of learning in the laboratory. In the tradition of
C. L. Morgan, Thorndike generally sought to explain behav-
ior in terms of relatively simple processes and eschewed no-
tions of insight in creative problem solving. T. Wesley Mills
took a very different approach, closer to that of Romanes than
to that of Morgan. This led to a bitter exchange of mutually
critical articles. Mills emphasized the importance of testing
under natural conditions, writing of Thorndike’s puzzle box
experiments that one might “as well enclose a living man in a
coffin, lower him, against his will, into the earth, and attempt
to deduce normal psychology from his conduct” (Mills, 1899,
p. 266). Thorndike (1899) defended his research as the only
way “to give us an explanatory psychology and not fragments
of natural history” (p. 415).

Karl S. Lashley, best known as a physiological psycholo-
gist, also had a lifelong interest in comparative psychology.
He was influenced by Watson at Johns Hopkins and spent one
summer working with him on the tern project. Lashley influ-
enced comparative psychology not only through his research
and integrative writings but also through his students. Harry
M. Johnson was another Hopkins-trained comparative psy-
chologist, as exemplified in his study of visual pattern dis-
crimination in dogs, monkeys, and chicks (Johnson, 1914).

Other comparative psychologists in graduate school dur-
ing this period included John F. Shepard at the University of
Michigan, who did many studies of learning in ants and rats
(see Raphelson, 1980), and William T. Shepherd at George
Washington University, who worked on a variety of species
(e.g., Shepherd, 1915).

Perhaps the most influential foreign-born comparative
psychologist was Wolfgang Köhler, who completed a doctor-
ate at the University of Berlin in 1909. Much of his career
was devoted to the development and promotion of Gestalt
psychology. His major work in comparative psychology was
conducted on the island of Tenerife in the Canary Islands dur-
ing World War I. Köhler’s best-known studies were of prob-
lem solving with chimpanzees. These studies used such tasks
as the stacking of boxes to reach a banana suspended above
the animals’ enclosure and stick problems in which the chim-
panzees had to manipulate sticks of one sort or another to
reach a banana that was placed outside of the enclosure
where it could be reached with a stick but not without it
(Köhler, 1925).

Little original theory was created during this period. The
guiding theoretical framework came from the theory of
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evolution. Attention was devoted to building an empirical
foundation for the field. The range of species studied was ex-
tensive. Although the study of learning came to be especially
prominent, there was much research on sensory function, de-
velopment, and social behavior as well. Although only a few
comparative psychologists studied animal behavior in the
field, many were aware of the place of their study subjects in
nature and used that awareness in understanding behavior.

Although the foundations for a stable field of comparative
psychology appeared to have been laid, it was not to be—at
least not yet. A number of problems arose. The major diffi-
culty lay in the place of comparative psychology, as a study
of behavior in animals, in psychology, a discipline most
viewed as the study of mind and behavior in humans. Despite
its intellectual and historical connections with the rest of psy-
chology, comparative psychology was perceived as a periph-
eral field. Pressures were brought to bear on those trained in
comparative psychology to switch and move to other re-
search areas, especially applied fields. At Harvard, for exam-
ple, Münsterberg (1911) wrote of Yerkes to President Abbott
Lawrence Lowell that “anyone interested in those animal
studies alone is in no way a real psychologist, and really no
longer belongs in the philosophy department.” The situation
was complicated because psychologists doing laboratory
studies of animals required special facilities that were both
expensive and viewed by some as undesirable because of
odor and atmosphere. Some had philosophical objections to
animal research. It became clear to many that the path to pro-
motion was to leave comparative psychology for applied
fields (Dewsbury, 1992). As a result, most comparative psy-
chologists educated during these years followed such paths
and left the field. The American entry into World War I and
the loss of personnel to military endeavors exacerbated the
situation.

BETWEEN THE WORLD WARS

The period running from the late 1910s and through the
1920s was a nadir for the field. With the old foundation for
the field gone, a new one had to be constructed.

Leaders of the Reconstruction

Few psychologists were in the universities to engage in re-
construction. Harvey Carr and Walter Hunter, products of the
Chicago program, remained active, as did Karl Lashley,
who was influential in the careers of many aspiring compara-
tive psychologists. After the war, Yerkes spent several years
in Washington before Angell, then the president of Yale

University, brought him to New Haven in 1924. Yerkes and
Lashley would be pivotal in the redevelopment of compara-
tive psychology that would help to establish it as a field that
has been strong ever since. Several other individuals who
would lead the reformulation of comparative psychology
were educated in other programs scattered about the country.

Although Yerkes functioned as an administrator in
Washington until 1924, he never lost sight of his plan for a re-
search station where nonhuman primates might be studied
(Yerkes, 1916). In 1915, he took a half-year sabbatical to
conduct research on primates in California. In 1923 he pur-
chased two animals, Chim and Panzee, for study, primarily at
his summer home in New Hampshire. The following sum-
mer, he studied primates in the colony of a private collector,
Madame Rosalia Abreu in Havana, Cuba. All the while, he
was publishing material on primate research (e.g., Yerkes,
1925) and lobbying various private foundations for funds for
a primate facility. Finally, in 1925 the Rockefeller Founda-
tion appropriated funds to support a primate facility in New
Haven and, in 1929, for a feasibility study for a remote pri-
mate station. Later that year, $500,000 was granted and
Yerkes established the Anthropoid Station of Yale University
(later renamed the Yale Laboratories of Primate Biology
when it was incorporated in 1935 and the Yerkes Laborato-
ries of Primate Biology upon its founder’s retirement). The
facility would remain in Orange Park until 1965 and was a
focal point of research on the great apes.

Lashley moved to the University of Minnesota in 1917
and, with an interlude of work in Washington, D.C., remained
there until he moved to Chicago, first to the Behavior
Research Fund of the Institute for Juvenile Research in 1926
and then to the University of Chicago in 1929. He moved to
Harvard University in 1935, and in 1942, he became the sec-
ond director of the Yerkes Laboratories of Primate Biology in
Orange Park, Florida, from which he retired in 1955.

New Blood for Comparative Psychology 

A cluster of comparative psychologists of lasting impact
completed graduate training during the 1920s and 1930s. Per-
haps the first of the new generation of comparative psycholo-
gists was Calvin P. Stone, who completed his PhD under
Lashley at Minnesota in 1921. Stone went on to a long career
at Stanford University, where he was noted for his studies of
sexual behavior and the development of behavior, for his ed-
itorial work, and for mentoring numerous students.

Zing-Yang Kuo, a native of Swatow, Kwangton, China,
completed a doctorate with Edward C. Tolman at the Univer-
sity of California at Berkeley in 1923. The primary issue
with which Kuo grappled during his career was the nature of
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development and the relative roles of nature and nurture. At
various stages of his career he concluded that there was either
little evidence of genetic effects or that genetic and environ-
mental influences were so intimately entwined that it was im-
possible to separate them. Although he was able to publish
some articles throughout his career, his difficulty in finding
employment in the United States and his involvement in ad-
ministrative and political turmoil in China greatly limited his
influence.

Carl J. Warden completed a PhD at the University of
Chicago in 1922; he spent much of his career at Columbia
University. Among his contributions to the field were his
writings on the history of comparative psychology, text-
books, and research. The latter often entailed use of the
Columbia Obstruction Box, in which a rat had to cross a
shock grid in order to reach an incentive (e.g., Warden, 1931).
The greater the intensity of the shock the animal was willing
to endure, the greater was the animal’s drive believed to be.

Henry W. Nissen completed a PhD with Warden at
Columbia in 1929. He spent much of career working on pri-
mate behavior under the influence of Yerkes, first at Yale
University and later at the Yerkes Laboratories of Primate
Biology. He was the director of the latter facility from 1955
to 1958. Nissen is said to have known more about chim-
panzees and their behavior than anyone else of his time but
was a self-effacing psychologist whose influence was limited
by his reticence. Nevertheless, his career was prominent
enough to earn him election to the prestigious National
Academy of Sciences of the United States.

A remarkable cluster of students worked with Lashley at
the University of Chicago during the early 1930s (Dewsbury,
in press-a). Norman R. F. Maier completed a PhD with
Shepard at Michigan in 1928 and, after a year on the faculty
at Long Island University, went to work with Lashley during
1929–1931. He then spent most of his career back at
Michigan. In comparative psychology, Maier is best known
for his studies of problem solving in which he suggested that
rats do not learn to solve complex processes via the simple
associative processes suggested by Thorndike but rather use
a process of reasoning (e.g., Maier, 1937). This was part of a
fairly substantial interest in cognitive approaches to behavior
during the 1930s (Dewsbury, 2000). He was also interested in
the abnormal behavior, including fixations and seizures, that
sometimes occurred in his testing situations.

Theodore C. Schneirla also completed his doctorate with
Shepard at Michigan in 1928. Shepard interested Schneirla
in studies of the behavior of ants, which became the focus
of Schneirla’s career. In 1927, he moved to New York Uni-
versity, combining his duties there with a position at the
American Museum of Natural History during much of his

career. He went to work with Lashley in Chicago during
1930–1931. Schneirla was a primary exemplar of the role of
field research in comparative psychology, as he made many
trips to study the complex adaptive patterns of various
species of ants at many sites. He also conducted notable lab-
oratory research on learning in ants. Schneirla also engaged
in theory construction. He advocated a concept of integrative
levels, occupied by different species. With this concept, he
called for caution in generalizing across widely diverse taxa.
He also was a strong advocate of the epigenetic approach to
development and opposed the notion that some behavioral
patterns are innate. He believed that tendencies to approach
toward and withdraw from stimuli of varying intensities
played an important role in development (see Aronson,
Tobach, Rosenblatt, & Lehrman, 1969).

Frank A. Beach completed an MA degree at the Kansas
State Teachers College in Emporia before going to Chicago
to complete his doctorate. He worked with Lashley during
1933–1934, taught high school for a year, and then returned
to Chicago for further graduate work. Lashley was gone by
then, but Beach followed him to Harvard in 1936. He com-
pleted the final requirements for the Chicago PhD in 1940.
Beach spent his career at the American Museum of Natural
History, Yale University, and the University of California,
Berkeley. He is probably best known today for a series of
incisive articles he wrote about the state of comparative psy-
chology and the conceptual foundations thereof. The best-
known example is his “The Snark Was a Boojum” (Beach,
1950). Beach argued that throughout the first half of the
twentieth century, comparative psychologists had become
interested in a more narrow range of behavioral patterns
and progressively fewer species, primarily white rats. He
suggested that this was not a healthy development. In “The
Descent of Instinct” (1955), he criticized simplistic concep-
tions of the concept of instinct. His research program was a
broadly based attack directed primarily at the determinants of
reproductive behavior. He was interested in the neural bases,
endocrine correlates, evolution, development, and situational
determinants of reproductive and social behavioral patterns. 

Isadore Krechevsky, later David Krech, studied first at
New York University but completed his doctorate with
Edward C. Tolman at the University of California at Berke-
ley. He then moved to the University of Chicago, initially
with Lashley, where he remained from 1933 to 1937. A polit-
ical activist, he had to change affiliations with some fre-
quency because of difficulties with administrators, but he
spent the last part of his career, beginning in 1947, at Berke-
ley. Krechevsky (1932) showed that as rats learn mazes, they
appear to form “hypotheses,” systematic runs of choices gov-
erned by different rules, each of which is tried as a solution
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is sought. As with Maier’s work, this was part of the 1930s
effort in comparative cognition.

The fifth important comparatively oriented student to
work with Lashley at Chicago was Donald Olding Hebb.
Hebb moved to Chicago in 1934 and accompanied his men-
tor to Harvard after one year. He received a Harvard PhD in
1936. He then filled positions in Canada and, in 1942, re-
joined Lashley in Orange Park. In 1947, Hebb joined the fac-
ulty at McGill, from which he retired in 1974. Like Lashley,
Hebb is best remembered for his contributions to physiologi-
cal psychology. His The Organization of Behavior (1949) was
important in the reinvigoration of physiological psychology
after World War II and introduced the so-called Hebb synapse
to psychology. Like Beach and Schneirla, Hebb worked to-
ward reinterpretation of behavioral patterns that appeared to
be innate (Hebb, 1953). His comparative interests are also ap-
parent in his efforts to get studies of animal social behavior
more recognition in the field of social psychology (Hebb &
Thompson, 1954).

Two important comparative psychologists completed
PhDs under Stone at Stanford. Harry F. Harlow completed
the PhD in 1930 and spent the rest of his career at the
University of Wisconsin. He spent much of his career study-
ing learning in rhesus monkeys, where he developed an error
factor theory, according to which the primary process during
learning often involved the manner in which errors were
eliminated. Harlow is best known, however, for his work on
behavioral development. He found the social and reproduc-
tive behavior of rhesus monkeys reared in the absence of
their parents and siblings to be greatly distorted. Deficits in
learning were found to be much less severe. With many im-
portant students educated in his program and with his editor-
ial and administrative work, Harlow was a very influential
comparative psychologist.

The other Stanford-Stone graduate was C. Ray Carpenter,
who completed his studies in 1932 with work on endocrine
influences on pigeons. He is best known, however, as the
“father” of primate field research. With the help of Yerkes,
Carpenter began a series of field studies in locations such as
Panama, Southeast Asia, and India (e.g., Carpenter, 1934).
He established a colony of rhesus monkeys on the island of
Cayo Santiago, off Puerto Rico. This was the first sophisti-
cated work on primates in their native habitats. This field has
exploded in recent years with the work of such scientists as
Jane Goodall and George Schaller. Many people are sur-
prised to learn of the role of a psychologist in establishing the
subdiscipline of primate field research. Carpenter spent much
of his career at the Pennsylvania State University, where he
also devoted much effort to documenting studies of primates
and other species on film.

Other comparative psychologists completing graduate
work during this era included Curt P. Richter (Johns Hopkins,
1921), Carl Murchison (Johns Hopkins, 1923), Leonard
Carmichael (Harvard, 1924), Lucien H. Warner (Columbia,
1926), Otto L. Tinklepaugh (Berkeley, 1927), Winthrop N.
Kellogg (Columbia, 1929), and Meredith P. Crawford
(Columbia, 1935).

The State of Comparative Psychology between the Wars

The comparative psychologists educated during the 1920s
and 1930s placed comparative psychology on a firm footing.
Unlike the pre–World War I cadre, this group was successful
in securing research support and in educating a next genera-
tion of comparative psychologists who would carry on the
tradition. Nevertheless, much was not well. This group of
comparative psychologists, which appears to coalesce as a
coherent unit when viewed in retrospect, did not appear so
when viewed in its time. There were a number of reasons for
this.

Disciplines and subdisciplines become recognizable and
influential with the development of a set of institutional land-
marks including departments, textbooks, courses, research
facilities, organizations, meetings, and journals. During this
period, comparative psychology was well established in
many departments, and courses were a staple in many places.
In other respects, however, it lacked elements that foster
cohesion.

Textbooks

The 1930s saw the greatest burst of publication for textbooks
in the history of the field. Margaret Floy Washburn’s The An-
imal Mind had been dominant since 1908. Her fourth edition
appeared in 1936. The most influential book of the era was
Maier and Schneirla’s Principles of Animal Psychology
(1935). The textbook provided a comprehensive overview of
the field, beginning with 11 chapters organized according to
animal taxa. Material concerning receptor equipment, sensi-
tivity, conduction, and the action system is provided for each
group. The second part of the book is concerned with natively
determined behavior, sensory function, and neural mecha-
nisms in mammals. Part III addresses learning and mental
processes.

The most comprehensive of the works was the three-
volume Comparative Psychology: A Comprehensive Treatise
(1935, 1936, 1940) by Warden, T. N. Jenkins, and Warner.
The first volume deals with principles and methods; the
second volume with plants and invertebrates; and the third
volume with vertebrates. 
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A tradition of edited textbooks in the field began with F. A.
Moss’s (1934) Comparative Psychology. The 15 chapters
included information on maturation, motivation, sensory
function, learning, individual differences, animal social psy-
chology, and a set of related topics. This work was followed
by similar volumes from various editors at regular intervals
in 1942, 1951, 1960, and 1973.

An interesting approach was taken by Normal L. Munn
(1933) with his An Introduction to Animal Psychology. The
book is concerned solely with the behavior of laboratory rats
and provides a comprehensive review of many characteristics
of rats.

Other Characteristics

In some respects, the textbooks were the only bright spot in
the institutionalization of comparative psychology during the
period between the wars. One problem was that of definition,
a difficulty that still affects the field today. There was clearly
a cadre of comparative psychologists of the sort included by
my definition. The term comparative psychology, however,
was used in a variety of ways. Often, it referred to all animal
psychology. Important work was being done in the fields of
animal learning and cognition during this period. Much of the
work, however, was done within a more process-oriented
framework than most work in comparative psychology as de-
fined here. Similarly, numerous physiological studies were
conducted. The true comparative tradition was obscured, in
part, because the field lacked a clearly differentiating name,
clear definition, and less permeable boundaries.

A landmark was the beginning of the publication of the
Journal of Comparative Psychology in 1922. The field had
had other journals, including the Journal of Comparative
Neurology and Psychology (1904–1910), the Journal of Ani-
mal Behavior (1911–1917), and Psychobiology (1917–1920).
With the Journal of Comparative Psychology, however, the
field finally appeared to have a named journal to provide unity
for the discipline. However, it was not to be. The journal be-
came one of animal psychology and the primary vehicle for
the publication of research in all fields of animal psychology,
thus muddying the definitional problem even further. Indeed,
during the 1920s, the Journal of Comparative Psychology in-
cluded a significant number of studies of human behavior
(Dewsbury, 1998).

A complete perspective on comparative psychology re-
quires consideration of its flaws as well as its accomplish-
ments. Some of the writings of the time appear to be racist, at
least by contemporary standards. The early volumes of the
Journal of Comparative Psychology included numerous arti-
cles on race differences regarding performance on intelligence

tests, emotional traits, and physical development. In addition,
Watson (1919) wrote that “psychologists persistently main-
tain that cleanliness is instinctive, in spite of the filth of the
negro, of the savage, and of the child” (p. 260), and Yerkes
(1925) wrote that “certainly these three types of ape [chim-
panzees, orangutans, and gorillas] do not differ more obvi-
ously than do such subdivisions of mankind as the American
Indian, the Caucasian, and the Negro” (p. 56). There are many
aspects of the history of comparative psychology that are wor-
thy of pride; a balanced view must include aspects lacking in
such worth.

Perhaps underlying the looseness of organization of com-
parative psychology was a lack of identity among the leaders
in the field. Although all would probably have accepted the
title of comparative psychologist, there was no sense of unity
or effort to differentiate their work from that of other animal
psychologists who often were included as “comparative psy-
chologists.” There was no unifying theory of the sort devel-
oped by the followers of B. F. Skinner. There was no agenda
of the sort later promulgated by the European ethologists.
Most comparative psychologists of the era were independent-
minded individuals concerned with doing their research, re-
porting it at existing meetings, and publishing it in mainline
journals. There were no efforts to form new organizations or
otherwise band together to define the developing tradition
with any precision. As a result, the individual researchers
gained respect and prestige for their efforts but they lacked
real influence as a group. The subdiscipline that seems so
clear in retrospect was not developed as an entity.

COMPARATIVE PSYCHOLOGY SINCE
WORLD WAR II

The story of comparative psychology since World War II is
one of developments within the field and response to influ-
ences from outside. The war caused some interruption in the
efforts that could be devoted to comparative psychology. The
improved funding environment and the growth of universi-
ties after the war, however, fueled rapid growth.

Personnel

Most critical was the availability of personnel. With stable
positions, most of the prewar generation of comparative psy-
chologists were able to develop active laboratories and pro-
duce a continued output of research. As universities grew
and fellowships became available, this generation, in turn,
produced a new generation of comparative psychologists.
In 40 years at the University of Wisconsin, Harlow alone
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supervised 35 PhDs, including such names as Abraham
Maslow, Donald R. Meyer, John M. Warren, Gerald E.
McClearn, Allen M. Schrier, Leonard A. Rosenblum, and
Stephen J. Suomi (Suomi & Leroy, 1982). During his career,
Beach supervised 41 predoctoral and postdoctoral students
(McGill, Dewsbury, & Sachs, 1978). Schneirla left a legacy
of influential students including Daniel S. Lehrman, Jay S.
Rosenblatt, and Ethel Tobach. Similar programs were devel-
oped elsewhere. Then, of course, these students found jobs,
built laboratories, and began educating yet another genera-
tion. Comparative psychology still had a problem in that
many who published animal research early in their careers
left to become prominent in other fields of psychology. Ex-
amples include Maslow, William Bevan, Jerome S. Bruner,
William K. Estes, Eugene Galanter, Eleanor J. Gibson,
Jerome Kagan, Quinn McNemar, M. Brewster Smith, and
Dael L. Wolfle. Comparative psychology was always a small
part of the big picture of American psychology. Nevertheless,
there was a solid cadre of comparative psychologists carrying
on the tradition.

Funding

Critical to the growth of comparative psychology was
the availability of funding. Prior to World War II, most fund-
ing for research came either from local sources or from
private foundations, with prospective recipients making
the rounds seeking research support. An exception was the
Rockefeller Foundation–funded Committee for Research in
Problems of Sex (Aberle & Corner, 1953). The explosive
growth of support for scientific research not only increased
the funding available but changed the pattern to one that in-
volved the submission of research proposals that were subse-
quently subject to peer review.

I have analyzed funding patterns for comparative psychol-
ogy for 1948–1963 at both the National Institute of Mental
Health (NIMH) and the National Science Foundation (NSF)
(Dewsbury, in press-b). According to my analysis, the NIMH
awarded a total of 117 grants in comparative psychology for
approximately $5.6 million during this period. The mean
grant was for 2.5 years with an annual budget of under
$20,000. The NSF program in psychobiology, not begun until
1952, awarded 72 grants in comparative psychology for a
total of over $1.4 million with a mean size much smaller than
those from the NIMH. The top-10 grant getters at the NIMH
were Harlow, Lehrman, John Paul Scott, Richter, Eckhard
Hess, Nissen, Beach, William Mason, M. E. Bitterman, and
Schneirla. Half of those—Beach, Harlow, Lehrman, Nissen,
and Richter—were elected to the National Academy of
Sciences of the United States. Nissen, Schneirla, and Richter

also were among the top-10 grant getters in comparative psy-
chology at the NSF. The leading research topic in the NIMH
grants was behavioral development. The NSF grants were
less concentrated, with a greater emphasis on sensation and
perception and general studies of behavior. This input of
funding helped to create a great surge of research in compar-
ative psychology, still small relative to the rest of psychology
but substantial relative to that which had come before.

Research Centers

Although most comparative psychologists were scattered
about the country in various universities, this funding en-
abled the development of several centers for research. The
Yerkes Laboratories of Primate Biology in Orange Park,
Florida, were pivotal. Yerkes remained as director from its
founding in 1930 until 1941 (Yerkes, 1943). He was suc-
ceeded in turn by Lashley and Nissen. Arthur J. Riopelle and
Geoffroy Bourne were the final two directors in Orange Park.
When the federal government established a program of
Regional Primate Centers, Emory University, which then
owned the Laboratories, moved them to their home campus
in Atlanta. In addition to its directors, many other scientists
such as Roger Sperry, Kenneth Spence, Austin Riesen, Paul
Schiller, Hebb, Mason, and many others worked in Orange
Park. From 1930 to 1965, the total budget was over $2.5 mil-
lion. During the early years, the funding came almost exclu-
sively from university and private foundation sources. This
was reversed, and during the last five years for which data are
available, over two-thirds of the funds came from the federal
government. With greatly increased funding, the facility has
thrived in Atlanta, albeit with a more biomedical emphasis.

Harlow established and directed a primate laboratory at
the University of Wisconsin. With the founding of a Regional
Primate Research Center in Madison in 1964, Harlow as-
sumed its directorship as well. Behavior programs also
thrived in regional primate research centers in New England,
Louisiana, Oregon, Washington state, and Davis, California.

The behavior program at the Jackson Laboratory in Bar
Harbor, Maine, was founded by John Paul Scott, who was ed-
ucated as a geneticist but functioned in departments of psy-
chology during much of his career. Joined by John L. Fuller,
Walter C. Stanley, John A. King, and others, the program re-
ceived substantial grant support and became a center for re-
search on inbred strains of house mice and five breeds of
dogs. It was also the site of two important conferences that
helped to coalesce the field of animal behavior studies.

Another focal point developed in the New York City
area. In 1937, Beach moved to the American Museum of
Natural History, where he founded the Department of Animal
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Behavior in 1942. Schneirla and Lester R. Aronson joined
him in the department; Schneirla succeeded Beach as curator
when Beach left for Yale University in 1946. Students such as
Tobach, Rosenblatt, and Howard Topoff graduated and re-
mained in the New York area. After graduating, one promi-
nent student in the program, Daniel S. Lehrman, moved to the
Newark, New Jersey, campus of Rutgers University, where
he founded the Institute of Animal Behavior in 1959. This,
too, became an important center for education and research.
The focus of this whole group was on an epigenetic approach
to development, and this New York epigeneticist group pro-
duced numerous students and programs in the field.

Journals

Beginning in 1947, the Journal of Comparative Psychology
adopted a name more descriptive of its coverage: the Journal
of Comparative and Physiological Psychology. That title re-
mained until 1983, when it was split into three journals even
more descriptive of the three prominent parts of animal psy-
chology at the time: Behavioral Neuroscience, the Journal of
Experimental Psychology: Animal Behavior Processes, and
the reformulated Journal of Comparative Psychology.

The scope of the growth of animal psychology can be seen
in an analysis of the articles appearing in the Journal of Com-
parative and Physiological Psychology in 1963 as compared
with 1949 (Dewsbury, in press-b). The number of articles
published increased by a factor of nearly 3.5 from 60 to 208.
There were few footnote credits to federal funding sources in
1949; by 1963, just 14 years later, it had risen eightfold.

Comparative psychologists published in other American
journals as well. Some comparative psychologists found
American journals uncongenial and published in the grow-
ing stable of European journals, including Animal Behav-
iour, Behaviour, and the Zeitschrift für Tierpsychologie (now
Ethology).

Academic Societies

No one academic society has emerged as the primary home
for comparative psychologists. The APA remains the leading
organization of psychologists, but its Division of Behavioral
Neuroscience and Comparative Psychology (Division 6) is
but a small part of the APA. Some psychologists have given
allegiance to other psychological organizations such as the
Psychonomic Society or the American Psychological Society.
The Animal Behavior Society in North American, the Associ-
ation for the Study of Animal Behavior in Great Britain, and
the International Ethological Congress have become the lead-
ing organizations in the field of animal behavior studies.

Many comparative psychologists participate in these. The
International Society for Comparative psychology, founded
in 1983, has great possibilities that have not yet been realized.

Soul-Searching

Comparative psychologists have often assessed the state of
their discipline and often criticized the directions taken.
Three major articles stand out. In his famous “The Snark Was
a Boojum,” mentioned earlier, Beach (1950) argued that
comparative psychology had begun as the study of a wide
range of topics in a wide range of species but had degenerated
into the study of learning in rats. He stressed the need for a
resurrection of the breadth that had earlier characterized the
field. Although Beach’s analysis was flawed (Dewsbury,
1998), it was quite influential.

In the second major critique, Hodos and Campbell (1969)
criticized comparative psychologists’ perspective on evolu-
tionary history. They argued that comparative psychologists
still utilized the concept of a Scala naturae, derived from
Aristotle, that implies that all species can be placed along a
single great chain of being. They pointed to the branching na-
ture of evolutionary history and to the need for a more realis-
tic selection of species in comparative analyses.

In “Reflections on the Fall of Comparative Psychology: Is
There a Lesson for Us All?” Lockard (1971) detailed 10
myths that he thought plagued the field. He incorporated the
problems discussed by both Beach (1950) and Hodos and
Campbell (1969) and added that comparative psychologists
had devoted too little effort to the study of individual differ-
ences, species differences, genetics and evolution, and field
research. Lockard advocated a more realistic biological ap-
proach for comparative psychology.

All three were effective critiques that provoked much dis-
cussion and appear to have helped to stimulate change. How-
ever, all three appear to have been overstatements of the
problems. This may have been caused, in part, by the lack of
a clear differentiation of true comparative psychology from
other important, but different, parts of animal psychology. A
survey published in 1980 revealed that comparative psychol-
ogists remained divided with regard to both the definition and
status of the field (Demarest, 1980).

THREE IMPORTANT POSTWAR INFLUENCES

There were three major influences on comparative psychol-
ogy after World War II. The first was from the important
field developed by European zoologists that became know
as ethology. The second stemmed from the elaboration of



Three Important Postwar Influences 77

Darwinian principles that led to sociobiology, behavioral
ecology, and evolutionary psychology. Finally, the so-called
cognitive revolution had important effects on the field.

European Ethology

Three major influences have affected and reshaped compara-
tive psychology since World War II. The first was the full-
blown arrival of European ethology. Ethology is as difficult
to define as comparative psychology. It is a school of animal
behavior studies that was developed in Europe by Konrad
Lorenz, Niko Tinbergen, and their associates (Thorpe, 1979).
According to a common, though greatly exaggerated, way of
differentiating ethology from comparative psychology, the
former developed in European zoology with birds, fish, and
insects as subjects in observational studies and field experi-
ments designed to understand instinct and evolution. Com-
parative psychology is said to have developed within North
American comparative psychology with mammals, espe-
cially laboratory rats, as subjects in laboratory research
emphasizing experimental control and statistical analysis de-
signed to understand learning and development. Although
these differences in emphasis are instructive, the extent to
which they are exaggerations of comparative psychology
should be apparent to the reader. On the other side, Lorenz
himself conducted little field research.

Although European ethologists and American compara-
tive psychologists had numerous interactions prior to World
War II, it was only after the war that contact became exten-
sive. The two disciplines that had each developed as “the ob-
jective study of behavior” along different lines came into
direct conflict. Ethologists criticized psychologists for em-
phasizing laboratory research that may produce results irrele-
vant to the natural habitat; psychologists bemoaned the lack
of experimental control in fieldwork of the ethologists.

The most critical issues, however, centered about behav-
ioral development and the nature of instinctive behavior. The
battle over instinct had gone on in the United States for most
of the century, and during the 1950s, few psychologists ac-
cepted the concept; most emphasized the complex interaction
of genes and environment in epigenesis. Based on their field
observations, ethologists, by contrast, were quite comfortable
with discussions of instinctive behavior (e.g., Lorenz, 1950).
Lehrman (1953) wrote a scathing rebuttal to Lorenz’s ap-
proach, with particular criticism directed at the instinct con-
cept. On the one hand, the critique shocked ethologists and
polarized the fields; on the other hand, however, it placed the
issues out in the open where they could be debated and re-
solved. At a series of conferences, many of the differences
were softened and mutual understanding increased. One

anecdote is revealing. Lehrman was discussing the issues in a
rather stiff and formal disagreement with two ethologists,
Gerard Baerends and Jan van Iersel, in a hotel room in
Montreal. At one point, van Iersel’s attention was distracted
by a birdsong coming from the garden. Lehrman, a lifelong
bird-watcher, replied that it was a hermit thrush. Van Iersel
wanted to observe it, so the three went off on a birding expe-
dition. When they returned to the debate, their shared feeling
for animals lessened the hostility and fostered give-and-take
discussion (Beer, 1975).

Although some psychologists, such as Schneirla, saw little
value in ethology, others, like Lehrman and Beach, saw
much. Beach and Carpenter facilitated interaction by agree-
ing to serve on the founding editorial board of the ethological
journal Behaviour. Many students were attracted to the natu-
ralism of the ethological analyses and traveled to Europe to
work in ethological laboratories (Dewsbury, 1995). The two
fields changed in each other’s directions. Tinbergen moved
from the Netherlands to Oxford University and developed a
program with English-speaking ethologists. In general, they
moved more toward the American position than did the
German-speaking ethologists. The result of this activity was
a more unified approach to animal behavior studies, with
more psychologists even more concerned with naturally oc-
curring behavior and principles that would be valid in nature
and more ethologists concerned with control and experimen-
tal procedures. More and more psychologists participated in
the biannual International Ethological Conferences, and more
Europeans came to the United States for either short or ex-
tended periods of time. In the process, both fields benefited.

Sociobiology, Behavioral Ecology,
and Evolutionary Psychology

The second major postwar influence came from the field that
has become known as sociobiology. Many scientists had been
studying behavior from an evolutionary perspective for many
years. However, some of the implications of Darwinian theory
had not been fully thought through; this led to some question-
able interpretations. During the 1960s and early 1970s, theo-
rists such as William D. Hamilton, John Maynard Smith, and
Robert Trivers reinterpreted Darwinian principles.Although a
number of principles were reevaluated, two were critical. One
principle concerns the level at which natural selection acts.
Much had been written about how behavior evolves for the
good of the species or group. Thus, for example, reproduction
had been thought to have evolved for the perpetuation of
the species. On reinterpretation, it was concluded that
natural selection works primarily at the level of the individual
or gene, not the group or species. This had many important
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implications and permitted reinterpretation of many phenom-
ena. If a nest of eggs is left unguarded in a colony of gulls, for
example, other members of the colony will eat the eggs. This
makes little sense if all were there to perpetuate the species but
is easy to understand if competition was at the level of the in-
dividual, with each selected to get its genes into the next gen-
eration. It had been believed that, at high densities, some
species temporarily curtail reproduction in order not to over-
exploit the available environmental resources. This became
reinterpreted as a temporary “strategy” that could benefit the
lifetime reproductive success of an individual by preserving
energy during hard times. The extreme form of this approach
was Richard Dawkins’s (1976) selfish gene theory.

The second new principle concerned inclusive fitness. The
term fitness refers to the relative contribution of different in-
dividuals to future gene pools. It was noted that an individual
shares more genes with close relatives than with those to
which one is unrelated. There are thus at least two ways in
which one’s genes can be transmitted to the next generation.
One is through reproduction (direct fitness); the other is
through facilitating the reproduction of close relatives (indi-
rect fitness or kin selection). Inclusive fitness is, essentially,
the sum of the two. Thus, what might appear to be altruistic
behavior, which might lower one’s fitness, might be adaptive
in the long run. One might lower one’s direct fitness but gain
even more indirect fitness in the process. The bottom line
became lifetime inclusive fitness.

These two principles, and some others associated with
them, led many students of animal behavior, both inside and
outside of psychology, to reorient their research programs.
Many students became interested in the study of the evolu-
tionary causes of behavior (ultimate causation) as opposed to
the immediate and developmental causes (proximate causa-
tion). There were many studies of the role of kinship in be-
havior. A large number of species were found to modulate
their behavior depending on the degree of kinship shared
with others with which they interacted (e.g., Holmes &
Sherman, 1982; R. H. Porter, 1988). Sexual selection, a topic
emphasized by Darwin in 1871, became a major focus of
research, with psychologists emphasizing studies of mate
choice (e.g., Beauchamp, Yamazaki, & Boyse, 1985) and
male–male competition for mates (e.g., LeBoeuf, 1974). Oth-
ers sharpened evolutionary interpretations of phenomena of
research on learning (e.g., Hollis, 1990; Kamil & Clements,
1990; Timberlake, 1990). Evolutionary perspectives had
been a part of comparative psychology since its founding;
now studies became more refined and were addressed more
specifically to evolutionary principles.

This orientation had been somewhat diffuse until E. O.
Wilson (1975) organized and named the field in his Sociobi-
ology: The New Synthesis. Although Wilson predicted the

demise of comparative psychology, the field was, in fact,
strengthened by the new perspective. The first 26 chapters of
Wilson’s book provided a synthesis of much work related to
the ultimate causation of animal behavior. In the final chap-
ter, however, Wilson applied these principles to human be-
havior. This approach proved highly controversial. Although
some careful research on human behavior stemmed from this
approach (e.g., Daly & Wilson, 1978), other writings rested
on less solid ground. A split developed between the contro-
versial studies of human behavior and those less controver-
sial studies of animals. The term behavioral ecology was
coined, in part, so that students of animal behavior could dis-
tance themselves from some of the more speculative studies
of humans.

More recently, sociobiology has been reborn as evolu-
tionary psychology. An emphasis in the older sociobiology
had been upon the ways in which existing patterns of
human behavior enhanced fitness. In the newer perspective,
the focus shifted to adaptiveness at the time that mecha-
nisms of behavior evolved in the ancestors of humans, and
it was recognized that many behavior patterns and tenden-
cies, such as our attraction to sweet foods, might not be as
adaptive under present conditions (e.g., Cosmides & Tooby,
1987).

Comparative Cognition

The third major influence on comparative psychology since
World War II was from the “cognitive revolution.” According
to the received view, the hegemony of behaviorism precluded
cognitive approaches to behavior prior to the 1960s and a
major revolution occurred thereafter. In fact, however, re-
search with a cognitive orientation has long been a part of
comparative psychology (e.g., Dewsbury, 2000; Wasserman,
1993). Although a case can be made that there was no true
revolution (Leahey, 1992), it is clear that in recent years cog-
nitive perspectives have achieved a prominence in compara-
tive psychology that had not been apparent previously.

This increased emphasis on cognitive perspectives was a
part of the broad upsurge of interest in cognitive processes
throughout psychology and related disciplines. Develop-
ments in information processing, computers, and mathemati-
cal logic fostered a reconstruction of psychology as a science
of information as well as behavior. Some psychologists
moved to overcome what they perceived as the counterpro-
ductive constraints imposed by more behavioristic theories.
Interest was directed in the manner in which animals
represent their worlds and the consequences of such repre-
sentation for behavior.

Among the topics receiving renewed interest were atten-
tion, memory, timing, concept formation, counting, social
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cognition, and language (Roitblat, 1987; Shettleworth, 1998;
Vauclair, 1996). The most publicized research in this field
has been that of language learning. Although there had been
earlier attempts to teach language to apes, such as that of
Cathy and Keith Hayes at the Yerkes Laboratories (Hayes,
1951), three major approaches developed during the 1960s
and 1970s. Gardner and Gardner (1969) taught American
sign language to chimpanzee Washoe; Rumbaugh (e.g.,
Rumbaugh & Gill, 1976) studied acquisition of a computer-
based language in chimpanzee Lana; and Premack (1971)
used a system of sentence formation using pieces of plastic
with chimpanzee Sarah. This groundbreaking research was
both heavily criticized and staunchly defended. This pro-
duced a fallow period, due largely to an absence of funding,
during which little language research was conducted. This
period was followed by a reformulation and rebirth of studies
of animal language, the most remarkable of which were of
bonobo Kanzi, who learned a symbol-based language with-
out overt training and became efficient in interpreting human
speech (e.g., Savage-Rumbaugh et al., 1993). Other studies
of language acquisition were conducted with an African grey
parrot (Pepperberg, 1999), dolphins (Herman, 1987), and sea
lions (Schusterman & Krieger, 1984).

Many of the studies in animal cognition were derived
from, and closely related to, traditional research in animal
learning. Other scientists made an effort to more completely
revolutionize the field of animal cognition using language
suggestive of conscious processes in animals. Leading the
latter effort was American ethologist Donald R. Griffin (e.g.,
Griffin, 1976b); the field became known as cognitive ethol-
ogy. Advocates of this approach contended that, with ad-
vances in methodology, there are now available methods that
can provide windows to the minds of animals. According to
Griffin (1976a), “the hypothesis that some animals are indeed
aware of what they do, and of internal images that affect their
behavior, simplifies our view of the universe by removing the
need to maintain an unparsimonious assumption that our
species is qualitatively unique in this important attribute”
(p. 534). Critics disagreed, contending that no methods were
yet available that enable scientists to observe the internal
processes of animal minds.

Among the focal areas of research in cognitive ethology
have been studies of self-recognition in mirrors (e.g., Gallup,
1985). According to Gallup, humans, chimpanzees, orang-
utans, and some gorillas are the only species to show evi-
dence of self-recognition when presented with mirrors. The
key evidence comes from “dot tests,” in which a dot is painted
onto the forehead of an anesthetized animal to see if the ani-
mal selectively touches the dot when awakened and presented
with a mirror. Gallup believes that such behavior suggests
awareness, self-awareness, and mind in chimpanzees. Critics

disagree (Heyes, 1994). In some ways, the field had returned
to questions addressed a century ago. Psychologists disagree
as to whether the results achieved during that century now
permit a return to these questions in a more sophisticated
manner or whether it is regressing to an earlier state.

CONCLUSION: PERSISTENT ISSUES

Looking back over a little more than a century of compara-
tive psychology, a number of characteristics are apparent.
The conceptual foundations of comparative psychology have
changed greatly. Some of these changes have been generated
from within the field; many more have been stimulated from
related fields. Comparative psychologists have excelled in
doing research and greatly expanded the body of data avail-
able. It is this mass of information, sometimes well organized
and sometimes rather scattered, that has enabled a century of
change. Comparative psychologists have been empiricists
working to expand the observational and experimental foun-
dation of the field; there are few postmodern comparative
psychologists. In spite of the changes that have occurred,
however, throughout the century there have been some per-
sistent issues that have characterized the field.

Surely the first issue lies in the very definition of compar-
ative psychology. Although comparative psychologists have
written much about this problem, few have been truly both-
ered by it. Even lacking a clear definition, most comparative
psychologists have ignored the fuzzy boundaries of the field
and concentrated on the business of studying animals and
building general principles of behavior.

Underlying the research effort have been issues of method-
ology. The field has been characterized by eclecticism, as
most researchers have used whatever methods have appeared
appropriate for the problem under study. Although some com-
parative psychologists, such as Carpenter, Schneirla, Yerkes,
Mason, and others, have conducted field research, most have
preferred the controlled conditions of the laboratory. Not all
comparative psychologists make overt comparisons among
species; the goal is not one of comparison for the sake of com-
parison but rather the development of principles of generality.
Although some, such as Kline, Schneirla, and James V.
McConnell, have studied invertebrates, most have concen-
trated on vertebrates, especially mammals. Some, such as
Beach, Lehrman, and Carpenter, have concentrated on natu-
rally occurring behavioral patterns; others have turned their
attention to the study of learning and motivation in a compar-
ative context. Although experimentation is the preferred
method, many observational and correlational studies have
been important. The anecdotes that characterized early re-
search disappeared as laboratory methodology became more
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sophisticated but has begun to creep back into the field as
some believe that the most remarkable feats of animals cannot
be produced under controlled conditions but require unusual
circumstances. Comparative psychologists have devoted
much attention to the construction of apparatus appropriate to
the problem at hand (Warden et al., 1935; D. A. Washburn,
Rumbaugh, & Richardson, 1998).

The theory of evolution has provided the conceptual foun-
dation of psychology since its founding. At times, it has been
in the foreground, as in the early work of James, Angell, Hall,
and James Mark Baldwin (1896), who along with two others,
proposed the “Baldwin effect” as a means to explain apparent
inheritance of acquired traits with more conventional evolu-
tionary principles. Another examples is the APA presidential
address of Calvin Stone (1943). At other times, it has been
more implicit. Although the evolutionary focus of compara-
tive psychology was not obvious to some observers during
parts of the history of the field, the strong evolutionary ap-
proach has been increasingly visible since World War II.

Surely the most persistent issue in comparative psychol-
ogy, and perhaps for all psychology, has been the nature-
nurture problem. Throughout its history the pendulum has
swung back and forth between emphases on genes and envi-
ronment in the development of behavior. Such psychologists
as William James and William McDougall postulated many
instincts in humans and other species. This led to an anti-
instinct revolt that was particularly strong during the 1920s.
Virtually all comparative psychologists now recognize the
importance of the continuous, dynamic interaction of genes
and environment in the development of behavior. Some, such
as Yerkes, Stone, Robert Tryon, and Jerry Hirsch, have con-
ducted important studies of genetic influences. Such psychol-
ogists as Harlow, Eckhard Hess, and Gilbert Gottlieb have
worked more on experiential factors. Virtually all agree on
the importance of the dynamic interaction of both.

A key part of the nature-nurture problem is that problem
of instinctive behavior. The fact is that individuals of many
species develop either specific motor patterns or responsivity
to specific stimuli in the absence of specific experience. For
example, young sea turtles hatched on a beach in the absence
of adults go toward the ocean, not the dune (Mellgren &
Mann, 1998). The environment is critical for all behavior but
appears not to provide the specificity in such instances.
Whatever one may call it, the ontogeny of such behavioral
patterns appears different, at least to some degree, from the
ontogeny of many other behavioral patterns. Comparative
psychologists still grapple with the problem of explaining
such behavior.

Sensory-perceptual systems provide the stimuli for virtu-
ally all behavior and have been of interest in comparative
psychology throughout its history. Six of the 13 chapters in

M. F. Washburn’s (1908) textbook were devoted to sensory
systems. Watson, Lashley, Hess, and many others have
contributed in this endeavor. 

Many studies of basic behavioral patterns have been con-
ducted. Included are such topics as orientation, activity, in-
gestive behavior, hoarding, nest building, exploration, and
play. Many comparative psychologists have studied social
behavior and imitation. 

For sheer quantity of research articles, the study of learning
may exceed all other problems in comparative psychology.
Almost all comparative psychologists have conducted at least
some research related to learning. Many studies have been of
single species. Some, such as Bitterman (1965), Gossette
(Gossette & Gossette, 1967), and Rumbaugh (Rumbaugh &
Pate, 1984), have attempted systematic comparisons using
particular learning problems. In recent years, many compara-
tive psychologists have viewed learning in relation to the de-
mands of the specific habitats in which the study species has
evolved (e.g., Shettleworth, 1998). The question concerning
the existence of a general learning process versus domain-
specific mechanisms is actively debated.

At least from the time of Thorndike, the issue of animal
cognition has been central. Is all learning the product of basic
mechanisms, or are higher processes sometimes required to
explain changes in animal behavior, as suggested by Köhler,
Maier, and many recent cognitive psychologists and etholo-
gists? Most of the issues addressed in the flourishing field of
comparative cognition were also addressed, in one form or
another, by earlier generations. In recent years, work based
on the assumption that higher processes are operative has led
to many fascinating findings in comparative psychology, in-
cluding investigations based on a theory of mind (Premack &
Woodruff, 1978), of production and comprehension of refer-
ential pointing (Call & Tomasello, 1994), and those suggest-
ing that “chimpanzees are capable of modeling the visual
perspectives of others” (Povinelli, Nelson, & Boysen, 1990).
Such results suggest that, at the very least, these cognitive ap-
proaches might be of considerable heuristic value. 

Throughout its history, comparative research, from Ivan
Pavlov and John B. Watson to the present, has been attacked
by animal activists of one sort or another (Dewsbury, 1990).
Recent studies of animal cognition have produced an ironic
twist. Some of the very research that activists condemn has
revealed remarkable abilities in animals and similarities to
humans that the activists then use to argue for the cessation of
that research because of that similarity to humans. 

Related to the issue of cognition is that of animal con-
sciousness. In this area there seems to have been little
progress since the days of Morgan (1894) and M. F.
Washburn (1908). I see in many species, especially pri-
mates, behavior that, in myself, is correlated with certain
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states of consciousness. At a personal level, I fully believe
that those animals have a consciousness that is similar to
mine in at least some respects. However, despite the protes-
tations of Griffin, I see no “windows on the mind” that will
enable us to draw such conclusions in any scientifically
meaningful way.

Throughout its history, comparative psychology has been
a basic science, concerned with generating general principles
rather than solving problems for immediate application. Nev-
ertheless, many comparative studies have produced infor-
mation of practical import. Primates trained to manipulate
joysticks and other manipulanda have been used in the space
program. Targeted research has been directed at a range of
problems from controlling the tree snakes on Guam (Chiszar,
1990) to designing more challenging environments for cap-
tive zoo animals (Markowitz, 1982) to training animals for
reintroduction into their natural habitats (e.g., Beck & Castro,
1994). Comparative psychologists have been concerned with
the psychological well-being of primates in research labora-
tories (e.g., Novak & Suomi, 1988) and the use of therapy
to treat behavioral problems in household pets (Tuber,
Hothersall, & Voith, 1974). 

The major paradox of comparative psychology is that it is
basically the study of nonhuman animal mind and behavior
within a discipline that is often defined as the study of the
human mind and behavior. This issue was laid out near the
beginning of the last century by Wilhelm Wundt (1901), who
contrasted research conducted for its own sake with that con-
ducted to shed light on human behavior. In the latter ap-
proach, Wundt suggested, “man is only considered as one,
though, of course, the highest, of developmental stages to be
examined” (p. 340). Near the middle of the century, Beach
(1960) put it differently:

If we remove man from the central point in a comparative sci-
ence of behavior, this may, in the long run, prove to be the very
best way of reaching a better understanding of his place in nature
and of the behavioral characteristics which he shares with other
animals as well as those which he possesses alone or which are
in him developed to a unique degree. (p. 18)
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The study of sensation and perception is diverse. Partly this is
the result of the length of time that perceptual problems have
been studied. The Greek philosophers, the pre-Renaissance
thinkers, the Arabic scholars, the Latin Scholastics, the early
British empiricists, the German physicists, and the German
physicians who founded both physiology and psychology
considered issues in sensation and perception to be basic
questions. When Alexander Bain wrote the first English text-
book on psychology in 1855 it was entitled The Senses and
the Intellect, with the most extensive coverage reserved for
sensory and perceptual functions. During the first half of his
career, the major portion of both the theorizing and the em-
pirical work of Wilhelm Wundt (who is generally credited
with the founding of experimental psychology) were oriented
toward sensation and perception.

The long history of sensory and perceptual research means
that there is a huge database and that much information has
accrued about the substantive issues concerning how the spe-
cific sensory systems operate and how we extract and inter-
pret information from them. It would be possible to write a
book just on the history of visual perception, or another on
auditory perception, or yet another on the history of sensory
and perceptual studies of the tactile, olfactory, or gustatory
modalities. Even specific aspects of perception, such as the
perception of pain, could generate its own full volume out-
lining the history of the major substantive findings and theo-
retical treatments of this single aspect of sensory experience.
In addition to the large empirical database that has resulted
from the long history of research in this area, the study of

perception has been affected by many “schools” of thought.
Each has its own major theoretical viewpoint and its own par-
ticular set of methodological techniques. Thus, we encounter
psychophysicists, gestaltists, functionalists, structuralists,
transactionalists, sensory physiologists, analytic introspec-
tionists, sensory-tonic theorists, “new look” psychologists,
efferent theorists, cognitive theorists, information processors,
artificial intelligence experts, and computational psycholo-
gists, to name but a few. There are even theorists (such as
some behaviorists) who deny the existence of, or at least deny
our ability to study, the conscious event we call perception.
How, then, can a single chapter give any coherent treatment
of the issues associated with this fundamental aspect of
psychology?

Fortunately, a broad overview shows that it is possible to
see some unifying perspectives that have evolved through
history. Common theoretical perspectives might be expected
in this discipline, since most sensory and perception re-
searchers are not exclusively bound to one sensory modality.
Thus, we find Helmholtz and Hering studying both vision
and audition, and George von Bekesy, who won the Nobel
Prize for his work on hearing, also contributing to studies on
vision and touch. Some researchers, such as Fechner,
Stevens, Ames, Gibson, Wertheimer, Koffka, Helson, and
others, have offered theoretical frameworks that are virtually
modality independent and can be tested and explored using
visual, auditory, or any other stimulus input. This is not to
deny that there are issues that are important to a single sen-
sory modality that do not generalize. One instance of a
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modality-specific issue might be the chain of events that
leads from the absorption of a photon to a visual neural re-
sponse and a conscious recognition of the stimulus. Instead,
this is to suggest that there are global theoretical and method-
ological frameworks that encompass all sensory and percep-
tual research. To refer back to that very specific issue of
visual detection, while the mechanism of how a photon is
captured is specific to sight, all sensory modalities must deal
with the ideas of detection and of sensory thresholds and their
relationship to what the individual consciously perceives. It
is also likely that the higher-level decisional processes, where
the observer must decide if a stimulus is there or not, will be
the same whether one is dealing with vision, audition, olfac-
tion, or any other sensory system. Thus, we find that certain
common issues and definitions cut across all sensory modali-
ties. These methods, philosophical foundations, and psycho-
logical understandings have undergone a steady evolution
during the history of this area of psychology.

This chapter will be written as an overview and will con-
centrate on some general themes rather than upon the data
and findings from any one sensory modality. From this, hope-
fully, some idea of the context and scope of the study of per-
ception and its relationship to other aspects of psychology
and other sciences will emerge. Three global issues will reap-
pear many times and in several guises during this history. The
first deals with the perceptual problem, which is really the
issue of the correspondence (or noncorrespondence) between
our internal representation of the environment in conscious-
ness and the objectively measured external physical situa-
tion. The second has to do with the borrowing of methods,
viewpoints, and theoretical formulations from other sciences,
such as physics and physiology. The third is the distinction
between sensation and perception, which is really the distinc-
tion between stimulus-determined aspects of consciousness
and interpretive or information-processing contributions to
the conscious perceptual experience.

THE PERCEPTUAL PROBLEM

We must begin our discussion with some philosophical con-
siderations. This is not merely because all of science began as
philosophy, nor because only 50 years ago philosophy and
psychology departments were often combined as the same
academic entity in many universities. The reason that we
begin with philosophy is that one must first understand that it
takes a shift in philosophical viewpoint, away from our nor-
mal naive realistic faith in the ability of our senses to convey
a picture of the world to us, for the very basic question of why
we need a psychological discipline to study sensation and

perception to become meaningful. To the proverbial “man on
the street,” there is no perceptual problem. You open your
eyes and the world is there. We perceive things the way we
see them because that is the way they are. We see something
as a triangular shape because it is triangular. We feel rough-
ness through our sense of touch because the surface is rough.
Thomas Reid summarized this idea in 1785 when he wrote

By all the laws of all nations, in the most solemn judicial trials,
wherein men’s fortunes and lives are at stake, the sentence passes
according to the testimony of eye or ear, witnesses of good
credit. An upright judge will give fair hearing to every objection
that can be made to the integrity of a witness, and allow it to be
possible that he may be corrupted; but no judge will ever suppose
that witnesses may be imposed upon by trusting to their eyes and
ears. And if a sceptical counsel should plead against the testi-
mony of the witnesses, that they had no other evidence for what
they declared than the testimony of their eyes and ears, and that
we ought not to put so much faith in our senses as to deprive men
of life or fortune upon their testimony, surely no upright judge
would admit a plea of this kind. I believe no counsel, however
sceptical, ever dared to offer such an argument; and if it were of-
fered, it would be rejected with disdain. (Essay 2, Chapter 5)

Unfortunately, the man on the street and Reid are both
wrong, since perception is an act, and like all behavioral acts,
it will have its limitations and will sometimes be in error. One
need only look at the many varieties of visual-geometric illu-
sions that introductory psychology textbooks delight in pre-
senting to verify this. In these simple figures, you can see
lines whose length or shape are systematically distorted and
various element sizes and locations that are misconstrued in
consciousness because of the effects of other lines drawn in
near proximity to them. Such distortions are not artifacts of
art or drawing. Even in nature there are perceptual distor-
tions, illusions, and instances of noncorrespondence between
the reality and the conscious perception. Take the size of the
moon. Everyone has at some time or another experienced the
moon illusion, where the moon on the horizon looks much
larger than it does when it is high in the sky. Surely no one
thinks that the moon really changes in size as it rises in the
sky. That this is an illusion has long been known. In fact,
Ptolemy (127–145) (whose Latin name in full was Claudius
Ptolemaeus), the ancient astronomer, geographer, and mathe-
matician who lived in Alexandria, devoted over one third of
Book II of his Optics to the topic of “illusions.” He classified
various systematic visual misperceptions under the headings
of size, shape, movement, position, and color and included
the moon illusion as one of these topics.

The issue of error and illusion will be a recurring
theme, since only after the possibility of perceptual error is
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recognized can the perceptual problem be defined. At the first
level, the perceptual problem is simply the issue of how
“what is out there” gets “in here,” or more formally, how do
the objects, object properties, relationships between items,
and the metric of space and time come to be represented in
consciousness? At a second level, this problem may be ex-
tended to pose the correspondence problem, which asks,
“How accurate are these perceptions?” and “How well do
they represent the external reality?” This is a fundamental
issue that has nothing to do with simple sensory limitations.
Obviously, in the absence of light we cannot expect the visual
system to function, nor when the mechanical vibrations in the
air are too weak do we expect the auditory system to register
sounds. These situations, however, demonstrate limitations,
which define the limits of the sensitivity of the sensory sys-
tem and do not represent a failure of correspondence between
perception and the external reality. However, once we allow
for systematic distortions, where the perceived reality does
not correspond to the physicist’s measured reality, the argu-
ment for naive realism, that the eye merely “records” light
and the ear simply “registers” sound, is no longer tenable. If
illusion and distortion are possible, then the viewpoint that
perception is a psychological act must be accepted.

SENSATION, PERCEPTION, REASON,
AND COGNITION

The very first hurdle that had to be faced in the study of
sensation and perception involved the definition of these
processes and a determination of how they fit with other men-
tal acts and processes. This is an issue that is fundamental;
hence, it should not be surprising to find that long before data
had been collected, at least well before empirical data in the
form that we understand it today was available for analysis,
philosophers were raising questions about the role that per-
ception played in our mental life. During the era when Greece
was the world’s epicenter of intellectual activity, Greek writ-
ers and philosophers fell into two schools. One, characterized
clearly by Plato (ca. 428–348 B.C.), argued that we should
talk of perceiving objects through the senses but with the
mind. The basic notion is that sensory inputs are variable and
inaccurate, and at best provide only an imperfect copy of the
objects and relationships in the world. We are saved by the
mind, or more specifically Reason (yes, with a capitol R,
since Reason is treated by the Greeks much like an individual
in its own right, with special abilities, consciousness, and its
own motivational system). Reason or intellect has the job of
correcting the inaccuracies of the senses and providing us
with a true and correct picture of the world. We are aided in

this endeavor by the fact that we are born with a preexisting
concept of space, intensity, and time from which we can de-
rive the lesser qualities of size, distance, position, color, and
so forth.

In the 1770s the German philosopher Immanuel Kant
would restate this view. According to Kant, the intellect cre-
ates those phenomena that we perceive by applying a set of
specifiable and innate rules. The intellect’s task is made sim-
ple because it has available an innate concept of space and
time and several innate organizing categories and procedures
that define quality, quantity, relation, and mode. The sensory
systems simply provide whatever limited information they
can, and our conscious reality is then shaped by our intellec-
tual activity. The intellect fills in the holes and cleans up any
minor discrepancies and inadequacies in the sensory repre-
sentation. According to this view, the study of perception is
simply part of the study of reason or cognition, and the study
of senses, per se, would border on being a waste of valuable
time and effort.

Plato’s views were not unchallenged even during his life.
At the very time when half of the cultivated population of
Athens were flocking into the Grove of Hecatombs to listen
to Plato’s discourse on the rule of intellect, the other half of
the population were going to the rival school of Aristippus
(ca. 435–366 B.C.). This philosopher maintained that the
senses are inherently accurate and thus responsible for our
accurate view of the environment; hence, there should always
be good correspondence between perception and reality.
If there are any distortions, however, it is the mind or judg-
mental capacities that are limited and responsible for the
discrepancies. This was not a new viewpoint. Protagoras
(ca. 480–411 B.C.) captured the essence of this position when
he said, “Man is nothing but a bundle of sensations.” This
doctrine, which would become known as Sensism, would
owe its reincarnation to the philosopher Thomas Hobbes
(1588–1679), who restated this view in 1651 when he wrote:
“There is no conception in man’s mind which hath not at
first, totally or by parts, been begotten upon the organs of
sense.”

The height of the sensist doctrine can be found in the work
of the associationist John Locke, who wrote more than
50 years after Hobbes about ideas. The very word “idea” is
coined from the word eidola, which was supposed to be a
copy of an object that was captured by the senses and sent to
the mind. Eidolas were the basis of all sensory impressions
and experience. An idea was a remembered or registered
eidola, which could then be perceived by the mind, modified
or associated with other ideas, and then laid down as a new
idea or memory. Thus, in Locke’s view of psychology, if we
want to understand the mind, we must first have an accurate
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knowledge of the senses and perceptual processes. The mind
is simply a tabula rasa, a blank tablet or white paper, and sen-
sory processes write on that paper. Thus, his view was that
perceptual experiences create everything that we know or
conceive of. Jean Piaget (1896–1980) would bring this same
concept into the twentieth century when, in his 1969 book
Mechanisms of Perception, he considered the hypothesis that
there is no difference between perception and intelligence.

Some attempts at compromise between these two extreme
positions would be attempted. Perhaps one of the earliest
came from Aristotle (384–322 B.C.). He began by arguing
that there are some perceptual qualities that are immediately
and accurately perceived by the senses. He noted that “Each
sense has one kind of object which it discerns and never errs
in reporting what is before it is color or sound (although it
may err as to what it is that is colored or where it is, or what
it is that is sounding or where it is).” There are, however,
other qualities, such as movement, number, figural qualities,
and magnitude, that are not the exclusive property of any one
sense but are common to all. These qualities, according to
Aristotelian doctrine, require intellectual meditation to assure
accuracy of representation.

This compromise view would eventually lead to the sepa-
ration of perceptual research into two domains, namely
sensation and perception. Thomas Reid (1710–1796) is gen-
erally credited with making this distinction. A sensation is
triggered by some impression on a sense organ that causes a
change in experience. Thus, “I have a pain” is a statement
that implies a sensation. It can have qualities such as a dull
pain, burning pain, or sharp pain, and these are also indicative
of a sensation. Perception, however, while depending on a
sensation, is much more. It includes a conception of an object
or a relationship that is being perceived, plus the immediate
and irresistible conviction of the existence of objects or a spa-
tial organization. Thus, “I have a pain in my toe because I
stepped on a tack,” represents a percept and requires inter-
vention of mind or reason.

Reid’s dichotomy is still with us and is the accepted com-
promise view (even the title of this chapter is evidence of
that); however, modern usage has introduced a bit of a con-
ceptual drift. Hermann von Helmholtz (1821–1894), who left
his mark on much of the theoretical foundation of the disci-
pline, began to introduce the mechanism by which a sensa-
tion became a perception. Although much of his contribution
to our understanding had to do with the physiological basis of
sensory experience, he felt that something more was required
to actually produce our perception of the world. In what may
be the book that had the greatest impact of any ever written
on vision, the Treatise on Physiological Optics (published in
three separate volumes during the 1850s and 1860s), he pro-

posed a process that he called unconscious inference. This is
a mechanism by which individuals “derive” the objects in the
environment using inferences made on the basis of their ex-
perience. Thus, perception is like problem solving, where the
data used is the rather inadequate information furnished by
the senses. Since most people share a common culture and
environment, there will be a good level of agreement on the
nature of objects and relationships in the world. Individual
differences in personal histories, however, can potentially
lead to quite different percepts among different people given
the same stimulation. At the very minimum, the introduction
of the factor of experience in shaping the final percept means
that perception will have a developmental aspect and will
certainly differ as a function of the age of the individual.

Helmholtz’s view has a modern ring and uses terminology
that psychologists are still comfortable with today. The gen-
eral concept of an inductive process that shapes perception
actually had a precursor in the writings of the ecclesiastic
scholar St. Thomas Aquinas (1225–1274). In Aquinas’s view
all human knowledge is based upon the input of the senses.
This sensory information, however, is believed to be the re-
sult of a simple transfer of an accurate picture of the external
reality to an internal representation. However, this sensory
input does not enter an empty, passive intellect. Rather, the
sensory information is acted on by a second element, the sen-
sus communis, or the center of common sense, which in-
cludes information from the individual’s life history. This
part of the mind actively organizes, mediates, and coordi-
nates the sensory input. Thus, the senses provide an accurate
picture of the world, and the higher perceptual or rational
processes provide meaning, thus converting raw sensation
into perceptual knowledge.

The sensation–perception distinction would undergo at
least one more major transition. The stimulus would come
from Adelbert Ames Jr. during the 1940s and 1950s, who,
much like Helmholtz, began with interests in sensory physi-
ology but felt that more was required. Ames refused to accept
the basic postulate of Aquinas, that the sensory input is an ac-
curate representation of the external world. He felt that the
correspondence problem was much larger than previously
suggested. The example he began with was the observation
that the retinal image is inherently ambiguous. A square pat-
tern of light on the retina could be caused by any of an infinite
number of different squares at an infinite and indeterminate
number of distances, and the same square image could be
caused by one of an infinite number of squares of different
sizes depending on their distance. This simple square image
on the retina could also be caused by an infinite number of
nonsquare objects, including an infinity of quadrilateral fig-
ures such as tilted trapezoids. Thus, shape, size, and distance,
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which are the basic elements we need to construct our con-
scious image of the external reality in visual perception, are
not encoded in the sensory data in any manner readily acces-
sible by the individual. How, then, do we construct our co-
herent perception out of our ambiguous sensory information?
According to Ames, we do this by inference based on our ex-
perience and any other information that happens to be avail-
able. In other words, perception is our “best guess” as to what
is out there. This is an update on Helmholtz’s view that “such
objects are always imagined as being present in the field of
vision as would have to be there in order to produce the same
impression on the nervous system, the eyes being used under
normal conditions.”

What Ames did was to demonstrate how much experien-
tial and nonsensory information goes into our final conscious
perception. We have some basic concepts such as our pre-
sumption that rooms are square or that shadows provide in-
formation about shapes. Since our hypotheses about common
object shapes and sizes and certain ideas about possible and
impossible objects and conditions are built up by our history
of transactions with the environment, this viewpoint came to
be known as transactional psychology. Our perceptions al-
ways conform to our presumptions about the world, and we
will distort our conscious picture of reality to fit those pre-
sumptions. Fortunately, most of our presumptions, since they
are based upon experience, are accurate; hence, we are not
generally bothered by failures in correspondence. However,
situations can be set up that show perceptual distortions based
on this inferential process. One such is Ames’s well-known
trapezoidal room, where to conform with our firmly believed
notions that rooms are squared with vertical walls and hori-
zontal floors and ceilings, we distort the size of people viewed
in this oddly shaped room. This is the better perceptual guess,
since people can come in all sizes while room construction is
fairly standard. This clearly demonstrates an inferential and
nonsensory contribution to conscious perception.

The Ames and Helmholtz viewpoints would evolve into
the “New Look” theories of perception (which permitted a
broader spectrum of experiential and inferential contribu-
tions), then into information-processing theories (which fo-
cused on the deductive and analytic mechanisms used to form
the percept), and finally to the modern conception of cogni-
tion. The name cognition, as used to label a very active field
of inquiry in contemporary psychology, is itself quite old. It
was first used by St. Thomas Aquinas when he divided the
study of behavior into two broad divisions, cognition, mean-
ing how we know the world, and affect, which was meant to
encompass feelings and emotions. Today’s definition of cog-
nition is equally as broad as that of Aquinas. Although many
investigators use the term to refer to memory, association,

concept formation, language, and problem solving (all of
which simply take the act of perception for granted), other in-
vestigators include the processes of attention and the con-
scious representation and interpretation of stimuli as part of
the cognitive process. At the very least, cognitive theories
of perception attempt to integrate memory and reasoning
processes into the perceptual act.

All of these viewpoints suggest that reasoning processes
and experience can add to the perceptual experience and that
there is much more to perception than is available in the stim-
ulus array. There is, however, one theoretical approach that
harkens back to the early sensist approaches and includes a
relatively emphatic denial of contributions from reason or
intellect. This position was offered by James J. Gibson
(1908–1979) and is called direct perception (e.g., Gibson,
1979). Like the early sensist viewpoints, it begins with the
premise that all the information needed to form the conscious
percept is available in the stimuli that reach our receptors. For
example, even though the image in our eye is continually
changing, there are certain aspects of the stimulation pro-
duced by any particular object or environmental situation that
are invariant predictors of certain properties, such as the ac-
tual size, shape, or distance of the object being viewed. These
perceptual invariants are fixed properties of the stimulus even
though the observer may be moving or changing viewpoints,
causing continuous changes in the optical image that reaches
the eye. This stimulus information is automatically extracted
by the perceptual system because it is relevant to survival.
Invariants provide information about affordances, which are
simply action possibilities afforded or available to the ob-
server, such as picking the object up, going around it, and so
forth. Gibson argued that this information is directly avail-
able to the perceiver and was not dependent on any higher-
level cognitive processing or computation.

For researchers who are interested in developing theories
in the form of computer programs and those who are inter-
ested in creating computational systems that might allow ma-
chines to directly interpret sensory information in the same
manner that a human observer might, direct perception is at-
tractive. Typical of such theorists is David Marr (1982), who
began with the general presumption made in direct percep-
tion that all of the information needed is in the stimulus in-
puts. Marr’s approach adds to direct perception the process of
piecing together information based on some simple dimen-
sions in the stimulus, such as boundaries and edges, line end-
ings, particular patterns where stimuli meet, and so forth, to
define objects and spatial relationships. This process of inter-
pretation or synthesis is believed to require a number of com-
putations and several stages of analysis that often can be
specified as mathematical equations or steps in a computer
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program; hence, the name computational theories is often
used. These are computations associated with certain algo-
rithms that are presumed to be innate or preprogrammed;
thus, this is not an inferential process but rather application of
a fixed processing algorithm, making this viewpoint some-
what reminiscent of the ideas of Kant.

While computational perception has a certain allure for
the burgeoning field of cognitive science, and there are still
some advocates of direct perception, the vast majority of per-
ceptual researchers and theorists seem to have accepted a
compromise position that accepts the distinction between
sensation and perception. Correspondence between percep-
tion and reality is maintained because there is a rich source
of information in the direct sensory inputs (in other words,
sensation is reliable). However, there are some ambiguities
that can be corrected by using experiential and inferential
processes to derive the perceived object from the available
sensory data (in other words, there are nonsensory contribu-
tions that shape the final conscious percept).

PHYSICS AND VISUAL PERCEPTION

The understanding of sensory events involves an understand-
ing of physics. We rely on physics to define stimuli such as
the electromagnetic radiation that we register as light, the
mechanical vibrations that we call sound, the mechanical
forces that result in touch, and so forth. The scientific contri-
butions to our understanding of perception begins with
physics, or at least with a protophysics, in which the only
measurement instruments available were the eyes, ears, nose,
and touch senses of the scientist. Since we learn about the
world through the use of our senses, this inevitably leads to
a belief that the world is what we perceive it to be—an idea
that would ultimately come to be abandoned when it became
clear that correspondence between percept and reality is not
guaranteed.

The philosopher-scientists of earlier ages held a presump-
tion consistent with the fact that our faith in the accuracy of our
perception seems to be built into the very fabric of our lives
as evidenced by homilies such as “Seeing is believing.”
Lucretius (ca. 98–55 B.C.), the Roman philosopher and poet
known for his postulation of purely natural causes for earthly
phenomena and who tried to prove that fear of the supernatural
is consequently without reasonable foundation, stated this ar-
ticle of faith when he asked, “What can give us surer knowl-
edge than our senses? With what else can we distinguish the
true form from the false?”Thus, we see things as having a color
because they are colored. We perceive that a person is larger
than a cat because people are larger than cats, and so forth.

Thus, taking an inventory of our sensory experience is equiva-
lent to taking an inventory of the state of the world. Since the
main tool of the physicist was his own sensory apparatus, we
find chapters of physics books are entitled “light” and “sound,”
which are sensory terms, rather than “electromagnetic wave
phenomena” and “the propagation and properties of mechani-
cal and pressure variations in an elastic medium.”

You can see how far this attitude of belief in sensory data
went by considering the medieval opinions about the use of
eyeglasses. In the twelfth and thirteenth century, the art of
grinding lenses was widely known. It was Roger Bacon
(1220–1292) who, in 1266, first thought of using these lenses
as an aid to vision by holding or fixing them in front of the
eye to form spectacles. Such eyeglasses were in relatively
common use during succeeding centuries; however, you will
find little mention of these aids to vision in scientific works
until the sixteenth century. The principle reason for this ab-
sence appears to be condemnation of their use on theoretical
grounds. Since lenses distort the appearance of objects, they
can be seen as creating illusions. This means that the use of
eyeglasses can only lead to deception.

However mistaken this condemnation appears, it clearly
reflects the concern of the medieval physicists and natural
scientists that our vision must remain unmodified by any in-
strument if we are to obtain an accurate picture of the world.
Before this negative view of the use of eyeglasses would be
abandoned, the optics of refraction, which is common to both
external glass lenses and the internal lens of the eye, would
have to be recognized. Only then would there be acceptance
that one was indeed correcting the inadequacy of internal
physiological optics by the addition of those of the glass that
the world was viewed through rather than distorting the sem-
blance of the percept to the outside reality. It would be
Galileo Galilei (1564–1642) who would eventually settle the
issue. He inverted the reasoning of the medieval critics of
eyeglasses by demonstrating that reality can be better known
by images seen through a telescope (another combination of
glass lenses) rather than by images seen through the naked
eye. In this belief he is actually exhibiting the metaphysic be-
hind the scientific revolution. In essence, this metaphysic is
that it often takes more than just an observer’s eye to know
the nature of the external reality.

It may be useful to expand a bit on the optical issues asso-
ciated with vision, since it is here that we can see that physics
and physiology had a difficult time making their influence
felt on the study of perception. In so doing we may also see
just how clever, if still wrong, some of the early theories of
vision were.

It all begins with a few simple observations. First, it is im-
mediately obvious that the eye is the organ of sight; hence,
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any information pertaining to vision must enter the eye. Yet
this leads us to an immediate paradox. How can I see objects
in their correct size with this organ? Obviously some aspect
of the perceived object must enter the eye. Classical theories
asserted that multiple copies of the object (the eidolas that
Locke spoke of) detach themselves, flying in all directions
and entering the eye if it is looking in the right direction.
Each eidolon is a perfect copy of the whole entity that pro-
duced it, since the external world is composed of entities that
are perceived as wholes. It is in this way that the eye, and
more importantly the sensorium, or perceiving mind that is
behind the eye, gains knowledge of the object. Herein lies a
problem. The commonly asked critical question is, How is it
that an eidolon as large as that which you might get from a
soldier, or even of a whole army, can enter through the pupil
of the eye, which may be only 3 or 4 millimeters in diameter?

In a manner that is all too common in scientific theorizing,
these early perceptual theorists simply assumed the final out-
come and postulated anything that might be needed to make
the conscious percept correspond to the external reality. The
presumed answer is that the eidolon shrinks to a size appro-
priate for entering the pupil as it approaches the eye. The
problem with simple presumption is that it rapidly leads to
complications or contradictions. If the eidolon from an object
is only a short distance from the eye, it must shrink very
quickly in comparison to the eidola from farther objects,
which must shrink at a slower rate to arrive at the eye the
same size as all of the other eidola from similarly sized ob-
jects. This means that each copy of the object must know its
destination prior to its arrival at the eye in order to shrink at
the rate appropriate for entering the pupil. Even if we suppose
that the shrinkage works, we are now left with the question of
how the mind gains information about the true size and dis-
tance of objects. Remember that all of the shrunken eidola
entering the pupil from all objects must be the same size to
pass through the pupillary aperture. Thus, both a nearby sol-
dier and a distant army must be 3 millimeters or less in size to
enter a 3-millimeter-diameter pupil. This means that the re-
ceived copy of the object contains no information about the
actual size of the original objects from which they emanated.

In the absence of a knowledge of optics, and given the
numerous difficulties associated with this reception theory of
vision, an alternate theory took the field and held sway for mil-
lennia. To understand this theory, consider the way in which
we learn the size and shape of things by touch alone. To tactu-
ally perceive the size and shape of a piece of furniture if I am
blind folded or in the dark, I simply reach out with my hands
and palpate it. Running my fingers over the surface gives me
its shape; the size of the angle between my outstretched arms
as I touch the outermost boundaries gives me its size, even

though that size may be much larger that the size of the hands
or fingers that are doing the actual touching. It was reasoning
like this that led to the emission theory of vision.

The emission theory suggests that light is actually emitted
from the eye to make contact with objects. These light rays
thus serve as the “fingers of the eye.” Information returns
along these same extended rays, in much the same way that
tactile information flows back through extended arms. This is
all consistent with the observation that we cease seeing when
we close our eyes, thus preventing emission of the light rays;
that what we see depends on the direction that we are look-
ing; and that we can perceive objects that are much larger
than the aperture size of our pupil.

This emission theory of vision anticipates another trend in
perceptual theorizing, namely, that things that can be repre-
sented mathematically are more likely to believed as true,
even though there is no evidence that the underlying mecha-
nisms are valid. All that seems to be required is a predictive
model. This was provided by an early believer in the emission
theory, the great Greek mathematician Euclid (ca. 300 B.C.).
All that Euclid needed to do was to appreciate that light
travels in straight lines. Given this fact, and a knowledge of
geometry, he was able to present a system of laws of optics
that derive from simple principles and can predict the geom-
etry of refraction and reflection of light. However, for Euclid,
the scientific study of optics was not separable from the study
of visual response. While considering the nature of vision,
Euclid proposed the idea of the visual cone, which is a broad
cone (or an angle when represented as a two-dimensional
slice) with its apex at the eye. He also invented a way of rep-
resenting the initial stages of the visual process that is still
used in modern diagrams. Each light ray is drawn as a straight
line that joins the object and the eye as it would if light were
emitting like a long finger emerging from the pupil. This is
shown in Figure 5.1. Notice that each object is defined by its
visual angle. Euclid would use a diagram like this to explain
why the more distant of two identical objects would appear
smaller. As the figure demonstrates, the arrow AB is farther
away from the eye and thus appears smaller than the closer
arrow CD because the visual angle AEB is smaller than visual
angle CED.

We have advanced well beyond Euclid, and obviously we
now know that light is reflected from every point of an object
and then reforms into an image after entering the eye. Despite
this knowledge, even today, visual diagrams are routinely
drawn as if the geometrical lines of emitted light actually ex-
isted. We do so, still ignoring the cautions of Bishop George
Berkeley (1685–1753) that were given some 2,000 years
after Euclid. Berkeley admonished “those Lines and Angles
have no real Existence in Nature, being only Hypotheses
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Figure 5.1 A figure after the style of Euclid, but still in use today, where
the drawn lines describing the visual angles AEB and CED were originally
meant to represent emissions from the eye.
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fram’d by Mathematicians, and by them introduced into
Optics, that they might treat of that Science in a Geometrical
way” (Berkeley, 1709).

The first steps toward a more modern optics of vision
comes from Alhazen (965–1040?), a scientist and natural
philosopher who worked most of his life in Egypt and whose
Arab name was Abu Ali al-Hasan ibn al-Haytham. He be-
came fascinated by an illusion or failure of correspondence,
namely the afterimages that one has after viewing bright ob-
jects. The existence of this failure of correspondence caused
him ultimately to reject the emission theory. The fact that a
residual effigy of an object remains after the object is re-
moved, and even after the eyes were closed, suggested that
this phenomenon was caused by light from the object having
a persistent effect in the eye.

In the process of rejecting the emission theory, Alhazen
modified the reception theory. Most importantly, he aban-
doned the idea that whole copies of objects reach the eye, an
idea that had persisted because when people viewed their
world, their phenomenological impression was that they
were viewing a set of whole objects. Instead, he claimed that
light, conceived of as a stream of minute particles, is thrown
off by illuminated objects and is disseminated in all direc-
tions in straight lines. This light comes from each point on the
object. Such tiny “point-eidola” would have no difficulties
entering the pupil of the eye. It is here that he confronts
the problem that frustrated those theorists who preceded
him, namely that it seemed unnatural to assume that the copy
of a unified entity should be broken up into pieces. If the

information coming from an object is actually decomposed
into parts, how could it ever be put together again to recreate
the whole? Furthermore, if so many of these points from so
many points on the object entered the pupil simultaneously, it
would be likely that they would mix in the eye and confuse
the relation of one part to another. Alhazen solved this issue
by the use of some information about refraction of light and a
misinterpretation of anatomy that placed the crystalline lens
of the eye in the center of the eye. According to this idea, the
cornea and the lens of the eye effectively consist of concen-
tric spherical surfaces, and only the projected rays of light
that enter perpendicularly to these surfaces would be unbent
by refraction. These rays produce a replicate image of the
object according to the following logic. Of all the lines pro-
jecting from any point on an object, only one will be perpen-
dicular to the cornea (the front surface of the eye). Only this
ray is seen, and since from each object point there is only one
effective ray, the complete set of rays preserves the topo-
graphic structure of their points of origin on the object.

Alhazen was basically a sensist in his approach, with
the idea that we ought to be able to accurately perceive the
world without the intervention of any higher, nonperceptual
processes. This theoretical position was, however, impossible
for object properties such as size, given the limited size of
the final image, and also for location, since obviously the
image is fixed at the location of the person’s retina. There-
fore, Alhazen was forced to allow a mental process to inter-
vene, and he suggested that it was the mind that assigned an
appropriate size and location to the object based on its image.
However, he balked at the issue of orientation. Based on his
knowledge of optics, he knew that an image passing through
a simple lens was inverted and left–right reversed. To avoid
dealing with this problem, he simply presumed that the
light’s final image to be analyzed by the mind was formed up-
right on the front surface of the crystalline lens of the eye. To
ask a mental process to rotate the world 180 degrees plus cor-
recting the left and right inversion of the image, and to do so
instantaneously enough for us to coordinate properly in the
world, was too much of leap of faith for him to accept.

Alhazen’s analysis of light into points would set the stage
for Kepler’s correct description of the optics of the eye.
Alhazen had failed when he had to deal with the inversion of
the retinal image because he could not accept that much
noncorrespondence between the input and the external world
and others would show a similar weakness. Thus, Leonardo
da Vinci (1452–1519), who was familiar with a pinhole ver-
sion of the camera obscura and the inverted image that it
casts on a screen, speaks in his fifteenth-century Notebooks
of the eye as the window to the soul. He and others resorted
to an odd sort of physical optics to solve the problem. They
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suggested that there must be a second inversion of the image
in the eye, perhaps because the fundus or inside surface of
the eye acts as a concave mirror that could then cast an up-
right image on the rear surface of the lens.

Johannes Kepler (1571–1630) was the first to describe the
true nature of image formation in the eye in 1604. He depicted
how a lens bends the multitude of rays approaching it from a
point on one side of the lens in such a way that it causes the
rays to converge and to meet in an approximation to a point
on the other side of the lens. The order of object and image
points is thus preserved, and an accurate, although inverted,
image is formed of the object. By 1625, Scheiner would ver-
ify Kepler’s theory. He removed the opaque layers at the back
of a cow’s eye and viewed the actual picture formed on the
retina and found that it was inverted. Others would repeat this
experiment, including Descartes, who described the results in
detail. Kepler was not unaware of the problems that the in-
verted image had caused for previous theorists. However, he
simply relegated its solution to what we would call physio-
logical processing or psychological interpretation, much as
Alhazen had relegated to the mind the assigning of size and
location in space to objects some six centuries earlier.

An interesting example of how the study of physics be-
came intertwined with the study of vision comes from Sir
Isaac Newton (1642–1727). Newton, whose name is one of
the most distinguished in the history of physics, had already
started almost all of his important lines of thought before he
was 30. During the short span of time from 1665 to 1666,
while Newton was in his early 20s and was a student (but not
yet a Fellow) at Trinity College in Cambridge University, he
achieved the following ideas: (a) he discovered the binomial
theorem; (b) he invented both differential and integral calcu-
lus; (c) he conceived his theory of gravitation and applied it
to the behavior of the moon; and (d) he purchased a glass
prism at the Stourbridge Fair for the purpose of studying the
refraction of light. It was this last item that would turn him
into a perceptual researcher.

Newton began his study of the refraction of light by
prisms in an attempt to improve the telescope. Descartes had
already shown that spherical lenses, because of their shape,
cause aberrations in image formation, namely colored
fringes. Experimenting with prisms first led Newton to the er-
roneous conclusion that all glass has the same refracting
power, which would mean that it would forever be impossi-
ble to correct for this distortion. To get around this problem,
he used the fact that there is no chromatic dispersion in re-
flected light. He therefore substituted a concave mirror for
the lens and thus created the reflecting telescope. It was this
invention that created his reputation and earned him an ap-
pointment to the Royal Society.

It is important to remember that Newton began with the
belief system of a physicist and thus felt that the spectrum of
colors that one got when passing light through a prism was a
property of the glass. However, during his experimentation
he was able to demonstrate that the spectrum could be re-
combined into white light if he used a second prism oriented
in the opposite direction. This would be an impossibility,
since all that a glass should be able to do is to add chromatic
aberrations. He soon determined that what the prism was
doing was differentially bending the light inputs, with shorter
wavelengths bent to a greater degree. This means that the re-
sulting light output is nothing more than a smear of light with
gradually differing wavelength composition from one end to
the other. Since we see an array of spectral colors, it led him
to the conclusion that color is a perceptual experience that
depends on the wavelength of the light hitting the eye. White
light is then simply the perception resulting from a mixture of
all of the colors or wavelengths. Thus, we have another case
where only when the physics fails to explain the phenomena
observed does the scientist resort to a perceptual explanation.

Other physicists would eventually contribute to knowl-
edge of vision. Prominent among them would be Hermann
Helmholtz, whose contributions to physics included develop-
ment of the theory of conservation of energy and also under-
standing of wave motions and vortexes. Another was Ernst
Mach, whose contribution to ballistics formed an important
basis for our understanding of the mechanics of flight and
who also would go on to study brightness perception in hu-
mans. However, in their contributions, they would use not
only the principles of physics but data from the newly emerg-
ing fields of physiology and neurophysiology.

PHYSIOLOGY AND PERCEPTION

The physiological research that directly stimulated and
guided the scientific study of sensation and perception was a
product of the nineteenth century. However, the conceptual
breakthrough that set the stage for these new findings was the
acceptance of a mechanistic conception of the body that
had been anticipated two centuries earlier. Henry Power, an
English physician and naturalist who was elected to the
Royal Society while it was still in its infancy, stated this
emerging viewpoint in his Experimental Philosophy in 1664.
Of perception he noted: “Originals in Nature, as we observe
are producible by Art, and the infallible demonstration of
Mechanicks,” suggesting that principles of art (here to in-
clude mathematics and geometry) and mechanistic principles
(here to include physics and physiology) should form the
basis of the study of perceptual and mental processes. He
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then goes on to make it quite explicit that to understand men-
tal phenomena we must understand “the Wheelwork and
Internal Contrivance of such Anatomical Engines,” including
those that are responsible for perception (e.g., the eye and
the ear).

This kind of thinking could encourage study of the body
as a machine and leave the issue of soul to a more di-
vine province. As an example, consider René Descartes
(1596–1650), who accepted a dualistic approach. While
sensory processing and response to stimulus inputs from the
environment could be solely mechanical and could be stud-
ied empirically, Descartes felt that the higher levels of men-
tal life, such as conscious perception, would require a soul
and the intervention of God. According to Descartes, ani-
mals could process sensory inputs mechanically with no
consciousness and no intelligence. He was convinced that
this was a reasonable position after observing the statues in
the royal gardens of Saint-Germain-en-Laye, the birthplace
and home of Louis IV. These human-sized statues, con-
structed by the Italian engineer Thomas Francini, were au-
tomated and could behave in surprisingly lifelike ways.
Each figure was a clever piece of machinery powered by hy-
draulics and carefully geared to perform a complex se-
quence of actions. For instance, in one grotto a figure of the
mythological Greek musician Orpheus makes beautiful
music on his lyre. As he plays, birds sing and animals caper
and dance around him. In another grotto, the hero Perseus
fights with a dragon. When he strikes the dragon’s head, it is
forced to sink into the water. The action of each figure was
triggered when visitors stepped on particular tiles on the
pathway. The pressure from their step tripped a valve, and
water rushing through a network of pipes in the statue
caused it to move.

In the Treatise on Man published in 1664, Descartes draws
a parallel between the human body and the animated statues
or automata in the royal gardens. He reasons that the nerves
of the human body and the motive power provided by them
are equivalent to the pipes and the water contained in the stat-
ues. He compares the heart to the source of the water, the var-
ious cavities of the brain with the storage tanks, and the
muscles with the gears, springs, and pulleys that move the
various parts of the statues. These statues do, of course, have
the capability to respond to some aspects of stimulation from
the outside world. In this case, the “stimulation” might be the
pressure of the visitor’s weight on a hidden lever beneath a
tile, which causes a figure of Diana, who is caught bathing, to
run away into the reeds to hide. If the visitor tries to follow
her, pressure on another tile causes Neptune to rush forward,
brandishing his trident protectively.

Using the figures in garden as his example, Descartes
notes that in some ways the human body is like one of these
mechanical contrivances, moving in predictable ways and
governed by mechanical principles. Because he misunder-
stood what he was looking at by confusing the blood vessels
that are found in the optic nerve with the nerve itself, he sug-
gested that the optic nerve was simply a tube that contained
“animal spirits” where motions are impressed by an image
and are thus carried to the brain. He argued that there is noth-
ing in animal behavior that could not be reproduced mechan-
ically. While there appear to be complex activities going on
in animals, these take place without any consciousness or
thought. A number of activities that seem to require reason
and intelligence, such as some of our protective reflexes, do
not really require or use consciousness. An example is when
you touch a hot surface. You usually withdraw your hand,
without any voluntary or conscious command to your mus-
cles to do so. In fact, most people who have experienced this
find that their hand had already lifted from the hot surface be-
fore they were even conscious of the pain from their fingers.
The consciousness of pain actually follows the protective
withdrawal of the hand. According to Descartes, this is the
level at which animals work. Their basic bodily functions
and their basic apparent responsiveness to the environment
are all without the need for consciousness, intelligence, self-
awareness, or a soul. However, no matter how complex the
movements of any machine might be, and no matter how
variable and intricate the engineers have made its behavior,
machines will always differ from a human being. The reason
is that human beings have not only a body (controlled by
mechanics) but also a soul (controlled by spirit). To have a
soul or a mind is to have the capacity to think and to have
consciousness and hence perception.

By the early nineteenth century, the study of the nervous
system was beginning to advance. The world’s first institute
for experimental physiology was established by Johannes
Müller (1801–1858) in Berlin. Müller’s Handbook of Physi-
ology, which summarized the physiological research of the
period and contained a large body of new material from his
own lab, was eagerly accepted, as is shown by its rapid trans-
lation and republication in English only five years later.
Müller’s conceptual breakthrough, the Doctrine of Specific
Nerve Energies, was actually a direct attack on the image or
eidola notion.

To see the problem facing Müller, one must first recognize
that the classical view of the mind was that there exists within
the brain something like a sentient being, a Sensorium, that
wants to learn about the external world but can never come
closer to it than the direct contact provided by the nerves.



Physiology and Perception 95

Imagine that the Sensorium is a prisoner in the skull and wants
to know about the Eiffel Tower. The only ways that it could
learn about it would involve having pictures of the tower, or
small copies of it (eidola) brought in, or failing that, at least a
verbal description of it. Notice that the representation of the
object to the mind is a real copy in kind. If there are no copies
of the object, or if the nerves cannot carry them, then we could
still have a symbolic representation of them, such as wordlike
symbols, as long as these have a fixed functional relationship
to the object so that the mind can recreate its properties by
inference. However, there was already some data that sug-
gested that images, or symbols representing images, were not
being passed down the nerves. For instance, Charles Bell
(1774–1842) pointed out that we perceive sensory qualities
based on the specific nerve that is stimulated, not on the basis
of the object providing the stimulation. If, for example, you
put pressure on the eyeball, you will stimulate the retina; how-
ever, what you perceive will be light, not pressure.

Müller introduced the concept that the Sensorium is only
directly aware of the states of the sensory nerves, not of the
external object. Each nerve can only transmit information
about one specific energy source, and there are five such
nerve energies, one for each of the senses. Thus, a stimulus
acting on a nerve that is tuned for visual energies will be per-
ceived as visual, regardless of whether the actual stimulus
was light, mechanical, or electrical stimulation. Finally, he
suggested that the actual specificity is recognized only at the
termination of the nerve in the brain. In doing this, he was in-
corporating the work of Pierre Flourens (1794–1867), who
had demonstrated that specific locations in the brain con-
trolled specific functions. Flourens based this upon data from
animals that had had parts of the brain systematically de-
stroyed and thus lost particular motor functions, as well as
various visual and auditory reflexes. Later on this would be
confirmed using human subjects who had head injuries due to
war or accident and who also suffered from sensory impair-
ments dependent on the location of the injury.

Müller’s break with the eidola theory was not complete,
however. He felt that each “adequate stimulus” impressed a
wealth of information on the appropriate neural channel by
exciting a vis viva (life force) or vis nervosa (neural power),
which took an impression of all the information that would
have been present had there been an actual eidola or image
present. In this he was expressing the old physiological doc-
trine of vitalism, which maintained that living organisms
were imbued with some special force that was responsible for
life and consciousness but not subject to scientific analysis.
This is very similar in tone to the concept of animal spirits
postulated by Descartes.

It was Müller’s students who would take the next steps. In
addition to his writing and research, Müller was a splendid
teacher who attracted many brilliant students. Among these
was Hermann Helmholtz (1821–1895), who played a pivotal
role in this history, and his classmates Émile du Bois-Reymond
(1818–1896), who later collaborated with Helmholtz and
gained fame by establishing the electrochemical nature of the
nervous impulse; Rudolf Virchow (1821–1902), who later pi-
oneered the cellular theory of pathology; and Ernst Brücke
(1819–1893), who would later do work on the interactions be-
tween color and brightness but who would be best known as
the most influential teacher of Sigmund Freud. Together these
students rejected the idea that there was any life force that was
so mysterious that it could not be analyzed, and so different
that it did not follow the know rules of physics and physiology.
As a rebellion against vitalism, they drew up a solemn article of
faith in the mechanistic viewpoint, which stated that

No other forces than the common physical-chemical ones are
active within the organism. In those cases which cannot at the
time be explained by these forces one has either to find the spe-
cific way or form of their action by means of the physical math-
ematical method, or to assume new forces equal in dignity to
the physical-chemical forces inherent in mater, reducible to the
force of attraction and repulsion. (Bernfeld, 1949, p. 171)

Then, with the passion generated by youthful fervor for a
cause, they each signed the declaration with a drop of their
own blood. It is ironic, in some ways, that a blood oath, so
common in mysticism and magical rites, would be the begin-
ning of a movement to purge spirits, demons, spirits, and the
soul from psychology.

The full implications of specific nerve energies were not
immediately apparent, but this idea would come to change the
nature of perceptual research. In 1844, Natanson made the ob-
vious mechanistic extension when he argued that every neural
organ must have a function and conversely every function
must have an organ. In sensory terms, he thought that there
might be three different energies for touch, three for taste,
three for vision, and an indeterminate number for smell. In
that same year, A. W. Volmann attempted to criticize Müller
on the ground that his theory would require not merely five
specific energies but one for every sense-quality. This might
require different channels for pressure, temperature, pain,
every one of the 2,000 recognizable colors, every discrim-
inable taste, and so forth. At the time, this seemed like almost
a reductio ad absurdum, since it seemed to require an infinity
of specific channels for the infinity of specific perceived sen-
sory qualities. However, a solution would show itself.
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The groundwork for saving the specific nerve energy the-
ory had already been laid before the theory was announced. It
appeared in a paper by Thomas Young (1773–1829), which
went relatively unnoticed until it was rediscovered by
Helmholtz. Young is best known for his linguistic research,
particularly on the Egyptian hieroglyphs, and this included
his work on translating the Rosetta Stone. However, when he
accepted election into the Royal Society, instead of speaking
about his linguistic and archaeological studies, he gave a
paper on the perception of color in 1801. In it, he proposed
that although there is a myriad of perceivable colors, it is pos-
sible to conceive that they all might be composed of mixtures
of three different primaries. He speculated that these would
be red, blue, and yellow, since artists are capable of mixing
most colors using paints of only these hues. By extension, the
visual system could do the same with three separate sets of
specific neural channels, one for each of the primary colors.
He had no empirical support for his speculations, however,
and reasoned mostly from the artistic analogy.

Helmholtz had independently reached the same conclusion
that only three primaries, hence three specific nerve energies,
would be required. He would, however, modify the primaries
to red, blue, and green. Helmholtz based his selection on some
color-mixture studies conducted by another brilliant physi-
cist, James Clerk Maxwell (1831–1879). Maxwell is best
known for having demonstrated that light is an electromag-
netic wave and for developing the fundamental equations de-
scribing electrical and magnetic forces and fields. This led to
some of the major innovations made in physics in the twenti-
eth century, including Einstein’s special theory of relativity
and quantum theory. Maxwell’s color-mixture data was not
based on the mixture of pigments that artists use, since such
subtractive mixtures are often difficult to control and analyze.
Instead, he used colored lights, generated by capturing small
regions of a spectrum generated by passing sunlight through
prisms and blocking off all but a small section. These additive
mixtures are easier to control and to analyze.

Maxwell eventually “proved” the adequacy of three color
primaries for full color perception in 1861. This was done by
producing the first color photograph. Maxwell took a picture
of a Scotch tartan–plaid ribbon using red, green, and blue fil-
ters to expose three separate frames of film. He then projected
the images through the appropriate filters to recombine them
to form the perception of a true colored image. This set the
stage for color photography, color television, and color print-
ing while at the same time demonstrating that three primaries
would suffice to produce the full range of colors that humans
can see.

Helmholtz next suggested that the specificity need not ac-
tually be in the nerves that are doing the conducting. All

nerves might be equivalent as information channels; how-
ever, there might be specific receptors at the first stage of
input that are tuned for specific sensory qualities. We now
know that this was a correct assumption and that there are
three cones with differential tuning to short wavelengths
(blue), medium (green), and long wavelengths (red). This has
been confirmed using microelectrode recording and also by
using microspectroscopy and directly determining the ab-
sorption spectra of individual cones.

Helmholtz also recognized that in some modalities, such
as hearing, the idea of only a few specific channels to carry
the various sensory dimensions might not work. Certainly at
the phenomenological level it is difficult to reduce the audi-
tory sense to a small number of primary qualities. He thus
suggested that further processing might be required at inter-
mediate stages along the sensory pathways, and perhaps there
may be specific centers in the brain that might selectively re-
spond to specific sensory qualities. The first theory to formal-
ize the idea of preprocessing sensory information to reduce
the number of channels needed actually came from Hering,
Helmholtz’s major academic opponent. Ewald Hering
(1834–1918) was a physiologist who would also go on to be
known for his work in establishing the role the vagus nerve
plays in breathing. Hering approached questions of percep-
tion from the point of view of a phenomenologist. This is,
perhaps, not surprising, because he succeeded Johannes
E. Purkinje (1787–1869), who was probably the best-known
phenomenologist of his time. In addition to his work in
microscopy, Purkinje is also known for his discovery of
the wavelength-dependent brightness shifts that occur as the
eye goes from a light to a dark adapted state (now called
the Purkinje shift). This set of observations suggested to
Purkinje that there might be two separate receptors in the eye,
with different photic sensitivity. His speculation was eventu-
ally proven by discovery of rods and cones and the demon-
stration, by Max Johann Sigizmund Scultze (1825–1874),
that rods functioned in low-light-level vision and cones in
bright light.

Hering was himself a fine analytic phenomenologist like
his predecessor Purkinje. He was not completely satisfied
with the idea of three primaries as being sufficient to explain
the phenomenon of color vision. It seemed to him, rather, that
human observers acted as if there were four, rather than three,
primary colors. For instance, when observers are presented
with a large number of color samples and asked to pick out
those that appear to be pure (defined as not showing any trace
of being a mixture of colors), they tend to pick out four, rather
than three, colors. These unique colors almost always include
a red, a green, and a blue, as the Helmholtz-Young trichro-
matic theory predicts; however, they also include a yellow.
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Hering also noted that observers never report certain color
combinations, such as yellowish blue or a greenish red. This
led him to suggest some hypothetical neural processes in
which the four primaries were arranged in opposing pairs.
One aspect of this opponent process would signal the pres-
ence of red versus green, and a separate opponent process
would signal blue versus yellow. An example of such a
process could be a single neuron whose activity rate in-
creased with the presence of one color (red) and decreased in
the presence of its opponent color (green). Since the cell’s ac-
tivity cannot increase and decrease simultaneously, one could
never have a reddish green. A different opponent-process cell
might respond similarly to blue and yellow. A third unit was
suggested to account for brightness perception. This was
called a black-white opponent process, after the fact that
black and white are treated psychologically as if they were
“pure colors.” Evidence from colored afterimages seemed to
support this theory.

One might have expected that Hering’s notions would be
met with enthusiasm, since the opponent-process concept
would allow alternate forms of qualitative information to
travel down the same pathway (e.g., red and/or green color),
thus reducing the number of neural channels required to en-
code color from three under the trichromatic theory to two.
Yet this idea was extremely unpopular. It appeared uncon-
vincing because the theory was purely speculative, with
only phenomenological evidence from a set of “illusions,”
namely afterimages and color contrast, to support it, and no
proven physiological processes that demonstrated the re-
quired mode of operation. Furthermore, even as neuro-
physiology became more advanced in the early part of the
twentieth century, the theory did not seem appealing, since it
seemed to fly in the face of the newly discovered all-or-none
neural response pattern. It implied some form of neural al-
gebra, where responses are added to or subtracted from one
another. Additive neural effects could easily be accepted;
however, subtractive effects were as yet unknown.

The first hints that some neural activity could have sub-
tractive or inhibitory effects came from the phenomenologi-
cal data and an application of mathematical reasoning by
physicist and philosopher Ernst Mach (1838–1916). Mach
was a systematic sensist in that he felt that science should
restrict itself to the description of phenomena that could be
perceived by the senses. His philosophical writings did much
to free science from metaphysical concepts and helped to es-
tablish a scientific methodology that paved the way for the
theory of relativity. However, if the fate of science was to rest
on the scientist’s sensory systems, it was important to under-
stand how the senses function and what their limitations are.
This led him into a study of brightness phenomena, particu-

larly of brightness contrast. At the time, brightness contrast
was just another illusion or instance of noncorrespondence. It
was demonstrated by noting that a patch of gray paper placed
on a white background appears to be darker than an identical
patch of gray paper placed on a dark background. This sug-
gested to Mach that there was some form of inhibition occur-
ring and that this inhibition could be between adjacent neural
units. He suggested that the receptors responding to the
bright surrounds inhibited the receptors responding to the
gray paper in proportion to their activity, and this was more
than the inhibition from the cells responding to the dimmer
dark region surrounding the other patch, thus making the
gray on white appear darker. This led to the prediction of the
brightness phenomenon that now bears his name, Mach
bands. This effect is seen in a light distribution that has a uni-
form bright region and a uniform dark region with a linear
ramplike transition in light intensity between the two. At the
top of the ramp a bright stripe is perceived, while at the bot-
tom a dark stripe is seen. These stripes are not in the light dis-
tribution but can be predicted by an algebraic model in which
neural intensities add to and subtract from those of adjacent
neural units. This obviously suggests that some form of inhi-
bition, such as that required by Hering’s model of color vi-
sion, can occur in sensory channels.

Unfortunately, psychologists sometimes look at phenome-
nological data with the same suspicion that they might look at
reports of extrasensory phenomena such as the perception of
ghosts. Truth seems to depend on identifiable physiology
rather than phenomenology; hence, neural inhibition re-
mained unaccepted. The breakthrough would come with
Ragnar A. Granit (1900–1991), who would usher in the era of
microelectrode recording of sensory responses. Granit was
inspired by the work of British physiologist Lord Edgar
Douglas Adrian (1889–1977), who was the first to record
electrical impulses in nerve fibers, including optic nerves,
and eventually developed a method to use microscopic elec-
trodes to measure the response to stimulation by the optic
nerve. Granit’s data began to show that when light is received
by the eye, under some circumstances it could actually inhibit
rather than excite neural activity. To confirm this in humans
he helped to develop the electroretinogram (ERG) technique
to measure mass activity in the retina. 

Haldan Keffer Hartline (1903–1983), who would go on to
share the 1967 Nobel Prize with Granit, was also fascinated
by Lord Adrian’s work. Hartline set about to use the micro-
electrode measures Granit developed to record electrical im-
pulses in individual nerve cells. His goal was to extend that
research into analysis of how the visual nerve system
worked. He did much of his work with the horseshoe crab,
which has a compound eye (like that of a fly) and has the
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advantage of having large individual cells that receive light
(photoreceptor cells) and long, well-differentiated optic
nerve fibers. In the 1930s he recorded electrical response
from single fibers of the horseshoe crab’s optic nerve and
found that the neurons generated a response frequency that
was proportional to the intensity of light shining on the pho-
toreceptors. This is the sort of signal that had been expected.
However, later work showed that under some circumstances
shining a light on an adjacent receptor could decrease (in-
hibit) the response rate in a stimulated cell. This was the in-
hibitory response activity predicted by Mach and needed by
Hering’s theory. However, things became much more com-
plicated when he began to study the more complex neural vi-
sual system of the frog. Now he found that optic nerve fibers
were activated selectively, according to the type of light, and
varied with brightness or movement. Further, under certain
circumstances, increasing light stimulation might actually
decrease neural response. This discovery convinced re-
searchers that, even at the level of the retina, some sort of
neural algebra could be taking place. Perhaps the sensory in-
puts were being processed and refined before being sent to
higher neural centers.

At this same time, researchers were beginning to modify
the doctrine of specific nerve energies because it still seemed
to suffer from the major limitation pointed out by some of its
early detractors. To put it into its simplest form, we perceive
an indefinite number of different sensory qualities in each
modality and we do not have an infinity of neural pathways.
For example, in the visual realm, a stimulus will have a color,
size, location, and state of motion. In addition, the stimulus
will contain features such as contour elements that delineate
its boundaries, and each of these will have a length and
orientation. There may also be prominent defining elements
such as angles or concave or convex curves, and so forth. The
doctrine of specific nerve energies had evolved from simply
positing a separate channel for each sensory modality to a
supposition that there is a separate channel for each sensory
quality or at least a limited set of qualities. While this is not
practical at the input and transmission stages of perception, it
is possible if we consider the end points or terminations in the
brain and if, as Hartline seemed to be suggesting, there is
some form of preprocessing that occurs before information is
sent down specific channels.

In the 1950s Stephen Kuffler’s laboratory at Johns Hopkins
University was studying the visual response of retinal neu-
rons using microelectrodes. It was in 1958 that two young
researchers who had come to work with Kuffler met: David
H. Hubel (b. 1926) and Torsten N. Wiesel (b. 1924). They
decided to look at the response of single neurons in the visual
cortex to see if they had any differential responses to stimuli

presented to the eye. In experiments with cats and monkeys,
Hubel and Wiesel were able to show that varying the spatial
location of a light spot caused variations in the response of
the cortical cell in either an excitatory or inhibitory manner.
By carefully mapping these changes in response to points of
light, they later were able to demonstrate that there were
complex cells in the brain that were “tuned” to specific visual
orientations. This meant that they responded well to lines in
one orientation and poorly or not at all to others with differ-
ent degrees of inclination. Other cells responded to move-
ment in a particular direction, and some were even tuned for
particular speed of movement across the retina. There were
even hypercomplex cells that responded to particular angles,
concavity versus convexity, and lines of particular length.
In a series of clever experiments, they also injected radioac-
tively labeled amino acids into the brain under specific
conditions of stimulation to show that there is a complex
cytoarchitecture in the visual cortex. Feature-specific cells
are vertically organized into columns and separated accord-
ing to which eye is providing the input. The act of vision,
then, involved a decomposition of an input into an array of
features that then, somehow or other, would be resynthesized
into the conscious percept.

Hubel and Wiesel’s work was initially greeted with skepti-
cism when it was announced in the 1960s. It seemed to be ex-
panding the doctrine of specific nerve energies to a ridiculous
degree. Adversaries suggested that, taken to the limit, one
might argue that every perceived quality and feature in vision
might require its own tuned neural analyzer. Thus, one might
eventually find a “grandmother cell” or a “yellow Cadillac
detector” that responds only to these particular stimuli. The
strange truth here is that these critics were correct, and in the
late 1970s, Charles Gross’s laboratory at Princeton Univer-
sity began to find cortical neurons that are extremely special-
ized to identify only a small range of particular targets with
special significance. For instance, one neuron in monkeys
seems to produce its most vigorous response when the stimu-
lus is in the shape of a monkey’s paw. Gross, Rocha-Miranda,
and Bender (1972) report that one day they discovered a cell
in the cerebral cortex of a monkey that seemed unresponsive
to any light stimulus. When they waved their hand in front of
the stimulus screen, however, they elicited a very vigorous re-
sponse from the previously unresponsive neuron. They then
spent the next 12 hours testing various paper cutouts in an at-
tempt to find out what feature triggered this specific unit.
When the entire set of stimuli were ranked according to the
strength of the response they produced, they could not find
any simple physical dimension that correlated with this rank
order. However, the rank order of stimuli, in terms of their
ability to drive the cell, did correlate with their apparent
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Figure 5.2 Instances of noncorrespondence and illusion: (A) the upper di-
vided space appears to be slightly longer than the lower undivided space (the
filled space-open space illusion); (B) the black circle surrounded by large
circles appears smaller than the black circle surrounded by small circles (the
Ebbinghaus illusion); (C) the vertical line appears longer than the horizontal
line (the horizontal-vertical illusion).

A

B C

similarity (at least for the experimenters) to the shadow of a
monkey’s hand. A decade later there were an accumulation of
reports of finding cells that are tuned for specific faces,
namely monkey faces in the monkey cortex and sheep faces
in sheep cortex (e.g., Bruce, Desimone, & Gross, 1981;
Kendrick & Baldwin, 1987). One wonders what Johannes
Müller would think of his theory now.

THE SCIENCE OF ILLUSION

While Müller is best known to psychologists for his work on
specific nerve energies, he is also an important contributor to
philosophical shift in thinking that resulted in the definition
of psychology as a separate science by influencing its
founder. In 1826 Müller published two books, the first on
physiology and the second the phenomenology of vision.
This second volume contained discussions of a number of
phenomena that Müller called visual illusions. These visual
illusions were not the distortions in two-dimensional line
drawings that we tend to use the label for today; rather, they
were such things as afterimages and phantom limbs. Müller
also included the fact that the impression of white may be
produced by mixing any wavelength of light with its comple-
ment and the resulting percept contains no evidence of the in-
dividual components as another form of illusion. In other
words, he was fascinated by the fact that there were some sit-
uations in which the conscious percept does not correspond
with the external situation as defined by physical measure-
ments. Müller’s book posed some questions that would re-
main unanswered during his lifetime but would lead to a
burst of empirical work a quarter of a century later. 

In 1855, Oppel published three papers in which he in-
cluded a number of size distortions that could be seen in fig-
ures consisting of lines drawn on paper. In his first paper, he
noted a distortion that was small in magnitude but quite reli-
able and could be induced by lines drawn on paper. It appears
in drawings such as that in Figure 5.2A and involves the per-
ception that the upper divided extent appears to be slightly
longer than the lower undivided space. By the third paper, he
had developed more powerful distortions such as that shown
in Figure 5.2C. Here the vertical line seems considerably
longer than the horizontal line, and this apparent difference in
length is usually in excess of 15 percent. Oppel cited Müller,
crediting him with sparking the interest in this type of illu-
sory phenomenon. Oppel was certainly not the first to recog-
nize visual illusions as instances of noncorrespondence be-
tween perception and reality. Remember that Ptolemy, for
example, had extensively discussed the moon illusion. Other
researchers had noticed that the scale or shape of common

items could be distorted in certain environments. For exam-
ple, Smith (1738) noted that “Animals and small objects seen
in valleys, contiguous to large mountains, appear extraordi-
narily small” (p. 314). For some reason, such descriptions
simply do not create the same impact as a simple graphic dis-
play, such as Figure 5.2B, where the two black circles (which
are simply surrogates for two animals) are the same size, yet
the circle surrounded by large forms (which are mere the
graphic analogues of mountains) seems to be somewhat
smaller than its counterpart, which is surrounded by only
small items.

It may well have been that having such portable demon-
strations of the failure of vision to accurately represent real-
ity generated more interest because more people could so
readily and reliably see the effects. Perhaps these line figures
appealed to the rising interest in experimentation. The juxta-
position of environmental elements that might cause illusions
to appear (such as mountains or moons) cannot be arranged
and rearranged at will. The major advantage of lines drawn
on paper lies in their flexibility. To begin with, one can easily
manipulate the array by bringing large and small objects in
close proximity to one another in the picture plane. One can
also select stimuli, such as circles, squares, or lines, that have
no necessary and familiar size. One can manipulate stimulus
elements along many dimensions, such as brightness, chro-
maticity, spatial proximity, identity, and so forth. Further-
more, one can verify the true dimensions of the perceptually
distorted figural elements with tools as simple as a ruler.

With the opportunities for easy experimentation so readily
available, perhaps it is not surprising that between 1855,
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when Oppel’s papers appeared, and 1900, over 200 papers
demonstrating and analyzing various visual distortions ap-
peared. New illusion configurations began to appear in a vast
unsystematic flood. There were new distortions described by
the astronomer Johann Karl Friedrich Zöllner (1834–1882),
the sociologist Franz Müller-Lyer (1857–1916), the physiolo-
gist Jacques Loeb (1859–1924), and the philosopher-
psychologist Franz Brentano (1838–1917). Many psycholo-
gists whose main interests seem to lie far from perception also
took their turn at producing illusion configurations. Included
in this group are Charles Hubbard Judd (1873–1946) and
Alfred Binet (1857–1911), both interested in education and
child development; the philosophically oriented James Mark
Baldwin (1861–1934) and William James (1842–1910); the
clinician Joseph Jastrow (1863–1944); the founder of applied
psychology, Hugo Münsterberg (1863–1916); as well as a
host of workers interested in aesthetics, including Karl
Stumpf (1848–1936) and Theodor Lipps (1851–1914). This is
not to say that specialists in perception were excluded, since
many of these joined this merry frenzy of exposing instances
of noncorrespondence, including Wundt, Hering, Helmholtz,
Titchener, and Ehrenfels, to name but a few.

It is difficult to believe, but it was in the midst of all of this
activity of drawing lines on paper to produce illusory per-
cepts that the science of psychology was born. Wilhelm
Wundt (1832–1920) was probably the first person to call
himself a psychologist and was certainly the first to found a
formal administrative unit for psychological research. Oddly
enough he embarked upon the development of exclusively
psychological research because of all those line drawings that
showed systematic distortions when carefully viewed. Wundt
began by considering visual illusions as they were currently
being described in his book Contributions to the Theory of
Sensory Perception, various sections of which were pub-
lished between 1858 and 1862. By the time he published his
Principles of Physiological Psychology (in two parts, 1873
and 1874), his deliberations had forced him into a new philo-
sophical and methodological position. For example, when he
considered Oppel’s strongest illusion, which demonstrated
the fact that a vertical line looks longer than a horizontal line
of equal length (as we saw in Figure 5.2C), he recognized
that this perceived illusion could not be predicted by any of the
known laws of physics, biology, or chemistry. To explain this
phenomenon, then, we would need a new set of laws. These
laws would be the laws that govern mental science. He sug-
gested that we need a science of mental processes and we
could name it “Psychology,” as had been suggested earlier by
the philosopher and mathematician Christian von Freiherr
Wolff (1679–1754). Although he credited Wolff with the
name, Wundt chose to ignore the fact that Wolff also

maintained that any science of mental life could not be based
upon empirical research. Instead Wundt set out to create a
new empirical science with its own methods and its own
basic principles to study issues such as the noncorrespon-
dence between the physical and the perceived world.

When Wundt first began his research, he had already ac-
cepted the concept that psychology should use a variety of
experimental methods depending on the question being
asked. One such technique was analytic introspection. Wundt
initially adopted the atomistic viewpoint, which earlier in the
century had proved to be so successful in physics, biology,
and chemistry. It seemed reasonable to assume that con-
sciousness could be viewed as the sum of some form of basic
mental elements, much as physicists had come to view matter
as the combination of basic elements called atoms and biolo-
gists had come to view living organisms as the combination
of basic units called cells. Wundt’s structuralist viewpoint ar-
gued that the total perceptual impression must similarly be
composed of the sum of simple sensory impressions. Ana-
lytic introspection was one way of training observers to iso-
late these simple sensory impressions in consciousness and
thus reveal the irreducible elements of conscious perception.
There is a misperception about Wundt’s methodology that
was perpetrated by his student Edward Bradford Titchener
(1867–1927). The fallacy is that analytic introspection was
the main, and perhaps the only, technique of choice in
Wundt’s lab. This is not true, since Wundt advocated many
methods, including observation without intervention, experi-
mentation, and the use of objective indexes of mental
processes such as discriminative responses to sensory stimuli
and reaction time. Furthermore, well before his long career
was through, the same stimulus configurations that brought
him to consider psychology as a separate discipline would
cause him to abandon analytic introspection.

If analytic introspection worked, then the observer should
be able to reduce consciousness to basic sensory elements. If
this is the case, then it seems reasonable to assume that visual
illusion stimuli, when dealt with in this manner, would no
longer produce any perceptual distortion. Thus, analytically
viewing the items in Figure 5.2 should produce accurate as-
sessments of all relevant sizes and lengths, and the illusions
themselves should turn out to be nothing more than judg-
mental errors added to the basic sensory elements by not-so-
careful observers. Unfortunately, such was not the case, and
the illusions persisted, suggesting to Wundt that perhaps the
atomistic view was untenable and the technique of analytic
introspection might not be as useful as originally thought.
Instead, he began to argue for a much more modern-sounding
view of perception, which he called creative synthesis.
According to this view, perception might be considered to be
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an amalgam between sensory and nonsensory elements.
These nonsensory elements might arise through memories or
associations established by an individual’s experience or
history, or information from other modalities. Thus, in Fig-
ure 5.2A, the eye might be expending more energy moving
over the upper divided space (since it might be stopping and
starting as it moved over the included elements). Since the
movement of the eye over longer extents also normally re-
quires more effort, it may be that the proprioception from this
additional effort might interact with the visual impression to
produce the perception of a longer extent. Such an idea (that
is, the interaction of sensory factors with information from
other modalities or nonsensory sources) would find ready ac-
ceptance with many current cognitive theories that attempt to
integrate multimodal inputs as well as memory and reasoning
processes into the perceptual act (c.f., Coren, 1986).

THE RISE OF THE BEHAVIORAL LABORATORIES

Although Helmholtz was doing experimentation on percep-
tual phenomena, he did not call himself a psychologist and
would have claimed that he was studying physiology or
physics rather than psychology. Hence, no one credits
Helmholtz with having the first experimental lab in psychol-
ogy. Helmholtz, however, did set the stage for the first labs
by establishing a particular methodology that would find
immediate acceptance and is still used today. Prior to his time,
it was believed that sensory information was transmitted to
whatever center needed to turn it into conscious awareness in-
stantaneously. Helmholtz’s friend, Émile du Bois-Reymond
(1818–1896), had studied the chemical structure of nerve
fibers and shown that the neural response was an electro-
chemical event. Helmholtz theorized that this meant that the
nervous impulse might travel more slowly than anyone had
previously imagined–perhaps even slow enough to be mea-
sured in a laboratory.

Unfortunately, to test his hypothesis, Helmoltz needed an
instrument capable of measuring very small fractions of sec-
onds, smaller than could be reliably detected by any existing
timepiece. He devised such a “clock” from a simple labora-
tory galvanometer. A galvanometer is an instrument that de-
tects the presence and strength of an electrical current by
causing a needle to deflect, with the amount of deflection cor-
responding to the strength of the current. Helmholtz knew
that when the current was first turned on it took a short, but
measurable, amount of time to reach its maximum level and
to cause the needle to reach its maximum deflection. If the
current was turned off before it reached its maximum, the
proportion of needle deflection registered was an accurate

measure of the very small amount of time the current had
been on.

Now armed with this “galvanometric stopwatch,”
Helmholtz measured the speed of the neural impulse in a
frog’s leg. He knew that mild electrical stimulation of the
motor nerve that ran the length of the leg would cause a
twitch in the foot muscle, and by balancing the foot on a
switch, this movement could be used to turn off a current.
When the current was turned on the galvanometer was set in
motion, but when the foot twitched it was turned off. He now
compared the times when the nerve was stimulated at differ-
ent locations along the nerve fiber. He found that a point four
inches from the muscle took 0.003 seconds longer than a
point only one inch away, meaning that the nerve impulse
was traveling at about 83 feet per second.

The next step was to apply this technique to humans. He
trained subjects to press a button whenever they felt a stimu-
lus applied to their leg. Although the results were more vari-
able than those for the frog, reaction times tended to be
longer when the stimulus was applied to the toe than when
applied to the thigh. Calculations showed that humans had a
faster neural impulse travel speed than the frog, in excess of
165 feet per second, and perhaps up to around 300 feet per
second.

It would take a few years for the significance of these
experiments to register with the scientific world—partly be-
cause the results were too astonishing to believe. From a phe-
nomenological perspective mental processes are subjectively
experienced as occurring instantaneously, and physiologists
believed that the neurological events associated with them
should be instantaneous as well. The idea that it takes a finite
time for events to occur was difficult to believe. Nonetheless,
this new reaction-time methodology would allow the first
true psychological laboratory to begin its testing program.

Wundt was quite aware of Helmhotz’s work, since he had
not only trained briefly with Helmholtz’s mentor Johannes
Müller but served as Helmholtz’s assistant at Heidelberg.
When Wundt established the first psychological laboratory at
Leipzig in 1879, one of the major objective methodological
tools that he would employ would be “mental chronometry,”
or reaction time, building on some earlier work of the Dutch
physiologist Frans Cornelis Donders (1817–1881). Reaction-
time methodology allowed Wundt to demonstrate a scientific
basis for psychological research. The philosophic basis for
this undertaking would come from Johann Friedrich Herbart
(1776–1841), who suggested that the study of mental phe-
nomena should be (a) empirical; (b) dynamic, in the sense
that ideas and experiences can interact and vary over time;
and (c) mathematical. To this substrate, Wundt added that
the study of mental phenomena should use the technology,



102 Sensation and Perception

fundamental data, and empirical strategies that had been de-
veloped by physiology, since ultimately humans are simply
physiological machines. It was in this context that Wundt de-
veloped the subtractive method to measure mental function.

An example of how the subtractive method works would
be to first measure the reaction time for a simple task, say by
tapping a key at the onset of a light (call this Ts). Next the ob-
server is given a more complex task, say one in which he had
to make a decision as to whether the light was red or green,
tapping a key with his right hand for red and with his left
hand for green (call this Tc). Since the more complex task
takes more mental computation, Tc is longer than Tn, and
Wundt reasoned that the actual time that the decisional
process takes, Td, could be computed by the simple subtrac-
tion Td � Tc � Ts. This should give the researcher a metric.
Reaction time should increase in direct proportion to the dif-
ficulty of the decision or the number of decisions that had to
be made.

Although this methodology generated a lot of research,
concerns began to be expressed by some researchers.
N. Lange, working in Wundt’s lab, found that attentional
processes affected the length of the reaction time. Unattended
or unexpected stimuli took longer to respond to, and paying
attention to the response rather than to the stimulus also al-
tered the reaction time. Other researchers, such as Oswald
Klüpe (1862–1915), suggested that the method was not valid
because the entire perceptual act is not simply the sum of
simple sensory and decision times. Returning to the example
above, suppose that we compare the time that it takes to de-
tect a light (Ts) to the time that it takes to discern the locus of
lights (e.g., whether a pair of lights were side by side or one
above the other–Tl); now, following this decision we will also
require the observer to add the color discrimination task that
we described earlier (Tc). The addition of a second mental op-
eration or sensory input was known as the complication
method. Computing the decision time for the color task
should produce the same value whether we base it on Tc � Tl

(where subjects are making two sequential decisions in a
complication study) or Tc � Ts (the single decision compared
to the simple detection task), since the color decision (red
versus green) added on to the first task is identical. Yet this
was never the case, which suggested that mental activity was
not a linear process and was not subject to simple algebraic
analysis. Because of this, studies of reaction time came to be
viewed as suspect, and their popularity declined during the
first half of the twentieth century.

Reaction time would spring back into prominence as cog-
nitive and information-processing approaches to perception
became a problem of interest. The changes in reaction time
with shifts in attention no longer would be viewed as a

methodological artifact but rather could be used as a method of
studying attention itself. Furthermore, the underlying concep-
tion that processing was a serial and linear process would be
challenged, and reaction time would provide the vital mea-
sures. It was Saul Sternberg, in a series of visual search and
recognition studies (e.g., Sternberg, 1967), and Ulric Neisser
in his 1967 book Cognitive Psychology, who rebuilt the repu-
tation of reaction-time methodology. They turned the apparent
breakdown of the subtractive method into an investigative
tool. Thus, in those instances in which addition of tasks or sen-
sory inputs increases reaction time, we clearly have a serial
processing system where the output from an earlier stage of
processing becomes the input for the next stage of processing.
Because of this serial sequence, processing times increase as
the number of mental operations increases. However, in those
instances where adding tasks, stimuli, or sensory channels
does not increase the reaction time, we are dealing with a par-
allel and perhaps distributed processing network where many
operations are occurring simultaneously. In this way, reaction-
time methodology allows us to ascertain the pattern or network
of processing and not simply the complexity of processing.

An example of parallel processing as it was originally
conceptualized can be seen in a visual pattern recognition
theory that emphasized feature extraction processes that all
occur at the same time. It was originally called pandemo-
nium, because, as a heuristic device, each stage in the analy-
sis of an input pattern was originally conceived of as a
group of demons shouting out the results of their analyses
(Selfridge, 1959). According to the model, the contents of the
retinal image are simultaneously passed to each of a set of
feature demons, which actually are neurons that act like
filters to detect specific features. All of these neurons do their
processing at the same time, since copies of the original stim-
ulus input are passed on to a number of neurons simultane-
ously. The response of these filtering neurons (the loudness
with which the demons shout) is proportional to the fit of the
stimulus to the filter’s template. These outputs are judged si-
multaneously by a large set of cognitive demons, which are
actually more complex filters or neurons that respond to a
particular combination of features in proportion to their fit to
the template. One of these will be a best fit, and thus respond
most vigorously. At the final stage, a decision demon listens
to the “pandemonium” caused by the yelling of the various
cognitive demons. It chooses the cognitive demon (or pat-
tern) that is making the most noise (responding most vigor-
ously) as the one that is most likely to be the stimulus pattern
presented to the sensory system and represents this as the
final conscious percept. Such parallel-distributed processing
theories have become popular because they are easily repre-
sented in a network form and thus can be implemented and
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tested as computer models. In this way, the reaction-time data
confirms Herbart’s contention that theories of psychology
should be dynamic and can be mathematical.

THE PSYCHOPHYSICISTS AND THE
CORRESPONDENCE PROBLEM

The ultimate battle over the conceptualization of perception
would be fought over the correspondence problem. The issue
has to do with the perceptual act, and the simple question is,
“How well does the perceived stimulus in consciousness cor-
respond or represent the external physical stimulus?” By the
mid-1800s, the recognition that sensory systems were not
passively registering an accurate picture of the physical
world was becoming an accepted fact. The most common sit-
uations in which this became obvious were those that taxed
the sensitivity of an observer. In these instances, stimuli
might not be detected and intensity differences that might
allow one to discriminate between stimuli might go unno-
ticed. These early studies were clearly testing the limitations
of the receptivity of sensory organs and hence were consis-
tent with both the physical and physiological view of the
senses as mere stimulus detectors. However, as the data on
just how sensitive sensory systems were began to be
amassed, problems immediately arose.

Ernst Heinrich Weber (1795–1878) at the University of
Leipzig did research on touch sensitivity. He noticed that the
ability to discriminate between one versus two simultaneous
touches and the ability to discriminate among different
weights was not a simple matter of stimulus differences. As
an example, take three coins (quarters work well) and put two
in one envelope and one in the other. Now compare the
weight of these two envelopes and you should have no diffi-
culty discriminating which has two coins, meaning that the
stimulus difference of the weight of one quarter is discrim-
inable. Next take these two envelopes and put one in each of
your shoes. When you now compare the weight of the shoes
you should find it difficult, and most likely impossible, to tell
which of them is one coin weight heavier, despite the fact that
previously there was no difficulty making a discrimination
based on the same weight difference. Physical measuring de-
vices do not have this limitation. If you have a scale that can
tell the difference between a 10-gram and 20-gram weight, it
should have no difficulty telling the difference between a
110-gram and 120-gram weight, since it clearly can discrim-
inate differences of 10 grams. Such cannot be said for sen-
sory systems.

These observations would be turned into a system of mea-
suring the correspondence between the perceived and the

physical stimulus by Gustav Teodore Fechner (1801–1887).
Fechner was a physicist and philosopher who set out to solve
the mind–body problem of philosophy, but in so doing actu-
ally became, if not the first experimental psychologist, at
least the first person to do experimental psychological re-
search. Fechner got his degree in medicine at Leipzig and
actually studied physiology under Weber. He accepted a po-
sition lecturing and doing research in the physics department
at Leipzig, where he did research on, among other things, the
afterimages produced by looking at the sun through colored
filters. During the process of this, he damaged his eyes and
was forced to retire in 1839. For years he wore bandages over
his eyes; however, in 1843 he removed them, and reveling in
the beauty of recovered sight he began a phenomenological
assessment of sensory experience. On the morning of October
22, 1850, Fechner had an insight that the connection between
mind and body could be established by demonstrating that
there was a systematic quantitative relationship between the
perceived stimulus and the physical stimulus. He was willing
to accept the fact that an increase in stimulus intensity does
not produce a one-to-one increase in the intensity of a sensa-
tion. Nonetheless, the increase in perceived sensation magni-
tudes should be predictable from a knowledge of the stimulus
magnitudes because there should be a regular mathematical
relationship between stimulus intensity and the perceived in-
tensity of the stimulus. He described the nature of this rela-
tion in his classic book The Elements of Psychophysics,
which was published in 1860. This book is a strange mixture
of philosophy, mathematics, and experimental method, but it
still had a major impact on perceptual research.

Fechner’s description of the relationship between stimu-
lus and perception began with a quantitative manipulation of
Weber’s data. What Weber had found was that the discrimi-
nation of weight differences was based on proportional
rather than arithmetic difference. For example, suppose an
individual can just barely tell the weight difference between
10 and 11 quarters in sealed envelopes; then this minimally
perceptible difference between 10 and 11 represents a 1�10 in-
crease in weight (computed as the change in intensity of 1
quarter divided by the starting intensity of 10 quarters). This
fraction, which would be known as the Weber fraction, then
predicted the stimulus difference that would be just notice-
able for any other starting stimulus. Thus, you would need a
10-quarter difference added to an envelope containing 100
quarters to be discriminated (e.g., 100 versus 110), a 5-
quarter difference if the envelope contained 50 quarters, and
so forth. Since these minimal weight changes are just barely
noticeable, Fechner assumed that they must be subjectively
equal. Now Fechner makes the assumption that these just no-
ticeable differences can be added, so that the number of
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times a weight must be increased, for instance, before it
equals another target weight, could serve as an objective
measure of the subjective magnitude of the stimulus. Being
a physicist gave him the mathematical skills needed to
then add an infinite number of these just noticeable differ-
ences together, which in calculus involves the operation of
integration. This resulted is what has come to be known as
Fechner’s law, which can be stated in the form of an equation
of S � W log I, where S is the magnitude of the sensation, W
is a constant which depends on the Weber fraction, and I is
the intensity of the physical stimulus. Thus, as the magnitude
of the physical stimulus increases arithmetically, the magni-
tude of the perceived stimulus increases in a logarithmic
manner. Phenomenologically this means that the magnitude
of a stimulus change is perceived as being greater when the
stimulus intensity is weak than that same magnitude of
change is perceived when the starting stimulus is more in-
tense. The logarithmic relationship between stimulus inten-
sity and perceived stimulus magnitude is a better reflection
of what people perceive than is a simple representation based
on raw stimulus intensity; hence, there were many practical
applications of this relationship. For instance, brightness
measures, the density of photographic filters, and sound
scales in decibels all use logarithmic scaling factors.

One thing that is often overlooked about Fechner’s work
is that he spoke of two forms of psychophysics. Outer psy-
chophysics was concerned with relationships between stim-
uli and sensations, while inner psychophysics was concerned
with the relationship between neural or brain activity and
sensations. Unfortunately, as so often occurs in science,
inner psychophysics, although crucial, was inaccessible to
direct observation, which could create an insurmountable
barrier to our understanding. To avoid this problem, Fechner
hypothesized that measured brain activity and subjective
perception were simply alternative ways of viewing the
same phenomena. Thus, he hypothesized that the one realm
of the psychological universe did not depend on the other in
a cause-and-effect manner; rather, they accompanied each
other and were complementary in the information they con-
veyed about the universe. This allowed him to accept the
thinking pattern of a physicist and argue that if he could
mathematically describe the relationship between stimulus
and sensation, he had effectively explained that relationship.

Obviously, the nonlinearity between the change in the
physical magnitude of the stimulus and the perceived magni-
tude of the stimulus could have been viewed as a simple fail-
ure in correspondence, or even as some form of illusion.
Fechner, however, assumed that since the relationship was
now predictable and describable, it should not be viewed as
some form of illusion or distortion but simply as an accepted

fact of perception. Later researchers such as Stanley Smith
Stevens (1906–1973) would modify the quantitative nature
of the correspondence, suggesting that perceived stimulus in-
tensities actually vary as a function of some power of the in-
tensity of the physical stimulus, and that that exponent will
vary as a function of the stimulus modality, the nature of the
stimulus, and the conditions of observation. Once again the
fact of noncorrespondence would be accepted as nonillusory
simply because it could be mathematically described.
Stevens did try to make some minimal suggestions about how
variations in neural transduction might account for these
quantitative relationships; however, even though these were
not empirically well supported, he considered that his equa-
tions “explained” the psychophysical situation adequately.

While the classical psychophysicists were concerned with
description and rarely worried about mechanism, some more
modern researchers approached the question of correspon-
dence with a mechanism in mind. For instance, Harry Helson
(b. 1898) attempted to explain how context can affect judg-
ments of sensation magnitudes. In Helson’s theory, an organ-
ism’s sensory and perceptual systems are always adapting to
the ever-changing physical environment. This process creates
an adaptation level, a kind of internal reference level to which
the magnitudes of all sensations are compared. Sensations
with magnitudes below the adaptation level are perceived to
be weak and sensations above it to be intense. Sensations at or
near the adaptation level are perceived to be medium or neu-
tral. The classical example of this involves three bowls of
water, one warm, one cool, and one intermediate. If an indi-
vidual puts one hand in the warm water and one in the cool
water, after a short time both hands will feel as if they are in
water that is neither warm nor cool, as the ambient tempera-
ture of the water surrounding each hand becomes its adapta-
tion level. However, next plunging both hands in the same
bowl of intermediate temperature will cause the hand that
was in warm to feel that the water in the bowl is cool and the
hand that was in cool to feel that the same water is warm.
This implies that all perceptions of sensation magnitude are
relative. A sensation is not simply weak or intense; it is weak
or intense compared to the adaptation level.

One clear outcome of the activity of psychophysicists was
that it forced perceptual researchers to learn a bit of mathe-
matics and to become more comfortable with mathematical
manipulation. The consequence of this has been an accep-
tance of more mathematically oriented methods and theories.
One of these, namely signal detection theory, actually is the
mathematical implementation of a real theory with a real hy-
pothesized mechanism. Signal detection theory conceptual-
ized stimulus reception as analogous to signal detection by
a radio receiver, where there is noise or static constantly
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present and the fidelity of the instrument depends on its abil-
ity to pick a signal out of the noisy environment. Researchers
such as Swets, Tanner, and Birdsall (1961) noted that the sit-
uation is similar in human signal reception; however, the
noise that is present is noise in the neural channels against
which increased activity due to a stimulus must be detected.
Furthermore, decisional processes and expectations as well
as neural noise will affect the likelihood that a stimulus will
be detected. The mathematical model of this theory has re-
sulted in the development of an important set of analytic tools
and measures, such as d� as a measure of sensitivity and � as
a measure of judgmental criterion or decision bias.

This same trend has also led to the acceptance of some
complex mathematical descriptive systems that were offered
without physical mechanisms in mind but involve reasoning
from analogy using technological devices as a model. Con-
current with the growth of devices for transmitting and pro-
cessing information, a unifying theory known as information
theory was developed and became the subject of intensive re-
search. The theory was first presented by electrical engineer
Claude Elwood Shannon (b. 1916) working at the Bell Labs.
In its broadest sense, he interpreted information as including
the messages occurring in any of the standard commu-
nications media, such as telephones, radio, television, and
data-processing devices, but by analogy this could include
messages carried by sensory systems and their final interpre-
tation in the brain. The chief concern of information theory
was to discover mathematical laws governing systems de-
signed to communicate or manipulate information. Its princi-
pal application in perceptual research was to the problems of
perceptual recognition and identification. It has also proved
useful in determining the upper bounds on what it is possible
to discriminate in any sensory system (see Garner, 1962).

THE GESTALTISTS AND THE
CORRESPONDENCE PROBLEM

We have seen how psychophysicists redefined a set of fail-
ures of correspondence so that they are no longer considered
illusions, distortions, or misperceptions, but rather are exam-
ples of the normal operation of the perceptual system. There
would be yet another attempt to do this; however, this would
not depend on mathematics but on phenomenology and de-
scriptive psychological mechanisms.

The story begins with Max Wertheimer (1880–1943), who
claimed that while on a train trip from Vienna for a vacation
on the Rhine in 1910, he was thinking about an illusion he
had seen. Suddenly he had the insight that would lead to
Gestalt psychology, and this would evolve from his analysis

of the perception of motion. He was so excited that he
stopped at Frankfurt long enough to buy a version of a toy
stroboscope that produced this “illusion of motion” with
which to test his ideas. He noted that two lights flashed
through small apertures in a darkened room at long intervals
would appear to be simply two discrete light flashes; at very
short intervals, they would appear to be two simultaneously
appearing lights. However, at an intermediate time interval
between the appearance of each, what would be perceived
was one light in motion. This perception of movement in a
stationary object, called the phi phenomenon, could not be
predicted from a simple decomposition of the stimulus array
into its component parts; thus, it was a direct attack on asso-
ciationist and structural schools’ piecemeal analyses of ex-
perience into atomistic elements. Because this motion only
appears in conscious perception, it became a validation of a
global phenomenological approach and ultimately would be
a direct attack of on the “hard-line” behaviorism of re-
searchers such as John Broadus Watson (1878–1958), who
rejected any evidence based on reports or descriptions of con-
scious perceptual experience. Wertheimer would stay for sev-
eral years at the University of Frankfurt, where he researched
this and other visual phenomena with the assistance of Kurt
Koffka (1886–1941) and Wolfgang Köhler (1887–1967). To-
gether they would found the theoretical school of Gestalt psy-
chology. The term gestalt is usually credited to Christian
Freiherr von Ehrenfels (1859–1932). He used the term to
refer to the complex data that require more than immediate
sense experience in order to be perceived. There is no exact
equivalent to gestalt in English, with “form,” “pattern,” or
“configuration” sometimes being suggested as close; hence,
the German term has simply been adopted as it stands.

The basic tenants of Gestalt psychology suggest that per-
ception is actively organized by certain mental rules or tem-
plates to form coherent objects or “wholes.” The underlying
rule is that “the whole is different from the sum its parts.”
Consider Figure 5.3. Most people would say that they see a
square on the left and a triangle on the right. Yet notice that
the individual elements that make up the square are four cir-
cular dots, while the elements that make up the triangle are
actually squares. The gestalt or organized percept that appears
in consciousness is quite different from the sum of its parts.

Few facts in perception are as well known as the gestalt
laws of perceptual grouping, which include grouping by
proximity, similarity, closure (as in Figure 5.3), and so forth.
There had been a number of precursors to the gestalt laws of
organization, and theorists such as Stumpf and Schumann had
noticed that certain arrangements of stimuli are associated
with the formation of perceptual units. These investigators,
however, were fascinated with the fact that such added
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Figure 5.3 A square and a triangle appear as a function of the operation of
the gestalt principle of perceptual organization labeled closure.

qualities as the squareness or triangularity that you see in
Figure 5.3 represented failures in correspondence between
the physical array and the conscious perception. For this rea-
son they tended to classify such perceptual-grouping phe-
nomena as errors in judgment analogous the visual-geometric
illusions that we saw in Figure 5.2. They argued that it was
just as illusory to see a set of dots cohering together to form a
square as in Figure 5.3, when in fact there are no physical
stimuli linking them, as it is to see two lines as different in
length when in fact they are physically identical.

The gestalt theorists set out to attack this position with a
theoretical article by Köhler (1913). This paper attacked the
prevailing constancy hypothesis that maintained that every
aspect of the conscious representation of a stimulus must cor-
respond to some simple physical stimulus element. He ar-
gued that many nonillusory percepts, such as the perceptual
constancies, do not perfectly correlate with the input stimu-
lus. Perceptual organizational effects fall into the same class
of phenomena. He argued that to label such percepts as “illu-
sions” constitutes a form of “explaining away.” He goes on to
say, “One is satisfied as soon as the blame for the illusion so
to speak, is shifted from the sensations, and a resolute inves-
tigation of the primary causes of the illusion is usually not
undertaken” (Köhler, 1913, p. 30). He contended that illusory
phenomena are simply viewed as curiosities that do not war-
rant serious systematic study. As he noted, “each science has
a sort of attic into which things are almost automatically
pushed that cannot be used at the moment, that do not fit, or
that no one wants to investigate at the moment,” (p. 53). His
intention was to assure that the gestalt organizational phe-
nomena would not end up in the “attic” with illusions. His
arguments were clearly successful, since few if any contem-
porary psychologists would be so brash as to refer to gestalt
organizations in perception as illusions, despite the fact that
there is now evidence that the very act of organizing the
percept does distort the metric of the surrounding perceived

space in much the same way that the configurational elements
in Figure 5.2 distort the metric of the test elements (see
Coren & Girgus, 1980).

THE PROGRESS OF PERCEPTUAL RESEARCH

Where are we now? The study of the perceptual problem and
the issue of noncorrespondence remains an open issue, but it
has had an interesting historical evolution. Wundt was correct
in his supposition that psychology needed psychological
laws, since physical and physiological laws cannot explain
many of the phenomena of consciousness. What Wundt rec-
ognized was that the very fact of noncorrespondence between
perception and the physical reality was what proved this fact
and this same noncorrespondence is what often drives per-
ceptual research. Köhler was wrong in saying that instances
of noncorrespondence were relegated to the attic of the sci-
ence. Instances of noncorrespondence or illusion are what
serve as the motive power for a vast amount of perceptual in-
vestigation. It is the unexpected and unexplainable illusion or
distortion that catches the attention and interest of re-
searchers. The reason that there are no great insights found in
the category of phenomena that are currently called illusions
is that once investigators explain any illusion and find its un-
derlying mechanism, it is no longer an illusion.

Consider the case of color afterimages, which Müller clas-
sified as an illusion in 1826. Afterimages would serve as
stimuli for research by Fechner, Helmholtz, and Hering. Now
that we understand the mechanisms that cause afterimages,
however, these phenomena are looked on no longer as in-
stances of illusion or distortion but rather as phenomena that
illustrate the operation of the color coding system. Similarly,
brightness contrast, which Luckiesh was still classifying as
an illusion as late 1922, stimulated Hering and Mach to do re-
search to explain these instances of noncorrespondence be-
tween the percept and the physical state. By 1965, however,
Ratliff would no longer see anything illusory in these phe-
nomena and would merely look upon them as perceptual phe-
nomena that demonstrate, and are clearly predictable from,
the interactions of neural networks in the retina.

The study of perception is fraught with the instances of
noncorrespondence and illusion that are no longer illusions.
The fact that a mixture color, such as yellow, shows no evi-
dence of the component red or green wavelengths that com-
pose it was once considered an example of an illusion. Later,
once the laws of color mixture had been established, the
expectation was built that we should expect fusion and
blending in perception, which meant that the fact that the
individual notes that make up a chord or a sound complex
could be distinguished from one another and did not blend
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together into a seamless whole would also be considered to be
an illusion. Since we now understand the physiology underly-
ing both the visual and the auditory processes, we fail to see
either noncorrespondence or illusion in either of these
phenomena.

Apparent motion (Wertheimer’s phi phenomena), percep-
tual organization, stereoscopic depth perception, singleness
of vision, size constancy, shape constancy, brightness con-
stancy, color constancy, shape from shading, adaptation to
heat, cold, light, dark, touch and smell, the nonlinearity of
judged stimulus magnitudes, intensity contrasts, brightness
assimilation, color assimilation, pop-out effects, filling-in of
the blind spot, stabilized image fading, the Purkinje color
shift, and many more such phenomena all started out as “illu-
sions” and instances of noncorrespondence between percep-
tion and reality. As we learn more about these phenomena we
hear less about “illusion” or “distortion” and more about
“mechanism” and “normal sensory processing.”

The psychological study of sensation and perception re-
mains extremely eclectic. Perceptual researchers still are
quick to borrow methods and viewpoints from other disci-
plines. Physical, physiological, optical, chemical, and bio-
chemical techniques and theories have all been absorbed into
the study of sensory phenomena. It might be argued that a
physiologist could study sensory phenomena as well as a psy-
chologist, and, as the history of the discipline shows, if we are
talking about matters of sensory transduction and reception,
or single cell responses, this is sometimes true. David Hubel
and Torston Wiesel were physiologists whose study of the
cortical encoding and analysis of visual properties did as
much to advance sensory psychology as it did to advance
physiology. Georg von Bekesy (1899–1972), who also won
the Nobel Prize for physiology, did so for his studies of the
analysis of frequency by the ear, a contribution that is appre-
ciated equally by physiology and psychology. Although some
references refer to Bekesy as a physiologist, he spent two-
thirds of his academic career in a psychology department and
was initially trained as an engineer. Thus, sensory and per-
ceptual research still represents an amalgam of many research
areas, with numerous crossover theories and techniques.

It is now clear that on the third major theme, the distinction
between sensation and perception, with a possible strong sep-
aration between the two in terms of theories and methodolog-
ical approach, there is at least a consensus. Unfortunately the
acceptance of this separation has virtually led to a schism that
may well split this research area. Psychology has accepted the
distinction between sensation (which is primary, physiologi-
cal, and structural) and perception (which is based on
phenomenological and behavioral data). These two areas
have virtually become subdisciplines. Sensory research re-
mains closely tied to the issue of capturing a stimulus and

transferring its information to the central nervous system for
processing, and thus remains closely allied with the physical
and biological sciences. Perceptual research is often focused
on correspondence and noncorrespondence issues, where
there are unexpected discrepancies between external and in-
ternal realities that require attention and verification, or where
we are looking at instances where the conscious percept is ei-
ther too limited or too good in the context of the available sen-
sory inputs. It is more closely allied to cognitive, learning, and
information-processing issues. Thus, while sensory research
becomes the search for the specific physical or physiological
process that can “explain” the perceptual data, perceptual
research then becomes the means of explaining how we go be-
yond the sensory data to construct our view of reality. The im-
portance of nonsensory contributions to the final conscious
representation still remains an issue in perceptual research but
is invisible in sensory research. The history of sensation and
perception thus has seen a gradual separation between these
two areas. Today, sensory researchers tend to view themselves
more as neuroscientists, while perceptual researchers tend to
view themselves more as cognitive scientists.

While the distinction between sensation and perception is
necessary and useful, the task of the future may be to find
some way of reuniting these two aspects of research. Cer-
tainly they are united in the organism and are interdependent
aspects of behavior. I am reminded of a line by Judith Guest
in her book Ordinary People, where she asked the question
that we must ask about sensation and perception: “Two sepa-
rate, distinct personalities, not separate at all, but inextricably
bound, soul and body and mind, to each other, how did we get
so far apart so fast?”
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coin that cannot be pried apart. Once philosophers distin-
guished truth from opinion (epistemology), the question
immediately arose as to how (psychology) one is to acquire
the former and avoid the latter. At the same time, any inquiry
into how the mind works (psychology) necessarily shapes
investigations into the nature of truth (philosophy). The
philosophers whose work is summarized below shuttled
back and forth between inquiries into the nature of truth—
epistemology—and inquiries into how humans come to pos-
sess knowledge.

This joint philosophical-psychological enterprise was
profoundly and permanently altered by evolution. Prior to
Darwin, philosophers dwelt on the human capacity for knowl-
edge. Their standard for belief was Truth: People ought to be-
lieve what is true. Evolution, however, suggested a different
standard, workability or adaptive value: People ought to be-
lieve what works in conducting their lives, what it is adaptive
to believe. From the evolutionary perspective, there is little
difference between the adaptive nature of physical traits and
the adaptive nature of belief formation. It makes no sense to
ask if the human opposable thumb is “true”: It works for us
humans, though lions get along quite well without them.
Similarly, it may make no sense to ask if the belief “Lions are
dangerous” is metaphysically true; what counts is whether
it’s more adaptive than the belief “Lions are friendly.” After
Darwin, the study of cognition drifted away from philos-
ophy (though it never completely lost its connection) and

Trying to understand the nature of cognition is the oldest
psychological enterprise, having its beginnings in ancient
Greek philosophy. Because the study of cognition began in
philosophy, it has a somewhat different character than other
topics in the history of psychology. Cognition is traditionally
(I deliberately chose an old dictionary) defined as follows:
“Action or faculty of knowing, perceiving, conceiving, as op-
posed to emotion and volition” (Concise Oxford Dictionary,
1911/1964, p. 233). This definition has two noteworthy fea-
tures. First, it reflects the traditional philosophical division of
psychology into three fields: cognition (thinking), emotion
(feelings), and conation, or will (leading to actions). Second,
and more important in the present context, is the definition of
cognition as knowing. Knowing, at least to a philosopher, is a
success word, indicating possession of a justifiably true be-
lief, as opposed to mere opinion, a belief that may or may not
be correct or that is a matter of taste. From a philosophical
perspective, the study of cognition has a normative aspect,
because its aim is to determine what we ought to believe,
namely, that which is true.

The study of cognition therefore has two facets. The first
is philosophical, lying in the field of epistemology, which in-
quires into the nature of truth. The second is psychological,
lying in the field of cognitive psychology or cognitive sci-
ence, which inquires into the psychological mechanisms by
which people acquire, store, and evaluate beliefs about the
world. These two facets are almost literally two sides of a
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became the study of learning, inquiring into how people and
animals—another effect of evolution—acquire adaptive be-
liefs and behaviors.

I divide my history of cognition and learning into three
eras. The first is the Philosophical Era, from Classical Greece
up to the impact of evolution. The second is the Early Scien-
tific Era, from the impact of evolution through behaviorism.
The third is the Modern Scientific Era, when the psychologi-
cal study of learning and cognition resumed its alliance with
philosophy in the new interdisciplinary endeavor of cognitive
science.

THE PHILOSOPHICAL PERIOD

During the Premodern period, inquiries into cognition focused
on philosophical rather than psychological issues. The chief
concerns of those who studied cognition were determining
how to separate truth from falsity and building systems of
epistemology that would provide sure and solid foundations
for other human activities from science to politics.

The Premodern Period: Cognition
before the Scientific Revolution

Thinking about cognition began with the ancient Greeks. As
Greek thought took flight beyond the bounds of religion,
philosophers began to speculate about the nature of the phys-
ical world. Political disputes within the poleis and encounters
with non-western societies provoked debates about the best
human way of life. These social, ethical, and protoscientific
inquiries in turn raised questions about the scope and limits of
human knowledge, and how one could decide between rival
theories of the world, morality, and the best social order. The
epistemological questions the ancient philosophers posed are
perennial, and they proposed the first—though highly specu-
lative—accounts of how cognition works psychologically.

The Classical World before Plato

By distinguishing between Appearance and Reality, the
Greeks of the fifth century B.C.E. inaugurated philosophical
and psychological inquiries into cognition. Various pre-
Socratic philosophers argued that the way the world seems to
us—Appearance—is, or may be, different from the way the
world is in Reality. Parmenides argued that there is a fixed
reality (Being) enduring behind the changing appearances of
the world of experience. Against Parmenides, Heraclitus
argued that Reality is even more fluid than our experience

suggests. This pre-Socratic distinction between Appearance
and Reality was metaphysical and ontological, not psycho-
logical. Parmenides and Heraclitus argued about the nature of
a “realer,” “truer” world existing in some sense apart from
the one we live in. However, drawing the distinction shocked
Greeks into the realization that our knowledge of the world—
whether of the world we live in or of the transcendental one
beyond it—might be flawed, and Greek thinkers added epis-
temology to their work, beginning to examine the processes
of cognition (Irwin, 1989).

One of the most durable philosophical and psychological
theories of cognition, the representational theory, was first
advanced by the Greek philosopher-psychologists Alcmaeon
and Empedocles. They said that objects emit little copies of
themselves that get into our bloodstreams and travel to our
hearts, where they result in perception of the object. The fa-
mous atomist Democritus picked up this theory, saying that
the little copies were special sorts of atoms called eidola.
Philosophically, the key feature of representational theories
of cognition is the claim that we do not know the external
world directly, but only indirectly, via the copies of the object
that we internalize. Representational theories of cognition in-
vite investigation of the psychological mechanisms by which
representations are created, processed, and stored. The repre-
sentational theory of cognition is the foundation stone of
Simon and Newell’s symbol-system architecture of cognition
(see following).

Once one admits the distinction between Appearance and
Reality, the question of whether humans can know Reality—
Truth—arises. Epistemologies can be then divided into two
camps: those who hold that we are confined to dealing with
shifting appearances, and those who hold that we can achieve
genuine knowledge. (See Figure 6.1.) I will call the first
group the Relativists: For them, truth is ever changing be-
cause appearances are ever changing. I will call the second
group the Party of Truth: They propose that humans can in
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Figure 6.1 Four Epistemologies.
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some way get beyond appearances to an enduring realm of
Truth.

The first relativists were the Greek Sophists. They treated
the distinction between Appearance and Reality as insur-
mountable, concluding that what people call truth necessarily
depends on their own personal and social circumstances.
Thus, the Greek way of life seems best to Greeks, while the
Egyptian way of life seems best to Egyptians. Because there
is no fixed, transcendental Reality, or, more modestly, no
transcendental Reality accessible to us, we must learn to live
with Appearances, taking things as they seem to be, abandon-
ing the goal of perfect Knowledge. The Sophists’ relaxed rel-
ativism has the virtue of encouraging toleration: Other people
are not wicked or deluded because they adhere to different
gods than we do, they simply have different opinions than we
do. On the other hand, such relativism can lead to anarchy or
tyranny by suggesting that because no belief is better than
any other, disputes can be settled only by the exercise of
power.

Socrates, who refused to abandon truth as his and human-
ity’s proper goal, roundly attacked the Sophists. Socrates
believed the Sophists were morally dangerous. According to
their relativism, Truth could not speak to power because there
are no Truths except what people think is true, and human
thought is ordinarily biased by unexamined presuppositions
that he aimed to reveal. Socrates spent his life searching for
compelling and universal moral truths. His method was to
searchingly examine the prevailing moral beliefs of young
Athenians, especially beliefs held by Sophists and their aris-
tocratic students. He was easily able to show that conven-
tional moral beliefs were wanting, but he did not offer any
replacements, leaving his students in his own mental state of
aporia, or enlightened ignorance. Socrates taught that there
are moral truths transcending personal opinion and social
convention and that it is possible for us to know them be-
cause they were innate in every human being and could be
made conscious by his innovative philosophical dialogue, the
elenchus. He rightly called himself truth’s midwife, not its
expositor. Ironically, in the end Socrates’ social impact was
the same as the Sophists’. Because he taught no explicit
moral code, many Athenians thought Socrates was a Sophist,
and they convicted him for corrupting the youth of Athens,
prompting his suicide.

For us, two features of Socrates’ quest are important. Pre-
Socratic inquiry into cognition had centered on how we per-
ceive and know particular objects, such as cats and dogs or
trees and rocks. Socrates shifted the inquiry to a higher plane,
onto the search for general, universal truths that collect many
individual things under one concept. Thus, while we readily
see that returning a borrowed pencil and founding a democ-

racy are just acts, Socrates wanted to know what Justice itself
is. Plato extended Socrates’ quest for universal moral truths
to encompass all universal concepts. Thus, we apply the term
“cat” to all cats, no two of which are identical; how and why
do we do this? Answering this question became a central pre-
occupation of the philosophy and psychology of cognition.

The second important feature of Socrates’ philosophy was
the demand that for a belief to count as real knowledge, it had
to be justifiable. A soldier might do many acts of heroic brav-
ery but be unable to explain what bravery is; a judge might be
esteemed wise and fair but be unable to explain what justice
is; an art collector might have impeccable taste but be unable
to say what beauty is. Socrates regarded such cases as lying
awkwardly between opinion and Truth. The soldier, judge,
and connoisseur intuitively embrace bravery, justice, and
beauty, but they do not possess knowledge of bravery, justice,
and beauty unless and until they can articulate and defend it.
For Socrates, unconscious intuition, even if faultless in appli-
cation, was not real knowledge.

Plato and Aristotle

Of all Socrates’ many students, the most important was Plato.
Before him, philosophy—at least as far as the historical
record goes—was a hit or miss affair of thinkers offering oc-
casional insights and ideas. With Plato, philosophy became
more self-conscious and systematic, developing theories
about its varied topics. For present purposes, Plato’s impor-
tance lies in the influential framework he created for thinking
about cognition and in creating one of the two basic philo-
sophical approaches to understanding cognition.

Plato formally drew the hard and bright line between
opinions—beliefs that might or might not be true—and
knowledge, beliefs that were demonstrably true. With regard
to perception, Plato followed the Sophists, arguing that
perceptions were relative to the perceiver. What seemed true
to one person might seem false to another, but because each
sees the world differently, there is no way to resolve the
difference between them. For Plato, then, experience of
the physical world was no path to truth, because it yielded
only opinions. He found his path to truth in logic as embod-
ied in Pythagorean geometry. A proposition such as the
Pythagorean theorem could be proved, compelling assent
from anyone capable of following the argument. Plato was
thus the first philosophical rationalist, rooting knowledge in
reason rather than in perception. Moreover, Plato said, prov-
able truths such as the Pythagorean theorem do not apply to
the physical world of the senses and opinion but to a tran-
scendental realm of pure Forms (��	
 in Greek) of which
worldly objects are imperfect copies. In summary, Plato
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taught that there is a transcendental and unchanging realm of
Truth and that we can know it by the right use of reason.

Plato also taught that some truths are innate. Affected by
Eastern religions, Plato believed in reincarnation and pro-
posed that between incarnations our soul dwells in the region
of the Forms, carrying this knowledge with them into their
next rebirth. Overcome by bodily senses and desires, the soul
loses its knowledge of the Forms. However, because worldly
objects resemble the Forms of which they are copies, experi-
encing them reactivates the innate knowledge the soul ac-
quired in heaven. In this way, universal concepts such as cat
or tree are formed out of perceptions of individual cats or
trees. Thus, logic, experience, and most importantly Socrates’
elenchus draw out Truths potentially present from birth.

Between them, Socrates and Plato began to investigate a
problem in the study of cognition that would vex later
philosophers and that is now of great importance in the
study of cognitive development. Some beliefs are clearly
matters of local, personal experience, capturing facts that are
not universal. An American child learns the list of Presi-
dents, while a Japanese child learns the list of Emperors.
Another set of beliefs is held pretty universally but seems to
be rooted in experience. American and Japanese children
both know that fire is hot. There are other universal beliefs,
however, whose source is harder to pin down. Socrates
observed that people tended to share intuitions about what
actions are just and which are unjust. Everyone agrees that
theft and murder are wrong; disagreement tends to begin
when we try to say why. Plato argued that the truth of the
Pythagorean theorem is universal, but belief in it derives
not from experience—we don’t measure the squares on
100 right-angled triangles and conclude that a2 � b2 � c2,
p � .0001—but from universal logic and universal innate
ideas. Jean Piaget would later show that children acquire
basic beliefs about physical reality, such as conservation of
physical properties, without being tutored. The source and
manner of acquisition of these kinds of beliefs divided
philosophers and divide cognitive scientists.

Plato’s great student was Aristotle, but he differed sharply
from his teacher. For present purposes, two differences were
paramount. The first was a difference of temperament and
cast of mind. Plato’s philosophy had a religious cast to it,
with its soul–body dualism, reincarnation, and positing of
heavenly Forms. Aristotle was basically a scientist, his spe-
cialty being marine biology. Aristotle rejected the transcen-
dental world of the Forms, although he did not give up on
universal truths. Second, and in part a consequence of the
first, Aristotle was an empiricist. He believed universal con-
cepts were built up by noting similarities and differences
between the objects of one’s experience. Thus, the concept of

cat would consist of the features observably shared by all
cats. Postulating Forms and innate ideas of them was unnec-
essary, said Aristotle. Nevertheless, Aristotle retained Plato’s
idea that there is a universal and eternal essence of catness, or
of any other universal concept. He did not believe, as later
empiricists would, that concepts are human constructions.

Aristotle was arguably the first cognitive scientist
(Nussbaum & Rorty, 1992). Socrates was interested in
teaching compelling moral truths and said little about the
psychology involved. With his distrust of the senses and other-
worldly orientation, Plato, too, said little about the mecha-
nisms of perception or thought. Aristotle, the scientist, who
believed all truths begin with sensations of the external world,
proposed sophisticated theories of the psychology of cogni-
tion. His treatment of the animal and human mind may be
cast, somewhat anachronistically, of course, in the form of
an information-processing diagram (Figure 6.2).

Cognitive processing begins with sensation of the outside
world by the special senses, each of which registers one type
of sensory information. Aristotle recognized the existence of
what would later be called the problem of sensory integration,
or the binding problem. Experience starts out with the discrete
and qualitatively very different sensations of sight, sound, and
so forth. Yet we experience not a whirl of unattached sensa-
tions (William James’s famous “blooming, buzzing, confu-
sion”) but coherent objects possessing multiple sensory
features. Aristotle posited a mental faculty—today cognitive
scientists might call it a mental module—to handle the prob-
lem. Common sense integrated the separate streams of sensa-
tion into perception of a whole object. This problem of object
perception or pattern recognition remains a source of con-
troversy in cognitive psychology and artificial intelligence.
Images of objects could be held before the mind’s eye by im-
agination and stored away in, and retrieved from, memory. So
far, we have remained within the mind of animals, Aristotle’s
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Figure 6.2 The structure of the human (sensitive and rational) soul
according to Aristotle.
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sensitive soul. Clearly, animals perceive the world of objects
and can learn, storing experiences in memory. Humans are
unique in being able to form universal concepts; dogs store
memories of particular cats they have encountered but do not
form the abstract concept cat. This is the function of the
human soul, or mind. Aristotle drew a difficult distinction be-
tween active and passive mind. Roughly speaking, passive
mind is the store of universal concepts, while active mind con-
sists in the cognitive processes that build up knowledge of
universals. Aristotle’s system anticipates Tulving’s (1972) in-
fluential positing of episodic and semantic memory. Aristo-
tle’s memory is Tulving’s episodic memory, the storehouse of
personal experiences. Aristotle’s passive mind is Tulving’s
semantic memory, the storehouse of universal concepts.

The Hellenistic, Roman, and Medieval Periods

The death of Aristotle’s famous pupil Alexander the Great in
323 B.C.E. marked an important shift in the nature of society
and of philosophy. The era of the autonomous city-state was
over; the era of great empires began. In consequence, philos-
ophy moved in a more practical, almost psychotherapeutic
(Nussbaum, 1994) direction. Contending schools of philoso-
phy claimed to teach recipes for attaining happiness in a
suddenly changed world. Considerations of epistemology
and cognition faded into the background.

Nevertheless, the orientations to cognition laid down
earlier remained and were developed. Those of Socrates’
students who gave up on his and Plato’s ambition to find
transcendental truths developed the philosophy of skepti-
cism. They held that no belief should be regarded as certain
but held only provisionally and as subject to abandonment or
revision. The Cynics turned Socrates’ attack on social con-
vention into a lifestyle. They deliberately flouted Greek tradi-
tions and sought to live as much like animals as possible.
While cynicism looks much like skepticism—both attack
cultural conventions as mere opinions—it did not reject
Socrates’ quest for moral truth. The Cynics lived what they
believed was the correct human way of life free of conven-
tional falsehoods. The Neoplatonists pushed Plato’s faith in
heavenly truth in a more religious direction, ultimately merg-
ing with certain strands of Christian philosophy in the work
of Augustine and others. Of all the schools, the most impor-
tant was Stoicism, taught widely throughout the Roman
Empire. Like Plato, the Stoics believed that there was a realm
of Transcendental Being beyond our world of appearances,
although they regarded it as like a living and evolving organ-
ism, transcendent but not fixed eternally like the Forms. Also
like Plato, they taught that logic—reason—was the path to
transcendental knowledge.

Hellenistic and medieval physician-philosophers contin-
ued to develop Aristotle’s cognitive psychology. They elab-
orated on his list of faculties, adding new ones such as
estimation, the faculty by which animals and humans intuit
whether a perceived object is beneficial or harmful. More-
over, they sought to give faculty psychology a physiological
basis. From the medical writings of antiquity, they believed
that mental processes are carried out within the various
ventricles of the brain containing cerebrospinal fluid. They
proposed that each mental faculty was housed in a distinct
ventricle of the brain and that the movement of the cere-
brospinal fluid through each ventricle in turn was the physical
basis of information processing through the faculties. Here is
the beginning of cognitive neuroscience and the idea of local-
ization of cerebral function.

Summary: Premodern Realism

Although during the premodern period competing theories of
cognition were offered, virtually all the premodern thinkers
shared one assumption I will call cognitive realism. Cogni-
tive realism is the claim that when we perceive an object
under normal conditions, we accurately grasp all of its vari-
ous sensory features.

Classical cognitive realism took two forms. One, percep-
tual realism, may be illustrated by Aristotle’s theory of per-
ception. Consider my perception of a person some meters
distant. His or her appearance comprises a number of distinct
sensory features: a certain height, hair color, cut and color of
clothing, gait, timber of voice, and so on. Aristotle held that
each of these features was picked up by the corresponding
special sense. For example, the blue of a shirt caused the fluid
in the eye to become blue; I see the shirt as blue because it is
blue. At the level of the special senses, perception reveals the
world as it really is. Of course, we sometimes make mistakes
about the object of perception, but Aristotle attributed such
mistakes to common sense, when we integrate the informa-
tion from the special senses. Thus, I may mistakenly think that
I’m approaching my daughter on campus, only to find that it’s
a similar-looking young woman. The important point is that
for Aristotle my error is one of judgment, not of sensation:
I really did see a slender young woman about 5�9 tall in a
leopard-print dress and hair dyed black; my mistake came in
thinking it was Elizabeth.

Plato said little about perception because he distrusted it,
but his metaphysical realism endorsed conclusions similar to,
and even stronger than, Aristotle’s. Plato said that we identify
an individual cat as a cat because it resembles the Form of the
Cat in heaven and lodged innately in our soul. If I say that a
small fluffy dog is a cat, I am in error, because the dog really
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resembles the Form of the Dog. Moreover, Plato posited the
existence of higher-level forms such as the Form of Beauty or
the Form of the Good. Thus, not only is a cat a cat because
it resembles the Form of the Cat, but a sculpture or painting
is objectively beautiful because it resembles the Form of
Beauty, and an action is objectively moral because it resem-
bles the Form of the Good. For Plato, if I say that justice is the
rule of the strong, I am in error, for tyranny does not resem-
ble the Form of the Good. We act unjustly only to the extent
our knowledge of the Good is imperfect.

Premodern relativism and skepticism were not inconsis-
tent with cognitive realism, because they rested on distrust
of human thought, not sensation or perception. One might
believe in the world of the Forms but despair of our ability to
know them, at least while embodied in physical bodies. This
was the message of Neoplatonism and the Christian thought
it influenced. Sophists liked to argue both sides of an issue to
show that human reason could not grasp enduring truth, but
they did not distrust their senses. Likewise, the skeptics were
wary of the human tendency to jump to conclusions and
taught that to be happy one should not commit oneself whole-
heartedly to any belief, but they did not doubt the truth of
individual sensations.

The Scientific Revolution and a New Understanding
of Cognition

The Scientific Revolution marked a sharp, almost absolute,
break in theories of cognition. It presented a new conception
of the world: the world as a machine (Henry, 1997). Platonic
metaphysical realism died. There were no external, transcen-
dental standards by which to judge what was beautiful or just,
or even what was a dog and what was a cat. The only reality
was the material reality of particular things, and as a result
the key cognitive relationship became the relationship be-
tween a perceiver and the objects in the material world he
perceives and classifies, not the relationship between the ob-
ject perceived and the Form it resembles. Aristotle’s percep-
tual realism died, too, as scientists and philosophers imposed
a veil of ideas between the perceiver and the world perceived.
This veil of ideas was consciousness, and it created psychol-
ogy as a discipline as well as a new set of problems in the
philosophy and psychology of cognition.

The Way of Ideas: Rejecting Realism

Beginning with Galileo Galilei (1564–1642), scientists dis-
tinguished between primary and secondary sense properties
(the terms are John Locke’s). Primary sense properties are
those that actually belong to the physical world-machine;

they are objective. Secondary properties are those added to
experience by our sensory apparatus; they are subjective.
Galileo wrote in his book The Assayer:

Whenever I conceive any material or corporeal substance I
immediately . . . think of it as bounded, and as having this or
that shape; as being large or small [and] as being in motion or at
rest. . . . From these conditions I cannot separate such a substance
by any stretch of my imagination. But that it must be white or
red, bitter or sweet, noisy or silent, and of sweet or foul odor,
my mind does not feel compelled to bring in as necessary ac-
companiments. . . . Hence, I think that tastes, odors, colors, and
so on . . . reside only in the consciousness [so that] if the living
creature were removed all these qualities would be wiped away
and annihilated.

The key word in this passage is consciousness. For ancient
philosophers, there was only one world, the real physical
world with which we are in direct touch, though the Platon-
ists added the transcendental world of the Forms, but it, too,
was external to us. But the concept of secondary sense prop-
erties created a New World, the inner world of consciousness,
populated by mental objects—ideas—possessing sensory
properties not found in objects themselves. In this new repre-
sentational view of cognition—the Way of Ideas—we per-
ceive objects not directly but indirectly via representations—
ideas—found in consciousness. Some secondary properties
correspond to physical features objects actually possess. For
example, color corresponds to different wavelengths of light
to which retinal receptors respond. That color is not a primary
property, however, is demonstrated by the existence of color-
blind individuals, whose color perception is limited or ab-
sent. Objects are not colored, only ideas are colored. Other
secondary properties, such as being beautiful or good, are
even more troublesome, because they seem to correspond to
no physical facts but appear to reside only in consciousness.
Our modern opinion that beauty and goodness are subjective
judgments informed by cultural norms is one consequence of
the transformation of experience wrought by the Scientific
Revolution.

Cartesian Dualism and the Veil of Ideas

For psychology, the most important modern thinker was
René Descartes (1596–1650), who created an influential
framework for thinking about cognition that was funda-
mental to the history of psychology for the next 350 years.
Descartes’ dualism of body and soul is well known, but it also
included the new scientific distinction of physical and mental
worlds. Descartes assumed living bodies were complex ma-
chines no different from the world-machine. Animals lacked
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soul and consciousness and were therefore incapable of cog-
nition. As machines, they responded to the world, but they
could not think about it. Human beings were animals, too, but
inside their mechanical body dwelled the soul, possessor of
consciousness. Consciousness was the New World of ideas,
indirectly representing the material objects encountered by
the senses of the body. Descartes’ picture has been aptly
called the Cartesian Theater (Dennett, 1991): The soul sits
inside the body and views the world as on a theater screen, a
veil of ideas interposed between knowing self and known
world.

Within the Cartesian framework, one could adopt two atti-
tudes toward experience. The first attitude was that of natural
science. Scientists continued to think of ideas as partial
reflections of the physical world. Primary properties corre-
sponded to reality; secondary ones did not, and science dealt
only with the former. However, the existence of a world of
ideas separate from the world of things invited exploration of
this New World, as explorers were then exploring the New
World of the Western Hemisphere. The method of natural
science was observation. Exploring the New World of
Consciousness demanded a new method, introspection. One
could examine ideas as such, not as projections from the
world outside, but as objects in the subjective world of
consciousness.

Psychology was created by introspection, reflecting on the
screen of consciousness. The natural scientist inspects the
objective natural world of physical objects; the psychologist
introspects the subjective mental world of ideas. To psychol-
ogists was given the problem of explaining whence sec-
ondary properties come. If color does not exist in the world,
why and how do we see color? Descartes also made psychol-
ogy important for philosophy and science. For them to dis-
cover the nature of material reality, it became vital to sort out
what parts of experience were objective and what parts were
subjective chimeras of consciousness. From now on, the psy-
chology of cognition became the basis for epistemology. In
order to know what people can and ought to know, it became
important to study how people actually do know. But these
investigations issued in a crisis when it became uncertain that
people know—in the traditional Classical sense—anything
at all.

The Modern Period: Cognition
after the Scientific Revolution

Several intertwined questions arose from the new scientific,
Cartesian, view of mind and its place in nature. Some are
philosophical. If I am locked up in the subjective world of
consciousness, how can I know anything about the world

with any confidence? Asking this question created a degree of
paranoia in subsequent philosophy. Descartes began his quest
for a foundation upon which to erect science by suspecting
the truth of every belief he had. Eventually he came upon
the apparently unassailable assertion that “I think, therefore
I am.” But Descartes’method placed everything else in doubt,
including the existences of God and the world. Related to the
philosophical questions are psychological ones. How and why
does consciousness work as it does? Why do we experience
the world as we do rather than some other way? Because the
answers to the philosophical questions depend on the answers
to the psychological ones, examining the mind—doing
psychology—became the central preoccupation of philoso-
phy before psychology split off as an independent discipline.

Three philosophical-psychological traditions arose out of
the new Cartesian questions: the modern empiricist, realist,
and idealist traditions. They have shaped the psychology of
cognition ever since.

The Empiricist Tradition

Notwithstanding the subjectivity of consciousness, empiri-
cism began with John Locke (1632–1794), who accepted
consciousness at face value, trusting it as a good, if imperfect,
reflection of the world. Locke concisely summarized the cen-
tral thrust of empiricism: “We should not judge of things by
men’s opinions, but of opinions by things,” striving to know
“the things themselves.” Locke’s picture of cognition is es-
sentially Descartes’. We are acquainted not with objects but
with the ideas that represent them. Locke differed from
Descartes in denying that any of the mind’s ideas are innate.
Descartes had said that some ideas (such as the idea of God)
cannot be found in experience but are inborn, awaiting acti-
vation by appropriate experiences. Locke said that the mind
was empty of ideas at birth, being a tabula rasa, or blank
slate, upon which experience writes. However, Locke’s view
is not too different from Descartes’, because he held that the
mind is furnished with numerous mental abilities, or facul-
ties, that tend automatically to produce certain universally
held ideas (such as the idea of God) out of the raw material of
experience. Locke distinguished two sources of experience,
sensation and reflection. Sensation reveals the outside world,
while reflection reveals the operations of our minds.

Later empiricists took the Way of Ideas further, creating
deep and unresolved questions about human knowledge.

The Irish Anglican bishop and philosopher George
Berkeley (1685–1753) began to reveal the startling implica-
tions of the Way of Ideas. Berkeley’s work is an outstanding
example of how the new Cartesian conception of conscious-
ness invited psychological investigation of beliefs heretofore
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taken for granted. The Way of Ideas assumes with common
sense that there is a world outside consciousness. However,
through a penetrating analysis of visual perception, Berkeley
challenged that assumption. The world of consciousness is
three dimensional, possessing height, width, and depth. How-
ever, Berkeley pointed out, visual perception begins with a
flat, two-dimensional image on the retina, having only height
and width. Thus, as someone leaves us, we experience her as
getting farther away, while on the retina there is only an
image getting smaller and smaller.

Berkeley argued that the third dimension of depth was a
secondary sense property, a subjective construction of the
Cartesian Theater. We infer the distance of objects from in-
formation on the retina (such as linear perspective) and from
bodily feedback about the operations of our eyes. Painters
use the first kind of cues on canvases to create illusions of
depth. So far, Berkeley acted as a psychologist proposing a
theory about visual perception. However, he went on to de-
velop a striking philosophical position called immaterialism.
Depth is not only an illusion when it’s on canvas, it’s an il-
lusion on the retina, too. Visual experience is, in fact, two
dimensional, and the third dimension is a psychological con-
struction out of bits and pieces of experience assembled by us
into the familiar three-dimensional world of consciousness.
Belief in an external world depends upon belief in three-
dimensional space, and Berkeley reached the breathtaking
conclusion that there is no world of physical objects at all,
only the world of ideas. Breathtaking Berkeley’s conclusion
may be, but it rests on hardheaded reasoning. Our belief that
objects exist independently of our experience of them—that
my car continues to exist when I’m indoors—is an act of
faith. Jean Piaget and other cognitive developmentalists later
extensively studied how children develop belief in the per-
manence of physical objects. This act of faith is regularly
confirmed, but Berkeley said we have no knockdown proof
that the world exists outside the Cartesian Theater. We see
here the paranoid tendency of modern thought, the tendency
to be skeptical about every belief, no matter how innocent—
true—it may seem, and in Berkeley we see how this tendency
depends upon psychological notions about the mind.

Skepticism was developed further by David Hume
(1711–1776), one of the most important modern thinkers, and
his skeptical philosophy began with psychology: “[A]ll the
sciences have a relation . . . to human nature,” and the only
foundation “upon which they can stand” is the “science of
human nature.” Hume drew out the skeptical implications of
the Way of Ideas by relentlessly applying empiricism to
every commonsense belief. The world with which we are ac-
quainted is world of ideas, and the mental force of association

holds ideas together. In the world of ideas, we may conceive
of things that do not actually exist but are combinations of
simpler ideas that the mind combines on its own. Thus, the
chimerical unicorn is only an idea, being a combination of
two other ideas that do correspond to objects, the idea of a
horse and the idea of a horn. Likewise, God is a chimerical
idea, composed out of ideas about omniscience, omnipo-
tence, and paternal love. The self, too, dissolves in Hume’s
inquiry. He went looking for the self and could find in con-
sciousness nothing that was not a sensation of the world or
the body. A good empiricist, Hume thus concluded that be-
cause it cannot be observed, the self is a sort of psychological
chimera, though he remained uncertain how it was con-
structed. Hume expunged the soul in the Cartesian Theater,
leaving its screen as the only psychological reality.

Hume built up a powerful theory of the mechanics of cog-
nition based on association of ideas. The notion that the mind
has a natural tendency to link certain ideas together is a very
old one, dating back to Aristotle’s speculations about human
memory. The term “association of ideas” was coined by
Locke, who recognized its existence but viewed it as a bale-
ful force that threatened to replace rational, logical, trains of
thought with nonrational ones. Hume, however, made associ-
ation into the “gravity” of the mind, as supreme in the mental
world as Newton’s gravity was in the physical one. Hume
proposed three laws that governed how associations formed:
the law of similarity (an idea presented to the mind automat-
ically conjures up ideas that resemble it); the law of contigu-
ity (ideas presented to the mind together become linked, so
that if one is presented later, the other will automatically be
brought to consciousness), and the law of causality (causes
make us automatically think of their effects; effects make us
automatically think of their causes). After Hume, the concept
of association of ideas would gain ground, becoming a dom-
inant force in much of philosophy and psychology until the
last quarter of the twentieth century. Various philosophers,
especially in Britain, developed rival theories of association,
adumbrating various different laws of associative learning.
The physician David Hartley (1705–1757) speculated about
the possible neural substrates of association formation.
Associative theory entered psychology with the work of
Ebbinghaus (see below).

Human psychology seemed to make scientific knowledge
unjustifiable. Our idea of causality—a basic tenet of science—
is chimerical. We do not see causes themselves, only regular
sequences of events, to which we add a subjective feeling, the
feeling of a necessary connection between an effect and its
cause. More generally, any universal assertion such as “All
swans are white” cannot be proved, because they have only
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been confirmed by experience so far. We might one day find
that some swans are black (they live in New Zealand). To
critics, Hume had reached the alarming conclusion that we can
know nothing for certain beyond the immediate content of our
conscious sensations. Science, religion, and morality were all
thrown in doubt, because all assert theses or depend on as-
sumptions going beyond experience and which may therefore
some day prove erroneous. Hume was untroubled by this
conclusion, anticipating later postevolutionary pragmatism.
Beliefs formed by the human mind are not provable by ratio-
nal argument, Hume said, but they are reasonable and useful,
aiding us mightily in everyday life. Other thinkers, however,
were convinced that philosophy had taken a wrong turn.

The Realist Tradition

Hume’s fellow Scottish philosophers, led by Thomas Reid
(1710–1796), offered one diagnosis and remedy. Berkeley
and Hume challenged common sense, suggesting that exter-
nal objects do not exist, or, if they do, we cannot know them
or causal relationships among them with any certainty. Reid
defended common sense against philosophy, arguing that the
Way of Ideas had led philosophers into a sort of madness.
Reid reasserted and reworked the older realist tradition. We
see objects themselves, not inner representations of them.
Because we perceive the world directly, we may dismiss
Berkeley’s immaterialism and Hume’s skepticism as absurd
consequences of a mistaken notion, the Way of Ideas. Reid
also defended a form of nativism. God made us, endowing us
with mental powers—faculties—upon which we can rely to
deliver accurate information about the outside world and its
operations.

The Idealist Tradition

Another diagnosis and remedy for skepticism was offered in
Germany by Immanuel Kant (1724–1804), who, like Reid,
found Hume’s ideas intolerable because they made genuine
knowledge unreachable. Reid located Hume’s error in the
Way of Ideas, abandoning it for a realist analysis of cognition.
Kant, on the other hand, located Hume’s error in empiricism
and elaborated a new version of the Way of Ideas that located
truth inside the mind. Empiricists taught that ideas reflect, in
Locke’s phrase, “things themselves,” the mind conforming it-
self to objects that impress (Hume’s term) themselves upon it.
But for Kant, skepticism deconstructed empiricism. The as-
sumption that mind reflects reality is but an assumption, and
once this assumption is revealed—by Berkeley and Hume—
the ground of true knowledge disappears.

Kant upended the empiricist assumption that the mind
conforms itself to objects, declaring that objects conform
themselves to the mind, which imposes a universal, logically
necessary structure upon experience. Things in themselves—
noumena—are unknowable, but things as they appear in con-
sciousness—phenomena—are organized by mind in such a
way that we can make absolutely true statements about them.
Take, for example, the problem addressed by Berkeley, the
perception of depth. Things in themselves may or may not be
arranged in Euclidean three-dimensional space; indeed, mod-
ern physics says that space is non-Euclidean. However, the
human mind imposes Euclidean three-dimensional space on
its experience of the world, so we can say truly that phe-
nomena are necessarily arrayed in three-dimensional space.
Similarly, the mind imposes other Categories of experience
on noumena to construct the phenomenal world of human
experience.

A science fiction example may clarify Kant’s point. Imag-
ine the citizens of Oz, the Emerald City, in whose eyes
are implanted at birth contact lenses making everything a
shade of green. Ozzites will make the natural assumption
that things seem green because things are green. However,
Ozzites’ phenomena are green because of the contact lenses,
not because things in themselves are green. Nevertheless, the
Ozzites can assert as an absolute and irrefutable truth, “Every
phenomenon is green.” Kant argued that the Categories of
experience are logically necessary preconditions of any ex-
perience whatsoever by all sentient beings. Therefore, since
science is about the world of phenomena, we can have gen-
uine, irrefutable, absolute knowledge of that world and should
give up inquiries into Locke’s “things themselves.”

Kantian idealism produced a radically expansive view
of the self. Instead of concluding with Hume that it is a
construction out of bits and pieces of experience, Kant said
that it exists prior to experience and imposes order on experi-
ence. Kant distinguished between the Empirical Ego—the
fleeting contents of consciousness—and the Transcendental
Ego. The Transcendental Ego is the same in all minds and
imposes the Categories of understanding on experience. The
self is not a construction out of experience; it is the active
constructor of experience. In empiricism the self vanished; in
idealism it became the only reality.

Summary: Psychology Takes Center Stage

Nineteenth-century philosophers elaborated the empiricist,
realist, and idealist philosophical theories of cognition, but
their essential claims remained unchanged. The stage was set
for psychologists to investigate cognition empirically.
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THE EARLY SCIENTIFIC PERIOD

Contemporary cognitive scientists distinguish between proce-
dural and declarative learning, sometimes known as knowing
how and knowing that (Squire, 1994). Although the distinc-
tion was drawn only recently, it will be useful for understand-
ing the study of cognition and learning in the Early Scientific
Period. A paradigmatic illustration of the two forms of learn-
ing or knowing is bicycle riding. Most of us know how to ride
a bicycle (procedural learning), but few of us know the physi-
cal and physiological principles that are involved (declarative
learning).

The Psychology of Consciousness

With the exception of comparative psychologists (see follow-
ing), the founding generation of scientific psychologists
studied human consciousness via introspection (Leahey,
2000). They were thus primarily concerned with the processes
of sensation and perception, which are discussed in another
chapter of this handbook. Research and theory continued to
be guided by the positions already developed by philoso-
phers. Most psychologists, including Wilhelm Wundt, the
traditional founder of psychology, adopted one form or
another of the Way of Ideas, although it was vehemently re-
jected by the gestalt psychologists, who adopted a form of
realism proposed by the philosopher Franz Brentano
(1838–1917; Leahey, 2000).

The Verbal Learning Tradition 

One psychologist of the era, however, Hermann Ebbinghaus
(1850–1909), was an exception to the focus on conscious
experience, creating the experimental study of learning with
his On Memory (1885). Ebbinghaus worked within the asso-
ciative tradition, turning philosophical speculation about
association formation into a scientific research program,
the verbal learning tradition. Right at the outset, he faced to
a problem that has bedeviled the scientific study of human
cognition, making a methodological decision of great long-
term importance. One might study learning by giving sub-
jects things such as poems to learn by heart. Ebbinghaus
reasoned, however, that learning a poem involves two men-
tal processes, comprehension of the meaning of the poem
and learning the words in the right order. He wanted to study
the latter process, association formation in its pure state. So
he made up nonsense syllables, which, he thought, had no
meaning. Observe that by excluding meaning from his re-
search program, Ebbinghaus studied procedural learning ex-
clusively, as would the behaviorists of the twentieth century.

Ebbinghaus’s nonsense syllables were typically consonant-
vowel-consonant (CVC) trigrams (to make them pronounce-
able), and for decades to come, thousands of subjects would
learn hundreds of thousands of CVC lists in serial or paired as-
sociate form. Using his lists, Ebbinghaus could empirically in-
vestigate traditional questions philosophers had asked about
associative learning. How long are associations maintained?
Are associations formed only between CVCs that are adjacent,
or are associations formed between remote syllables?

Questions like these dominated the study of human learn-
ing until about 1970. The verbal learning tradition died for
internal and external reasons. Internally, it turned out that
nonsense syllables were not really meaningless, undermining
their raison d’etre. Subjects privately turned nonsense into
meaning by various strategies. For example, RIS looks mean-
ingless, but could be reversed to mean SIR, or interpreted as
the French word for rice. Externally, the cognitive psycholo-
gists of the so-called cognitive revolution (Leahey, 2000)
wanted to study complex mental processes, including mean-
ing, and rejected Ebbinghaus’s procedures as simplistic.

The Impact of Evolution

From the time of the Greeks, philosophers were concerned
exclusively with declarative cognition. Recall the warrior,
jurist, and connoisseur discussed in connection with Socrates.
Each was flawless in his arena of competence, the battlefield,
the courtroom, and the art gallery, knowing how to fight,
judge, and appreciate. Yet Socrates denied that they possessed
real knowledge, because they could not state the principles
guiding their actions. Exclusive concern with declarative
cognition was codified in its modern form by Descartes, for
whom knowledge was the preserve of human beings, who
uniquely possessed language in which knowledge was for-
mulated and communicated. Action was the realm of the
beast-machine, not the human, knowing soul.

Evolution challenged philosophers’ preoccupation with
declarative knowledge. To begin with, evolution erased the
huge and absolute gap Descartes had erected between human
mind and animal mindlessness. Perhaps animals possessed
simpler forms of human cognitive processes; this was the
thesis of the first comparative psychologists and of today’s
students of animal cognition (Vauclair, 1996). On the other
hand, perhaps humans were no more than complex animals,
priding themselves on cognitive powers they did not really
possess; this was the thesis of many behaviorists (see below).

Second, evolution forced the recognition that thought
and behavior were inextricably linked. What counted in
Darwin’s struggle for existence was survival and reproduc-
tion, not thinking True thoughts. The American movement
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of pragmatism assimilated evolution into philosophy, recog-
nizing the necessary connection between thought and be-
havior and formulating evolution’s new criterion of truth,
usefulness. The first pragmatist paper, “How to Make Our
Ideas Clear,” made the first point. C. S. Peirce (1838–1914)
(1878) wrote that “the whole function of thought is to pro-
duce habits of action,” and that what we call beliefs are “a
rule of action, or, say for short, a habit.” “The essence of
belief,” Peirce argued, “is the establishment of a habit, and
different beliefs are distinguished by the different modes of
action to which they give rise.” Habits must have a practical
significance if they are to be meaningful, Peirce went on:
“Now the identity of a habit depends on how it might lead
us to act. . . . Thus we come down to what is tangible and
conceivably practical as the root of every real distinction of
thought . . . there is no distinction so fine as to consist in
anything but a possible difference in practice.” In conclu-
sion, “the rule for attaining [clear ideas] is as follows: con-
sider what effects, which might conceivably have practical
bearings, we conceive the object of our conceptions to have.
Then, our conception of these effects is the whole of our
conception of the object” (Peirce, 1878/1966, p. 162).

William James (1842–1910) made the second point in
Pragmatism (1905, p. 133):

True ideas are those that we can assimilate, validate, corroborate
and verify. False ideas are those that we can not. That is the prac-
tical difference it makes for us to have true ideas. . . . The truth of
an idea is not a stagnant property inherent in it. Truth happens to
an idea. It becomes true, is made true by events. Its verity is in
fact an event, a process.

Peirce and James rejected the philosophical search for
transcendental Truth that had developed after Plato. For prag-
matism there is no permanent truth, only a set of beliefs that
change as circumstances demand.

With James, philosophy became psychology, and scien-
tific psychology began to pursue its own independent agenda.
Philosophers continued to struggle with metaphysics and
epistemology—as James himself did when he returned to
philosophy to develop his radical empiricism—but psycholo-
gists concerned themselves with effective behavior instead
of truth.

Animal Psychology and the Coming of Behaviorism

In terms of psychological theory and research, the impact of
evolution manifested itself first in the study of animal mind
and behavior. As indicated earlier, erasing the line between
humans and animals could shift psychological thinking in
either of two ways. First, one might regard animals as more

humanlike than Descartes had, and therefore as capable of
some forms of cognition. This was the approach taken by
the first generation of animal psychologists beginning with
George John Romanes (1848–1894). They sought to detect
signs of mental life and consciousness in animals, attributing
consciousness, cognition, and problem-solving abilities to
even very simple creatures (Romanes, 1883). While experi-
ments on animal behavior were not eschewed, most of the
data Romanes and others used were anecdotal in nature.

Theoretically, inferring mental processes from behavior
presented difficulties. It is tempting to attribute to animals
complex mental processes they may not possess, as we imag-
ine ourselves in some animal’s predicament and think our way
out. Moreover, attribution of mental states to animals was
complicated by the prevailing Cartesian equation of mentality
with consciousness. The idea of unconscious mental states, so
widely accepted today, was just beginning to develop, primar-
ily in German post-Kantian idealism, but it was rejected by
psychologists, who were followers of empiricism or realism
(Ash, 1995). In the Cartesian framework, to attribute complex
mental states to animals was to attribute to them conscious
thoughts and beliefs, and critics pointed out that such infer-
ences could not be checked by introspection, as they could be
in humans. (At this same time, the validity of human intro-
spective reports was becoming suspect, as well, strengthening
critics’ case again the validity of mentalist animal psychol-
ogy; see Leahey, 2000.)

C. Lloyd Morgan (1852–1936) tried to cope with these
problems with his famous canon of simplicity and by an
innovative attempt to pry apart the identification of mentality
with consciousness. Morgan (1886) distinguished objective
inferences from projective—or, as he called them in the
philosophical jargon of his time, ejective—inferences from
animal behavior to animal mind. Imagine watching a dog sit-
ting at a street corner at 3:30 one afternoon. As a school bus
approaches, the dog gets up, wags its tail, and watches the bus
slow down and then stop. The dog looks at the children get-
ting off the bus and, when one boy gets off, it jumps on him,
licks his face, and together the boy and the dog walk off down
the street. Objectively, Morgan would say, we may infer cer-
tain mental powers possessed by the dog. It must possess suf-
ficient perceptual skills to pick out one child from the crowd
getting off the bus, and it must possess at least recognition
memory, for it responds differently to one child among all the
others. Such inferences are objective because they do not in-
volve analogy to our own thought processes. When we see an
old friend, we do not consciously match up the face we see
with a stored set of remembered faces, though it is plain that
such a recognition process must occur. In making an objec-
tive inference, there is no difference between our viewpoint
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with respect to our own behavior and with respect to the
dog’s, because in each case the inference that humans and
dogs possess recognition memory is based on observations of
behavior, not on introspective access to consciousness.

Projective inferences, however, are based on drawing
unprovable analogies between our own consciousness and
putative animal consciousness. We are tempted to attribute a
subjective mental state, happiness, to the watchful dog by
analogy with our own happiness when we greet a loved one
who has been absent. Objective inferences are legitimate in
science, Morgan held, because they do not depend on analogy,
are not emotional, and are susceptible to later verification by
experiment. Projective inferences are not scientifically legiti-
mate because they result from attributing our own feelings to
animals and may not be more objectively assessed. Morgan’s
distinction is important, and although it is now the basis of
cognitive science, it had no contemporary impact.

In the event, skepticism about mentalistic animal psychol-
ogy mounted, especially as human psychology became more
objective. Romanes (1883, pp. 5–6) attempted to deflect his
critics by appealing to our everyday attribution of mentality
to other people without demanding introspective verification:
“Skepticism of this kind is logically bound to deny evidence
of mind, not only in the case of lower animals, but also in that
of the higher, and even in that of men other than the skeptic
himself. For all objections which could apply to the use of
[inference] . . . would apply with equal force to the evidence
of any mind other than that of the individual objector”
(pp. 4–5).

Two paths to the study of animal and human cognition
became clearly defined. One could continue with Romanes
and Morgan to treat animals and humans as creatures with
minds; or one could accept the logic of Romanes’s rebuttal
and treat humans and animals alike as creatures without
minds. Refusing to anthropomorphize humans was the
beginning of behaviorism, the study of learning without
cognition.

Behaviorism: The Golden Age of Learning Theory

With a single exception, E. C. Tolman (see following), be-
haviorism firmly grasped the second of the two choices
possible within the Cartesian framework. They chose to treat
humans and animals as Cartesian beast-machines whose be-
havior could be fully explained in mechanistic causal terms
without reference to mental states or consciousness. They
thus dispensed with cognition altogether and studied proce-
dural learning alone, examining how behavior is changed
by exposure to physical stimuli and material rewards and

punishments. Behaviorists divided on how to treat the stub-
born fact of consciousness. Methodological behaviorists ad-
mitted the existence of consciousness but said that its private,
subjective nature excluded it from scientific study; they left
it the arts to express, not explain, subjectivity. Metaphysical
behaviorists had more imperial aims. They wanted to explain
consciousness scientifically, ceding nothing to the humanities
(Lashley, 1923).

Methodological Behaviorism

Although methodological behaviorists agreed that conscious-
ness stood outside scientific psychology, they disagreed
about how to explain behavior. The dominant tradition was
the stimulus-response tradition originating with Thorndike,
and carried along with modification by Watson, Hull, and his
colleagues, and the mediational behaviorists of the 1950s.
They all regarded learning as a matter of strengthening or
weakening connections between environmental stimuli and
the behavioral response they evoked in organisms. The most
important rival form of methodological behaviorism was the
cognitive-purposive psychology of Tolman and his followers,
who kept alive representational theories of learning. In short,
the stimulus-response tradition studied how organisms react
to the world; the cognitive tradition studied how organisms
learn about the world. Unfortunately, for decades it was not
realized that these were complementary rather than compet-
ing lines of investigation.

Stimulus-Response Theories. By far the most influen-
tial learning theories of the Golden Age of Theory were
stimulus-response (S-R) theories. S-R theorizing began
with Edward Lee Thorndike’s (1874–1949) connectionism.
Thorndike studied animal learning for his 1898 disserta-
tion, published as Animal Learning in 1911. He began as a
conventional associationist studying association of ideas in
animals. However, as a result of his studies he concluded
that while animals make associations, they do not associate
ideas: “The effective part of the association [is] a direct bond
between the situation and the impulse [to behavior]”
(Thorndike, 1911, p. 98).

Thorndike constructed a number of puzzle boxes in which
he placed one of his subjects, typically a young cat. The
puzzle box was a sort of cage so constructed that the animal
could open the door by operating a manipulandum that
typically operated a string dangling in the box, which in turn
ran over a pulley and opened the door, releasing the animal,
who was then fed before being placed back in the box.
Thorndike wanted to discover how the subject learns the
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correct response. He described what happens in a box in
which the cat must pull a loop or button on the end of the
string:

The cat that is clawing all over the box in her impulsive struggle
will probably claw the string or loop or button so as to open
the door. And gradually all the other nonsuccessful impulses will
be stamped out and the particular impulse leading to the success-
ful act will be stamped in by the resulting pleasure, until, after
many trials, the cat will, when put in the box, immediately claw
the button or loop in a definite way. (Thorndike, 1911, p. 36)

Thorndike conceived his study as one of association-
formation, and interpreted his animals’ behaviors in terms of
associationism:

Starting, then, with its store of instinctive impulses, the cat hits
upon the successful movement, and gradually associates it with
the sense-impression of the interior of the box until the connec-
tion is perfect, so that it performs the act as soon as confronted
with the sense-impression. (Thorndike, 1911, p. 38)

The phrase trial-and-error—or perhaps more exactly trial-
and-success—learning aptly describes what these animals
did in the puzzle boxes. Placed inside, they try out (or, as
Skinner called it later, emit) a variety of familiar behaviors.
In cats, it was likely to try squeezing through the bars, claw-
ing at the cage, and sticking its paws between the bars. Even-
tually, the cat is likely to scratch at the loop of string and so
pull on it, finding its efforts rewarded: The door opens and it
escapes, only to be caught by Thorndike and placed back in
the box. As these events are repeated, the useless behaviors
die away, or extinguish, and the correct behavior is done soon
after entering the cage; the cat has learned the correct re-
sponse needed to escape.

Thorndike proposed three laws of learning. One was the
law of exercise, which stated that use of a response strength-
ens its connection to the stimuli controlling it, while disuse
weakens them. Another was the law of readiness, having
to do with the physiological basis of the law of effect.
Thorndike proposed that if the neurons connected to a given
action are prepared to fire (and cause the action), their neural
firing will be experienced as pleasure, but that if they are
inhibited from firing, displeasure will be felt.

The most famous and debated of Thorndike’s laws was the
law of effect:

The Law of Effect is that: Of several responses made to the same
situation, those which are accompanied or closely followed by
satisfaction to the animal will, other things being equal, be more

firmly connected with the situation, so that, when it recurs, they
will be more likely to recur; those which are accompanied or
closely followed by discomfort to the animal will, other things
being equal, have their connections with that situation weak-
ened, so that, when it recurs, they will be less likely to occur. The
greater the satisfaction or discomfort, the greater the strengthen-
ing or weakening of the bond. (Thorndike, 1911, p. 244)

Thorndike seems here to state a truism not in need of sci-
entific elaboration, that organisms learn how to get pleasur-
able things and learn how to avoid painful things. However,
questions surround the law of effect. Is reward necessary for
learning? Reward and punishment surely affect behavior, but
must they be present for learning to occur? What about a re-
ward or punishment makes it change behavior? Is it the plea-
sure and pain they bring, as Thorndike said, or the fact that
they inform us that we have just done the right or wrong ac-
tion? Are associations formed gradually or all at once?

Thorndike laid out the core of stimulus-response learning
theory. It was developed by several generations of psycholo-
gists, including E. R. Guthrie (1886–1959) and most notably
by Clark Hull (1884–1952), his collaborator Kenneth Spence
(1907–1967), and their legions of students and grand-
students. Hull and Spence turned S-R theory into a formi-
dably complex logico-mathematical structure capable of
terrifying students, but they did not change anything essential
in Thorndike’s ideas. Extensive debate took place on the
questions listed above (and others). For example, Hull said
reward was necessary for learning, that it operated by drive
reduction, and that many trials were needed for an association
to reach full strength. Guthrie, on the other hand, said that
mere contiguity between S and R was sufficient to form an as-
sociation between them and that associative bonds reach full
strength on a single trial. These theoretical issues, plus those
raised by Tolman, drove the copious research of the Golden
Age of Theory (Leahey, 2000; Leahey & Harris, 2001).

When S-R theorists turned to human behavior, they devel-
oped the concept of mediation (Osgood, 1956). Humans, they
conceded, had symbolic processes that animals lacked, and
they proposed to handle them by invoking covert stimuli and
responses. Mediational theories were often quite complex, but
the basic idea was simple. A rat learning to distinguish a
square-shaped stimulus from a triangular one responds only to
the physical properties of each stimulus. An adult human, on
the other hand, will privately label each stimulus as “square”
or “triangle,” and it is this mediating covert labeling response
that controls the subject’s observable behavior. In this view,
animals learned simple one-stage S-R connections, while hu-
mans learned more sophisticated S-r-s-R connections (where
s and r refer to the covert responses and the stimuli they
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cause). The great attraction of mediational theory was that
it gave behaviorists interested in human cognitive processes
a theoretical language shorn of mentalistic connotations
(Osgood, 1956), and during the 1950s and early 1960s medi-
ational theories dominated the study of human cognition.
However, once the concept of information became available,
mediational theorists—and certainly their students—became
information processing theorists (Leahey, 2000).

Edward Chace Tolman’s Cognitive Behaviorism. E. C.
Tolman (1886–1959) consistently maintained that he was a
behaviorist, and in fact wrote a classic statement of method-
ological behaviorism as a psychological program (Tolman,
1935). However, he was a behaviorist of an odd sort, as he
(Tolman, 1959) and S-R psychologists (Spence, 1948) recog-
nized, being influenced by gestalt psychology and the neore-
alists (see below). Although it is anachronistic to do so, the
best way to understand Tolman’s awkward position in the
Golden Age is through the distinction between procedural and
declarative learning. Ebbinghaus, Thorndike, Hull, Guthrie,
Spence, and the entire S-R establishment studied only proce-
dural learning. They did not have the procedural/declarative
distinction available to them, and in any case thought that
consciousness—which formulates and states declarative
knowledge—was irrelevant to the causal explanation of
behavior. S-R theories said learning came about through
the manipulation of physical stimuli and material rewards and
punishments. Animals learn, and can, of course, never say
why. Even if humans might occasionally figure out the con-
tingencies of reinforcement in a situation, S-R theory said that
they were simply describing the causes of their own behavior
the way an outside observer does (Skinner, 1957). As
Thorndike had said, reward and punishment stamp in or
stamp out S-R connections; consciousness had nothing to do
with it.

Tolman, on the other hand, wanted to study cognition—
declarative knowledge in the traditional sense—but was
straitjacketed by the philosophical commitments of behavior-
ism and the limited conceptual tools of the 1930s and 1940s.
Tolman anticipated, but could never quite articulate, the ideas
of later cognitive psychology.

Tolman’s theory and predicament are revealed by his “Dis-
proof of the Law of Effect” (Tolman, Hall, & Bretnall, 1932).
In this experiment, human subjects navigated a pegboard
maze, placing a metal stylus in the left or right of a series of
holes modeling the left-right choices of an animal in a multi-
ple T-maze. There were a variety of conditions, but the most
revealing was the “bell-right-shock” group, whose subjects
received an electric shock when they put the stylus in the cor-
rect holes. According to the Law of Effect these subjects

should not learn the maze because correct choices were fol-
lowed by pain, but they learned at the same rate as other
groups. While this result seemed to disprove the law of effect,
its real significance was unappreciated because the concept of
information had not yet been formulated (see below). In
Tolman’s time, reinforcers (and punishers) were thought of
only in terms of their drive-reducing or affective properties.
However, they possess informational properties, too. A re-
ward is pleasant and may reduce hunger or thirst, but rewards
typically provide information that one has made the correct
choice, while punishers are unpleasant and ordinarily convey
that one has made the wrong choice. Tolman’s “bell-right-
shock” group pried apart the affective and informational qual-
ities of pain by making pain carry the information that the
subject had made the right choice. Tolman showed—but could
not articulate—that it’s the informational value of behavioral
consequences that cause learning, not their affective value.

Nevertheless, Tolman tried to offer a cognitive theory of
learning with his concept of cognitive maps (Tolman, 1948).
S-R theorists viewed maze learning as acquiring a series of
left-right responses triggered by the stimuli at the various
choice points in the maze. Against this, Tolman proposed that
animals and humans acquire a representation—a mental
map—of the maze that guides their behavior. Tolman and his
followers battled Hullians through the 1930s, 1940s, and into
the 1950s, generating a mass of research findings and theo-
retical argument. Although Tolman’s predictions were often
vindicated by experimental results, the vague nature of his
theory and his attribution of thought to animals limited his
theory’s impact (Estes et al., 1954).

Metaphysical Behaviorism

Metaphysical behaviorists took a more aggressive stance to-
ward consciousness than methodological behaviorists. They
believed that scientific psychology should explain, not shun,
consciousness. Two reasons guided them. First, they wanted
to achieve a comprehensive scientific account of every-
thing human, and since consciousness is undoubtedly some-
thing humans have, it should not be ceded to the humanities
(Lashley, 1923). Second, stimuli registered only privately in a
person’s experience sometimes affects behavior (Skinner,
1957). If I have a headache, it exists only in my private con-
sciousness, but it alters my behavior: I take aspirin, become ir-
ritable, and tell people I have a headache. Excluding private
stimuli from psychology by methodological fiat would pro-
duce incomplete theories of behavior. (This is not the place
to discuss the various and subtle ways metaphysical behavior-
ists had of explaining or dissolving consciousness. I will
focus only on how such behaviorists approached learning and



The Early Scientific Period 123

cognition.) Metaphysical behaviorism came in two forms,
physiological behaviorism and radical behaviorism.

Physiological Behaviorism. The source of physiologi-
cal behaviorism was Russian objective psychology, and its
greatest American exponent was Karl Lashley, who coined
the term “methodological behaviorism,” only to reject it
(Lashley, 1923, pp. 243–244):

Let me cast off the lion’s skin. My quarrel with [methodological]
behaviorism is not that it has gone too far, but that it has hesi-
tated . . . that it has failed to develop its premises to their logical
conclusion. To me the essence of behaviorism is the belief that
the study of man will reveal nothing except what is adequately
describable in the concepts of mechanics and chemistry. . . . I
believe that it is possible to construct a physiological psychology
which will meet the dualist on his own ground . . . and show that
[his] data can be embodied in a mechanistic system. . . . Its phys-
iological account of behavior will also be a complete and ade-
quate account of all the phenomena of consciousness . . .
demanding that all psychological data, however obtained, shall
be subjected to physical or physiological interpretation.

Ultimately, Lashley said, the choice between behaviorism
and traditional psychology came down to a choice between
two “incompatible” worldviews, “scientific versus humanis-
tic.” It had been demanded of psychology heretofore that “it
must leave room for human ideals and aspirations.” But “other
sciences have escaped this thralldom,” and so must psychol-
ogy escape from “metaphysics and values” and “mystical
obscurantism” by turning to physiology.

For the study of learning, the most important physiologi-
cal behaviorist was Ivan Petrovich Pavlov (1849–1936).
Although Pavlov is mostly thought of as the discoverer of
classical or Pavlovian conditioning, he was first and foremost
a physiologist in the tradition of Sechenov. For him, the
phenomena of Pavlovian conditioning were of interest be-
cause they might reveal the neural processes underlying
associative learning—he viewed all behavior as explicable
via association—and his own theories about conditioning
were couched in neurophysiological terms.

The differences between Pavlov’s and Thorndike’s proce-
dures for studying learning posed two questions for the asso-
ciative tradition they both represented. Pavlov delivered an
unconditional stimulus (food) that elicited the behavior, or
unconditional response (salivation), that he wished to study.
He paired presentation of the US with an unrelated condi-
tional stimulus (only in one obscure study did he use a bell);
finding that gradually the CS came to elicit salivation (now
called the conditional response), too. Thorndike had to await
the cat’s first working of the manipulandum before rewarding

it with food. In Pavlov’s setup, the food came first and caused
the unconditional response; in Thorndike’s, no obvious stim-
ulus caused the first correct response, and the food followed
its execution.

Were Pavlov and Thorndike studying two distinct forms
of learning, or were they merely using different methodolo-
gies to study the same phenomenon? Some psychologists,
including Skinner, believed the former, either on the opera-
tionist grounds that the procedures themselves defined differ-
ent forms of learning, or because different nervous systems
were involved in the two cases (Hearst, 1975). Although this
distinction between instrumental (or operant) and classical,
or Pavlovian (or respondent) conditioning has become
enshrined in textbooks, psychologists in the S-R tradition be-
lieved S-R learning took place in both procedures. The
debate was never resolved but has been effaced by the return
of cognitive theories of animal learning, for which the
distinction is not important.

The second question raised by Pavlov’s methods was inti-
mately connected to the first. Exactly what was being associ-
ated as learning proceeded? In philosophical theory, association
took place between ideas, but this mentalistic formulation
was, of course, anathema to behaviorists. Thorndike began
the S-R tradition by asserting that the learned connection (his
preferred term) was directly between stimulus and response,
not between mental ideas of the two. Pavlovian conditioning
could be interpreted in the same way, saying that the animal
began with an innate association between US and UR and cre-
ated a new association between CS and CR. Indeed, this was
for years the dominant behaviorist interpretation of Pavlovian
conditioning, the stimulus substitution theory (Leahey &
Harris, 2001), because it was consistent with the thesis that
all learning was S-R learning.

However, Pavlovian conditioning was open to an alterna-
tive interpretation closer to the philosophical notion of asso-
ciation of ideas, which said that ideas that occur together
in experience become linked (see above). Thus, one could
say that as US and CS were paired, they became associated,
so that when presented alone, the CS evoked the US, which
in turn caused the CR to occur. Pavlov’s own theory of con-
ditioning was a materialistic version of this account, propos-
ing that the brain center activated by the US became neurally
linked to the brain center activated by the CS, so when the
latter occurred, it activated the US’s brain center, causing the
CR. American behaviorists who believed in two kinds of
learning never adopted Pavlov’s physiologizing and avoided
mentalism by talking about S-S associations. It was some-
times said that Tolman was an S-S theorist, but this distorted
the holistic nature of his cognitive maps. As truly cognitive
theories of learning returned in the 1970s, Pavlovian and
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even instrumental learning were increasingly interpreted
involving associations between ideas—now called “repre-
sentations” (Leahey & Harris, 2001), as in the pioneering
cognitive theory of Robert Rescorla (1988).

Radical Behaviorism. A completely different form of
metaphysical behaviorism was developed by B. F. Skinner
(1904–1990). Skinner extended to psychology the philoso-
phy of neorealism propounded by a number of American
philosophers after 1910 (Smith, 1986). The neorealists re-
vived the old realist claim that the Way of Ideas was mis-
taken, that perception of objects was direct and not mediated
by intervening ideas. Tolman, too, built his early theories on
neorealism but later returned to the Way of Ideas with the
concept of the cognitive map (Smith, 1986). Skinner never
wavered from realism, working out the radical implication
that if there are no ideas, there is no private world of con-
sciousness or mind to be populated by them. Introspective
psychology was thus an illusion, and psychology should be
redefined as studying the interactive relationship between an
organism and the environment in which it behaves. The past
and present environments provide the stimuli that set the
occasion for behavior, and the organism’s actions operate
(hence the term operant) on the environment. Actions have
consequences, and these consequences shape the behavior of
the organism.

Skinner’s thinking is often misrepresented as a S-R psy-
chology in the mechanistic tradition of Thorndike, John B.
Watson (1878–1958), or Clark Hull. In fact, Skinner re-
jected—or, more precisely, stood apart from—the mechanistic
way of thinking about living organisms that had begun with
Descartes. For a variety of reasons, including its successes, its
prestige, and the influence of positivism, physics has been
treated as the queen of the sciences, and scientists in other
fields, including psychology, have almost uniformly envied it,
seeking to explain their phenomena of interest in mechanical-
causal terms. A paradigmatic case in point was Clark Hull,
who acquired a bad case of physics-envy from reading
Newton’s Principia, and his logico-mathematical theory of
learning was an attempt to emulate his master. Skinner
renounced physics as the model science for the study of be-
havior, replacing it with Darwinian evolution and selection by
consequences (Skinner, 1969). In physical-model thinking,
behaviors are caused by stimuli that mechanically provoke
them. In evolution, the appearance of new traits is unpre-
dictable, and their fate is determined by the consequences they
bring. Traits that favor survival and reproduction increase
in frequency over the generations; traits that hamper survival
and reproduction decrease in frequency. Similarly, behaviors
are emitted, and whether they are retained (learned) or lost

(extinguished) depends on the consequences of reinforce-
ment or nonreinforcement.

As a scientist, Skinner, like Thorndike, Hull, and Tolman,
studied animals almost exclusively. However, unlike them
Skinner wrote extensively about human behavior in a specu-
lative way he called interpretation. His most important such
work was Verbal Behavior (1957), in which he offered a the-
ory of human cognition. Beginning with Socrates, the central
quest of epistemology was understanding the uniquely human
ability to form universal concepts, such as cat, dog, or Truth.
From Descartes onward, this ability was linked to language,
the unique possession of humans, in which we can state uni-
versal definitions. In either case, universal concepts were the
possession of the human mind, whether as abstract images
(Aristotle) or as sentences (Descartes). Skinner, of course, re-
jected the existence of mind, and therefore of any difference
between explaining animal and human behavior. Mediational
theorists allowed for an attenuated difference, but Skinner
would have none of it. He wrote that although “most of the
experimental work responsible for the advance of the experi-
mental analysis of behavior has been carried out on other
species . . . the results have proved to be surprisingly free of
species restrictions . . . and its methods can be extended to
human behavior without serious modification” (Skinner,
1957, p. 3). The final goal of the experimental analysis of be-
havior is a science of human behavior using the same princi-
ples first applied to animals.

In Verbal Behavior, Skinner offered a behavioristic analy-
sis of universal concepts with the technical term tact, and drew
out its implications for other aspects of mind and cognition. A
tact is a verbal operant under the stimulus control of some part
of the physical environment, and the verbal community rein-
forces correct use of tacts. So a child is reinforced by parents
for emitting the sound “dog” in the presence of a dog (Skinner,
1957). Such an operant is called a tact because it “makes con-
tact with” the physical environment. Tacts presumably begin
as names (e.g., for the first dog a child learns to label “dog”),
but as the verbal community reinforces the emission of the
term to similar animals, the tact becomes generalized. Of
course, discrimination learning is also involved, as the child
will not be reinforced for calling cats “dog.” Eventually,
through behavior shaping, the child’s “dog” response will
occur only in the presence of dogs and not in their absence. For
Skinner, the situation is no different from that of a pigeon re-
inforced for pecking keys only when they are illuminated any
shade of green and not otherwise. Skinner reduced the tradi-
tional notion of reference to a functional relationship among a
response, its discriminative stimuli, and its reinforcer.

Skinner’s radical analysis of tacting raises an important
general point about his treatment of human consciousness,
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his notion of private stimuli. Skinner believed that earlier
methodological behaviorists such as Tolman and Hull were
wrong to exclude private events (such as mental images or
toothaches) from behaviorism simply because such events
are private. Skinner held that part of each person’s environ-
ment includes the world inside her or his skin, those stimuli
to which the person has privileged access. Such stimuli may
be unknown to an external observer, but they are experienced
by the person who has them, can control behavior, and so
must be included in any behaviorist analysis of human
behavior. Many verbal statements are under such control,
including complex tacts. For example: “My tooth aches” is a
kind of tacting response controlled by a certain kind of
painful inner stimulation.

This simple analysis implies a momentous conclusion.
How do we come to be able to make correct private tacts?
Skinner’s answer was that the verbal community has trained
us to observe our private stimuli by reinforcing utterances that
refer to them. It is useful for parents to know what is distress-
ing a child, so they attempt to teach a child self-reporting
verbal behaviors. “My tooth aches” indicates a visit to the
dentist, not the podiatrist. Such responses thus have Darwin-
ian survival value. It is these self-observed private stimuli that
constitute consciousness. It therefore follows that human con-
sciousness is a product of the reinforcing practices of a verbal
community. A person raised by a community that did not re-
inforce self-description would not be conscious in anything
but the sense of being awake. That person would have no self-
consciousness.

Self-description also allowed Skinner to explain apparently
purposive verbal behaviors without reference to intention or
purpose. For example, “I am looking for my glasses” seems
to describe my intentions, but Skinner (1957) argued: “Such
behavior must be regarded as equivalent to When I have be-
haved in this way in the past, I have found my glasses and
have then stopped behaving in this way” (p. 145). Intention is
a mentalistic term Skinner has reduced to the physicalistic
description of one’s bodily state. Skinner finally attacked the
citadel of the Cartesian soul, thinking. Skinner continued to
exorcise Cartesian mentalism by arguing that “thought is
simply behavior.” Skinner rejected Watson’s view that think-
ing is subvocal behavior, for much covert behavior is not ver-
bal yet can still control overt behavior in a way characteristic
of “thinking”: “I think I shall be going can be translated I find
myself going” (p. 449), a reference to self-observed, but non-
verbal, stimuli.

Skinner’s radical behaviorism was certainly unique,
breaking with all other ways of explaining mind and behavior.
Its impact, however, has been limited (Leahey, 2000). At the
dawn of the new cognitive era, Verbal Behavior received a

severe drubbing from linguist Noam Chomsky (1959) from
which its theses never recovered. The computer model of
mind replaced the mediational model and isolated the radical
behaviorists. Radical behaviorism carries on after Skinner’s
death, but it is little mentioned elsewhere in psychology.

THE MODERN SCIENTIFIC PERIOD

The modern era in the study of cognition opened with the in-
vention of the digital electronic computer during World War II.
The engineers, logicians, and mathematicians who created
the first computers developed key notions that eventually
gave rise to contemporary cognitive psychology.

The Three Key Ideas of Computing

Feedback

One of the standard objections to seeing living beings as ma-
chines was that behavior is purposive and goal-directed, flex-
ibly striving for something not yet in hand (or paw). James
(1890) pointed to purposive striving for survival when he
called mechanism an “impertinence,” and Tolman’s retention
of purpose as a basic feature of behavior set his behaviorism
sharply apart from S-R theories, which treated purpose as
something to be explained away (Hull, 1937). Feedback
reconciles mechanism and goal-oriented behavior.

As a practical matter, feedback had been employed since
the Industrial Revolution. For example, a “governor” typically
regulated the temperature of steam engines. This was a rotat-
ing shaft whose speed increased as pressure in the engine’s
boiler increased. Brass balls on hinges were fitted to the shaft
so that as its speed increased, centrifugal force caused the
balls to swing away from the shaft. Things were arranged so
that when the balls reached a critical distance from the shaft—
that is, when the boiler’s top safe pressure was reached—heat
to the boiler was reduced, the pressure dropped, the balls de-
scended, and heat could return. The system had a purpose—
maintain the correct temperature in the boiler—and responded
flexibly to relevant changes in the environment—changes of
temperature in the boiler.

But it was not until World War II that feedback was
formulated as an explicit concept by scientists working on
the problem of guidance (e.g., building missiles capable of
tracking a moving target; Rosenblueth, Wiener, & Bigelow,
1943/1966). The standard example of feedback today is a
thermostat. A feedback system has two key components, a
sensor and a controller. The sensor detects the state of a rele-
vant variable in the environment. One sets the thermostat to
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the critical value of the variable of interest, the temperature of
a building. A sensor in the thermostat monitors the tem-
perature, and when it falls below or above critical value, the
controller activates the heating or cooling system. When the
temperature moves back to its critical value, the sensor detects
this and the controller turns off the heat pump. The notion of
feedback is that a system, whether living or mechanical,
detects a state of the world, acts to alter the state of the world,
which alteration is detected, changing the behavior of the
system, in a complete feedback loop. A thermostat plus heat
pump is thus a purposive system, acting flexibly to pursue a
simple goal. It is, of course at the same time a machine whose
behavior could be explained in purely causal, physical, terms.
Teleology and mechanism are not incompatible.

Information

The concept of information is now so familiar to us that we
take it for granted. But in fact it is a subtle concept that engi-
neers building the first computers recognized by the middle of
the twentieth century (MacKay, 1969). We have already seen
how Tolman could have used it to better understand the nature
of reward and punishment. Before the advent of the computer,
information was hard to separate from its physical embodi-
ment in parchment or printed pages. Today, however, the sep-
aration of information from physical embodiment is a threat
to publishers because the content of a book may be scanned
and digitized and then accessed by anyone for free. Of course,
I could lend someone a book for free, but then I would no
longer have its information, but if I share the information
itself on a disk or as a download, I still have it, too. The
closest the premodern world came to the concept of informa-
tion was the idea, but looking back from our modern vantage
point we can see that philosophers tended to assume ideas
had to have some kind of existence, either in a transcendent
realm apart from the familiar material world, as in Plato, or
in a substantial (though nonphysical) soul, Descartes’res cog-
itans. Realists denied that ideas existed, the upshot being
Skinnerian radical behaviorism, which can tolerate the idea
of information no more than the idea of a soul.

The concept of information allows us to give a more gen-
eral formulation of feedback. What’s important to a feedback
system is its use of information, not its mode of physical
operation. The thermostat again provides an example. Most
traditional thermostats contain a strip of metal that is really
two metals with different coefficients of expansion. The strip
then bends or unbends as the temperature changes, turning
the heat pump on or off as it closes or opens an electrical cir-
cuit. Modern buildings, on the other hand, often contain
sensors in each room that relay information about room tem-

perature to a central computer that actually operates the heat
pump. Nevertheless, each system embodies the same infor-
mational feedback loop.

This fact seems simple, but it is in fact of extraordinary
importance. We can think about information as such, com-
pletely separately from any physical embodiment. My de-
scription of a thermostat in the preceding section implicitly
depended on the concept of information, as I was able to
explain what any thermostat does without reference to how
any particular thermostat works. My description of the older
steam engine governor, however, depended critically on its
actual physical operation.

In any information system we find a kind of dualism. On
the one hand, we have a physical object such as a book or
thermostat. On the other hand, we have the information it
holds or the information processes that guide its operation.
The information in the book can be stored in print, in a com-
puter’s RAM, on a hard-drive, in bubble memory, or be float-
ing about the World Wide Web. The information flows of a
thermostat can be understood without regard to how the ther-
mostat works. This suggests, then, that mind can be under-
stood as information storage (memory) and processes
(memory encoding and retrieval, and thinking). Doing so
respects the insight of dualism, that mind is somehow inde-
pendent of body, without introducing all the problems of a
substantial soul. Soul is information.

The concept of information opened the way for a new
cognitive psychology. One did not need to avoid the mind, as
methodological behaviorists wanted, nor did one have to
expunge it, as metaphysical behaviorists wanted. Mind was
simply information being processed by a computer we only
just learned we had, our brains, and we could theorize about
information flows without worrying about how the brain ac-
tually managed them. Broadbent’s Perception and Communi-
cation (1958), Neisser’s Cognitive Psychology (1967), and
Atkinson and Shiffrin’s “Human Memory: A Proposed Sys-
tem and Its Control Processes” (1968) were the manifestos of
the information-processing movement. Broadbent critically
proposed treating stimuli as information, not as physical
events. Neisser’s chapters described information flows from
sensation to thinking. Atkinson and Shiffrin’s model of infor-
mation flow (Figure 6.3) became so standard that it’s still
found in textbooks today, despite significant changes in the
way cognitive psychologists treat the details of cognition
(Izawa, 1999).

Information from the senses is first registered in near-
physical form by sensory memory. The process of pattern
recognition assigns informational meaning to the physical
stimuli held in sensory memory. Concomitantly, attention fo-
cuses on important streams of information, attenuating or



The Modern Scientific Period 127

Working
Memory

Rehearsal

Long-Term
Memory

Sensory
Memory

Decay
Response

Attention,
Pattern

Recognition

Sensory
Input Encoding

Retrieval

Figure 6.3 The standard model of information processing.

blocking others from access to consciousness. Organized in-
formation is stored briefly in working, or short-term, memory,
and some manages to get stored in long-term, or permanent,
memory. There is, of course, loss and distortion of informa-
tion along the way, so that what’s remembered is very seldom
a veridical record of what happened.

Only one aspect of contemporary cognitive psychology
was missing from Neisser and Atkinson and Shiffrin, the
computational metaphor of mind, then just making headway
in psychology.

The Program: Computation

In the information-processing perspective developed by
Broadbent, Neisser, and Atkinson and Shiffrin, the notion of
processing remained vague. Information itself is passive: It
has to be transformed and manipulated in order to effect
behavior. This problem was solved by the development of
another concept that today we take for granted, the computer
program. Again, the idea seems obvious, but did not come
into existence until the 1930s in the work of Alan Turing
(Hodge, 2000) and John von Neumann (MacRae, 1999).

Previously, all machines, including the calculators built by
Blaise Pascal, Gottfried Leibniz, and Charles Babbage, were
dedicated, single-purpose machines whose mechanical work-
ings defined the function they carried out. Computers, how-
ever, are general-purpose machines, capable of performing a
variety of tasks. Their operations are determined not by their
mechanical workings but by their programs, a series of in-
structions the computer carries out. Because they manipulate
information, programs are independent of their physical sub-
strate. A program written in BASIC (or any other computer
language) will run on any computer that understands BASIC,
whatever its physical makeup, whether it be an Apple, PC, or
a mainframe. As Turing (1950) pointed out, a human being
following a sequence of steps written on slips of paper is
functionally equivalent to a computer.

The computational approach to mind was complete and is
known in philosophy as functionalism. The mind is essen-
tially a computer program implemented in a meat-machine
(Clark, 2001) rather than a silicon-and-metal machine. The

program of the mind acts on and controls the flow of infor-
mation through the human information-processing system
the way a computer’s program controls the flow of informa-
tion through a computer. The program arrives at decisions
and controls the system’s—the body’s—behavior. The mind
is what the brain does (Pinker, 1998). Cognitive psychology
becomes a form of reverse engineering. In reverse engineer-
ing, computer scientists take a chip and without opening it
up, study its input-output functions and try to deduce what
program controls the chip’s processing. Often this is done to
imitate an existing chip without violating the patent holder’s
rights. In psychology, experiments reveal the human mind’s
input-output functions, and psychological theories attempt to
specify the computational functions that intervene between
input and output.

The Fruits of Computation: Cognitive Science

Mind Design and the Architectures of Cognition

Ironically, the first application of the computer conception of
mind arose not in psychology but in computer science, when
Alan Turing (1950) proposed that computer programs might
emulate human intelligence. Turing put forward no new
analysis of cognition but provided a now famous test by
which computer intelligence might be recognized. A person
interacts as in a chat room with two entities, one of which is
a human being and the other of which is a computer program.
Turing said that the program would have to be called intel-
ligent when the person could not tell if his or her conver-
sational partner was human or computer. As yet, no program
has passed the Turing test in the form Turing originally
suggested.

Obviously, constructing artificial intelligences has great
practical value. For cognitive psychology, the value of mind
design (Haugeland, 1981, 1985) is that it forces theorists to
think deeply and precisely about the requirements for intelli-
gent cognition. In an influential book, Marr (1982) specified
three hierarchically arranged levels at which computational
analysis takes place. In the case of artificial intelligence, the
levels define the job of making a mind, while in the case of
psychology—which studies an already evolved intelligence—
they define three levels of reverse-engineering psychological
theory. The levels are most readily described from the stand-
point of artificial intelligence.

• The cognitive level specifies the task the AI system is to
perform.

• The algorithm level specifies the computer programming
that effects the task.
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• The implementation level specifies how the hardware
device is to carry out the program instructions.

The cognitive level is a detailed analysis of what a system
must be able to know and do in order to perform a specified
job. In certain respects, this is psychologically the most
revealing level, because so much of what we know and do
involves consciousness not at all. It is easy for me to walk
downstairs and retrieve a book, and I can often do it while my
conscious mind is engaged in thinking about writing this
chapter. However, we find that building a robot to do the
same thing reveals deep problems that my mind/brain solves
effortlessly. Even recognizing an open doorway requires
complexities of scene analysis that no robot can yet carry out. 

Once one has specified the cognitive requirements of a
task, the next job is writing the program that can get the job
done. This is the algorithm level, defining the exact computa-
tional steps the system will perform. In psychology, this is the
level of psychological theory, as we attempt to describe how
our existing human program operates. An artificial system, on
the other hand may achieve the same results with a very dif-
ferent program. For example, a human chess master and a
chess-playing program such as Deep Blue solve the cognitive-
level problems of chess very differently. A computational
psychological theory of chess playing needs to replicate the
mental steps of the human player; the computational AI
theory does not.

Finally, one implements the program in a working physi-
cal system. In AI, this means building or programming an
intelligent system; in psychology it means working out
the neuroscience about the workings of the human meat
machine. Within Marr’s broad framework, two different ap-
proaches to mind design—two architectures of cognition—
came into existence, the symbol-system hypothesis and
connectionism.

The Symbol-System Hypothesis

Herbert Simon and his colleague Allan Newell first drew the
connection between human and computer cognition at the
RAND Corporation in 1954 (Simon, 1996). Simon was by
training an economist (he won the 1981 Nobel Prize in that
field). As a graduate student, Simon had been greatly influ-
enced by the writings of E. C. Tolman, and was well schooled
in formal logic. Previously, computers had been seen as glo-
rious, if flexible, number crunchers, calculators writ large.
Simon saw that computers could be more fruitfully and gen-
erally viewed as symbol manipulators.

By the early twentieth century, logicians had estab-
lished the concept of interpreted formal systems, in which

propositions stated in language could be reduced to abstract
formal statements and manipulated by formal rules. For ex-
ample, the statement “If it snows, then school will be closed”
could be represented by p ⊃ q, where p � “it snows,” q �

“school closes,” and ⊃ � the logical relation if . . . then. If
one now learns that it is snowing, one may validly infer that
school will be closed. This inference may be represented as
the formal argument modus ponens:

1. p ⊃ q
2. p
3. therefore, q

The significance of the translation into abstract, formal
symbols is that we can see that it is possible to reason through
a situation without knowledge of the content of the proposi-
tions. Modus ponens is a valid inference whether the topic is
the connection between snow and school closings or whether
a pair of gloves fits a murder suspect and the verdict (“If the
gloves don’t fit, you must acquit.”) Mathematics is a formal
system in which the variables have quantitative values; logic
is a formal system in which the variables have semantic values.
In both systems, valid reasoning is possible without knowl-
edge of the variables’value or meaning.

Simon proposed, then, that human minds and computer
programs are both symbol systems (Simon, 1980). Both re-
ceive informational input, represent the information inter-
nally as formal symbols, and manipulate them by logical rules
to reach valid conclusions. Simon and Newell turned the
notion into the pioneering computer simulation of thought,
the General Problem Solver (Newell, Shaw, & Simon, 1958).
Simon’s symbol-system hypothesis established the first of the
two architectures of cognition inspired by the analogy be-
tween human being and computer, and it was firmly en-
sconced in psychology and artificial intelligence by the late
1970s. It gave rise to the creation of a new discipline, cogni-
tive science, devoted to the study of informavores, creatures
that consume information (Pylyshyn, 1984). It brought to-
gether cognitive psychologists, computer scientists, philoso-
phers, and—especially in the 1990s, the decade of the brain—
neuroscientists. (Space precludes a treatment of cognitive
neuroscience. See Gazzinaga, Ivry, and Mangun [1998] for an
excellent survey.)

The Connectionist, Subsymbolic, Hypothesis

From the dawn of the computer era, there had been two
approaches to information processing by machines, serial
processing and parallel processing. In a serial processing
system, for example in home PCs and Apples, a single central
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processing unit (CPU) processes the steps of a program
one at a time, albeit very quickly. The flow diagrams of
information-processing psychology implicitly assumed that
the human mind was a serial processor. Figure 6.3, for exam-
ple, shows that multiple streams of input to sensory memory
are reduced to a single stream by attention and pattern recog-
nition. Likewise, the symbol-system hypothesis was predi-
cated on a serial processing architecture, the human CPU
executing one logical step at a time.

In parallel processing, multiple data streams are processed
simultaneously by multiple processors. In the most interesting
of these systems, distributed cognition systems (Rumelhart,
McClelland, & PDR Research Group, 1986), there are large
numbers of weak processors, in contrast to serial systems’
single powerful processor.

Obviously, parallel-processing computers are potentially
much more powerful than single CPU machines, but for a
long time obstacles stood in the way of constructing them.
Parallel machines are more physically complex than sequen-
tial machines, and they are vastly more difficult to program,
since one must somehow coordinate the work of the multiple
processors in order to avoid chaos. With regard to self-
programming machines, there is the special difficulty of fig-
uring out how to get feedback information about the results
of behavior to interior (“hidden”) units lying between input
and output units. Since sequential machines were great suc-
cesses very early on, and the power of the parallel archi-
tecture seemed unnecessary, work on parallel-processing
computers virtually ceased in the 1960s.

In the 1980s, however, developments in both computer
science and psychology converged to revive the fortunes of
parallel-processing architectures. Although serial processors
continued to gain speed, designers were pushing up against the
limits of how fast electrons could move through silicon.At the
same time, computer scientists were tackling jobs demanding
ever-greater computing speed, making a change to parallel
processing desirable. For example, consider the problem of
computer vision, which must be solved if effective robots are
to be built. Imagine a computer graphic made up of 256 � 256
pixels. For a serial computer to recognize such an image, it
would have to compute one at a time the value of 256 � 256 �

65,536 pixels, which might take more time than allowed for a
response to occur. On the other hand, a parallel-processing
computer containing 256 � 256 interconnected processors
can assign one to compute the value of a single pixel and so can
process the graphic in a tiny fraction of a second.

In psychology, continued failings of the symbolic para-
digm made parallel, connectionist processing an attractive
alternative to serial symbol systems. Two issues were espe-
cially important for the new connectionists. First of all,

traditional AI, while it had made advances on tasks humans
find intellectually taxing, such as chess playing, was persis-
tently unable to get machines to perform the sorts of tasks
that people do without the least thought, such as recognizing
patterns. Perhaps most importantly to psychologists, the be-
havior that they had most intensively studied for decades—
learning—remained beyond the reach of programmed com-
puters, and the development of parallel machines that could
actually learn was quite exciting. That the brain could solve
these problems while supercomputers could not suggested
that the brain was not a serial machine.

The other shortcoming of symbolic AI that motivated the
new connectionists was the plain fact that the brain is not a
sequential computing device. If we regard neurons as small
processors, then it becomes obvious that the brain is much
more like a massively parallel processor than it is like a PC or
an Apple. The brain contains thousands of interconnected neu-
rons, all of which are working at the same time. As Rumelhart
et al. (1986) announced, they aimed to replace the computer
model in psychology with the brain model. The interconnected
processors of connectionist models function like neurons:
Each one is activated by input and then “fires,” or produces
output, depending on the summed strengths of its input. As-
sembled properly, such a network will learn to respond in sta-
ble ways to different inputs just as organisms do: Neural nets,
as such processor assemblages are often called, learn.

Connectionism suggested a new strategy for explaining
cognition. The symbol-system approach depends, as we have
seen, on the idea that intelligence consists in the manipula-
tion of symbols by formal computational rules. Like the
symbol-system approach, connectionism is computational,
because connectionists try to write computer models that
emulate human behavior. But connectionist systems use very
different rules and representations (Dreyfus & Dreyfus, 1986;
Smolensky, 1988): weighted mathematical connections be-
tween neuronlike units rather that logical manipulation of
symbols that map on to propositions.

Connectionist systems differ critically from symbolic
systems at Marr’s implementation and algorithm levels.
Analysis at the cognitive level is indifferent between the
two architectures. However, at the implementation level, the
nature of the hardware (or wetware, in the case of the brain)
becomes crucial, because the implementation consists in
executing a program with a real machine or real person, and
different computers implement the same cognitive task in
different ways. One of the two main issues that separate the
symbol-system architecture of cognition from its connec-
tionist rival concerns whether or not psychological theories
of learning and cognition need be concerned with the imple-
mentation level. According to the symbol-system view, the
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implementation of programs in a brain or a computer may be
safely ignored at the cognitive and algorithm levels, while,
according to the connectionist view, theorizing at higher
levels must be constrained by the nature of the machine that
will carry out the computations.

The second main issue concerns the algorithmic level of
intelligence. William James (1890) first addressed the funda-
mental problem. James observed that when we first learn a
skill, we must consciously think about what to do; as we be-
come more experienced, consciousness deserts the task and
we carry it out automatically, without conscious thought. One
of the attractions of the symbolic paradigm is that it fits our
conscious experience of thought: We think one thought at
a time to the solution of a problem. The symbolic paradigm
assumes that once a task becomes mastered and unconscious,
we continue to think one thought at a time with consciousness
subtracted. On the other hand, connectionism suggests that
nonconscious thought may be very different from conscious
thought.

Smolensky (1988) analyzed the architecture of cognition
from the perspective of how thoughtful processes become
intuitive actions. Smolensky’s framework distinguishes two
levels, the conscious processor and the intuitive processor.
The conscious processor is engaged when we consciously
think about a task or problem. However, as a skill becomes
mastered, it moves into the intuitive processor; we just “do it”
without conscious thought. Driving an automobile over a fa-
miliar route requires little if any conscious attention, which we
turn over to listening to the radio or having a conversation with
a passenger. Moreover, not everything the intuitive processor
performs was once conscious. Many of the functions of the in-
tuitive processor are innate, such as recognizing faces or sim-
ple patterns, while some abilities can be learned without ever
becoming conscious, such as pure procedural learning in the
absence of declarative learning, such as bicycle riding.

When it becomes automatic, driving or bicycling is per-
formed by the intuitive processor, but what happens during
the transition from conscious thought to intuition is a difficult
issue to resolve. To see why, we must distinguish between
rule-following and rule-governed behavior.

Physical systems illustrate how rule-governed behavior
need not be rule-following behavior. The earth revolves
around the sun in an elliptical path governed by Newton’s
laws of motion and gravity. However, the earth does not fol-
low these laws in the sense that it computes them and adjusts
its course to comply with them. The computer guiding a
spacecraft does follow Newton’s laws, as they are written
into its programs, but the motions of natural objects are
governed by physical laws without following them by inter-
nal processing.

The following example suggests that the same distinction
may apply to human behavior. Imagine seeing a cartoon
drawing of an unfamiliar animal called a “wug.” If I show you
two of them, you will say, “There are two wugs.” Shown two
pictures of a creature called “wuk,’’ you will say, “There are
two wuks.” In saying the plural, your behavior is governed by
the rule of English morphology that to make a noun plural,
you add an -s. Although you probably did not apply the rule
consciously, it is not implausible to believe that you did as a
child. However, your behavior was also governed by a rule of
English phonology that an -s following a voiced consonant
(e.g., /g/) is also voiced—wugz—while an -s following an un-
voiced consonant (such as /k/) is also unvoiced—wuks. It is
unlikely you ever consciously knew this rule at all.

Having developed the distinction between rule-governed
and rule-following behaviors, we can state the algorithm-level
distinction between the symbol-system and the connectionist
architectures of cognition. All psychologists accept the idea
that human behavior is rule governed, because if it were not,
there could be no science of human behavior. The issue sepa-
rating the symbol-system hypothesis from connectionism
concerns whether and when human behavior is rule following.
According to the symbol system view, both the conscious
processor and the intuitive processor are rule-following and
rule-governed systems. When we think or decide consciously,
we formulate rules and follow them in behaving. Intuitive
thinking is likewise rule following. In the case of behaviors,
that were once consciously followed, the procedures of the in-
tuitive processor are the same as the procedures once followed
in consciousness, but with awareness subtracted. In the case
of intuitive behaviors, the process is truncated, with rules
being formulated and followed directly by the intuitive
processor. Connectionists hold that human behavior is rule
following only at the conscious level. In the intuitive proces-
sor, radically different processes are taking place (Smolensky,
1988). Advocates of the symbol-system view are somewhat
like Tolman, who believed that unconscious rats use cognitive
maps as conscious lost humans do. Connectionists are like
Hull, who believed that molar rule-governed behavior is at a
lower level, the strengthening and weakening of input-output
connections. After all, Thorndike called his theory connec-
tionism 80 years ago.

The intuitive processor lies between the conscious mind—
the conscious processor—and the brain that implements
human intelligence. According to the symbol-system ac-
count, the intuitive processor carries out step-by-step uncon-
scious thinking that is essentially identical to the step-by-step
conscious thinking of the conscious processor, and so Clark
(1989) calls the symbol-system account the mind’s-eye
view of cognition. According to connectionism, the intuitive
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processor carries out nonsymbolic parallel processing similar
to the neural parallel processing of the brain, and Clark calls
it the brain’s-eye view of cognition.

Historically, connectionism represents more than simply a
new technical approach to cognitive psychology. From the
time of the ancient Greeks, Western philosophy assumed that
having knowledge is knowing rules and that rational action
consists in the following of rules. Human intuition has been
deprecated as at best following rules unconsciously, and at
worst as based on irrational impulse. Consistent with this
view, psychology has been the search for the rule-governed
springs of human behavior. But connectionism might vindi-
cate human intuition as the secret of human success and re-
habilitate a dissident tradition in philosophy—represented,
for example, by Friedrich Nietzsche—that scorns being
bound by rules as an inferior way of life (Dreyfus & Dreyfus,
1986). In addition, psychologists and philosophers are com-
ing to believe that thought guided by emotion is wiser than
pure logic (Damasio, 1994).

In the late 1980s, connectionism and the symbol-system
view of learning and cognition acted as rivals, seemingly
recreating the great theoretical battles of behaviorism’s
GoldenAge. However, around 1990 a modus vivendi reunified
the field of cognitive science. The two architectures of cogni-
tion were reconciled by regarding the human mind as a hybrid
of the two (Clark, 1989). At the neural level, learning and
cognition must be carried out by connectionist-type pro-
cesses, since the brain is a collection of simple but massively
interconnected units. Yet as we have learned, physically dif-
ferent computational systems may implement the same pro-
grams. Therefore, it is possible that, although the brain is a
massively parallel computer, the human mind in its rational
aspects is a serial processor of representations, especially
when thought is conscious. The more automatic and uncon-
scious (intuitive) aspects of the human mind are connectionist
in nature. Connectionist theories thus have a valuable role
to play in being the vital interface between symbol-system
models of rational, rule-following thought, and intuitive,
nonlinear, nonsymbolic thought.

Cognitive Psychology Today

The computer metaphor of mind dominates the psychologi-
cal study of cognition. There are more computational models
of information processes than can be briefly summarized.
However, four large problems remain outstanding.

• Consciousness. The stubborn fact of consciousness re-
mains, and the computer model of mind has been of lit-
tle help, because computers are not conscious (though

see Dennett, 1991). Why are we conscious? Does con-
sciousness play any causal role in our mental economy
or behavior? Little real progress has been made since be-
haviorist days.

• Meaning. How do physical symbols get their meaning;
why does GIFT mean a present in English but poison in
German? Ebbinghaus and S-R behaviorists avoided the
question. Mediational behaviorists said meaning was
carried by covert r-s connections, and Skinner offered an
explanation in terms of tacting. The symbol system hy-
pothesis finesses the issue by saying thinking is governed
by formal logical rules (syntax), not meaning (semantics).
Connectionism, like S-R psychology, tries to dissolve
meanings into nonmeaningful units of response. The prob-
lem has not been solved.

• Development. Why and how do children throughout the
world grow up with similar, if not identical, cognitive
processes and a store of common beliefs, despite differ-
ences in environment?

• Evolution. Given that the human mind was constructed
by evolution, are there important limits on human cogni-
tion, and certain thoughts it’s easy to think while there
may be others that are difficult or impossible to think?

Space prevents full discussion of these issues, and solving
them lies in the future. See Clark (2001), Leahey (2000,
2001), and Leahey and Harris (2001) for more.
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Anyone who has seriously studied the history of the United
States or of any other country knows that there is not one his-
tory of the country but many histories. The history as told by
some Native Americans, for example, would look quite dif-
ferent from the history as told by some of the later settlers,
and even within these groups, the stories would differ. Simi-
larly, there is no one history of the field of intelligence but
rather many histories, depending on who is doing the telling.
For example, the largely laudatory histories recounted by
Carroll (1982, 1993), Herrnstein and Murray (1994), and
Jensen (in press) read very differently from the largely skep-
tical histories recounted by Gardner (1983, 1999), Gould

(1981), or Sacks (1999). And of course, there are differences
within these groups of authors.

These differences need mentioning because, although all
fields of psychology are subject to being perceived through
ideological lenses, few fields seem to have lenses with so
many colors and, some might argue, with so many different
distorting imperfections as do the lenses through which is
seen the field of intelligence. The different views come from
ideological biases affecting not only what is said but also
what is included. For example, there is virtually no overlap in
the historical data used by Carroll (1993) versus Gardner
(1983) to support their respective theories of intelligence.

Although no account can be truly value free, I try in this
chapter to clarify values in three ways. First, I attempt to rep-
resent the views of the investigators and their times in pre-
senting the history of the field. Second, I critique this past
work but make it clear what my own personal opinions are by
labeling evaluative sections “Evaluation.” Third, I try to rep-
resent multiple points of view in a dialectical fashion (Hegel,
1807/1931; see R. J. Sternberg, 1999a), pointing out both the
positive and negative sides of various contributions. This rep-
resentation recognizes that all points of view taken in the past
can be viewed, with “20/20 hindsight,” as skewed, in much
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the same way that present points of view will be viewed as
skewed in the future. A dialectical form of examination will
serve as the basis for the entire chapter. The basic idea is that
important ideas, good or bad, eventually serve as the spring-
board for new ideas that grow out of unions of past ideas that
may once have seemed incompatible.

The emphasis in this chapter is on the history of the field
of intelligence, particularly with reference to theories of
intelligence. Readers interested in contemporary theory and
research are referred to the chapter “Contemporary Theories
of Intelligence” in Volume 7 of this handbook (R. J. Sternberg,
2002). Such theories and research are mentioned only in pass-
ing in this chapter. Readers interested primarily in measure-
ment issues might consult relevant chapters in R. J. Sternberg
(1982, 1994, 2000).

Perhaps the most fundamental dialectic in the field of intel-
ligence arises from the question of how we should conceive of
intelligence. Several different positions have been staked out
(Sternberg, 1990a). Many of the differences in ideology that
arise in accounts of the history of the field of intelligence arise
from differences in the model of intelligence to which an in-
vestigator adheres. To understand the history of the field of
intelligence, one must understand the alternative epistemo-
logical models that can give rise to the concept of intelligence.
But before addressing these models, consider simply the
question of how psychologists in the field of intelligence have
defined the construct on which they base their models.

EXPERT OPINIONS ON THE NATURE
OF INTELLIGENCE

Historically, one of the most important approaches to figuring
out what intelligence is has relied on the opinions of experts.
Such opinions are sometimes referred to as implicit theories,
to distinguish them from the more formal explicit theories that
serve as the bases for scientific hypotheses and subsequent
data collections. Implicit theories (which can be those of
laypersons as well as of experts) are important to the history of
a field for at least three reasons (R. J. Sternberg, Conway,
Ketron, & Bernstein, 1981). First, experts’ implicit theories
are typically what give rise to their explicit theories. Second,
much of the history of intelligence research and practice is
much more closely based on implicit theories than it is on for-
mal theories. Most of the intelligence tests that have been used,
for example, are based more on the opinions of their creators as
to what intelligence is than on formal theories. Third, people’s
everyday judgments of each other’s intelligence always have
been and continue to be much more strongly guided by their
implicit theories of intelligence than by any explicit theories.

Intelligence Operationally Defined

E. G. Boring (1923), in an article in the New Republic, pro-
posed that intelligence is what the tests of intelligence test.
Boring did not believe that this operational definition was the
end of the line for understanding intelligence. On the con-
trary, he saw it as a “narrow definition, but a point of de-
parture for a rigorous discussion . . . until further scientific
discussion allows us to extend [it]” (p. 35). Nevertheless,
many psychologists and especially testers and interpreters of
tests of intelligence have adopted this definition or something
similar to it.

From a scientific point of view, the definition is problem-
atical. First, the definition is circular: It defines intelligence in
terms of what intelligence tests test, but what the tests test can
only be determined by one’s definition of intelligence. Sec-
ond, the definition legitimates rather than calling into scien-
tific question whatever operations are in use at a given time to
measure intelligence. To the extent that the goal of science is
to disconfirm existing scientific views (Popper, 1959), such a
definition will not be useful. Third, the definition assumes
that what intelligence tests test is uniform. But this is not the
case. Although tests of intelligence tend to correlate posi-
tively with each other (the so-called positive manifold first
noted by Spearman, 1904), such correlations are far from per-
fect, even controlling for unreliability. Thus, what an intelli-
gence test tests is not just one uniform thing. Moreover, even
the most ardent proponents of a general factor of intelligence
(a single element common to all of these tests) acknowledge
there is more to intelligence than just the general factor.

The 1921 Symposium

Probably the most well-known study of experts’ definitions
of intelligence was one done by the editors of the Journal of
Educational Psychology (“Intelligence and Its Measure-
ment,” 1921). Contributors to the symposium were asked to
write essays addressing two issues: (a) what they conceived
intelligence to be and how it best could be measured by group
tests, and (b) what the most crucial next steps would be in re-
search. Fourteen experts gave their views on the nature of in-
telligence, with such definitions as the following:

1. The power of good responses from the point of view of
truth or facts (E. L. Thorndike).

2. The ability to carry on abstract thinking (L. M. Terman).

3. Sensory capacity, capacity for perceptual recognition,
quickness, range or flexibility of association, facility and
imagination, span of attention, quickness or alertness in
response (F. N. Freeman).
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4. Having learned or ability to learn to adjust oneself to the
environment (S. S. Colvin).

5. Ability to adapt oneself adequately to relatively new sit-
uations in life (R. Pintner).

6. The capacity for knowledge and knowledge possessed
(B. A. C. Henmon).

7. A biological mechanism by which the effects of a com-
plexity of stimuli are brought together and given a some-
what unified effect in behavior (J. Peterson).

8. The capacity to inhibit an instinctive adjustment, the ca-
pacity to redefine the inhibited instinctive adjustment in
the light of imaginally experienced trial and error, and
the capacity to realize the modified instinctive adjust-
ment in overt behavior to the advantage of the individual
as a social animal (L. L. Thurstone).

9. The capacity to acquire capacity (H. Woodrow).

10. The capacity to learn or to profit by experience (W. F.
Dearborn).

11. Sensation, perception, association, memory, imagina-
tion, discrimination, judgment, and reasoning (N. E.
Haggerty).

Others of the contributors to the symposium did not pro-
vide clear definitions of intelligence but rather concentrated
on how to test it. B. Ruml refused to present a definition of
intelligence, arguing that not enough was known about the
concept. S. L. Pressey described himself as uninterested in
the question, although he became well known for his tests of
intelligence.

Of course, there have been many definitions of intelli-
gence since those represented in the journal symposium, and
an essay even has been written on the nature of definitions of
intelligence (Miles, 1957). One well-known set of defini-
tions was explicitly published in 1986 as a follow-up to the
1921 symposium (R. J. Sternberg & Detterman, 1986). R. J.
Sternberg and Berg (1986) attempted a comparison of the
views of the experts in 1986 (P. Baltes, J. Baron, J. Berry, A.
Brown and J. Campione, E. Butterfield, J. Carroll, J. P. Das,
D. Detterman, W. Estes, H. Eysenck, H. Gardner, R. Glaser,
J. Goodnow, J. Horn, L. Humphreys, E. Hunt, A. Jensen, J.
Pellegrino, R. Schank, R. Snow, R. Sternberg, E. Zigler)
with those of the experts in 1921. They reached three general
conclusions.

First, there was at least some general agreement across
the two symposia regarding the nature of intelligence. When
attributes were listed for frequency of mention in the two
symposia, the correlation was .50, indicating moderate over-
lap. Attributes such as adaptation to the environment, basic
mental processes, higher-order thinking (e.g., reasoning,

problem solving, and decision making) were prominent in
both symposia.

Second, central themes occurred in both symposia. One
theme was the one versus the many: Is intelligence one
thing or is it multiple things? How broadly should intelli-
gence be defined? What should be the respective roles of
biological and behavioral attributes in seeking an under-
standing of intelligence?

Third, despite the similarities in views over the 65 years,
some salient differences could also be found. Metacognition—
conceived of as both knowledge about and control of
cognition—played a prominent role in the 1986 symposium
but virtually no role at all in the 1921 symposium. The later
symposium also placed a greater emphasis on the role of
knowledge and the interaction of mental processes with
this knowledge.

Definitions of any kind can provide a basis for explicit sci-
entific theory and research, but they do not provide a substi-
tute for these things. Thus, it was necessary for researchers to
move beyond definitions, which they indeed did. Many of
them moved to models based on individual differences.

Intelligence as Arising from Individual Differences:
The Differential Model

McNemar (1964) was one of the most explicit in speculating
on why we even have a concept of intelligence and in linking
the rationale for the concept to individual differences. He
queried whether two identical twins stranded on a desert
island and growing up together ever would generate the
notion of intelligence if they never encountered individual
differences in their mental abilities.

Perhaps without individual differences, societies would
never generate the notion of intelligence and languages
would contain no corresponding term. Actually, some lan-
guages, such as Mandarin Chinese, in fact have no concept
that corresponds precisely to the Western notion of intelli-
gence (Yang & Sternberg, 1997a, 1997b), although they have
related concepts that are closer, say, to the Western notion of
wisdom or other constructs. Whatever may be the case, much
of the history of the field of intelligence is based upon an
epistemological model deriving from the existence of one or
more kinds of individual differences.

THE SEMINAL VIEWS OF GALTON AND BINET

If current thinking about the nature of intelligence owes a
debt to any scholars, the debt is to Sir Francis Galton and to
Alfred Binet. These two investigators—Galton at the end of
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the nineteenth century and Binet at the beginning of the twen-
tieth century—have had a profound impact on thinking about
intelligence, an impact that has carried down to the present
day. Many present conflicts of views regarding the nature of
intelligence can be traced to a dialectical conflict between
Galton and Binet.

Intelligence Is Simple: Galton’s Theory
of Psychophysical Processes

Intelligence as Energy and Sensitivity

The publication of Darwin’s Origin of Species (1859) had a
profound impact on many lines of scientific endeavor. One
was the investigation of human intelligence. The book sug-
gested that the capabilities of humans were in some sense
continuous with those of lower animals and hence could be
understood through scientific investigation.

Galton (1883) followed up on these notions to propose a
theory of the “human faculty and its development.” Because
he also proposed techniques for measuring the “human fac-
ulty,” his theory could be applied directly to human behavior.

Galton proposed two general qualities that he believed
distinguish the more from the less intellectually able. His
epistemological rooting, therefore, was in the individual-
differences approach. The first quality was energy, or the
capacity for labor. Galton believed that intellectually gifted
individuals in a variety of fields are characterized by remark-
able levels of energy. The second general quality was sensi-
tivity. He observed that the only information that can reach us
concerning external events passes through the senses and that
the more perceptive the senses are of differences in lumines-
cence, pitch, odor, or whatever, the larger would be the range
of information on which intelligence could act. Galton’s
manner of expression was direct:

The discriminative facility of idiots is curiously low; they hardly
distinguish between heat and cold, and their sense of pain is so
obtuse that some of the more idiotic seem hardly to know what it
is. In their dull lives, such pain as can be excited in them may lit-
erally be accepted with a welcome surprise. (p. 28)

For seven years (1884–1890), Galton maintained an an-
thropometric laboratory at the South Kensington Museum in
London where, for a small fee, visitors could have them-
selves measured on a variety of psychophysical tests. What,
exactly, did these kinds of tests look like?

One such test was weight discrimination. The apparatus
consisted of shot, wool, and wadding. The cases in which
they were contained were identical in appearance and dif-
fered only in their weights. Participants were tested by a

sequencing task. They were given three cases, and with their
eyes closed, they had to arrange them in proper order of
weight. The weights formed a geometric series of heaviness,
and the examiner recorded the finest interval that an exami-
nee could discriminate. Galton suggested that similar geo-
metric sequences could be used for testing other senses, such
as touch and taste. With touch, he proposed the use of wire-
work of various degrees of fineness, whereas for taste, he
proposed the use of stock bottles of solutions of salt of vari-
ous strengths. For olfaction, he suggested the use of bottles of
attar of rose mixed in various degrees of dilution.

Galton also contrived a whistle for ascertaining the high-
est pitch that different individuals could perceive. Tests with
the whistle enabled him to discover that people’s ability to
hear high notes declines considerably as age advances. He
also discovered that people are inferior to cats in their ability
to perceive tones of high pitch.

It is ironic, perhaps, that a theory that took off from
Darwin’s theory of evolution ended up in what some might
perceive as a predicament, at least for those who subscribe to
the notion that evolutionary advance is, in part, a matter of
complexity (Kauffman, 1995). In most respects, humans are
evolutionarily more complex than cats. Galton’s theory, how-
ever, would place cats, which are able to hear notes of higher
pitch than humans, at a superior level to humans, at least with
respect to this particular aspect of what Galton alleged to be
intelligence.

Cattell’s Operationalization of Galton’s Theory

James McKeen Cattell brought many of Galton’s ideas across
the ocean to the United States. As head of the psychological
laboratory at Columbia University, Cattell was in a good po-
sition to publicize the psychophysical approach to the theory
and measurement of intelligence. Cattell (1890) proposed a
series of 50 psychophysical tests. Four examples were:

1. Dynamometer pressure. The dynamometer-pressure test
measures the pressure resulting from the greatest possible
squeeze of one’s hand.

2. Sensation areas. This test measures the distance on the
skin by which two points must be separated in order for
them to be felt as separate points. Cattell suggested that
the back of the closed right hand between the first and sec-
ond fingers be used as the basis for measurement.

3. Least noticeable difference in weight. This test measures
least noticeable differences in weights by having partici-
pants judge weights of small wooden boxes. Participants
were handed two such boxes and asked to indicate which
was heavier.
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4. Bisection of a 50-cm line. In this test, participants were
required to divide a strip of wood into two equal parts by
means of a movable line.

Wissler Blows the Whistle

A student of Cattell’s, Clark Wissler (1901), decided to vali-
date Cattell’s tests. Using 21 of these tests, he investigated
among Columbia University undergraduates the correlations
of the tests with each other and with college grades. The re-
sults were devastating: Test scores neither intercorrelated
much among themselves, nor did they correlate significantly
with undergraduate grades. The lack of correlation could not
have been due entirely to unreliability of the grades or to re-
striction of range, because the grades did correlate among
themselves. A new approach seemed to be needed.

Evaluation

Even those later theorists who were to build on Galton’s work
(e.g., Hunt, Frost, & Lunneborg, 1973) recognize that Galton
was overly simplistic in his conception and measurement of
intelligence. Galton was also pejorative toward groups whom
he believed to be of inferior intelligence. Yet one could argue
that Galton set at least three important precedents.

A first precedent was the desirability of precise quantita-
tive measurement. Much of psychological measurement, par-
ticularly in the clinical areas, had been more qualitative, or
has been based on dubious rules about translations of qualita-
tive responses to quantitative measurements. Galton’s psy-
chometric precision set a different course for research and
practice in the field of intelligence. His combination of theory
and measurement techniques set a precedent: Many future in-
vestigators would tie their theories, strong or weak, to mea-
surement operations that would enable them to measure the
intelligence of a variety of human populations.

A second precedent was the interface between theory and
application. Galton’s Kensington Museum enterprise set a
certain kind of tone for the intelligence measurement of the
future. No field of psychology, perhaps, has been more mar-
ket oriented than has been the measurement of intelligence.
Testing of intelligence has been highly influenced by market
demands, more so, say, than testing of memory abilities or so-
cial skills. It is difficult to study the history of the field of in-
telligence without considering both theory and practice.

A third precedent was a tendency to conflate scores on
tests of intelligence with some kind of personal value. Galton
made no attempt to hide his admiration for hereditary ge-
niuses (Galton, 1869) nor to hide his contempt for those at the
lower end of the intelligence scale as he perceived it (Galton,

1883). He believed those at the high end of the scale had
much more to contribute than did those at the low end. The
same kinds of judgments do not pervade the literatures of,
say, sensation or memory. This tendency to conflate intelli-
gence with some kind of economic or social value to society
and perhaps beyond society has continued to the present day
(e.g., Herrnstein & Murray, 1994; Schmidt & Hunter, 1998).

Intelligence Is Complex: Binet’s Theory of Judgment

In 1904, the minister of Public Instruction in Paris named a
commission charged with studying or creating tests that
would ensure that mentally defective children (as they then
were called) would receive an adequate education. The com-
mission decided that no child suspected of retardation should
be placed in a special class for children with mental retarda-
tion without first being given an examination “from which it
could be certified that because of the state of his intelligence,
he was unable to profit, in an average measure, from the in-
struction given in the ordinary schools” (Binet & Simon,
1916a, p. 9).

Binet and Simon devised a test based on a conception of
intelligence very different from Galton’s and Cattell’s. They
viewed judgment as central to intelligence. At the same time,
they viewed Galton’s tests as ridiculous. They cited Helen
Keller as an example of someone who was very intelligent
but who would have performed terribly on Galton’s tests.

Binet and Simon’s (1916a) theory of intelligent thinking in
many ways foreshadowed later research on the development
of metacognition (e.g., Brown & DeLoache, 1978; Flavell &
Wellman, 1977; Mazzoni & Nelson, 1998). According to
Binet and Simon (1916b), intelligent thought comprises three
distinct elements: direction, adaptation, and control.

Direction consists in knowing what has to be done and
how it is to be accomplished. When we are required to add
three numbers, for example, we give ourselves a series of in-
structions on how to proceed, and these instructions form the
direction of thought.

Adaptation refers to one’s selection and monitoring of
one’s strategy during task performance. For example, in
adding to numbers, one first needs to decide on a strategy to
add the numbers. As we add, we need to check (monitor) that
we are not repeating the addition of any of the digits we al-
ready have added.

Control is the ability to criticize one’s own thoughts and
actions. This ability often occurs beneath the conscious level.
If one notices that the sum one attains is smaller than either
number (if the numbers are positive), one recognizes the need
to add the numbers again, as there must have been a mistake
in one’s adding.
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Binet and Simon (1916b) distinguished between two types
of intelligence: ideational intelligence and instinctive intelli-
gence. Ideational intelligence operates by means of words
and ideas. It uses logical analysis and verbal reasoning. In-
stinctive intelligence operates by means of feeling. It refers
not to the instincts attributed to animals and to simple forms
of human behavior but to lack of logical thinking. This two-
process kind of model adumbrates many contemporary mod-
els of thinking (e.g., Evans, 1989; Sloman, 1996), which
make similar distinctions.

What are some examples of the kinds of problems found
on a Binet-based test (e.g., Terman & Merrill, 1937, 1973;
R. L. Thorndike, Hagen, & Sattler, 1986)? In one version
2-year-olds are given a three-hole form board and required to
place circular, square, and triangular pieces into appropriate
indentations on it. Another test requires children to identify
body parts on a paper doll. Six years later, by age 8, the char-
acter of the test items changes considerably. By age 8, the
tests include vocabulary, which requires children to define
words; verbal absurdities, which requires recognition of why
each of a set of statements is foolish; similarities and differ-
ences, which requires children to say how each of two objects
is the same as and different from the other; and comprehen-
sion, which requires children to solve practical problems of
the sort encountered in everyday life. At age 14, there is some
overlap in kinds of tests with age 8, as well as some different
kinds of tests. For example, in an induction test, the experi-
menter makes a notch in an edge of some folded paper and
asks participants how many holes the paper will have when it
is unfolded. On a reasoning test, participants need to solve
arithmetic word problems. Ingenuity requires individuals to
indicate the series of steps that could be used to pour a given
amount of water from one container to another.

The early Binet and Simon tests, like those of Cattell, soon
were put to a test, in this case by Sharp (1899). Although her
results were not entirely supportive, she generally accepted
the view of judgment, rather than psychophysical processes,
as underlying intelligence. Most subsequent researchers have
accepted this notion as well.

Evaluation

Binet’s work was to have far more influence than Galton’s.
Binet set many trends that were to be influential even up to
the present day.

First, the kinds of test items Binet used are, for the most
part, similar to those used in the present day. From the stand-
point of modern test constructors, Binet “largely got it right.”
Indeed, a current test, the fourth edition of the Stanford-Binet

Intelligence Scale (R. L. Thorndike, Hagen, & Sattler, 1986)
is a direct descendant of the Binet test. The Wechsler tests
(e.g., Wechsler, 1991), although somewhat different in their
conceptualization, owe a great deal to the conceptualization
and tests of Binet.

Second, Binet grounded his tests in competencies that are
central to schooling and perhaps less central to the world of
adult work. Such grounding made sense, given the school-
based mission with which Binet was entrusted. Although
intelligence-test scores correlate both with school grades and
with work performance, their correlation with school grades
is substantially higher, and they correlate better with job-
training performance than with work performance (see
reviews in Mackintosh, 1998; Wagner, 2000).

Third, intelligence tests continue today, as in Binet’s time,
to be touted as serving a protective function. The goal of
Binet’s test was to protect children from being improperly
classified in school. Today, test users point out how test
scores can give opportunities to children who otherwise
would not get them. For example, children from lower-level
or even middle-level socioeconomic class backgrounds who
would not be able to pay for certain kinds of schooling may
receive admissions or scholarships on the basis of test scores.
At the same time, there is a dialectic in action here, whereby
opponents of testing, or at least of certain kinds of testing,
argue that the conventional tests do more damage than good
(Gardner, 1983; Sacks, 1999), taking away opportunities
rather than providing them to many children.

An important aspect of Binet’s theory has been lost to
many. This was Binet’s belief that intelligence is malleable
and could be improved by “mental orthopedics.” To this day,
many investigators are interested in raising levels of mental
functioning (see review by Grotzer & Perkins, 2000). But
many other investigators, even those who use Binet-based
tests, question whether intelligence is malleable in any major
degree (e.g., Jensen, 1969, 1998).

MODELS OF THE NATURE OF INTELLIGENCE

A number of different types of models have been proposed to
characterize intelligence. What are the main models, and how
are they similar to and different from one another?

Psychometric Models

The early efforts of intelligence theorists largely built upon
the Binetian school of thought rather than the Galtonian
school of thought. The most influential theorist historically,
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and perhaps even into the present, was also among the first, a
British psychologist named Charles Spearman.

Spearman’s Two-Factor Theory

Spearman (1904, 1927) proposed a two-factor theory of in-
telligence, a theory that is still very much alive and well
today (e.g., Brand, 1996; Jensen, 1998). The theory posits a
general factor (g) common to all tasks requiring intelligence
and one specific factor (s) unique to each different type of
task. Thus, there are two types of factors rather than, strictly
speaking, two factors.

Spearman (1904) got this idea as a result of looking at data
processed by a statistical technique of his own invention,
namely, factor analysis, which attempts to identify latent
sources of individual (or other) differences that underlie ob-
served sources of variation in test performance. Spearman
observed that when he factor-analyzed a correlation matrix,
the two kinds of factors appeared—the general factor com-
mon to all of the tests and the specific factors unique to each
particular test.

Spearman (1927) admitted to not being sure what the psy-
chological basis of g is but suggested that it might be mental
energy (a term that he never defined very clearly). Whatever
it was, it was a unitary and primary source of individual dif-
ferences in intelligence-test performance.

The Theories of Bonds and of Connections

Theory of Bonds. Spearman’s theory was soon challenged
and continues to be challenged today (e.g., Gardner, 1983;
R. J. Sternberg, 1999b). One of Spearman’s chief critics was
British psychologist Sir Godfrey Thomson, who accepted
Spearman’s statistics but not his interpretation. Thomson
(1939) argued that it is possible to have a general psychome-
tric factor in the absence of any kind of general ability. In
particular, he argued that g is a statistical reality but a psy-
chological artifact. He suggested that the general factor might
result from the working of an extremely large number of
what he called bonds, all of which are sampled simultane-
ously in intellectual tasks. Imagine, for example, that each of
the intellectual tasks found in Spearman’s and others’ test
batteries requires certain mental skills. If each test samples
all of these mental skills, then their appearance will be per-
fectly correlated with each other because they always co-
occur. Thus, they will give the appearance of a single general
factor when in fact they are multiple.

Although Thomson did not attempt to specify exactly
what the bonds might be, it is not hard to speculate on what

some of these common elements might be. For example, they
might include understanding the problems and responding to
them.

Theory of Connections. Thorndike, Bregman, Cobb,
and Woodyard (1926) proposed a quite similar theory, based
on Thorndike’s theory of learning. They suggested that

in their deeper nature the higher forms of intellectual operations
are identical with mere association or connection forming, de-
pending upon the same sort of physiological connections but
requiring many more of them. By the same argument the person
whose intellect is greater or higher or better than that of another
person differs from him in the last analysis in having, not a new
sort of physiological process, but simply a larger number of con-
nections of the ordinary sort. (p. 415)

According to this theory, then, learned connections, similar to
Thomson’s bonds, are what underlie individual differences in
intelligence.

Thurstone’s Theory of Primary Mental Abilities

Louis L. Thurstone, like Spearman, was an ardent advocate
of factor analysis as a method of revealing latent psycho-
logical structures underlying observable test performances.
Thurstone (1938, 1947) believed, however, that it was a
mistake to leave the axes of factorial solutions unrotated.
He believed that the solution thus obtained was psychologi-
cally arbitrary. Instead, he suggested rotation to what he re-
ferred to as simple structure, which is designed to clean up
the columns of a factor pattern matrix so that the factors
display either relatively high or low loadings of tests on
given factors rather than large numbers of moderate ones.
Using simple-structure rotation, Thurstone and Thurstone
(1941) argued for the existence of seven primary mental
abilities.

1. Verbal comprehension—the ability to understand verbal
material. This ability is measured by tests such as vocabu-
lary and reading comprehension.

2. Verbal fluency—the ability involved in rapidly producing
words, sentences, and other verbal material. This ability is
measured by tests such as one that requires the examinee
to produce as many words as possible in a short amount of
time beginning with a certain letter.

3. Number—the ability to compute rapidly. This ability
is measured by tests requiring solution of numerical arith-
metic problems and simple arithmetic word problems.
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4. Memory—the ability to remember strings of words, let-
ters, numbers, or other symbols or items. This ability is
measured by serial- or free-recall tests.

5. Perceptual speed—the ability rapidly to recognize letters,
numbers, or other symbols. This ability is measured
by proofreading tests, or by tests that require individu-
als to cross out a given letter (such as A) in a string of
letters.

6. Inductive reasoning—the ability to reason from the
specific to the general. This ability is measured by tests
such as letters series (“What letter comes next in the fol-
lowing series? b, d, g, k, . . . .”) and number series (“What
number comes next in the following series? 4, 12, 10, 30,
28, 84, . . .”).

7. Spatial visualization—the ability involved in visualizing
shapes, rotations of objects, and how pieces of a puzzle
would fit together. This ability is measured by tests that re-
quire mental rotations or other manipulations of geometric
objects.

The argument between Spearman and Thurstone was not
resoluble on mathematical grounds, simply because in ex-
ploratory factor analysis, any of an infinite number of rota-
tions of axes is acceptable. As an analogy, consider axes used
to understand world geography (Vernon, 1971). One can use
lines of longitude and latitude, but really any axes at all could
be used, orthogonal or oblique, or even axes that serve differ-
ent functions, such as in polar coordinates. The locations of
points, and the distances between them, do not change in
Euclidean space as a result of how the axes are placed. Be-
cause Thurstone’s primary mental abilities are intercorre-
lated, Spearman and others have argued that they are nothing
more than varied manifestations of g: Factor-analyze these
factors, and a general factor will emerge as a second-order
factor. Thurstone, of course, argued that the primary mental
abilities were more basic. Such arguments became largely
polemical because there really neither was nor is any way of
resolving the debate in the terms in which it was presented.
Some synthesis was needed for the opposing thesis of g ver-
sus the antithesis of primary mental abilities.

Hierarchical Theories

The main synthesis to be proposed was to be hierarchical
theories—theories that assume that abilities can be ordered in
terms of levels of generality. Rather than arguing which abil-
ities are more fundamental, hierarchical theorists have argued
that all of the abilities have a place in a hierarchy of abilities
from the general to the specific.

Holzinger’s Bifactor Theory

Holzinger (1938) proposed a bifactor theory of intelli-
gence, which retained both the general and specific factors
of Spearman but also permitted group factors such as those
found in Thurstone’s theory. Such factors are common to
more than one test but not to all tests. This theory helped
form the basis for other hierarchical theories that replaced it.

Burt’s Theory

Sir Cyril Burt (1949), known primarily for this widely ques-
tioned work on the heritability of intelligence, suggested that
a five-level hierarchy would capture the nature of intelli-
gence. At the top of Burt’s hierarchy was “the human mind.”
At the second level, the “relations level,” are g and a practi-
cal factor. At the third level are associations, at the fourth
level is perception, and at the fifth level is sensation. This
model has not proven durable and is relatively infrequently
cited today.

Vernon’s Theory of Verbal : Educational and Spatial :
Mechanical Abilities

A more widely adopted model has been that of Vernon
(1971), which proposes the general factor, g, at the top of the
hierarchy. Below this factor are two group factors, v:ed and
k:m. The former refers to verbal-educational abilities of the
kinds measured by conventional test of scholastic abilities.
The latter refers to spatial-mechanical abilities (with k per-
haps inappropriately referring to the nonequivalent term
kinesthetic).

Cattell’s Theory of Fluid and Crystallized Abilities

More widely accepted than any of the previous theories is
that of Raymond Cattell (1971), which is somewhat similar to
Vernon’s theory. This theory proposes general ability at the
top of the hierarchy and two abilities immediately beneath it,
fluid ability, or gf , and crystallized ability, or gc. Fluid ability
is the ability to think flexibly and to reason abstractly. It is
measured by tests such as number series and figural analo-
gies. Crystallized ability is the accumulated knowledge base
one has developed over the course of one’s life as the result of
the application of fluid ability. It is measured by tests such as
vocabulary and general information.

More recent work has suggested that fluid ability is ex-
tremely difficult to distinguish statistically from general abil-
ity (Gustafsson, 1984, 1988). Indeed, the tests used to measure
fluid ability are often identical to the tests used to measure
what is supposed to be pure g.An example of such a test would
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be the Raven Progressive Matrices (Raven, Court, & Raven,
1992), which measures people’s ability to fill in a missing part
of a matrix comprising abstract figural drawings.

Horn (1994) has greatly expanded upon the hierarchical
theory as originally proposed by Cattell. Most notably, he has
suggested that g can be split into three more factors nested
under fluid and crystallized abilities. These three other fac-
tors are visual thinking (gv), auditory thinking (ga), and speed
(gs). The visual thinking factor is probably closer to Vernon’s
k:m factor than it is to the fluid ability factor.

Carroll’s Three-Stratum Theory

Today, perhaps the most widely accepted hierarchical model
is one proposed by Carroll (1993) that is based on the re-
analysis of (more than 450) data sets from the past. At the top
of the hierarchy is general ability; in the middle of the hierar-
chy are various broad abilities, including fluid and crystal-
lized intelligence, learning and memory processes, visual and
auditory perception, facile production, and speed. At the bot-
tom of the hierarchy are fairly specific abilities.

Guilford’s Structure-of-Intellect Model

Although many differential theorists followed the option of
proposing a hierarchical model, not all did. J. P. Guilford
(1967, 1982; Guilford & Hoepfner, 1971) proposed a model
with 120 distinct abilities (increased to 150 in 1982 and to
180 in later manifestations). The basic theory organizes
abilities along three dimensions: operations, products, and
contents. In the best-known version of the model, there are
five operations, six products, and four contents. The five op-
erations are cognition, memory, divergent production, con-
vergent production, and evaluation. The six products are
units, classes, relations, systems, transformations, and impli-
cations. The four contents are figural, symbolic, semantic,
and behavioral. Because these dimensions are completely
crossed with each other, they yield a total of 5 � 6 � 4 or 120
different abilities. For example, inferring a relation in a
verbal analogy (such as the relation between BLACK and
WHITE in BLACK : WHITE :: HIGH : LOW) would in-
volve cognition of semantic relations.

Guilford’s model has not fared well psychometrically.
Horn and Knapp (1973) showed that random theories could
generate support equal to that obtained by Guilford’s model
when the same type of rotation was used that Guilford used—
so-called “Procrustean rotation.” Horn (1967) showed that
equal support could be obtained with Guilford’s theory, but
with data generated randomly rather than with real data.
These demonstrations do not prove the model wrong: They

show only that the psychometric support that Guilford
claimed for his model was not justified by the methods he
used.

Guttman’s Radex Model

The last psychometric model to be mentioned is one pro-
posed by Louis Guttman (1954). The model is what Guttman
referred to as a radex, or radial representation of complexity.
The radex consists of two parts.

The first part is what Guttman refers to as a simplex. If one
imagines a circle, then the simplex refers to the distance of a
given point (ability) from the center of the circle. The closer
a given ability is to the center of the circle, the more central
that ability is to human intelligence. Thus, g could be viewed
as being at the center of the circle, whereas the more periph-
eral abilities such as perceptual speed would be nearer to the
periphery of the circle. Abilities nearer to the periphery of
the circle are viewed as being constituents of abilities nearer
the center of the circle, so the theory has a hierarchical
element.

The second part of the radex is called the circumplex. It
refers to the angular orientation of a given ability with respect
to the circle. Thus, abilities are viewed as being arranged
around the circle, with abilities that are more highly re-
lated (correlated) nearer to each other in the circle. Thus, the
radex functions through a system of polar coordinates. Snow,
Kyllonen, and Marshalek (1984) used nonmetric multidimen-
sional scaling on a Thurstonian type of test to demonstrate that
the Thurstonian primary mental abilities actually could be
mapped into a radex.

Evaluation

Psychometric theories of intelligence have been enormously
influential, particularly in North America and in the United
Kingdom. In many respects, they have served the field well.
First, they have provided a zeitgeist for three generations of
researchers. Second, they have provided a systematic means
for studying individual differences. Arguably, no other para-
digm has provided any means that has been nearly as sys-
tematic or, really, successful in so many respects. Third, the
theories cross well between theory and application. Few theo-
ries have proven to have as many and as diverse practical
applications. Finally, they have provided a model for how the-
ory and measurement can evolve in synchrony.

At the same time, there have been problems with the
differential approach. First, although factor analysis, as a
method, is neither good nor bad, it has frequently been sub-
ject to misuse (Horn & Knapp, 1973; Humphreys, 1962;



144 Intelligence

McNemar, 1951). Second, factor analyses have sometimes
been not so much misintepreted as overinterpreted. What one
gets out of a factor analysis is simply a psychometric trans-
formation of what one puts in. It is possible to support many
different possible theories by choosing one’s tests with a cer-
tain goal in mind. The resulting factors simply reflect the
choice of tests and their interrelationships. Third, in ex-
ploratory factor analysis, the rotation issue has proven to be a
thorny one. Any rotation is mathematically correct and equiv-
alent in Euclidean space. Arguments over which theory is
correct often have boiled down to little more than arguments
over which rotation is psychologically more justified. But no
adequate basis has been found for supporting one rotation as
psychologically preferred over all others. Fifth and finally,
the whole issue of deriving a theory of intelligence from
patterns of individual differences has never received fully
adequate examination by differential psychologists. Evolu-
tionary theorists (e.g., Pinker, 1997; see R. J. Sternberg &
Kaufman, 2001) would argue that intelligence needs to be
understood in terms of commonalities, not differences. Of
course, experimental psychologists have made the same
claim for many decades, preferring to view individual differ-
ences as noise in their data. Perhaps the best solution is some
kind of synthesis, as recommended by Cronbach (1957). Jean
Piaget, disheartened with his observations from work in
Binet’s laboratory, provided a synthesis of sorts. He com-
bined measurement with a more cognitive framework for
understanding intelligence.

INTELLIGENCE AS ARISING FROM COGNITIVE
STRUCTURES AND PROCESSES

Cognitive Structures

Piaget (1952, 1972), among others, has staked out an alterna-
tive position to the differential one. Piaget, who was never
very interested in individual differences, viewed intelli-
gence as arising from cognitive schemas, or structures that
mature as a function of the interaction of the organism with
the environment.

Equilibration

Piaget (1926, 1928, 1952, 1972), like many other theorists of
intelligence, recognized the importance of adaptation to in-
telligence. Indeed, he believed adaptation to be its most im-
portant principle. In adaptation, individuals learn from the
environment and learn to address changes in the environ-
ment. Adjustment consists of two complementary processes:
assimilation and accommodation. Assimilation is the process

of absorbing new information and fitting it into an already
existing cognitive structure about what the world is like. The
complementary process, accommodation, involves forming a
new cognitive structure in order to understand information.
In other words, if no existing cognitive structure seems ade-
quate to understand new information, a new cognitive struc-
ture must be formed through the accommodation process.

The complementary processes of assimilation and accom-
modation, taken together in an interaction, constitute what
Piaget referred to as equilibration. Equilibration is the bal-
ancing of the two, and it is through this balance that people
either add to old schemas or form new ones. A schema, for
Piaget, is a mental image or action pattern. It is essentially a
way of organizing sensory information. For example, we
have schemas for going to the bank, riding a bicycle, eating a
meal, visiting a doctor’s office, and the like.

Stages of Intellectual Development

Piaget (1972) suggested that the intelligence of children ma-
tures through four discrete stages, or periods of development.
Each of these periods builds upon the preceding one, so that
development is essentially cumulative.

The first period is the sensorimotor period, which occu-
pies birth through roughly 2 years of age. By the end of the
sensorimotor period, the infant has started to acquire object
permanence, or the realization that objects can exist apart
from him or herself. In early infancy, the infant does not as-
cribe a separate reality to objects. Thus, if a toy is hidden
under a pillow or behind a barrier, the infant will not search
for the toy because as far as he or she is concerned, it no
longer exists when it goes out of sight. By the end of the pe-
riod, the infant knows that a search will lead to finding the
object.

The second period is the preoperational period, which
emerges roughly between ages 2 and 7. The child is now be-
ginning to represent the world through symbols and images,
but the symbols and images are directly dependent upon the
immediate perception of the child. The child is still essen-
tially egocentric: He or she sees objects and people only from
his or her own point of view. Thus, to the extent that thinking
takes place, it is egocentric thinking.

The third period is the concrete-operational period, which
occupies roughly ages 7 through 11. In this period, the child
is able to perform concrete mental operations. Thus, the child
now can think through sequences of actions or events that
previously had to be enacted physically. The hallmark of
concrete-operational thought is reversibility. It now is possi-
ble for the child to reverse the direction of thought. The child
comes to understand, for example, that subtraction is the
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reverse of addition and division is the reverse of multiplica-
tion. The child can go to the store and back home again or
trace out a route on a map and see the way back.

The period is labeled as one of “concrete” operations be-
cause operations are performed for objects that are physically
present. A major acquisition of the period is conservation,
which involves a child’s recognizing that objects or quanti-
ties can remain the same despite changes in their physical ap-
pearance. Suppose, for example, that a child is shown two
glasses, one of which is short and fat and the other of which
is tall and thin. If a preoperational child watches water poured
from the short, fat glass to the tall, thin one, he or she will say
that the tall, thin glass has more water than the short, fat one
had. But the concrete-operational child will recognize that
the quantity of water is the same in the new glass as in the old
glass, despite the change in physical appearance.

The period of formal operations begins to evolve at
around 11 years of age and usually will be fairly fully devel-
oped by 16 years of age, although some adults never com-
pletely develop formal operations. In the period of formal
operations, the child comes to be able to think abstractly and
hypothetically, not just concretely. The individual can view a
problem from multiple points of view and can think much
more systematically than in the past. For example, if asked
to provide all possible permutations of the numbers 1, 2, 3,
and 4, the child can now implement a systematic strategy for
listing all of these permutations. In contrast, the concrete-
operational child will have essentially listed permutations at
random, without a systematic strategy for generating all of
the possible permutations. The child can now think scientifi-
cally and use the hypothetico-deductive method to generate
and test hypotheses.

Vygotsky and Feuerstein’s Theories

Whereas Piaget has emphasized primarily biological matura-
tion in the development of intelligence, other theorists inter-
ested in structures, such as Vygotsky (1978) and Feuerstein
(1979), have emphasized more the role of interactions of in-
dividuals with the environment. Vygotsky suggested that
basic to intelligence is internalization, which is the internal
reconstruction of an external operation. The basic notion is
that we observe those in the social environment around us
acting in certain ways and we internalize their actions so that
they become a part of ourselves.

Vygotsky (1978) gave as an example of internalization the
development of pointing. He suggested that, initially, point-
ing is nothing more than an unsuccessful attempt to grasp
something. The child attempts to grasp an object beyond his
reach and, initially, is likely to fail. When the mother sees the

child attempting to grasp an object, she comes to his aid and
is likely to point to the object. He thereby learns to do the
same. Thus, the child’s unsuccessful attempt engenders a re-
action from the mother or some other individual, which leads
to his being able to perform that action. Note that it is the so-
cial mediation rather than the object itself that provides the
basis for the child’s learning to point.

Vygotsky also proposed the important notion of a zone of
proximal development, which refers to functions that have not
yet matured but are in the process of maturation. The basic
idea is to look not only at developed abilities but also at abil-
ities that are developing. This zone is often measured as the
difference between performance before and after instruction.
Thus, instruction is given at the time of testing to measure the
individual’s ability to learn in the testing environment
(Brown & French, 1979; Feuerstein, 1980; Grigorenko &
Sternberg, 1998). The research suggests that tests of the zone
of proximal development tap abilities not measured by con-
ventional tests.

Related ideas have been proposed by Feuerstein (1979,
1980). Feuerstein has suggested that much of intellectual de-
velopment derives from the mediation of the environment by
the mother or other adults. From Feuerstein’s point of view,
parents serve an important role in development not only for
the experiences with which they provide children but also
for the way they help children understand these experiences.
For example, what would be important would be not so much
encouraging children to watch educational television or tak-
ing children to museums but rather helping children interpret
what they see on television or in museums.

Evaluation

By any standard, Piaget’s contribution to the study of intelli-
gence was profound. First, his theory stands alone in terms of
its comprehensiveness in accounting for intellectual develop-
ment. There is no competition in this respect. Second, even
the many individuals who have critiqued Piaget’s work have
honored the work by deeming it worthy of criticism. To the
extent that a theory’s value is heuristic, in its giving way to
subsequent theories, Piaget’s work is almost without peer.
And much research today, especially in Europe, continues in
the tradition of Piaget. Neo-Piagetians, although they have
changed many of the details, still build upon many Piagetian
theoretical ideas and tasks for studying development. Third,
even the most ardent critics of Piaget would concede that
many of his ideas were correct. Many of those ideas, such as
of centration, conservation, and equilibration, remain alive
today in a wide variety of forms. Fourth, Piaget provided an
enormous database for developmental psychologists to deal
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with today as earlier. Replications generally have proven to
be successful (Siegler, 1996). Yet the theory of Piaget has not
stood the test of time without many scars. Consider some of
the main ones.

First, Piaget’s interpretations of data have proven to be
problematical in many different respects. The list of such cri-
tiques is very long. For example, there is evidence that in-
fants achieve object permanence much earlier than Piaget
had thought (e.g., Baillargeon, 1987; Bowers, 1967, 1974;
Cornell, 1978). There also is evidence that conservation be-
gins earlier than Piaget suspected (Au, Sidle, & Rollins,
1993). As another example, difficulties that Piaget attributed
to reasoning appear in some instances actually to have been
due to memory (e.g., Bryant & Trabasso, 1971).

Second, it now appears that children often failed Piaget-
ian tasks not because they were unable to do them but
because they did not understand the task in the way the ex-
perimenter intended. The research of Piaget points out how
important it is to make sure one understands a problem not
only from one’s own point of view as experimenter but also
from the child’s point of view as participant. For example,
being asked whether a collection of marbles contains more
blue marbles or more marbles can be confusing, even to an
adult.

Third, many investigators today question the whole notion
of stages of development (e.g., Brainerd, 1978; Flavell,
1971). Piaget fudged a bit with the concept of horizontal dé-
calage, or nonsimultaneous development of skills within a
given stage across domains, but many investigators believe
that development is simply much more domain specific than
Piaget was willing to admit (e.g., Carey, 1985; Keil, 1989).
As another example, children master different kinds of con-
servation problems at different ages, with the differences ap-
pearing in a systematic fashion (Elkind, 1961; Katz & Beilin,
1976; S. A. Miller, 1976), with conservation of number
appearing before conservation of solid quantity, and conser-
vation of solid quantity before that of weight.

Fourth, many investigators have found Piaget’s theory to
characterize children’s competencies more than their perfor-
mance (e.g., Green, Ford, & Flamer, 1971). Indeed, Piaget
(1972) characterized his model as a competency model. For
this reason, it may not be optimally useful in characterizing
what children are able to do on a day-to-day basis.

Fifth, although Piaget believed that cognitive develop-
ment could not be meaningfully accelerated, the evidence
suggests the contrary (Beilin, 1980). Piaget probably took too
strong a position in this regard.

Finally, some have questioned the emphasis Piaget placed
on logical and scientific thinking (e.g., R. J. Sternberg,
1990b). People often seem less rational and more oriented

toward heuristics than Piaget believed (Gigerenzer, Todd, &
ABC Research Group, 1999).

Vygotsky’s theory is, at the turn of the century, more in
vogue than Piaget’s. It better recognizes the important role of
the social-cultural environment in intellectual development.
And it also suggests how conventional tests may fail to un-
earth developing intellectual functions that give children
added potential to succeed intellectually. Vygotsky’s theory is
rather vague, however, and much of the recent development
has gone considerably beyond anything Vygotsky proposed.
Perhaps if Vygotsky had not died tragically at an early age
(38), he would have extensively amplified on his theory.

Cognitive Processes

Arelated position is that of cognitive theorists (e.g.,Anderson,
1983; G. A. Miller, Galanter, & Pribram, 1960; Newell &
Simon, 1972), who seek to understand intelligence in terms of
the processes of human thought and also the architecture that
holds together these processes. These theorists may use the
software of a computer as a model of the human mind, or in
more recent theorizing, use the massively parallel operating
systems of neural circuitry as a model (e.g., Rumelhart,
McClelland, & PDP Research Group, 1986). Much of the his-
tory of this field is relatively recent, simply because much of
the “early” development of the field has occurred in recent
times. The field today, for example, has advanced quite far be-
yond where it was 30 years ago. At the same time, the origins
of the field go back to early in the twentieth century and even
further, depending upon how broad one is in labeling work as
related to this approach.

The Origins of the Process-Based Approach in
Spearman’s Principles of Cognition

Although some psychologists in the nineteenth century were
interested in information processing (e.g., Donders, 1868/
1869), the connection between information processing and
intelligence seems first to have been explicitly drawn by
Charles Spearman (1923), the same individual known for ini-
tiating serious psychometric theorizing about intelligence.

Spearman (1923) proposed what he believed to be three
fundamental qualitative principles of cognition. The first, ap-
prehension of experience, is what today might be called the
encoding of stimuli (see R. J. Sternberg, 1977). It involves
perceiving the stimuli and their properties. The second prin-
ciple, eduction of relations, is what today might be labeled in-
ference. It is the inferring of a relation between two or more
concepts. The third principle, eduction of correlates, is what
today might be called application. It is the application of an
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inferred rule to a new situation. For example, in the analogy
WHITE : BLACK :: GOOD : ?, apprehension of experience
would involve reading each of the terms. Eduction of rela-
tions would involve inferring the relation between WHITE
and BLACK. And eduction of correlates would involve ap-
plying the inferred relation to complete the analogy with
BAD. Tests that measure these attributes without contamina-
tion from many other sources, such as the Raven Progressive
Matrices tests, generally provide very good measures of
psychometric g.

The Cognitive-Correlates Approach

Lee Cronbach (1957) tried to revive interest in the cognitive
approach with an article on “the two disciplines of scientific
psychology,” and efforts to revive this approach in the 1960s
proceeded by fits and starts. But serious revival can probably
be credited in large part to the work of Earl Hunt. Hunt
(1978, 1980; Hunt et al., 1973; Hunt, Lunneborg, & Lewis,
1975) was the originator of what has come to be called
the cognitive-correlates approach to integrating the study
of cognitive processing with the study of intelligence
(Pellegrino & Glaser, 1979).

The proximal goal of this research is to estimate parameters
representing the durations of performance for information-
processing components constituting experimental tasks com-
monly used in the laboratories of cognitive psychologists.
These parameters are then used to investigate the extent
to which cognitive components correlate across participants
with each other and with scores on psychometric measures
commonly believed to measure intelligence, such as the
Raven Progressive Matrices tests. Consider an example.

In one task—the Posner and Mitchell (1967) letter-
matching task—participants are shown pairs of letters such
as “A A” or “A a.” After each pair, they are asked to respond
as rapidly as possible to one of two questions: “Are the let-
ters a physical match?” or “Are the letters a name match?”
Note that the first pair of letters provides an affirmative an-
swer to both questions, whereas the second pair of letters
provides an affirmative answer only to the second of the two
questions. That is, the first pair provides both a physical and
a name match, whereas the second pair provides a name
match only.

The goal of such a task is to estimate the amount of time a
given participant takes to access lexical information—letter
names—in memory. The physical-match condition is in-
cluded to subtract out (control for) sheer time to perceive the
letters and respond to questions. The difference between
name and physical match time thus provides the parameter
estimate of interest for the task. Hunt and his colleagues

found that this parameter and similar parameters in other ex-
perimental tasks typically correlate about �.3 with scores on
psychometric tests of verbal ability.

The precise tasks used in such research have varied. The
letter-matching task has been a particularly popular one, as
has been the short-term memory-scanning task originally
proposed by S. Sternberg (1969). Other researchers have pre-
ferred simple and choice reaction time tasks (e.g., Jensen,
1979, 1982). Most such studies have been conducted with
adults, but some have been conducted developmentally with
children of various ages (e.g., Keating & Bobbitt, 1978).

The Cognitive-Components Approach

An alternative approach has come to be called the cognitive-
components approach (Pellegrino & Glaser, 1979). In this
approach, participants are tested in their ability to perform
tasks of the kinds actually found on standard psychometric
tests of mental abilities—for example, analogies, series com-
pletions, mental rotations, and syllogisms. Participants typi-
cally are timed, and response time is the principal dependent
variable, with error rate and pattern-of-response choices
serving as further dependent variables. This approach was
suggested by R. J. Sternberg (1977; see also Royer, 1971).

The proximal goal in this research is, first, to formulate a
model of information processing in performance on the types
of tasks found in conventional psychometric tests of intelli-
gence. Second, it is to test the model at the same time as
parameters for the model are estimated. Finally, it is to inves-
tigate the extent to which these components correlate across
participants with each other and with scores on standard psy-
chometric tests. Because the tasks that are analyzed are usu-
ally taken directly from psychometric tests of intelligence or
are very similar to such tasks, the major issue in this kind of
research is not whether there is any correlation at all between
cognitive task and psychometric test scores. Rather, the issue
is one of isolating the locus or loci of the correlations that are
obtained. One seeks to discover which components of infor-
mation processing are the critical ones from the standpoint of
the theory of intelligence (Carroll, 1981; Pellegrino & Glaser,
1979, 1980, 1982; Royer, 1971; R. J. Sternberg, 1977, 1980,
1983; R. J. Sternberg & Gardner, 1983).

Consider the analogies task mentioned above. The partici-
pant might be presented with an analogy such as WHITE :
BLACK :: GOOD : (A) BAD, (B) BETTER. The task is
to choose the better of the two response options as quickly
as possible. Cognitive-components analysis might extract a
number of components from the task, using an expanded
version of Spearman’s theory (R. J. Sternberg, 1977). These
components might include (a) the time to encode the stimulus
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terms, (b) the time to infer the relation between WHITE and
BLACK, (c) the time to map the relation from the first half of
the analogy to the second, (d) the time to apply the inferred
relation from GOOD to each of the answer options, (e) the
time to compare the two response options, (f) the time to
justify BAD as the preferable option, and (g) the time to re-
spond with (A).

The Cognitive-Training Approach

The goal of the cognitive-training approach is to infer the
components of information processing from how individuals
perform when they are trained. According to Campione,
Brown, and Ferrara (1982), one starts with a theoretical
analysis of a task and a hypothesis about a source of individ-
ual differences within that task. It might be assumed, for ex-
ample, that components A, B, and C are required to carry out
Task X and that less able children do poorly because of a
weakness in component A. To test this assertion, one might
train less able participants in the use of A and then retest them
on X. If performance improves, the task analysis is sup-
ported. If performance does not improve, then either A was
not an important component of the task, participants were
originally efficient with regard to A and did not need train-
ing, or the training was ineffective (see also Belmont &
Butterfield, 1971; Belmont, Butterfield, & Ferretti, 1982;
Borkowski & Wanschura, 1974).

The Cognitive-Contents Approach

In the cognitive-contents approach, one seeks to compare the
performances of experts and novices in complex tasks such as
physics problems (e.g., Chi, Feltovich, & Glaser, 1981; Chi,
Glaser, & Rees, 1982; Larkin, McDermott, Simon, & Simon,
1980), the selection of moves and strategies in chess and other
games (Chase & Simon, 1973; DeGroot, 1965; Reitman,
1976), and the acquisition of domain-related information by
groups of people at different levels of expertise (Chiesi,
Spilich, & Voss, 1979). The notion underlying such research
can be seen as abilities being forms of developing expertise
(R. J. Sternberg, 1998). In other words, the experts have devel-
oped high levels of intellectual abilities in particular domains
as results of the development of their expertise. Research on
expert-novice differences in a variety of task domains suggests
the importance of the amount and form of information storage
in long-term memory as key to expert-novice differences.

Evaluation

The information-processing approach to understanding intel-
ligence has been very productive in helping to elucidate the

nature of the construct. First, it has been uniquely successful
in identifying processes of intelligent thinking. Second, it
has not been bound to individual differences as a source of
determining the bases of human intelligence. It can detect
processes, whether or not they are shared across individuals.
Third, it is the approach that seems most conducive to the use
of conventional experimental methods of analysis, so that it
is possible to gain more control in experimentation by the use
of these methods than by the use of alternative methods.

The approach has also had its weaknesses, though. First,
in many cases, information-processing psychologists have
not been terribly sensitive to individual differences. Second,
information-processing psychologists often have been even
less sensitive to contextual variables (see Neisser, 1976; R. J.
Sternberg, 1997). Third, although information-processing
analyses are not subject to the rotation dilemma, it is possible
to have two quite different models that nevertheless account
for comparable proportions of variation in the response-time
or error-rate data, thereby making the models indistinguish-
able. In other words, difficulties in distinguishing among
models can plague this approach every bit as much as they
can plague psychometric models (Anderson, 1983). Finally,
the approach simply never produced much in the way of use-
ful tests. Even more than a quarter of a century after its initi-
ation, the approach has little to show for itself by way of
useful or at least marketable products. Perhaps this is because
it never worked quite the way it was supposed to. For exam-
ple, R. J. Sternberg (1977) and R. J. Sternberg and Gardner
(1983) found that the individual parameter representing a
regression constant showed higher correlations with psycho-
metric tests of abilities than did parameters representing
well-defined information-processing components.

BIOLOGICAL BASES OF INTELLIGENCE

Some theorists have argued that notions of intelligence
should be based on biological notions, and usually, on scien-
tific knowledge about the brain. The idea here is that the base
of intelligence is in the brain and that behavior is interesting
in large part as it elucidates the functioning of the brain.

One of the earlier theories of brain function was proposed
by Halstead (1951). Halstead suggested four biologically
based abilities: (a) the integrative field factor (C), (b) the ab-
straction factor (A), (c) the power factor (P), and (d) the
directional factor (D). Halstead attributed all four of these
abilities primarily to the cortex of the frontal lobes. Hal-
stead’s theory became the basis for a test of cognitive func-
tioning, including intellectual aspects (the Halstead-Reitan
Neuropsychological Test Battery).
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A more influential theory, perhaps, has been that of
Donald Hebb (1949). Hebb suggested the necessity of dis-
tinguishing among different intelligences. Intelligence A is
innate potential. It is biologically determined and represents
the capacity for development. Hebb described it as “the pos-
session of a good brain and a good neural metabolism”
(p. 294). Intelligence B is the functioning of the brain in which
development has occurred. It represents an average level of
performance by a person who is partially grown. Although
some inference is necessary in determining either intelli-
gence, Hebb suggested that inferences about intelligence A
are far less direct than inferences about intelligence B. A fur-
ther distinction could be made with regard to Intelligence C,
which is the score one obtains on an intelligence test. This
intelligence is Boring’s intelligence as the tests test it.

A theory with an even greater impact on the field of intel-
ligence research is that of the Russian psychologist Alexander
Luria (1973, 1980). Luria believed that the brain is a highly
differentiated system whose parts are responsible for differ-
ent aspects of a unified whole. In other words, separate corti-
cal regions act together to produce thoughts and actions of
various kinds. Luria (1980) suggested that the brain com-
prises three main units. The first, a unit of arousal, includes
the brain stem and midbrain structures. Included within this
first unit are the medulla, reticular activating system, pons,
thalamus, and hypothalamus. The second unit of the brain is a
sensori-input unit, which includes the temporal, parietal, and
occipital lobes. The third unit includes the frontal cortex,
which is involved in organization and planning. It comprises
cortical structures anterior to the central sulcus.

The most active research program based on Luria’s the-
ory has been that of J. P. Das and his colleagues (e.g., Das,
Kirby, & Jarman, 1979; Das, Naglieri, & Kirby, 1994;
Naglieri & Das, 1990, 1997). The theory as they conceive of
it is referred to as PASS theory, referring to planning, atten-
tion, simultaneous processing, and successive processing.
The idea is that intelligence requires the ability to plan and to
pay attention. It also requires the ability to attend simultane-
ously to many aspects of a stimulus, such as a picture, or, in
some cases, to process stimuli sequentially, as when one
memorizes a string of digits to remember a telephone num-
ber. Other research and tests also have been based on Luria’s
theory (e.g., Kaufman & Kaufman, 1983).

An entirely different approach to understanding intellec-
tual abilities has emphasized the analysis of hemispheric spe-
cialization in the brain. This work goes back to a finding of
an obscure country doctor in France, Marc Dax, who in 1836
presented a little-noticed paper to a medical society meeting
in Montpelier. Dax had treated a number of patients suffer-
ing from loss of speech as a result of brain damage. The

condition, known today as aphasia, had been reported even in
ancient Greece. Dax noticed that in all of more than 40 pa-
tients with aphasia, there had been damage to the left hemi-
sphere of the brain but not the right hemisphere. His results
suggested that speech and perhaps verbal intellectual func-
tioning originated in the left hemisphere of the brain.

Perhaps the most well-known figure in the study of hemi-
spheric specialization is Paul Broca. At a meeting of the
French Society of Anthropology, Broca claimed that a patient
of his who was suffering a loss of speech was shown post-
mortem to have a lesion in the left frontal lobe of the brain. At
the time, no one paid much attention. But Broca soon became
associated with a hot controversy over whether functions,
particular speech, are indeed localized in the brain. The area
that Broca identified as involved in speech is today referred
to as Broca’s area. By 1864, Broca was convinced that
the left hemisphere is critical for speech. Carl Wernike, a
German neurologist of the late nineteenth century, identified
language-deficient patients who could speak but whose
speech made no sense. He also traced language ability to the
left hemisphere, though to a different precise location, which
now is known as Wernicke’s area.

Nobel Prize–winning physiologist and psychologist
Roger Sperry (1961) later came to suggest that the two hemi-
spheres behave in many respects like separate brains, with
the left hemisphere more localized for analytical and verbal
processing and the right hemisphere more localized for holis-
tic and imaginal processing. Today it is known that this view
was an oversimplification and that the two hemispheres of the
brain largely work together (Gazzaniga, Ivry, & Mangun,
1998).

Evaluation

The biological approach has provided unique insights into
the nature of intelligence. Its greatest advantage is its recog-
nition that, at some level, the brain is the seat of intelligence.
In modern times, and to a lesser extent in earlier times, it has
been possible to pinpoint areas of the brain responsible for
various functions. The approach is now probably among the
most productive in terms of the sheer amount of research
being generated.

The greatest weakness of the approach is not so much a
problem of the approach as in its interpretation. Reductionists
would like to reduce all understanding of intelligence to un-
derstanding of brain function, but it just will not work. If we
want to understand how to improve the school learning of a
normal child through better teaching, we are not going to find
an answer in the foreseeable future through the study of the
brain. Culture affects what kinds of behavior are viewed as
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more or less intelligent within a given cultural setting, but
again, the biology of the brain will not settle the question of
what behavior is considered intelligent within a given culture
or why it is considered to be so.

Another weakness of the approach, or at least of its use,
has been invalid inferences. Suppose one finds that a certain
evoked potential is correlated with a certain cognitive re-
sponse. All one really knows is that there is a correlation. The
potential could cause the response, the response could cause
the potential, or both could be based upon some higher-order
factor. Yet, reports based on the biological approach often
seem to suggest that the biological response is somehow
causal (e.g., Hendrickson & Hendrickson, 1980). Useful
though the biological approach may be, it always will need to
be supplemented by other approaches.

CULTURE AND SOCIETY

A rather different position has been taken by more anthropo-
logically oriented investigators. Modern investigators trace
their work back at the very least to the work of Kroeber and
Kluckhohn (1952), who studied culture as patterns of behav-
ior acquired and transmitted by symbols. Much of the work in
this approach, like that in the cognitive approach, is relatively
recent.

The most extreme position is one of radical cultural rela-
tivism, proposed by Berry (1974), which rejects assumed
psychological universals across cultural systems and requires
the generation from within each cultural system of any be-
havioral concepts to be applied to it (the so-called emic ap-
proach). According to this viewpoint, therefore, intelligence
can be understood only from within a culture, not in terms of
views imposed from outside that culture (the so-called etic
approach). Even in present times, psychologists have argued
that the imposition of Western theories or tests on non-
Western cultures can result in seriously erroneous conclu-
sions about the capabilities of individuals within those
cultures (Greenfield, 1997; R. J. Sternberg et al., 2000).

Other theorists have taken a less extreme view. For exam-
ple, Michael Cole and his colleagues in the Laboratory of
Comparative Human Cognition (1982) argued that the radi-
cal position does not take into account the fact that cultures
interact. Cole and his colleagues believe that a kind of condi-
tional comparativism is important, so long as one is careful in
setting the conditions of the comparison.

Cole and his colleagues gave as an example a study done
by Super (1976). Super found evidence that African infants
sit and walk earlier than do their counterparts in the United

States and Europe. But does such a finding mean that African
infants are better walkers, in much the same way that North
American psychologists have concluded that American
children are better thinkers than African children (e.g.,
Herrnstein & Murray, 1994)? On the contrary, Super found
that mothers in the culture he studied made a self-conscious
effort to teach babies to sit and walk as early as possible. He
concluded that the African infants are more advanced be-
cause they are specifically taught to sit and walk earlier and
are encouraged through the provision of opportunities to
practice these behaviors. Other motor behaviors were not
more advanced. For example, infants found to sit and walk
early were actually found to crawl later than did infants in the
United States.

Evaluation

The greatest strength of cultural approaches is their recogni-
tion that intelligence cannot be understood fully outside its
cultural context. Indeed, however common may be the
thought processes that underlie intelligent thinking, the be-
haviors that are labeled as intelligent by a given culture cer-
tainly vary from one place to another, as well as from one
epoch to another.

The greatest weakness of cultural approaches is their
vagueness. They tend to say more about the context of intel-
ligent behavior than they do about the causes of such behav-
ior. Intelligence probably always will have to be understood
at many different levels, and any one level in itself will be in-
adequate. It is for this reason, presumably, that systems mod-
els have become particularly popular in recent years. These
models attempt to provide an understanding of intelligence at
multiple levels.

SYSTEMS MODELS

The Nature of Systems Models

In recent times, systems models have been proposed as use-
ful bases for understanding intelligence. These models seek
to understand the complexity of intelligence from multiple
points of view and generally combine at least two and often
more of the models described above. For example, Gardner
(1983, 1993, 1999) has proposed a theory of multiple intel-
ligences, according to which intelligence is not just one
thing but multiple things. According to this theory, there
are 8 or possibly even 10 multiple intelligences—linguistic,
logical-mathematical, spatial, musical, bodily-kinesthetic,
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interpersonal, intrapersonal, naturalist, and possibly existen-
tial and spiritual. R. J. Sternberg (1985, 1988, 1997, 1999b)
has proposed a theory of successful intelligence, according
to which intelligence can be seen in terms of various kinds
of information-processing components combining in differ-
ent ways to generate analytical, creative, and practical abil-
ities. Ceci (1996) has proposed a bioecological model of
intelligence, according to which intelligence is understood
in the interaction between the biology of the individual and
the ecology in which the individual lives. These theories are
described in more detail in “Contemporary Theories of In-
telligence” (see Volume 7 of this handbook).

Evaluation

The complexity of systems models is both a blessing and a
curse. It is a blessing because it enables such models to rec-
ognize the multiple complex levels of intelligence. It is a
curse because the models become more difficult to test. In-
deed, one of the most popular models, that of Gardner (1983),
was proposed some time ago. But as of when this chapter is
being written, there has not been even one empirical test of
the model as a whole, scarcely a commendable record for
a scientific theory. This record compares with thousands
of predictive empirical tests of psychometric or Piagetian
models and probably hundreds of tests of information-
processing models. R. J. Sternberg’s (1997) triarchic theory
has been predictively empirically tested numerous times (see,
e.g., R. J. Sternberg et al., 2000), but because most of these
tests have been by members of Sternberg’s research group,
the results cannot be considered definitive at this time.

CONCLUSION: RELATIONS AMONG THE
VARIOUS MODELS OF THE NATURE
OF INTELLIGENCE

There are different ways of resolving the conflicts among al-
ternative models of the nature of intelligence.

Different Names

One way of resolving the conflicts is to use different names
for different constructs. For example, some researchers stake
their claim on a certain number of intelligences or intellec-
tual abilities. Is intelligence, fundamentally, 1 important thing
(Spearman, 1904), or 7 things (Gardner, 1983), or maybe 10
things (Gardner, 1999), or perhaps 120 things (Guilford,
1967), or even 150 or more things (Guilford, 1982)? Some

might say that those who are splitters are actually talking of
“talents” rather than intelligence, or that they are merely slic-
ing the same “pie” everyone else is eating, but very thinly.

Sometimes different names are used to reflect the same
construct! For example, what once was the Scholastic
Aptitude Test later became the Scholastic Assessment Test
and still later became simply the SAT, an acronym perhaps
belatedly asserted to stand for nothing in particular. The
change in the name of the test points out how, over time
and place, similar or even identical constructs can be given
names in order to reflect temporally or spatially local sensi-
bilities about what constitutes desirable or even acceptable
terminology. Many similar efforts, such as referring to
what usually is called intelligence as cognitive development
(R. L. Thorndike, Hagen, & Sattler, 1986), point out the ex-
tent to which the history of intelligence is in part a battle over
names.

In a sense, the history of the field of intelligence bifur-
cates. Some investigators, perhaps starting with Boring
(1923), have suggested we define intelligence as what intelli-
gence tests measure and get on with testing it; other investi-
gators, such as Spearman (1904, 1927) and Thurstone (1938)
view the battle over what intelligence is as determining what
should be tested.

Fighting for “Truth”

A second response to the differences among theories has been
for researchers to stake their ground and then slug it out in a
perceived fight for the truth. Some of these battles became
rather bitter. Underlying these battles was the notion that only
one model or theory embedded under a model could be cor-
rect, and therefore the goal of research should be to figure out
which one that is.

Dialectical Synthesis

A third response has been to seek some kind of dialectical
synthesis among alternative models or theories embedded
under these models. There have been different kinds of
syntheses.

One Kind of Approach or Methodology Eventually Should
Be Replaced by Another

Some investigators have argued that their approach is the
best the field can do at the time, but that the approach later
will be replaced. For example, Louis L. Thurstone suggested
that factor analysis is useful in early stages of investigation,
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laboratory research, later on. In other words, the differential
approach could be replaced by a more cognitively based one.
Thurstone (1947), who was largely a psychometric theorist,
argued that

The exploratory nature of factor analysis is often not understood.
Factor analysis has its principal usefulness at the borderline of
intelligence. It is naturally superseded by rational formulations
in terms of the science involved. Factor analysis is useful, espe-
cially in those domains where basic and fruitful concepts are
essentially lacking and where crucial experiments have been dif-
ficult to conceive. . . . But if we have scientific intuition and suf-
ficient ingenuity, the rough factorial map of a new domain will
enable us to proceed beyond the exploratory factorial stage to the
more direct forms of psychological experimentation in the labo-
ratory. (p. 56)

Coexistence

Other investigators argued for coexistence. Charles Spearman,
for example, had both a differential theory of intelligence
(Spearman, 1927) and a cognitively based one (Spearman,
1923) (both of which were described earlier). Cronbach
(1957) argued for the merger of the fields of differential and
experimental psychology.

Synthetic Integration

Perhaps the best way to achieve a certain coherence in the
field is to recognize that there is no one right “model” or “ap-
proach” and that different ones elucidate different aspects of
a very complex phenomenon. Models such as the systems
models are useful in attempting integrations, but they fall
short in integrating all that we know about intelligence.
Eventually, the time may come when such large-scale inte-
grations can be achieved in ways that are theoretically meri-
torious and empirically sound. In the meantime, it is likely
that many different conceptions of intelligence will compete
for the attention of the scientific as well as the lay public.
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Emotion: A jungle, not a garden. One dictionary definition
of a jungle describes it as a confused mass of objects,
whereas a garden is a rich, well-cultivated region. The his-
tory of emotion is confused and disordered, and cultivation
has been at best haphazard. I will attempt to tell the story of
how the jungle grew, hoping to do some cultivating and
weeding in the process. When we emerge from the jungle,
the reader may have some notion how to proceed with fur-
ther cultivation.

The attempt to understand human emotions has been split
by two apparently contradictory tendencies. On the one hand,
emotion as a topic has been traditionally part of any psychol-
ogy of mind—it was not possible to try to explain people
without explaining emotion. On the other hand, there has
been from the beginning a lack of agreement as to what ex-
actly is meant by “emotion,” nor is there any discernible
centripetal movement toward a consensual definition in con-
temporary thought. The result is that even if one believes in
the notion of human progress, there is little evidence of a
focus or consensus in the psychology of emotion. Themes are
often repeated and old battles resurrected, but emotion lags
behind such psychological success stories as found in mem-
ory, vision, early development, hearing, attention, and so
forth. There is a web of directions, not a single path, in the
history of emotion.

I shall briefly sketch the prehistory of emotion, describing
some of the highlights that led up to the nineteenth century
and the adoption by psychologists of modern, “scientific” at-
titudes and goals. The advent of a determinedly scientific
psychology and the age of modernism occupy prominent late-
nineteenth-century positions that coincide with a major shift
in the psychology of emotion—the contribution of William
James. Consequently, I let James lead us into the modern age
and its two dominant—and as yet unreconciled—traditions of
the organic and mental approaches to emotion. I end with a
discussion of the contemporary scene and its precursors. A
more extended treatment of such topics in the history of emo-
tion as animal studies, the neurophysiology of emotion,
phenomenology, and literary allusions may be found in such
important secondary sources as Gardiner et al. (1937) and
Ruckmick (1936). For a discussion of emotions in the con-
text of literature and social history, but not psychology, see
Elster (1999).

PREMODERN HISTORY OF EMOTION

Discussions of the emotions in pre-Socratic and later Greek
thought centered, like so many of its discussions of complex
human consciousness, on their relation to the mysteries of
human life and often dealt with the relevance of the emotions
to problems of ethics and aesthetics. Secondarily, their con-
cerns addressed questions of the control and use of the emo-
tions. That approach often stressed the distracting influences
of the emotions—a theme that has continued in a minor key
to modern times. To the extent that this distracting effect was
due to the bodily, somatic symptoms of the emotions, the

Copyright © 2000 George Mandler. Parts of this chapter have been
culled from previous work on the topic, such as Mandler (1979,
1984, 1990, 1999). I am grateful to Tony Marcel for comments on an
earlier draft, though space limitations prevented me from taking all
of his comments into account.
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Greeks approached emotion with a form of double-entry
bookkeeping, dealing both with psychic and somatic aspects
of emotional phenomena (Brett, 1928). Aristotle was the ex-
ception to his times when he considered feelings as natural
phenomena, and his descriptions of the individual passions
remain a model of naturalistic observation. But Aristotle did
not allow for simple, pure affective processes. As he so often
did, Aristotle sounded a more modern note when his descrip-
tion of emotion required the cognitive elements of a percept,
an affective component of pleasantness/unpleasantness, and
a conative (motivational) effort (Hammond, 1902).

Post-Aristotelian philosophy devoted much effort to vari-
ous analyses of the emotions, yet Aristotle continued to dom-
inate much of the thought of the Middle Ages well into the
fifteenth century. The age of the Scholastics was often preoc-
cupied with commentary and theological speculations and
frequently relegated emotions to an expression of animal
spirits, very distinct from the moral spirit and intellect with
which the ancients had wrestled. The main contribution to the
history of thought about emotion came from the great sys-
tematizer, Thomas Aquinas. He also asserted that emotions
disturb thought and should be controlled, but his classifica-
tions barely survived to the Renaissance. On the whole, the
period of theological dominance was best described in the
late sixteenth century by Suarez (1856): Pauca dicunt et in
variis locis (“They say little and do so in various places”).

The Renaissance came late in the history of the emotions,
though there was an early whiff of fresh air in the early-
sixteenth-century work of the Spanish philosopher Juan Luis
Vives, who explored and described the different passions
(emotions) with empirical concern and clarity. However, the
important shift came with René Descartes and his publication
in 1649 of his Les passions de l’âme (The Passions of the
Soul) (Descartes, 1649). In the spirit of his day, he started
afresh, postulating six primary passions, with all the rest con-
structed of those six: wonder, love, hate, desire, joy, and sad-
ness. This fundamentalist approach to constructing emotions
is still with us, though Descartes’ love, desire, and wonder
have been substituted by other, more contemporary, states
such as disgust, guilt, and shame.

Later in the seventeenth century Baruch Spinoza (1677/
1876) broke with the still popular view of the emotions as
bothersome intrusions and insisted that they be seen as nat-
ural and lawful phenomena. He is one of the major expositors
of the notion that the passions are essentially conative, that
is, derived from motivational forces, just as Aristotle and
Hobbes had asserted before him. For Spinoza the passions—
pleasure, pain, and desire—are all derived from the drive to
self-preservation, to maintain one’s own existence. By the
late eighteenth century, Immanuel Kant definitively made

feelings into a special class of psychical processes—a third
mental faculty added to the other two of knowing and appeti-
tion (Kant, 1800). Kant, who dominated the early nineteenth
century in philosophy in general, also did so in the realm of
feelings and emotion. His view of feelings/emotions as a sep-
arate faculty was maintained well into the twentieth century,
as was his distinction between (temporary) emotions and
(lasting) passions.

With the nineteenth century, classification became a major
theme of the new scientism, and the emotions followed suit.
For example, Wilhelm Wundt’s system went from simple to
complex feelings and then to true emotions. Complex emo-
tions were analyzed in terms of a half dozen or more types
and tokens of feelings (Wundt, 1891). Two other major con-
tributors to the nineteenth-century classificatory ambience
were Alexander Bain and James McCosh. Bain, arguably
the last great figure of British associationism, contributed to
the enumerative wars by naming love, anger, and fear as pri-
mary emotions, but he also muddied the waters by needless
multiplication of the list of emotions and introducing such un-
usual entries as emotions of property, power, and knowledge
(Bain, 1859/1875). Another classifier popular in the United
States was McCosh, a member of the Scottish school of psy-
chology, who divided the field into appetences (the desire for
specific objects), ideas, excitements, and organic affections
(pleasant and unpleasant bodily reactions) (McCosh, 1880).

All these rather evanescent attempts were brought to an
end by the James-Lange-Sergi theory, to which I shall return
shortly. But first it is necessary to describe the landscape
of the new century that William James introduced, to show
how multifaceted the psychology of emotion became and
how confused it may have looked, just as we enter another
century with as many, and sometimes as different, theoretical
positions as marked the twentieth.

The best illustration of the confusion of the new century is
shown in three volumes of symposia on “Feelings and Emo-
tions” (Arnold, 1970; Reymert, 1928, 1950). The 101 contri-
butions to the three volumes represent one or two dozen
different theories of emotion. Are we to follow each of these
many strands through the century? Can we select one or two
preeminent survivors? Probably not, because too many of
these different strands still have respectable defenders today.
All we can do is to pay attention to those that appear to be cu-
mulative, persistent, and important. Some sense of the sweep
of the past 70 years is conveyed by the participants in the
three symposia. The 1928 volume conveys a definite sense of
history. It is full of the great names: Spearman, Claparède,
Bühler, McDougall, Woodworth, Carr, Cannon, Bekhterev,
Pieron, Janet, Adler, and many more. The 1950 volume has a
modern flavor; there are glimpses of the cold war and of the
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hope for psychology and its applications just after World
War II. The 1970 volume seems to be in a place-holding
position. Many of the names that will make a difference in
the late twentieth century appear, but no discernible theme is
apparent. There is also some philosophical speculation,
strangely out of place, written by both philosophers and
psychologists with a charming disregard of past or present
evidence. The best summary of the dilemma of the field
was provided by Madison Bentley in the 1928 volume. He
knew then what many psychologists still fail to accept today,
that there is no commonly or even superficially acceptable
definition of what a psychology of emotion is about. And he
concludes: “Whether emotion is today more than the heading
of a chapter, I am still doubtful.”

THEMES IN A MODERN HISTORY OF EMOTION

Modern concerns with problems of emotion date from the
publication of William James’s and Carl Lange’s papers.
William James’s major contribution to psychology in his the-
ory of emotion really had very little to do with the problem of
emotion as such. At the end of the nineteenth century, psy-
chology was still obsessed with its own “atomic” theory.
Complex ideas and thoughts were made up of nuclear ideas,
feelings, and thoughts. We find this fundamental notion in
Wundt just as much as we found it in John Locke. If anything
characterizes modern theoretical attitudes, it is an approach
common to practically all of the various schools, trends, and
points of view. Nearly all would subscribe to the notion that
the role of modern psychology is to describe the processes
and mechanisms that produce thoughts, ideas, actions, and
feelings. Whether the stress is on the production of these
“mental” events or on the production of behavior and action,
the important point is that the basic building blocks are theo-
retical mechanisms and processes rather than atomic, unde-
fined mental contents. It was William James who promoted
the change from the content to a process approach. It is this
approach that motivated his insistence that emotional con-
sciousness is “not a primary feeling, directly aroused by the
exciting object or thought, but a secondary feeling indirectly
aroused” (James, 1894, p. 516), though he does consider as
primary the “organic changes . . . which are immediate re-
flexes following upon the presence of the object” (p. 516). He
contrasts his position with that of Wundt, who insisted that a
feeling (Gefühl) was an unanalyzable and simple process
corresponding to a sensation.

The fundamental distinction between feeling or emotion
as a secondary derivative process and the view that feelings
are unanalyzable provides one of the main themes running

through the history of the psychology of emotion. Over 100
years later, we still find some psychologists who search for
“fundamental” emotions whose origin is often found in the
common language and subtle linguistic distinctions among
feelings, emotions, and affects. James considered such at-
tempts purely “verbal.”

Another theme that defined the psychology of emotion,
particularly in the United States, was the behaviorist insis-
tence that conscious experience be abandoned as a proper
subject of psychology. One of the results was that emotional
behavior tended to be the sole target of emotion research
during the second quarter of the twentieth century and that
emotion in human and in nonverbal animals was studied at
the same level. That made it possible to investigate emotional
behavior in the cat and rat and to generalize that to human
emotions. Finally, both the focus on observables and the
James-Lange emphasis on visceral events made research on
emotion almost exclusively a program of investigating vis-
ceral events and their concomitants.

Theories of emotion suffered the same fate as other theo-
retical endeavors in psychology. In the nineteenth century
and before, they were primarily concerned with the explana-
tion of conscious events. With the advent of Freud, the
Würzburg school and its discovery of imageless thought, the
Gestalt school in Germany, theoretical notions and particu-
larly the emphasis on nonconscious events abounded. The
movement to the (theoretical) unconscious went into decline
in the United States during the behaviorist interlude to be res-
urrected with renewed energy after mid–twentieth century.
The “new” cognitive psychology—actually just a theory-rich
psychology—postulated that conscious events were a second-
ary phenomenon and that most of the interesting theoretical
events were not conscious at all but rather the unobservable
background of activations and interactions (sometimes
mapped into a neuropsychology) that made action and
thought possible.

TWO DISTINCT PSYCHOLOGIES OF EMOTION

There are two major traditions in the study of emotion. They
are distinguished by a relative emphasis on central as op-
posed to peripheral processes, the former concerned with
central nervous system mechanisms, the latter with periph-
eral reactions and particularly autonomic nervous system
responses (see Schachter, 1970). A similar distinction is es-
sentially a Cartesian one between mental and organic causes
of emotion. Paul Fraisse (1968) calls the distinction “les deux
faces de l’émotion”—the two aspects, or Janus-like faces, of
emotion. One face is mental and intellectual—the organic
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events are seen as consequences of psychic events. While
much of this line of thinking is tied to a belief in fundamental
unanalyzable feelings, it was also the forerunner of another
development—the conflict theories—that has a lengthy his-
tory going back at least 150 years to Johann Friedrich Herbart
(1816), who saw emotion as a mental disorder caused by dis-
crepancies (or what we would call today “conflicts”) among
perceptions or ideas. The other face of emotion is organic. It
also has a long history, primarily among the sensualists of the
eighteenth century who wanted all experience to be built of
nothing but sensory impressions and who stressed the effect
of organic reactions on mental emotional consequences. The
organic theorists insisted on physiological events, rather than
thoughts, as the determiners of emotion.

In the course of discussing the organic/peripheral theories,
we shall have repeated occasion to refer to autonomic and/or
visceral changes. Unless otherwise noted, this usually refers
to activities of the sympathetic nervous system (SNS). The
autonomic nervous system (ANS) is, in contrast to the central
nervous system, the other major subdivision of the body’s
nervous armamentarium. The ANS consists of the SNS and
the parasympathetic nervous system. The latter is primarily
concerned with energy storage and conservation and is the
evolutionarily older of the two (Pick, 1970); the former deals
with energy expenditure, reaction to emergencies, and stress
and is characterized, inter alia, by increased heart rate and
sweating. Discussions of visceral responses, here and else-
where, usually deal with sympathetic activity.

I shall follow Fraisse’s distinctions and argument and start
with the organic/peripheral and then return to the mentalist/
central position.

Peripheral/Organic Approaches to Emotion

James, Lange, and Sergi

William James’s presentation of his theory of emotion came in
three installments: First, in an 1884 article in Mind, then in
1890 in Chapter 25 of his Principles of Psychology, and fi-
nally in 1894 in the extensive reply to his critics (James, 1884,
1890, 1894). I start with his bald statement in the 1884 article:
“My thesis is . . . that the bodily changes follow directly the
PERCEPTION of the exciting fact, and that our feeling of the
same changes as they occur IS the emotion” (p. 189). James’s
emphasis on “organic” experience is illustrated when he notes
that we might see a bear and decide it would be best to run
away, or receive an insult and consider it appropriate to strike
back, but “we would not actually feel afraid or angry.” In il-
lustration, he noted that it would be impossible to think of an
emotion of fear if “the feelings neither of quickened heart-

beats nor of shallow breathing, neither of trembling lips nor of
weakened limbs, neither of goose-flesh not of visceral stirring,
were present” (1894, p. 194). The bodily changes James wants
to consider include running, crying, facial expressions, and
even more complicated actions such as striking out. Whereas
James did say that certain emotions were tied to specific vis-
ceral patterns, he did not confine himself to them. His insis-
tence on general bodily changes sets him apart from Lange,
who had said that emotions were the consequences of certain
“vaso-motor effects.” By 1894, James specifically rejected
that position when he noted that “Lange has laid far too great
stress on the vaso-motor factor in his explanation” (p. 517).
James kept looking for crucial tests of his theory, but even in
cases of congenital analgesia (who have no known pain sensa-
tions), he found it impossible to be certain of their emotional
consciousness. He was concerned with the verbal problems
and traps in existing and popular efforts to establish a taxon-
omy of emotion: “It is plain that the limit to [the number of
emotions that could be enumerated] would lie in the intro-
spective vocabulary of the seeker . . . and all sorts of group-
ings would be possible, according as we choose this character
or that as a basis. . . . The reader may then class the emotions
as he will” (1890, p. 485). Lange said very much the same
thing and, antedating Wittgenstein by several decades, spoke
of the reasons for the overlap among various conceptions of
emotions as due to certain “family resemblances” that one can
find in “popular speech as well as in scientific psychology.”

Lange’s little book appeared in Danish in 1885, and it was
the German translation by Kurella that James saw shortly
thereafter and that has formed the basis of all further expo-
sitions of Lange’s work (Lange, 1885, 1887). Lange’s book
was not translated into English until 1922, when it appeared
in a volume edited by Knight Dunlap, together with James’s
paper in Mind and the 1890 chapter (Dunlap, 1922).

Exactly what was it that Carl Lange said about emotion?
He started his treatise by saying that the old conceptions of
the emotions were wrong and must be reversed. But Lange
was somewhat reluctant to state exactly what that reverse
implies. In the clearest passage on that topic, he said that his
theory holds “that the various emotional disturbances are due
to disturbances in the vascular innervation that accompanies
the affections, and which, therefore, makes these vaso-motor
disturbances the only primary symptoms” (in Dunlap, 1922,
p. 60). In his introductory passage, Lange had started out to
explore the effects of the emotions on bodily functions but
had found that goal to be very difficult, if not impossible, to
achieve, “simply because the question had been put in re-
verse order.”

There is a problem of interpretation of James’s and
Lange’s “perceptual” antecedent of visceral disturbance. We
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are told repeatedly that particular perceptions produce certain
bodily effects, which then in turn are perceived and experi-
enced as “emotions.” What we are not told is how these per-
ceptions of external events produce the bodily effects. James
says that external events can give rise to bodily, visceral
changes without any awareness of the meaning and without
interpretation of these events. For example, he finds it “sur-
prising” that one can have mental events without conscious
accompaniments, which then precede the bodily reaction.
But then the theory falls apart because it is the intervening
mental event that gives rise to the organically determined
emotion. There is nothing surprising about this in 2002 with
our current concern with cognitions, the “intervening” inter-
pretive events.

If James is given some of the major credit for introducing
a constructivist analytic modern psychology, it is because he
was the most visible carrier of the idea. Others had similar
notions. The most visible, apart from Lange, was the Italian
psychologist Giuseppe Sergi, who wrote extensively on emo-
tion and published his own Nuova teoria della emozioni in
1894 and 1896 independently of James and Lange (Sergi,
1894, 1896). Sergi insisted that the brain added only the
conscious aspect to the emotions, all other aspects being the
result of vasomotor changes. Dunlap (1922) specifically
singles out the Australian Alexander Sutherland as the third
discoverer of the James-Lange theory, although Sutherland, a
philosopher, did not publish his independent version until
1898 (Sutherland, 1898), a version that was neither as clear
nor as persuasive as James’s. An even better candidate for a
priority claim might be the philosopher Jacob Henle, whom
James quotes repeatedly and approvingly. But these were the
“others”—history is often unkind.

To understand the tenor of the times, consider Wundt’s cri-
tique of the James-Lange theory (Wundt, 1891). Dealing with
Lange’s theory, Wundt called it a psychological pseudo-
explanation that tries to explain away psychic facts with
physiological observations. Instead, Wundt starts with the un-
analyzable feelings that alter the stream of ideas. For exam-
ple, the unanalyzable feelings of “fear” or “joy” can influence
the current stream of ideation, encouraging some,
discouraging some, or inhibiting other ideas. This altered
stream of ideas produces a secondary feeling as well as or-
ganic reactions. And the organic reactions produce sensory
feelings that are added to or fused with the preceding feeling
(or sensation) and thus intensify the conscious feeling. Mod-
ern counterparts of Wundt are continuing a search for specific
fundamental emotions. Instead of looking for fundamental
emotions, others, such as Arnold (1960), considered “ap-
praisals” as primary, in terms of their unanalyzability. First
comes the appraisal of something as “good” or “bad,” then

follows the rest of the emotional train. Apart from the theo-
logical implications for the a priori ability to make judgments
of “good” and “bad,” psychological theory in the twentieth
century places more emphasis on the conditions and
processes that give rise to such judgments.

The American attack on James came primarily from E. B.
Titchener, who also started with fundamental feelings, though
in a more complex form and with a somewhat less unanalyz-
able quality. The feeling is “in reality a complex process,
composed of a perception or idea and affection, in which af-
fection plays the principal part” (Titchener, 1896, p. 214). As
far as the formation of an emotion is concerned, Titchener
postulated that a train of ideas need be interrupted by a vivid
feeling, that this feeling shall reflect the situation in the out-
side world (as distinct from inner experience), and that the
feeling shall be enriched by organic sensations, set up in the
course of bodily adjustment to the incident. The emotion it-
self, as experienced, consists of the stimulus association of
ideas, some part of which are always organic sensations. For
Titchener, sensations are truly based on external events and
not “cognitive”; emotions occur in the presence of specific
situations and conflicts.

None of the criticisms of James, piecemeal as they were,
had much of an effect. The important and devastating attack
came over a quarter century later from Walter B. Cannon
(1914, 1927, 1929). Cannon used the attack on James to fur-
ther his own relatively uninfluential neurophysiological
theory, which postulated thalamically produced “feelings.”
What did have impact was his evaluation of the James-Lange
theory, which set the tone for the succeeding 50 years of psy-
chological theory. Cannon’s major points were addressed to
the question of visceral feedback as the basis for emotional
behavior. Niceties as to whether Cannon’s target should be
Lange’s emotional behavior or James’s emotional experience
were forgotten in the light of the devastating and elegant con-
tent of Cannon’s attack. It consisted of five major points:
(1) Even when the viscera are separated from the central ner-
vous system, that is, when visceral arousal cannot be per-
ceived, some emotional behavior may still be present.
(2) There does not seem to be any reasonable way to specify
visceral changes that James had maintained should differ
from emotion to emotion. (3) The perception and feedback
from autonomic nervous system discharge is so diffuse and
indistinct that one must assume that the viscera are essen-
tially insensitive and could not possibly serve the differentia-
tion function that James’s position requires. (4) Autonomic
nervous system responses are very slow, and their slow onset,
on the order of 1–2 seconds, would suggest that emotion
should not occur within shorter intervals. (5) When visceral
changes are produced by artificial means—for example, by
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the injection of adrenaline—emotional states do not seem to
follow as a matter of course.

History has been kinder to Cannon than to James. Cannon’s
first point turned out to be essentially correct. However, there
is evidence that separating the viscera from the central nervous
system significantly interferes with at least the acquisition of
emotional behavior.Arguments have also been made that even
in the absence of the viscera, there are other systems, including
the skeletal system, that may subserve the Jamesian functions.
Cannon was quite right as far as points (2) and (3) are con-
cerned; there is no evidence that different emotional states or
behaviors are antecedently caused by different visceral states.
Much heat has been generated by this argument in subsequent
years, but still no causal evidence is available. Evidence that
has been cited about the differential conditioning of various
autonomic functions, or even differential responding in differ-
ent parts of the autonomic system, is not relevant to this argu-
ment, since the Jamesian argument is about different causally
implicated patterns of the autonomic system—different emo-
tions are caused by different organic patterns. As far as point
(4) is concerned, the argument is somewhat similar to point
(1). Cannon is right in general, but other mechanisms such as
conditioned skeletal responses and autonomic imagery may
serve to bridge the gap and explain the phenomena, such as
rapid reactions to painful stimuli or autonomic “perceptions”
with very short reaction times, that the subjective evidence
suggests.As for Cannon’s fifth point, the evidence cited below
shows that visceral changes produced by artificial means are
not sufficient to produce emotional states, but that their pres-
ence certainly is an important condition for emotional experi-
ence in conjunction with other cognitive factors. In any case,
Cannon’s five criticisms were important enough to generate
extensive and influential research on the points of disputation
between James-Lange and Cannon.

The Post-James Period

The half century following James was primarily dominated
by his approach but with a lingering concern about the kind
of mental events that were responsible for the conditions that
produced organic, and especially visceral, reactions and the
nature of the perceptions that made for specific emotional
qualities. All of these were attempts to find some way of
bringing in the central nervous system. By 1936, Ruckmick
had stressed the interaction of visceral and cognitive factors,
and later Hunt, Cole, and Reis had specified how different
emotions may be tied to specific environmental-cognitive
interactions (J. Hunt, Cole, & Reis, 1958; Ruckmick, 1936).
The major antecedent for the next significant change in di-
rection of emotion theory was an essentially anecdotal study

by the Spanish physician Gregorio Marañon (1924), who
found that when he injected a large number of patients with
adrenaline, approximately one-third of them responded with
a quasi-emotional state. The rest reported little or no emo-
tional response and simply reported a physiological state of
arousal. However, the patients who reported emotional reac-
tions typically noted that they felt “as if” they were afraid or
“as if” something very good was about to happen. In other
words, they did not report the full range of emotional experi-
ence but something closely akin to it. Whenever Marañon
discussed a recent emotional experience with his patients,
such as a death in the family, the patients reported full rather
than “as if” or “cold” emotion.

In part, these observations were the prolegomena for the
Schachter and Singer experiments (1962) that changed
the emotional landscape. Stanley Schachter (1971) put for-
ward three general propositions: (a) Given a state of physio-
logical arousal for which an individual has no immediate
explanation, he will describe his state in terms of whatever
cognitions are available. (b) Given a state of physiological
arousal for which an individual has a completely appropri-
ate explanation, no evaluative needs will arise and the
individual is unlikely to label his feelings in terms of (any)
cognitions available. (c) Given the same cognitive circum-
stances, the individual will react emotionally or describe his
feelings as emotions only to the extent that he experiences a
state of physiological arousal. In other words, both physiologi-
cal arousal and cognitive evaluation are necessary, but neither
is a sufficient condition for the production of emotional states.

The main contribution of Schachter’s group in the 1960s
was in opening up a new era of investigation and theory. It
redefined the psychology of emotion just as James had done 70
years earlier. The contribution was not so much the ingenious
experiments but a straightforward statement of a visceral-
cognitive theory. Visceral action was setting the stage for emo-
tional experience, but so was a cognitive evaluation, and
emotion was the product of the two. Perhaps more important
was the statement that general autonomic arousal rather than a
specific pattern was the visceral concomitant of emotional ex-
perience. The consequences of this position have been a large
number of experimental studies showing the influence of vis-
ceral and cognitive factors ranging from the instigation of ag-
gressive behavior to the occurrence of romantic love.

In the first set of experiments, Schachter and Singer
(1962) gave subjects injections of adrenaline under the cover
story that these were vitamin compounds that would affect
visual skills. Following the injection, subjects were either in-
formed of the consequences of the injection (i.e., they were
given correct information about the effects of adrenaline, but
without having been told that they were given an adrenaline
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injection), or they were not given any information about the
effects of adrenaline, or they were misinformed.

In the informed condition, they were told that they would
feel symptoms of sympathetic nervous system discharge. In
the misinformed condition, they were given a description of
parasympathetic symptoms, none of which would be ex-
pected as a result of the adrenaline injection. Following the
injection and the various types of information, the subject
was left in a waiting room together with another person who
was ostensibly another experimental subject but who was
actually a “stooge” of the experimenters. Then the stooge
would engage either in euphoric behavior (playing with
paper airplanes, playing basketball with the wastebasket, and
engaging in other happy behavior) or in angry behavior (be-
coming more and more insulting, asking personal and insult-
ing questions, and eventually leaving the room in anger).

The results were essentially in keeping with the two-factor
theory. The degree of information about the physiological
consequences of the injection was negatively correlated with
the degree of self-reported emotional state and with the de-
gree of emotional behavior induced by the stooge’s behavior.
Thus, the misinformed group, which presumably had the
highest evaluative need because the information they had
been given about the physiological effects and their actual
experiences were uncorrelated, showed the greatest degree of
self-reported euphoria as well as anger. The informed group,
with no “need” to explain their state, showed the lowest de-
gree of induced emotion. The ignorant group fell in between
the two other groups. The impact of these experiments was
theoretical rather than empirical. In fact, no exact replication
of these experiments is available, and a variety of misgivings
have been aired about them.

With the Schachter experiments, the pure organic tradi-
tion came to an end, at least for the time being. Once it had
been shown that the influence of visceral response depended
on cognitive factors, purely organic theories had played out
their role. The line from James and Lange was switched to a
more cognitive track. However, even if purely organic theo-
ries seemed untenable, visceral-cognitive interactions still
involved visceral response. I turn now to other evidence on
the role of the autonomic nervous system in the production
and maintenance of the emotions.

Emotions and Variations in Peripheral/Visceral Activity

A number of research areas are relevant to the James-Lange
position on the importance of visceral activity. The most
obvious is to produce an organism without a sympathetic
nervous system, which should produce an absence of
emotional behavior. Some animal preparations using

immuno-sympathectomies (Levi-Montalcini & Angeletti,
1961) have been studied, but the results have been equivocal
(Wenzel, 1972).

The most fervently pursued area of research has been in
the hunt for visceral patterning. Once James had intimated
and Lange had insisted that for every discrete emotion there
existed a discrete pattern of visceral response, the search was
on for specifying these discrete visceral antecedents of emo-
tion. Unfortunately, some 90 years of search have proven
fruitless.

Before examining some of the purported positive pieces of
evidence, we must be clear about the theoretical position in-
volved. Specifically, it must be shown that some specific
emotional experience is the consequence of (is caused by) a
specific pattern of visceral response. For our current under-
standing of causal analyses, any experiment claiming to sup-
port that position must show at least that the visceral pattern
occurs prior to the occurrence of the emotional experience.
Mere demonstrations of correlation between emotion and
visceral response are interesting but do not address the issue.

The most widely cited study purporting to support the phys-
iological specificity notion is an experiment by Ax (1953).
Ax exposed subjects either to a fear-provoking or to an anger-
provoking situation and measured patterns of physiological re-
sponse to these two experimental “stimuli.” Both situations
produced elevated levels of sympathetic nervous system re-
sponse with some significant differences on a number of vis-
ceral indicators. I do not need to argue that this does not show
any causal effects of visceral patterns. In fact, the question is:
What does it show? We do not know, in the absence of exten-
sive internal analyses and subjects’ reports, what specific
“emotion” the subjects experienced.

To put the study in the proper historical perspective, it was
done when psychology was still in the grip of the behavior-
istic approaches to emotion when “fear” and “anger” were
defined by what was done to the subjects, not by what they
perceived. In addition, the difference in visceral patterning
was shown as the average pattern of response for the two
groups of subjects. The kind of patterns that Ax found could
have been a combination of a variety of patterns from each
individual subject. Thus, with hindsight, we cannot even
come to any correlational conclusion about this study. More
important, subsequent attempts either to replicate or modify
the study have either failed to replicate the study or to pro-
vide any evidence for the causal effect of visceral patterns.

The conclusions of a 30-year-old survey still hold: “Inves-
tigators have been unable to find an identifiable physiological
change that corresponds to changes from one specific emo-
tion to another,” but “there is an unspecific relation between
the emotional state and physiological state” (Candland et al.,
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1977, pp. 31–32). There is no doubt that fulfillment of the
James-Lange dream would have been a very pleasant conclu-
sion to the search for specific emotions. But, although the
hope remained, it was not to be. Dreams die hard. To those
who still insist on a patterning approach, we are only left with
Bertrand Russell’s probably apocryphal response to the ques-
tion of how he would react to being confronted with God
after his death: “Lord, you did not give us enough evidence!”

What about an “unspecific relation” between viscera and
emotion, that is, a general autonomic response? Schachter’s
studies provided one piece of evidence. The same physiolog-
ical antecedent potentiated different emotions. It is also the
case that widely different emotions show relatively little
difference in physiological patterns. Here we need not go
into the question of whether or not these patterns are an-
tecedent to the emotional expression. If, with very different
emotions, the patterns are similar, the argument can be made
that it is highly unlikely the different emotions depend on dif-
ferent patterning. In 1969, Averill showed that both sadness
and mirth are associated with measurable visceral responses
and that both of them seem to involve primarily sympathetic
nervous system patterns. Averill found that two divergent
emotional states produce highly similar sympathetic states of
arousal (Averill, 1969). Patkai (1971) found that adrenaline
excretion increased in both pleasant and unpleasant situations
when compared with a neutral situation. She concludes that
her results “support the hypothesis that adrenalin release is
related to the level of general activation rather than being as-
sociated with a specific emotional reaction” (Patkai, 1971).
Frankenhaeuser’s laboratory (e.g., Frankenhaeuser, 1975)
has produced additional evidence that adrenaline is secreted
in a variety of emotional states.

William James believed that patients who have no visceral
perception, no feedback from visceral responses, would pro-
vide a crucial test of his theory. Parenthetically, we might
note that this is a peculiar retreat from James’s position
stressing any bodily reaction to the position of Lange, which
emphasized visceral response. In any case, James insisted
that these people would provide the crucial evidence for his
theory—namely, they should be devoid of, or at least defi-
cient in, their emotional consciousness. In that sense, William
James initiated the study of biofeedback. He thought that
variations in the perception of visceral response are central to
the emotional life of the individual, and that control over such
variations would provide fundamental insights into the causes
of emotions.

The sources of the biofeedback movement in modern
times are varied, but there are three lines of research that have
addressed James’s problem, and it is to these that we now
turn. One of them involved individuals who were victims of

a cruel natural experiment—people with spinal injuries that
had cut off the feedback from their visceral systems. The sec-
ond approach has assumed that individuals may differ in the
degree to which they perceive and can respond to their own
visceral responses. The third approach, in the direct tradition
of what is today commonly called biofeedback, involves
teaching individuals to control their autonomic level of
response and thereby to vary the feedback available.

The first area of research, the “anatomical restriction” of
autonomic feedback, is related to the animal studies with
auto-immune sympathectomies mentioned earlier. In human
subjects, a study by Hohmann (1966) looked at the problem
of “experienced” emotion in patients who had suffered spinal
cord lesions. He divided these patients into subgroups de-
pending on the level of their lesions, the assumption being
that the higher the lesion the less autonomic feedback. In sup-
port of a visceral feedback position, he found that the higher
the level of the spinal cord lesion, the greater the reported de-
crease in emotion between the preinjury and the postinjury
level. A subsequent study by Jasnos and Hakmiller (1975)
also investigated a group of patients with spinal cord lesions,
classified into three categories on the basis of lesion level—
from cervical to thoracic to lumbar. There was a significantly
greater reported level of emotion the lower the level of spinal
lesion.

As far as the second approach of individual responsive-
ness in autonomic feedback is concerned, there are several
studies that use the “Autonomic Perception Questionnaire”
(APQ) (Mandler, Mandler, & Uviller, 1958). The APQ
measures the degree of subjective awareness of a variety of
visceral states. The initial findings were that autonomic per-
ception was related to autonomic reactivity and that autonomic
perception was inversely related to quality of performance; in-
dividuals with a high degree of perceived autonomic activity
performed more poorly on an intellective task (Mandler &
Kremen, 1958). Borkovec (1976) noted that individuals who
show a high degree of autonomic awareness generally were
more reactive to stress stimuli and are more affected by
anxiety-producing situations. Perception of autonomic events
does apparently play a role in emotional reactivity.

Two studies by Sirota, Schwartz, and Shapiro (1974,
1976) showed that subjects could be taught to control their
heart rate and that voluntary slowing of the rate led to a re-
duction in the perceived noxiousness of painful shock. They
concluded that their results “lend further credence to the
notion that subjects can be trained to control anxiety and/or
pain by learning to control relevant physiological responses”
(Sirota et al., 1976, p. 477). Finally, simulated heart rate feed-
back—playing a heart rate recording artificially produced and
purported to be a normal or accelerated heart rate—affected
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judgmental evaluative behavior, and Ray and Valins showed
that similar simulated heart rate feedback changed subjects’
reactions to feared stimuli (Valins, 1966, 1970; Valins & Ray,
1967). The work on variations of autonomic feedback indi-
cates that the perception of autonomic or visceral activity is a
powerful variable in manipulating emotional response.

Given that the nineteenth century replayed the ancient
view that organic/visceral responses are bothersome and in-
terfering, and at best play some incidental mediating role, the
mid–twentieth century provided evidence that that old posi-
tion does not adequately describe the functions of the visceral
reactions. The currently dominant notion about the function
and evolution of the sympathetic nervous system has been the
concept of homeostasis, linked primarily with W. B. Cannon.
In a summary statement, he noted: “In order that the con-
stancy of the internal environment may be assured, therefore,
every considerable change in the outer world and every con-
siderable move in relation to the outer world, must be
attended by a rectifying process in the hidden world of the or-
ganism” (Cannon, 1930). However, visceral response may
also, in addition to its vegetative functions, color and qualita-
tively change other ongoing action. It may serve as a signal
for action and attention, and signal actions that are important
for the survival of the organism (Mandler, 1975). Finally, the
autonomic system appears to support adaptive responses,
making it more likely, for example, that the organism will re-
spond more quickly, scan the environment more effectively,
and eventually respond adaptively.

Most of the work in this direction was done by Marianne
Frankenhaeuser (1971, 1975). Her studies used a different
measurement of autonomic activity: the peripheral appear-
ance of adrenaline and noradrenaline (the catecholamines).
Frankenhaeuser (1975) argued that the traditional view of
catecholamine activity as “primitive” and obsolete may be
mistaken and that the catecholamines, even in the modern
world, play an adaptive role “by facilitating adjustment to
cognitive and emotional pressures.” She showed that normal
individuals with relatively higher catecholarnine excretion
levels perform better “in terms of speed, accuracy, and en-
durance” than those with lower levels. In addition, good ad-
justment is accompanied by rapid decreases to base levels of
adrenaline output after heavy mental loads have been im-
posed. High adrenaline output and rapid return to base levels
characterized good adjustment and low neuroticism.

In the course of this survey of the organic tradition, I have
wandered far from a purely organic point of view and have
probably even done violence to some who see themselves as
cognitive centralists rather than organic peripheralists. How-
ever, the line of succession seemed clear, and the line of de-
velopment was cumulative. Neither the succession nor the

cumulation will be apparent when we look at the other face of
emotion—the mental tradition.

Central /Mental Approaches to Emotion

Starting with the 1960s, the production of theories of emo-
tion, and of accompanying research, multiplied rapidly. In
part, this was due to Schachter’s emphasis on cognitive fac-
tors, which made possible a radical departure from the
James-Lange tradition. The psychological literature reflected
these changes. Between 1900 and 1950, the number of refer-
ences to “emotion” had risen rather dramatically, only to drop
drastically in the 1950s. The references to emotion recovered
in the following decade, to rise steeply by the 1980s (Rimé,
1999).

Historically, the centralist/mental movements started with
the unanalyzable feeling, but its main thrust was its insistence
on the priority of psychological processes in the causal chain
of the emotions. Whether these processes were couched in
terms of mental events, habits, conditioning mechanisms, or
sensations and feelings, it was these kinds of events that re-
ceived priority and theoretical attention. By mid-twentieth
century, most of these processes tended to be subsumed
under the cognitive heading—processes that provide the or-
ganism with internal and external information. The shift to
the new multitude of emotion theories was marked by a
major conference on emotion at the Karolinska Institute in
Stockholm in 1972 (Levi, 1975). It was marked by the pres-
ence of representatives of most major positions and the last
joint appearance of such giants of human physiology of the
preceding half century as Paul MacLean, David Rioch, and
Jose Delgado. In order to bring the history of emotion to a
temporary completion, it is necessary to discuss some of the
new arrivals in mid-century. I shall briefly describe the most
prominent of these.

Initially, the most visible position was Magda Arnold’s,
though it quickly was lost in the stream of newcomers.
Arnold (1960) developed a hybrid phenomenological-
cognitive-physiological theory. She starts with the appraisals
of events as “good” or “bad,” judgments that are unanalyz-
able and are part of our basic humanness. She proceeds from
there to the phenomenology of emotional “felt tendencies”
and accompanying bodily states, and concludes by describ-
ing the possible neurophysiology behind these processes.
Also in the 1960s, Sylvan Tomkins (1962–1992), the most
consistent defender of the “fundamental emotions” approach,
started presenting his theory. Tomkins argued that certain
eliciting stimuli feed into innate neural affect programs,
which represent primary affects such as fear, anger, sadness,
surprise, happiness, and others. Each of these primary affects
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is linked to a specific facial display that provides feedback to
the central brain mechanisms. All other affects are considered
secondary and represent some combination of the primary
affects. Izard (1971, 1972) presents an ambitious and com-
prehensive theory that incorporates neural, visceral, and sub-
jective systems with the deliberate aim to place the theory
within the context of personality and motivation theory. Izard
also gives pride of place to feedback from facial and postural
expression, which is “transformed into conscious form,
[and] the result is a discrete fundamental emotion” (Izard,
1971, p. 185). Mandler (1975) presented a continuation of
Schachter’s position of visceral /cognitive interactions with
an excursion into conflict theory, to be discussed below.

Frijda (1986) may be the most wide-ranging contempo-
rary theorist. He starts off with a working definition that de-
fines emotion as the occurrence of noninstrumental behavior,
physiological changes, and evaluative experiences. In the
process of trying a number of different proposals and investi-
gating action, physiology, evaluation, and experience, Frijda
arrives at a definition that’s broad indeed. Central to his posi-
tion are action tendencies and the individual’s awareness of
them. The tendencies are usually set in motion by a variety
of mechanisms. Thus, Frijda describes emotion as a set of
mechanisms that ensure the satisfaction of concerns, com-
pare stimuli to preference states, and by turning them into re-
wards and punishments, generate pain and pleasure, dictate
appropriate action, assume control for these actions and
thereby interrupt ongoing activity, and provide resources for
these actions (1986, p. 473). The question is whether such
mechanisms do not do too much and leave nothing in mean-
ingful action that is not emotional. At least one would need to
specify which of the behaviors and experiences that fall
under such an umbrella are to be considered emotional and
which not. But that would again raise the elusive problem as
to what qualifies as an emotion.

Ortony, Clore, and Collins (1988) define emotions as
“valenced reactions to events, agents, or objects, with their
particular nature being determined by the way in which the
eliciting situation is construed” (p. 13). Such a definition is,
of course subject to James’s critique; it is abstracted from
the “bodily felt” emotions. Richard Lazarus and his co-
workers define emotion as organized reactions that consist
of cognitive appraisals, action impulses, and patterned
somatic reactions (Folkman & Lazarus, 1990; Lazarus,
Kanner, & Folkman, 1980). Emotions are seen as the result
of continuous appraisals and monitoring of the person’s
well-being. The result is a fluid change of emotional states
indexed by cognitive, behavioral, and physiological symp-
toms. Central is the notion of cognitive appraisal, which
leads to actions that cope with the situation.

Many of the mental/central theories are descendants of a
line of thought going back to Descartes and his postulation of
fundamental, unanalyzable emotions. However some 300
years later there has been no agreement on what the number
of basic emotions is. Ortony and Turner (1990) note that the
number of basic emotions can vary from 2 to 18 depending
on which theorist you read. If, as is being increasingly ar-
gued nowadays, there is an evolutionary basis to the primary
emotions, should they not be more obvious? If basic emo-
tions are a characteristic of all humans, should the answer not
stare us into the face? The emotions that one finds in most
lists are heavily weighted toward the negative emotions, and
love and lust, for example, are generally absent (see also
Mandler, 1984).

Facial Expression and Emotions

If there has been one persistent preoccupation of psycholo-
gists of emotion, it has been with the supposed Darwinian
heritage that facial expressions express emotion. Darwin’s
(1872) discussion of the natural history of facial expression
was as brilliant as it was misleading. The linking of Darwin
and facial expression has left the impression that Darwin con-
sidered these facial displays as having some specific adaptive
survival value. In fact, the major thrust of Darwin’s argument
is that the vast majority of these displays are vestigial or ac-
cidental. Darwin specifically argued against the notion that
“certain muscles have been given to man solely that he may
reveal to other men his feelings” (cited in Fridlund, 1992b,
p. 119).

With the weakening of the nineteenth-century notion of
the unanalyzable fundamental emotion, psychologists be-
came fascinated with facial expressions, which seemed to
be unequivocal transmitters of specific, discrete emotional
states. Research became focused on the attempt to analyze
the messages that the face seemed to be transmitting (see
Schlosberg, 1954). However, the evaluation of facial ex-
pression is marked by ambivalence. On the one hand, there is
some consensus about the universality of facial expressions.
On the other hand, as early as 1929 there was evidence that
facial expressions are to a very large extent judged in terms of
the situations in which they are elicited (Landis, 1929).

The contemporary intense interest in facial expression
started primarily with the work of Sylvan Tomkins (see
above), who placed facial expressions at the center of his
theory of emotion and the eight basic emotions that form the
core of emotional experience. The work of both Ekman and
Izard derives from Tomkins’s initial exposition. The notion
that facial displays express some underlying mental state
forms a central part of many arguments about the nature
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of emotion. While facial expressions can be classified into
about half a dozen categories, the important steps have been
more analytic and have looked at the constituent compo-
nents of these expressions. Paul Ekman has brought the
analysis of facial movement and expression to a level of
sophistication similar to that applied to the phonological,
phonemic, and semantic components of verbal expressive
experiences (Ekman, 1982; Ekman & Oster, 1979). Ekman
attributes the origin of facial expressions to “affect pro-
grams” and claims that the only truly differentiating outward
sign of the different emotions is found in these emotional
expressions.

Another point of view has considered facial expressions as
primarily communicative devices. Starting with the fact that
it is not clear how the outward expression of inner states is
adaptive, that is, how it could contribute to reproductive fit-
ness, important arguments have been made that facial dis-
plays are best seen (particularly in the tradition of behavioral
ecology) as communicative devices, independent of emo-
tional states (Fridlund, 1991, 1992a; Mandler, 1975, 1992).
Facial displays can be interpreted as remnants of preverbal
communicative devices and as displays of values (indicating
what is good or bad, useful or useless, etc.). For example, the
work of Janet Bavelas and her colleagues has shown the im-
portance of communicative facial and other bodily displays.
The conclusion, in part, is that the “communicative situation
determines the visible behavior” (Bavelas, Black, Lemery, &
Mullett, 1986). In the construction of emotions, facial dis-
plays are important contributors to cognitions and appraisals
of the current scene, similar to verbal, imaginal, or uncon-
scious evaluative representations.

The Conflict Theories

The conflict theories are more diverse than the other cate-
gories that we have investigated. They belong under the gen-
eral rubric of mental theories because the conflicts involved
are typically mental ones, conflicts among actions, goals,
ideas, and thoughts. These theories have a peculiar history of
noncumulativeness and isolation. Their continued existence
is well recognized, but rarely do they find wide acceptance.

One of the major exponents of this theme in modern times
was the French psychologist Frédric Paulhan. He started with
the major statement of his theory in 1884, which was pre-
sented in book form in 1887; an English translation did not
appear until 1930 (Paulhan, 1887, 1930). The translator,
C. K. Ogden, contributed an introduction to that volume that
is marked by its plaintive note. He expressed wonderment
that so little attention had been paid to Paulhan for over 40
years. He complained that a recent writer had assigned to

MacCurdy (1925) the discovery that emotional expressions
appear when instinctive reactions are held up. Ogden hoped
that his reintroduction of Paulhan to the psychological world
would have the proper consequences of recognition and sci-
entific advance. No such consequences have appeared. It is
symptomatic of the history of the conflict theories that de-
spite these complaints, neither Ogden nor Paulhan mention
Herbart (1816), who said much the same sort of thing.

Paulhan’s major thesis was that whenever any affective
events occur, we observe the same fact: the arrest of ten-
dency. By arrested tendency Paulhan means a “more or less
complicated reflex action which cannot terminate as it would
if the organization of the phenomena were complete, if there
were full harmony between the organism or its parts and their
conditions of existence, if the system formed in the first place
by man, and afterwards by man and the external world, were
perfect” (1930, p. 17). However, if that statement rehearses
some older themes, Paulhan must be given credit for the fact
that he did not confine himself to the usual “negative” emo-
tions but made a general case that even positive, pleasant,
joyful, aesthetic emotions are the result of some arrested ten-
dencies. And he also avoided the temptation to provide us
with a taxonomy of emotions, noting, rather, that no two
emotions are alike, that the particular emotional experience is
a function of the particular tendency that is arrested and the
conditions under which that “arrest” occurs.

The Paulhan-Ogden attempt to bring conflict theory to the
center of psychology has an uncanny parallel in what we
might call the Dewey-Angier reprise. In 1894 and 1895, John
Dewey published two papers on his theory of emotion. In
1927, Angier published a paper in the Psychological Review
that attempted to resurrect Dewey’s views. His comments on
the effect of Dewey’s papers are worth quoting: “They fell
flat. I can find no review, discussion, or even specific mention
of them at the time or during the years immediately following
in the two major journals” (Angier, 1927). Angier notes that
comment had been made that Dewey’s theory was ignored be-
cause people did not understand it. He anticipated that another
attempt, hopefully a more readable one, would bring Dewey’s
conflict theory to the forefront of speculations about emotion.
Alas, Angier was no more successful on behalf of Dewey than
Ogden was in behalf of Paulhan. Dewey’s conflict theory, in
Angier’s more accessible terms, was: Whenever a series of
reactions required by an organism’s total “set” runs its course
to the consummatory reaction, which will bring “satisfaction”
by other reactions, there is no emotion. Emotion arises only
when these other reactions (implicit or overt) are so irrelevant
as to resist ready integration with those already in orderly
progress toward fruition. Such resistance implies actual
tensions, checking of impulses, interference, inhibition, or
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conflict. These conflicts constitute the emotions; without
them there is no emotion; with them there is. And just as
Paulhan and Ogden ignored Herbart, so did Dewey and
Angier ignore Herbart and Paulhan. Yet, I should not quite say
“ignore.” Most of the actors in this “now you see them, now
you don’t” game had apparently glanced at the work of their
predecessors. Maybe they had no more than browsed
through it.

The cumulative nature of science is true for its failures as
well as for its successes. There was no reason for Paulhan to
have read or paid much attention to Herbart, or for Dewey or
Angier to have read Paulhan. After all, why should they pay
attention to a forgotten psychologist when nobody else did? It
may be that conflict theories appeared at inappropriate times,
that is, when other emotion theories were more prominent
and popular—for example, Dewey’s proposal clashed with
the height of James’s popularity. In any case, it is the peculiar
history of the conflict theories that they tend to be rediscov-
ered at regular intervals.

In 1941, W. Hunt suggested that classical theories gener-
ally accepted a working definition of emotion that involved
some emergency situation of biological importance during
which “current behavior is suspended” and responses appear
that are directed toward a resolution of the emergency
(W. Hunt, 1941). These “classical” theories “concern them-
selves with specific mechanisms whereby current behavior is
interrupted and emotional responses are substituted” (p. 268).
Hunt saw little novelty in formulations that maintained that
emotion followed when an important activity of the organism
is interrupted. Quite right; over nearly 200 years, that same
old “theme” has been refurbished time and time again. I will
continue the story of the conflict theories without pausing for
two idiosyncratic examples, behaviorism and psychoanalysis,
which—while conflict theories—are off the path of the devel-
oping story. I shall return to them at the end of this section.

The noncumulative story of conflict theories stalled for a
while about 1930, and nothing much had happened by 1941,
when W. Hunt barely suppressed a yawn at the reemergence
of another conflict theory. But within the next decade, another
one appeared, and this one with much more of a splash. It was
put forward by Donald 0. Hebb (1946, 1949), who came to his
conflict theory following the observations of rather startling
emotional behavior. Hebb restricted his discussion of emotion
to what he called “violent and unpleasant emotions” and to
“the transient irritabilities and anxieties of ordinary persons
as well as to neurotic or psychotic disorder” (1949, p. 235).
He specifically did not deal with subtle emotional experiences
nor with pleasurable emotional experiences.

Hebb’s observations concerned rage and fear in chim-
panzees. He noted that animals would have a paroxysm of

terror at being shown another animal’s head detached from
the body, that this terror was a function of increasing age, and
also that various other unusual stimuli, such as other isolated
parts of the body, produced excitation. Such excitation was
apparently not tied to a particular emotion; instead, it would
be followed sometimes by avoidance, sometimes by aggres-
sion, and sometimes even by friendliness. Hebb assumed that
the innate disruptive response that characterizes the emo-
tional disturbance is the result of an interference with a phase
sequence—a central neural structure that is built up as a re-
sult of previous experience and learning. Hebb’s insistence
that phase sequences first must be established before they can
be interfered with, and that the particular emotional distur-
bance follows such interference and the disruptive response,
identifies his theory with the conflict tradition. Hebb’s theory
does not postulate any specific physiological pattern for any
of these emotional disturbances such as anger, fear, grief, and
so forth, nor does he put any great emphasis on the physio-
logical consequences of disruption.

The next step was taken by Leonard Meyer (1956), who,
in contrast to many other such theorists, had read and under-
stood the literature. He properly credited his predecessors
and significantly advanced theoretical thinking. More impor-
tant, he showed the application of conflict theory not in the
usual areas of fear or anxiety or flight but in respect to the
emotional phenomena associated with musical appreciation.
None of that helped a bit. It may well be that because he
worked in an area not usually explored by psychologists, his
work had no influence on any psychological developments.

Meyer started by saying that emotion is “aroused when a
tendency to respond is arrested or inhibited.” He gave John
Dewey credit for fathering the conflict theory of emotion and
recognized that it applies even to the behaviorist formula-
tions that stress the disruptive consequences of emotion.
Meyer noted that Paulhan’s “brilliant work” predates
Dewey’s, and he credited Paulhan with stating that emotion is
aroused not only by opposed tendencies but also when “for
some reason, whether physical or mental [a tendency], can-
not reach completion.” So much for Meyer’s awareness
of historical antecedents. Even more impressive is his antici-
pation of the next 20 years of development in emotion
theory. For example, he cited the conclusion that there is no
evidence that each affect has its own peculiar physiological
composition. He concluded that physiological reactions are
“essentially undifferentiated, and become characteristic only
in certain stimulus situations. . . . Affective experience is dif-
ferentiated because it involves awareness and cognition of
the stimulus situation which itself is necessarily differenti-
ated.” In other words: An undifferentiated organic reaction
becomes differentiated into a specific emotional experience
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as a result of certain cognitions. As an example, Meyer re-
minded his readers that the sensation of falling through space
might be highly unpleasant, but that a similar experience, in
the course of a parachute jump in an amusement park, may
become very pleasurable.

In short, Meyer anticipated the development of the cogni-
tive and physiological interactions that were to become the
mainstays of explanations of emotions in the 1960s and
1970s (e.g., Schachter). Most of Meyer’s book is concerned
with the perception of emotional states during the analysis
and the appreciation of music. His major concern is to show
that felt emotion occurs when an expectation is activated and
then temporarily inhibited or permanently blocked.

The last variant of the “conflict” theme to be considered
has all the stigmata of its predecessors: The emotional con-
sequences of competition or conflict are newly discovered,
previous cognate theories are not acknowledged, and well-
trodden ground is covered once again. The theorist is Man-
dler and the year was 1964. The theory is one of conflicting
actions, blocked tendencies, and erroneous expectations. But
there is no mention of Dewey, of Paulhan, and certainly not
of Meyer. The basic proposition (Mandler, 1964) was that the
interruption of an integrated or organized response sequence
produces a state of arousal, which will be followed by emo-
tional behavior or experience. This theme was expanded in
1975 to include the interruption of cognitive events and
plans. The antecedents of the approach appeared in a paper
by Kessen and Mandler (1961), and the experimental litera-
ture invoked there is not from the area of emotion; rather, it is
from the motivational work of Kurt Lewin (1935), who had
extensively investigated the effect of interrupted and uncom-
pleted action on tension systems.

In contrast to other conflict theories—other than
Meyer’s—in Mandler, the claim is that interruption is a suffi-
cient and possibly necessary condition for the occurrence of
autonomic nervous system arousal, that such interruption sets
the stage for many of the changes that occur in cognitive and
action systems, and finally, that interruption has important
adaptive properties in that it signals important changes in the
environment. Positive and negative emotions are seen as
following interruption, and, in fact, the same interruptive
event may produce different emotional states or conse-
quences depending on the surrounding situational and in-
trapsychic cognitive context. Some empirical extensions
were present in Mandler and Watson and, for example,
confirmed that an appetitive situation can produce extreme
emotional behavior in lower animals when they are put into a
situation where no appropriate behaviors are available to
them (Mandler & Watson, 1966). Other extensions were
further elaborations of the Schachter dissociation of arousal

and cognition, with discrepancy between expectation and
actuality producing the arousal.

Just as interruption and discrepancy theory asked the
question that Schachter had left out—“What is the source of
the autonomic arousal?”—so it was asked later by LeDoux in
1989: “How is it that the initial state of bodily arousal . . . is
evoked? . . . Cognitive theories require that the brain has a
mechanism for distinguishing emotional from mundane situ-
ations prior to activating the autonomic nervous system”
(LeDoux, 1989, p. 270). LeDoux suggested that separate sys-
tems mediate affective and cognitive computations, with the
amygdala being primarily responsible for affective computa-
tion, whereas cognitive processes are centered in the hip-
pocampus and neocortex. The (conscious) experience of
emotion is the product of simultaneous projections of the af-
fective and cognitive products into “working memory.” In
Mandler, it is discrepancy/interruption that provides a crite-
rion that distinguishes emotional from mundane situations.
Discrepant situations are rarely mundane and usually emo-
tional; in other words—and avoiding the pitfall of defining
emotions—whenever discrepancies occur, they lead to vis-
ceral arousal and to conditions that are, in the common
language, frequently called emotional. Such constructivist
analyses see the experience of emotion as “constructed” out
of, that is, generated by, the interaction of underlying
processes and relevant to a variety of emotional phenomena
(Mandler, 1993, 1999).

Behaviorism and Psychoanalysis

I hesitated in my recital of conflict theories and decided to pause
and postpone the discussion of two strands of theory that are—
in today’s climate—somewhat out of the mainstream of stan-
dard psychology. Both behaviorist and psychoanalytic theories
of emotion are conflict theories, and both had relatively little ef-
fect on the mainstream of emotional theory—the former be-
cause it avoided a theoretical approach to emotion, the latter
because all of psychoanalytic theory is a theory of emotion, as
well as a theory of cognition, and adopting its position on emo-
tion implied accepting the rest of the theoretical superstructure.
Behaviorists had their major impact on theories of motivation,
and the majority of their work relevant to emotion addressed
animal behavior and the conditioning of visceral states. How-
ever, behaviorist approaches do fall under the rubric of mental
theories, defined as applying to psychological, as opposed to
physiological, processes. In their approach to emotion, behav-
iorists stress the primacy of psychological mechanisms, distin-
guished from the organic approach.

There is another reason to consider behaviorism and psy-
choanalysis under a single heading. Particularly in the area of
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emotion, these two classes of theories exhibited most clearly
the effects of sociocultural-historical factors on psychologi-
cal theories. Both, in their own idiosyncratic ways, were the
products of nineteenth-century moral philosophy and theol-
ogy, just as the unanalyzable feeling was congruent with
nineteenth-century idealism. The influence of moral and reli-
gious attitudes finds a more direct expression in a theory of
emotion, which implies pleasure and unpleasure, the good
and the bad, rewards and punishments.

In the sense of the American Protestant ethic, behaviorism
raises the improvability of the human condition to a basic the-
orem; it decries emotion as interfering with the “normal” (and
presumably rational) progress of behavior. It opposes “fanci-
ness” with respect to theory, and it budges not in the face of
competing positions; its most dangerous competitor is eclecti-
cism. Behaviorism’s departure from classical Calvinism is
that it does not see outward success as a sign of inward grace.
Rather, in the tradition of the nineteenth-century American
frontier, it espouses a Protestant pragmatism in which outward
success is seen as the result of the proper environment. Con-
flict is to be avoided, but when it occurs, it is indicative of
some failure in the way in which we have arranged our envi-
ronment. The best examples of these attitudes can be found
when the psychologist moves his theories to the real world, as
Watson (1928) did when he counseled on the raising of chil-
dren. While quite content to build some fears into the child in
order to establish a “certain kind of conformity with group
standards,” Watson is much more uncertain about the need for
any “positive” emotions. He was sure that “mother love is a
dangerous instrument.” Children should never be hugged or
kissed, never be allowed to sit in a mother’s lap; shaking
hands with them is all that is necessary or desirable. A classi-
cal example of the behaviorist attitude toward emotion can be
found in Kantor (1921), who decries emotional consequences:
They are chaotic and disturb the ongoing stream of behavior;
they produce conflict. In contrast, Skinner (1938) noted the
emotional consequences that occur during extinction; he un-
derstood the conflict engendered by punishment, and his
utopian society is based on positive reinforcement.

I have discussed the classical behaviorists here for two
reasons. One is that underneath classical behaviorist inquiries
into emotion is a conflict theory; it is obvious in Kantor, and
implied in Watson and Skinner. But there is also another
aspect of conflict in behaviorist approaches to emotion; it
is the conflict between an underlying rational pragmatism
and the necessity of dealing with emotional phenomena,
which are frequently seen as unnecessary nuisances in the de-
velopment and explanation of behavior. There is no implica-
tion that emotions may be adaptively useful. For example,
apart from mediating avoidance behavior, visceral responses

are rarely conceived of as entering the stream of adaptive and
useful behavior.

One of the major aspirations of the behaviorist movement
was that the laws of conditioning would provide us with laws
about the acquisition and extinction of emotional states.
Pavlovian (respondent, classical) procedures in particular
held out high hopes that they might produce insights into how
emotions are “learned.” It was generally assumed that emo-
tional conditioning would provide one set of answers. How-
ever, the endeavor has produced only half an answer. We
know much about the laws of conditioning of visceral re-
sponses, but we have learned little about the determinants of
human emotional experience (see Mowrer, 1939). The most
active attempt to apply behaviorist principles in the fields of
therapy and behavior modification is increasingly being
faced with “cognitive” incursions.

In the area of theory, one example of neobehaviorist con-
flict theories is Amsel’s theory of frustration (1958, 1962).
Although Amsel is in the first instance concerned not with
emotion but rather with certain motivational properties of
nonreward, he writes in the tradition of the conflict theories.
Amsel noted that the withdrawal of reward has motivational
consequences. These consequences occur only after a partic-
ular sequence leading to consummatory behavior has been
well learned. Behavior following such blocking or frustration
exhibits increased vigor, on which is based the primary claim
for a motivational effect. Amsel noted that anticipatory frus-
tration behaves in many respects like fear. This particular
approach is the most sophisticated development of the early
behaviorists’ observations that extinction (nonreward) has
emotional consequences.

Psychoanalysis was in part a product of a nineteenth-
century interpretation of the Judeo-Christian ethic. The great
regulator is the concept of unpleasure (Unlust); Eros joins
the scenario decades later. At the heart of the theory lies the
control of unacceptable instinctive impulses that are to be con-
strained, channeled, coped with. Freud did not deny these
impulses; he brought them out into the open to be controlled—
and even sometimes liberated. However at the base was sin-
ning humanity, who could achieve pleasure mainly by avoid-
ing unpleasure. Psychoanalytic theory therefore qualifies as a
conflict theory. I have chosen not to describe psychoanalytic
theory in great detail for two reasons. First, as far as the main-
stream of psychological theories of emotion is concerned,
Freud has had a general rather than specific impact. Second, as
I have noted, all of psychoanalytic theory presents a general
theory of emotion. To do justice to the theory in any detail
would require a separate chapter.

However briefly, it is not difficult to characterize Freud’s
theory as a conflict theory. In fact, it combines conflict
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notions with Jamesian concerns. Curiously, after rejecting
psychological theories and particularly the James-Lange the-
ory of emotion, Freud characterizes affect, and specifically
anxiety, by a formulation that is hardly different from
James’s. Freud talks about specific feelings, such as unpleas-
antness, efferent or discharge phenomena (primarily vis-
ceral), and perception of these discharge phenomena (Freud,
1926/1975). However, in general, affect is seen as a result of
the organism’s inability to discharge certain “instinctive reac-
tions.” The best description of the psychoanalytic theory in
terms of its conflict implications was presented by MacCurdy
(1925). MacCurdy describes three stages that are implicit in
the psychoanalytic theory of emotion. The first, the arousal of
energy (libido) in connection with some instinctual tendency;
second, manifestations of this energy in behavior or con-
scious thought if that tendency is blocked; and third, energy
is manifested as felt emotion or affect if behavior and con-
scious thoughts are blocked and inhibited.

Not unexpectedly, psychoanalytic notions have crept into
many different contemporary theories. The most notable of
these is probably that of Lazarus and his associates, men-
tioned earlier, and their descriptions of coping mechanisms,
related to the psychoanalytic concerns with symptoms, de-
fense mechanisms, and similar adaptive reactions (Lazarus,
Averill, & Opton, 1970).

This concludes our sampling of a history that is some
2,500 years old, that has tried to be scientific, and that has re-
flected modern culture and society for the past 100-plus
years. What can one say about the possible future specula-
tions about emotion that might arise from that past?

A FUTURE HISTORY

First, I want to revisit a question that has been left hanging,
namely, exactly what is an emotion? And I start with William
James, who pointedly asked that question.

William James’s Question

William James initiated the modern period in the history of
psychology by entitling his 1884 paper “What Is an Emo-
tion?” Over a hundred years later we still do not have a gen-
erally acceptable answer. Did he confuse “a semantic or
metaphysical question with a scientific one” (McNaughton,
1989, p. 3)? As we have seen, different people answer the
question differently, as behooves a well-used umbrella term
from the natural language. Emotion no more receives an un-
equivocal definition than does intelligence or learning.
Within any language or social community, people seem to

know full well, though they have difficulty putting into
words, what emotions are, what it is to be emotional, what
experiences qualify as emotions, and so forth. However,
these agreements vary from language to language and from
community to community (Geertz, 1973) .

Given that the emotions are established facts of everyday
experience, it is initially useful to determine what organizes
the common language of emotion in the first place, and then
to find a reasonable theoretical account that provides a partial
understanding of these language uses. But as we have seen,
these theoretical accounts themselves vary widely. In recent
years theoretical definitions of emotions have been so broad
that they seem to cover anything that human beings do, as in
the notion that emotions are “episodic, relatively short-term,
biologically based patterns of perception, experience, physi-
ology, action, and communication that occur in response to
specific physical and social challenges and opportunities”
(Keltner & Gross, 1999).

Is there anything that is essential to the use of the term
“emotion,” some aspect that represents the core that would
help us find a theoretical direction out of the jungle of terms
and theories? Lexicographers perform an important function
in that their work is cumulative and, in general, responds to
the nuances and the changing customs of the common lan-
guage. What do they tell us? Webster’s Seventh New Colle-
giate Dictionary (1969) says that emotion is “a psychic and
physical reaction subjectively experienced as strong feeling
and physiologically involving changes that prepare the body
for immediate vigorous action,” and that affect is defined as
“the conscious subjective aspect of an emotion considered
apart from bodily changes.” Here is the traditional definition,
which responds to the advice of our elder statesmen Darwin
and James that visceral changes are a necessary part of
the emotions. But they are not sufficient; we still require the
affective component. Assuming that “affect” falls under a
broad definition of cognition, including information, cogita-
tion, subjective classification and other mental entities, the
advantage of an affective/cognitive component is that it makes
all possible emotions accessible.

Whatever evaluative cognitions arise historically and cul-
turally, they are potentially part of the emotional complex.
Thus, emotions different from the Western traditions (e.g.,
Lutz, 1988) become just as much a part of the corpus as tran-
scultural fears and idiosyncratically Western romantic love.
However, even such an extension covers only a limited sec-
tion of the panoply of emotions, and the arousal/cognition ap-
proach may not be sufficient.

It is unlikely that the question of a definition of the com-
monsense meaning of emotion will easily be resolved. And
so I close this section by returning to a quote from Charles
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Darwin, who had thought so fruitfully about the expression
of emotion and who knew that “expression” involved more
than the face and that the viscera were crucial in the experi-
ence of emotion: “Most of our emotions are so closely con-
nected with their expression that they hardly exist if the body
remains passive. . . . [As] Louis XVI said when surrounded
by a fierce mob, ‘Am I afraid? Feel my pulse.’ So a man may
intensely hate another, but until his body frame is affected, he
cannot be said to be enraged” (Darwin, 1872, p. 239).

How Many Theories?

Given that different lists of emotions and definitions seem to
appeal to different sets of emotions, one might have to con-
sider the possibility that the emotion chapter contains so
many disparate phenomena that different theories might be
needed for different parts of the emotion spectrum. Such a
possibility was hinted at even by William James, who, in
presenting his theory of emotion, noted that the “only emo-
tions . . . [that he proposed] expressly to consider . . . are
those that have a distinct bodily expression” (James, 1884,
p. 189). He specifically left aside aesthetic feelings or intel-
lectual delights, the implication being that some other ex-
planatory mechanism applies to those. On the one hand,
many current theories of human emotion restrict themselves
to the same domain as James did—the subjective experience
that is accompanied by bodily “disturbances.” On the other
hand, much current work deals primarily with negative
emotions—and the animal work does so almost exclusively.
Social and cognitive scientists spend relatively little time try-
ing to understand ecstasy, joy, or love, but some do important
and enlightening work in these areas (see, for example,
Berscheid, 1983, 1985; Isen, 1990). Must we continue to in-
sist that passionate emotional experiences of humans, rang-
ing from lust to political involvements, from coping with
disaster to dealing with grief, from the joys of creative work
to the moving experiences of art and music, are all cut from
the same cloth, or even that that cloth should be based on a
model of negative emotions? There are of course regularities
in human thought and action that produce general categories
of emotions, categories that have family resemblances and
overlap in the features that are selected for analysis (whether
it is the simple dichotomy of good and bad, or the apprecia-
tion of beauty, or the perception of evil).

These families of occasions and meanings construct the
categories of emotions found in the natural language. The
emotion categories are fuzzily defined by external and inter-
nal situations, and the common themes vary from case to case
and have different bases for their occurrence. Sometimes an
emotional category is based on the similarity of external

conditions, as in the case of some fears and environmental
threats. Sometimes an emotional category may be based on a
collection of similar behaviors, as in the subjective feelings
of fear related to avoidance and flight. Sometimes a common
category arises from a class of incipient actions, as in hostil-
ity and destructive action. Sometimes hormonal and physio-
logical reactions provide a common basis, as in the case of
lust, and sometimes purely cognitive evaluations constitute
an emotional category, as in judgments of helplessness that
eventuate in anxiety. Others, such as guilt and grief, depend
on individual evaluations of having committed undesirable
acts or trying to recover the presence or comfort of a lost per-
son or object. All of these emotional states involve evaluative
cognitions, and their common properties give rise to the ap-
pearance of discrete categories of emotions.

It can also be argued that different theories and theorists
are concerned with different aspects of an important and
complex aspect of human existence. Thus, animal research is
concerned with possible evolutionary precursors or parallels
of some few important, usually aversive, states. Others are
more concerned with the appraisal and evaluation of the ex-
ternal world, while some theories focus on the cognitive con-
junction with autonomic nervous system reactions. And the
more ambitious try to put it all together in overarching and
inclusive systems.

It may be too early or it may be misleading to assume com-
mon mechanisms for the various states of high joy and low
despair that we experience, or to expect complex human emo-
tions to share a common ancestry with the simple emotions of
humans and other animals. The question remains whether the
term emotion should be restricted to one particular set of
these various phenomena. Until such questions are resolved,
there is clearly much weeding to be done in the jungle, much
cultivation in order to achieve a well-ordered garden.
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Psychology is proud of its laboratories, with their apparatus for
careful experimentation and measurement. It is proud also of its
array of tests for measuring the individual’s performance in
many directions. It is pleased when its data can be handled
by mathematical and statistical methods. (Woodworth, 1929,
pp. 7–8)

When Robert S. Woodworth revised his influential introduc-
tory psychology text in 1929, he expanded his final chapter on
“personality”—“the individual as a whole, and his social ad-
justments” (Woodworth, 1929, p. 552), citing several recent
studies involving personality tests. Woodworth also revised
his treatment of “the methods of psychology” (p. 6), includ-
ing a new discussion of the “case history method” (p. 8).
However, the status of this method in Woodworth’s hier-
archy of methods was clear: It belonged at the bottom.
Woodworth first described the experimental method, “pre-
ferred as the most trustworthy way of observing the facts”

under controlled conditions (p. 6); this method included the
use of tests, as in testing “the object is to hold conditions con-
stant, so that many individuals can be observed under the
same conditions and fairly compared” (p. 6). When condi-
tions cannot be fully controlled, Woodworth noted, psychol-
ogy “has to resort to” a second method; this “genetic method”
(p. 8) involves observations of developmental processes (dur-
ing this period, “genetic” was frequently used as a synonym
for “developmental”; see, e.g., Warren, 1934, p. 114). If psy-
chologists wish to understand developments that have already
occurred, however, they are left with a substitute:

We find a genius, or an insane person, a criminal, or a “problem
child” before us, and we desire to know how he came to be what
he is. Then the best we can do is to adopt a substitute for the ge-
netic method, by reconstructing his history as well as we can
from his memory, the memories of his acquaintances, and such
records as may have been preserved. This case history method
has obvious disadvantages, but, as obviously, it is the only way
to make a start towards answering certain important questions.
(Woodworth, 1929, p. 8)

Having pointed out that the case history was primarily a
clinical method used to help people with abnormal behavior
and that “the cause of misfits and failures is certainly an im-
portant matter for study,” Woodworth asked, “Would it not be

The authors would like to thank William McKinley Runyan for his
helpful suggestions.
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still more desirable to trace the development of the successful
people, the great people, the lovely people, the splendid
people of all sorts?” (1929, p. 10). To illustrate his point, and
to introduce important topics in psychology, he presented a
“biographical sketch” of Gene Stratton-Porter, “a successful
writer of popular novels, and also of nature studies, essays
and poems” (p. 10). After mentioning several topics sug-
gested by Stratton-Porter’s life history, however, Woodworth
made sure to caution his readers that “a single case is not
enough to warrant any general conclusions” (p. 19). “We
have given so much space to the case history method in this
introduction,” he continued, 

not because it is the preferred method in psychology, for it is the
least rather than the most preferred, but because it can give us
what we want at the outset, a bird’s-eye view of the field, with
some indication of the topics that are deserving of closer exami-
nation. (p. 19)

In the ensuing 12 chapters of the text, Woodworth examined
the “deserving” topics but made no further reference to the
case of Gene Stratton-Porter.

Preceding by several years the full establishment of
the field of personality psychology in the mid-1930s,
Woodworth’s text (first published in 1921) outsold all others
for 25 years (Boring, 1950), and his definitions of method-
ological concepts served as prototypes for other textbook au-
thors (Winston, 1988). Indeed, Woodworth’s attention to
personality, his role in designing what is generally considered
the first personality inventory (the Personal Data Sheet;
Woodworth, 1919, 1932), and his ambivalent treatment of the
case history method—as the least preferred method, but the
one best suited to “give us what we want at the outset”
(Woodworth, 1929, p. 19)—have a distinctly modern ring. In
recent years, personality researchers with an interest in case
studies, life histories, and psychobiography have raised in-
triguing questions regarding the ambivalence of American
personality psychologists toward the study of individual lives
(Elms, 1994; McAdams, 1988, 1997; McAdams & West,
1997; Runyan, 1997). For example, McAdams and West ob-
serve that “from the beginning, personality psychologists
have had a love/hate relationship with the case study”
(p. 760). Such ambivalence, they suggest, is inconsistent with
the views of Gordon Allport (1937b) and Henry Murray
(1938), whose canonical texts defined the new field of per-
sonality psychology in the 1930s: “It is ironic that the field
defined as the scientific study of the individual person should
harbor deep ambivalence about the very business of examin-
ing cases of individual persons’ lives” (McAdams & West,
1997, p. 761). (Personality psychologists other than Allport

and Murray shared this definition of the field. For example, in
a third text that signaled the emergence of the new field,
Stagner remarked, “The object of our study is a single human
being” [1937, p. viii].)

Ambivalence regarding the study of individual lives also
seems incompatible with personality theorists’ “dissident role
in the development of psychology” (C. S. Hall & Lindzey,
1957, p. 4; see McAdams, 1997) and their concern with “the
study of the whole person,” which Hall and Lindzey (p. 6)
consider “a natural derivative of [the] clinical practice” of
early personality theorists such as Freud, Jung, and Adler. Yet
Hall and Lindzey’s major text, Theories of Personality
(1957), “gave almost no attention to the study of individual
persons or lives” (Runyan, 1997, p. 41). Runyan suggests that
personality psychologists in the 1950s and 1960s lost sight of
the study of individual lives, the “central focus” of Allport
and Murray, turning instead to “psychometric concerns and
the experimental study of particular processes” (p. 41; see
also Lamiell on the dominance of the individual differences
approach, which he considers “ill-suited to the task of ad-
vancing theories of individual behavior/psychological func-
tioning” [1997, p. 118], the goal of personality psychology).
Craik (1986) notes that biographical and archival approaches
were featured regularly in studies of personality during the
1930s and early 1940s but showed a “pattern of interrupted
development in the post–World War II era followed by a
vigorous contemporary re-emergence” (p. 27).

While observers generally agree regarding personality
psychologists’ ambivalence toward the study of individual
lives, the historical course of this ambivalence remains
somewhat unclear. Have personality psychologists had a rel-
atively constant “love/hate relationship” with studies of indi-
vidual lives “from the beginning” (McAdams & West, 1997,
p. 760), or have they shown interest in such studies during
some historical periods (e.g., the 1930s and 1940s) and ne-
glected them during others (e.g., the 1950s and 1960s)? At
what point did psychometric methods become predominant
in personality research? And how can we explain the “puz-
zling history” (Runyan, 1997, p. 41) of American personality
psychologists’ tendency to neglect the study of individual
lives? What historical, cultural, institutional, and personal
factors have contributed to their ambivalence? Runyan sug-
gests a number of factors but emphasizes the need for “more
detailed research on the intellectual and institutional history
of personality psychology” (p. 42). 

In this chapter, we consider several pieces of this histori-
cal puzzle. We begin by examining the formative period of
personality research between 1900 and 1930. As Parker
(1991) suggests, this period has received scant attention in
historical reviews of American personality psychology,
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largely due to the prevailing belief that “personality quite
suddenly became a field in the middle of the 1930s” (Sanford,
1985, p. 492). In fact, psychologists developed an interest in
personality much earlier, and their methodological choices,
shaped by developments within the broader field of psychol-
ogy and in the larger culture, influenced the field in impor-
tant ways (Danziger, 1990, 1997; Parker, 1991; Shermer,
1985). In our own historical review of the field (Winter &
Barenbaum, 1999), we argue that early research in personal-
ity reveals a tension between two central tasks of personality
psychology—“the study of individual differences” and “the
study of individual persons as unique, integrated wholes”
(p. 6; emphasis in original)—and that the individual differ-
ences approach was already well-established in psychological
studies of personality by the time the subfield of personality
psychology was institutionalized in the 1930s. Here, we
examine in more detail aspects of this formative period that
contributed to the predominance of the psychometric ap-
proach and to personality psychologists’ ambivalence regard-
ing intensive studies of individual lives. We suggest that
personality psychologists’ attitudes toward case studies and
life histories were influenced by work not only in psychology
but also in neighboring disciplines that adopted alternative
investigative practices. In particular, we compare the recep-
tion of case studies and life histories in psychiatry, sociology,
and psychology during the early decades of the twentieth
century.

To illustrate the lasting effects of these methodological
choices, we trace the efforts of Allport and Murray to pro-
mote the study of individual lives in personality psychology,
and we examine psychologists’ responses to their work.
Finally, we reconsider the question of the historical course
of personality psychologists’ ambivalence regarding the
study of individual lives and suggest an interpretation of the
revival of interest in case studies, life histories, and psy-
chobiography in recent years. Rather than simply document-
ing the history of case studies and life histories in personality
psychology, we focus in this chapter on contextual factors
shaping American personality psychologists’ attitudes toward
these methods. Our account builds upon a number of earlier
sources: historical reviews of case studies (e.g., Bromley,
1986; Forrester, 1996; McAdams & West, 1997), life histories
and psychobiography (e.g., Bertaux, 1981; McAdams, 1988;
Plummer, 1983; Runyan, 1982, 1988b, 1997); handbook
chapters on the history of personality theories and research
(e.g., McAdams, 1997; Pervin, 1990; Winter & Barenbaum,
1999); and historical studies of the early development of per-
sonality psychology (Burnham, 1968a; Danziger, 1990, 1997;
Nicholson, 1996, 1997, 1998, 2000; Parker, 1991; Shermer,
1985).

INDIVIDUAL LIVES AND INDIVIDUAL
DIFFERENCES: THE MULTIDISCIPLINARY
STUDY OF PERSONALITY (1900–1930)

Gordon Allport’s (1921) review of “personality” research,
generally considered the first of its kind in an American psy-
chological journal, was “an early indication that this word was
beginning to have a technical meaning” (Parker, 1991, p. 113).
Other indicators of institutional recognition (such as publica-
tion trends in journals and textbooks, contents of professional
meetings, and changes in academic curricula) began to emerge
during the mid-1920s, and personality research “became a rel-
atively secure specialty area in American psychology by the
mid-1930s” (Parker, 1991, p. 164; see also Burnham, 1968a).
In the following section we discuss the broader cultural con-
text that influenced the emergence of the new subfield.

The “Culture of Personality”

Personality . . . is by far the greatest word in the history of the
human mind. . . . [It ] is the key that unlocks the deeper myster-
ies of Science and Philosophy, of History and Literature, of
Art and Religion, of all man’s Ethical and Social relationships.
(Randall, 1912, pp. xiii–xiv)

Cultural historians suggest that during the early decades of
the twentieth century, societal changes associated with indus-
trialization, urbanization, and mass education evoked among
Americans “a strong sense of the urgency of finding one’s self”
(Burnham, 1968b, p. 367; see also Thornton, 1996). During the
“turn-of-the-century decade,” according to Susman (1979),
“interest grew in personality, individual idiosyncrasies, per-
sonal needs and interests. . . . There was fascination with
the very peculiarities of the self, especially the sick self ”
(pp. 216–217). The popular press featured dramatic de-
scriptions of cases of psychopathology, such as the Ladies’
Home Journal article entitled “How One Girl Lived Four
Lives: The Astounding Case of Miss Beauchamp” (Corbin,
1908), a popularized version of Morton Prince’s (1906) fa-
mous case of “dissociated personality.” Seeking to relieve
fears of depersonalization, Americans consulted self-improve-
ment manuals that emphasized the cultivation of a unique, fas-
cinating “personality”—a term that “became an important part
of the American vocabulary” (Susman, 1979, p. 217). This
new emphasis on “personality” is evident in the previous
quote from John Randall. Randall represented the New
Thought, or Mind Cure, movement, which was important in
the transition from a “culture of character,” a nineteenth-
century ideal emphasizing duty and moral qualities, to a “cul-
ture of personality” (Susman, 1979, p. 216), emphasizing
self-development and self-presentation.
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The 1920s saw “the culmination on a mass scale of public
interest in personal, introspective accounts of private ex-
periences” and the development of “a mass market for popu-
larized personal documents” (Burnham, 1968b, p. 368).
Americans read magazines such as True Story (Krueger,
1925), first published in 1919 (Ernst, 1991), and Personality:
A Magazine of Biography, published from 1927 to 1928 and
edited by Ralph Henry Graves, who in 1934 published a bi-
ography of Henry Ford—an emblematic figure of the “cul-
ture of personality” (Susman, 1979, p. 223). They sought
advice from publications on popular systems of character
analysis such as graphology, the interpretation of personality
from handwriting (see Thornton, 1996, who suggests that
graphologists’ romantic view of handwriting as a reflection of
the unique individual offered more comfort to Americans
than did psychologists’ measures of individual differences).
The “new psychology,” which borrowed concepts of hidden
human motives from psychoanalysis, became “one of the
characteristic fads of the age” (Burnham, 1968b, p. 352).
“Candid and confessional autobiographical fragments were
central in popular expositions of psychoanalysis,” and case
reports “had all the appeal—and more—of true confessions”
(p. 368). Public fascination with psychoanalysis was symbol-
ized in 1924 by the appearance of Freud on the cover of Time
magazine (Fancher, 2000).

Academic and professional cultures, too, reflected a con-
cern with personality. James C. Johnston, for example, noted
“the wide vogue” of biography (1927, p. x), “the literature of
personality” (pp. xi–xii), and argued for the establishment
of separate departments of biography, such as those that
had been recently established at Carleton College and at
Dartmouth (see the introduction to Johnston’s book by bi-
ographer Gamaliel Bradford, 1927). Personality became a
central concept in academic and professional fields such as
psychopathology and psychiatry (Taylor, 2000), sociology
(Barenbaum, 2000), education (Danziger, 1990), and social
work (Richmond, 1922; V. P. Robinson, 1930), and in the
mental hygiene movement (Cohen, 1983), as well as in psy-
chology (Nicholson, 1997, 1998, 2000). Following Freud’s
visit to America in 1909, many of these fields began to reflect
the influence of psychoanalysis (see, e.g., Danziger, 1997;
Hale, 1971; Lubove, 1965; Shakow & Rapaport, 1964).

It is important to note the multidisciplinary nature of per-
sonality studies during the formative period of personality
psychology. (Craik, 1986, makes a similar point but uses the
term “interdisciplinary” instead of “multidisciplinary”; we
use the latter term to suggest that research on personality was
conducted in many disciplines, whether or not it involved
cross-disciplinary collaboration.) At this time, the boundaries
between psychology and disciplines such as sociology and

psychiatry were unclear. For example, both psychology and
sociology developed subfields of “social psychology” during
this period (see the chapter by Morawski & Bayer in this vol-
ume), and social psychologists in both disciplines considered
personality a primary topic of research (Barenbaum, 2000).
Indeed, as late as the 1930s, according to Smith (1997),
“there was little clear separation between sociology and
psychology” in personality research, despite a general ten-
dency toward separation of sociological and psychological
social psychology (see also Good, 2000); researchers in both
fields were “driven by the common interest in knowledge to
make possible the individual’s social adjustment” (Smith,
1997, p. 765).

In the following sections, we examine methodological
choices regarding the study of individual lives in several
areas in which personality became a central concept during
the first three decades of the twentieth century—psychiatry
and psychopathology, sociology and social work, the inter-
disciplinary mental hygiene movement, and psychology.
There are, of course, other areas we might have included. For
example, in anthropology, life history research aroused some
interest following the publication of Radin’s (1926) Crashing
Thunder, but it became popular only in the 1930s and 1940s
(Hudson, 1973). We have chosen to treat in more depth the
reception of case studies and life histories between 1900 and
1930 in areas closely related to psychology.

Psychiatry and Psychopathology

The term “personality” appeared rarely in the general psycho-
logical literature before the second decade of the twentieth
century, and during the first decade it “typically had a collo-
quial meaning that was synonymous with ‘soul’ or ‘self’”
(Parker, 1991, p. 40). Between 1910 and 1920, however, it
began to appear in discussions of “psychiatric and abnormal
psychology topics” (p. 42) and in reviews of books on psy-
choanalysis (Parker’s observations are based on a survey of
articles in the Psychological Bulletin and the Psychological
Review between 1900 and 1920). It is important to remember
that during this period, abnormal and clinical psychology
were not central areas of academic psychology, as they are
today. Some American psychologists were interested in
psychopathology and psychotherapy (Hale, 1971; Taylor,
1996, 2000); one notable example is William James, who was
trained in medicine and taught a course in psychopathology at
Harvard beginning in 1893 (Taylor, 1996). (Woodworth,
1932, mentions having taken James’s course as a graduate
student.) In general, however, abnormal psychology was
considered to be a medical subfield rather than an area of
psychology, and the profession of clinical psychology was
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still in its infancy (see the chapter by Benjamin, DeLeon, &
Freedheim in this volume; Napoli, 1981).

“Personality” appeared early as a topic of psychiatry and
abnormal psychology in publications such as the Journal of
Abnormal Psychology, founded in 1906 by Morton Prince,
“eminent Boston physician and lecturer at Tufts College
Medical School” (G. W. Allport, 1938, p. 3). For several
years, the editorial board of the journal consisted entirely of
persons with medical training; only Hugo Münsterberg and
Boris Sidis were also trained in psychology (Shermer, 1985).
Prince was a leading figure in the “Boston school” of psy-
chopathology and psychotherapy (Hale, 1971), a group com-
posed primarily of physicians, some of whom were also
trained in experimental psychology (Taylor, 2000). The
Boston psychopathologists were among the first profession-
als to be influenced by psychoanalysis (Fancher, 2000; Hale,
1971); indeed, the first issue of the Journal of Abnormal Psy-
chology contained an article on psychoanalysis (Putnam,
1906). Between 1910 and 1925 the journal served as the offi-
cial organ of the American Psychopathological Association
(G. W. Allport, 1938), which consisted of physicians and psy-
chologists with an interest in psychotherapy (Hale, 1971).

Between 1906 and 1920, the Journal of Abnormal Psy-
chology featured more articles on “personality” than any
other psychological journal. (This statement is based on a
count of items in the historic PsycINFO database featuring
the term “personality” in titles or abstracts.) In 1921, the jour-
nal was expanded to include a focus on social psychology
and was renamed The Journal of Abnormal Psychology and
Social Psychology; the editorial announcing this change
pointed to “personality” as a central topic in both fields
(Editors, 1921). Although Prince remained the nominal edi-
tor, he soon transferred most of the editorial responsibility for
the journal to his new “Coöperating Editor,” social psycholo-
gist Floyd Allport. In 1925, the journal was renamed The
Journal of Abnormal and Social Psychology (G. W. Allport,
1938); in 1960, it became Journal of Abnormal and Social
Psychology. In 1965, the journal split into the Journal of Ab-
normal Psychology and the Journal of Personality and Social
Psychology.

Articles on personality in early issues of the Journal of
Abnormal Psychology bore such titles as “My Life as a Disso-
ciated Personality” (Anonymous, 1908) and “A Case of Dis-
ordered Personality” (Dewey, 1907), indicating their reliance
on personal accounts and case studies. Between 1906 and
1916, nearly all of the empirical studies published in the jour-
nal presented data on individuals rather than groups.Although
the proportion of group studies began to increase during the
second decade of publication, the proportion of individual
studies remained higher until 1925, averaging 75% during

Prince’s last four years as active editor and 65% during Floyd
Allport’s term as cooperating editor (see Shermer, 1985; we
discuss in a later section a change in publication trends begin-
ning in 1925). This emphasis on case studies reflected the
investigative practices of medical and psychiatric researchers
and psychoanalysts. Around the turn of the twentieth century,
the case study, familiar to medical practitioners since the days
of Hippocrates, had been introduced as a pedagogical tool by
Walter B. Cannon (1900; see Forrester, 1996; Taylor, 1996)
and by Richard C. Cabot (see Forrester, 1996; Lubove, 1965),
borrowing from law and from social casework, respectively.
Case studies were of course central in psychoanalysis; a clear
example is Freud’s (1910/1957a) discussion of the case of
“Anna O.” in his first lecture in the United States in 1909.
Case studies appeared regularly in psychiatric and psychoan-
alytic journals such as the American Journal of Psychiatry
and the Psychoanalytic Review throughout the 1920s.

Sociology and Social Work

Sociologists also contributed to the personality literature dur-
ing the early decades of the twentieth century (Barenbaum,
2000; Becker, 1930) and maintained an active interest in per-
sonality thereafter (Bernard, 1945). Their contributions have
received little systematic attention in historical discussions of
personality psychology. (For exceptions, see Burnham,
1968a, on the influence of sociology and social philosophy
on the development of personality psychology; Runyan,
1982, on sociological contributions to the study of life histo-
ries; and Smith, 1997, on personality research as a focus of
sociological and psychological social psychologists during
the 1930s.) 

The adoption in 1921 of a system for classifying abstracts
of recent literature published in the American Journal of So-
ciology was one indication of sociologists’ interest in person-
ality. The “tentative scheme” included as a first category
“Personality: The Individual and the Person” (“Recent Liter-
ature,” 1921, p. 128; in contrast, the Psychological Index and
Psychological Abstracts did not include “personality” in their
classification schemes until 1929 and 1934, respectively). A
subcategory for “Biography” (p. 128) as well as the category
“Social Pathology: Personal and Social Disorganization”
and two methodological subcategories, “Case Studies and
Social Diagnosis” and “Life-Histories and Psychoanalysis”
(p. 129), reflected sociologists’ attention to studies of
individual lives, an interest they shared with social workers,
psychiatrists, and psychoanalysts.

Case study and life history methods, including the use of
personal documents, drew attention in sociology following
the publication of Thomas and Znaniecki’s (1918–1920)
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landmark study, The Polish Peasant in Europe and America,
which was based on letters and autobiographical material.
Promoting the use of empirical methods, the study served as
a model for sociologists at the University of Chicago, the
most influential institution in sociology in the 1920s and
1930s (Bulmer, 1984). Following Thomas’s departure from
Chicago in 1918, other prominent members of the sociology
department, including Robert E. Park, Ernest W. Burgess,
Clifford R. Shaw, and Herbert Blumer, continued to promote
case studies and life histories (Bulmer, 1984), extending
their influence through the Social Science Research Council
(SSRC); we discuss these developments in a later section.
Examples of works by Chicago sociologists include Shaw’s
(1930) The Jack-Roller: A Delinquent Boy’s Own Story and
Krueger’s (1925) dissertation on autobiographical docu-
ments and personality.

A debate concerning the relative merits of case study and
statistical methods during this period reflected sociologists’
growing interest in quantitative methods, partly a result of
their collaboration with researchers in neighboring disci-
plines, such as economics and psychology. Psychologist L. L.
Thurstone, for example, was an important influence on such
sociologists as Samuel Stouffer (1930), who became a propo-
nent of statistical methods in sociology (Bulmer, 1984). The
debate was a frequent topic of meetings of the Society for So-
cial Research, an “integral part” of the Chicago sociology de-
partment composed of faculty and graduate students engaged
in serious research (p. 114). Although Chicago sociologists
were at the center of the debate, those at other institutions
also participated (see, e.g., Bain, 1929; Lundberg, 1926).

According to Platt, the debate was a “hot” issue from the
1920s until the Second World War (1996, p. 36; see also
Ross, 1991). During the 1930s, members of the Chicago so-
ciology department demonstrated their allegiance to one
method or the other at their student-faculty picnic, “where
baseball sides were picked on the basis of case study versus
statistics” (Platt, 1996, pp. 45–46). Bulmer (1984) notes,
however, that an “emphasis on the complementarity of
research methods was characteristic of the Chicago school”
(p. 121) and that several participants in the debate actually
advocated the use of both approaches. During this period
many sociologists hoped to discover general laws by com-
paring and classifying individual cases, and this view eventu-
ally contributed to a blurring of the distinction between case
study and statistical methods (Platt, 1992). Burgess (1927)
compared sociologists’ increasing interest in quantitative
methods with psychologists’ “heroic efforts to become
more scientific, that is to say, statistical” (p. 108); in contrast,
he noted that social workers and psychiatrists had introduced
the case study method into social science.

Sociologists’ use of case studies was derived in part from
the close connection between sociology and social work:

Sociology and social work took a long time to become disentan-
gled; in the 1920s people called social workers were equally or
even more likely to carry out empirical research, and university
sociologists very frequently drew on their case data whether or
not it had been collected for research purposes. (Platt, 1996,
p. 46)

Social workers’ interest in personality during this period is
illustrated by social work theorist Mary Richmond’s insis-
tence that the “one central idea” of social casework was “the
development of personality” (1922, p. 90). Richmond and
other social workers (e.g., Sheffield, 1920) wrote influential
works on case study methods.

In the sociological literature of this period, the term “case
study” referred not only to the number of cases and the inten-
siveness with which they were studied but also to a “special
kind” of data (Platt, 1996, p. 46). “Case study” was often
used interchangeably with “life history” and “personal docu-
ments”; these methods were seen as giving “access to the
subjects’ personal meanings, while alternatives [were] seen
as dry, narrow and giving access only to external data”
(p. 46). Exemplifying this usage, sociologist John Dollard
applied his Criteria for the Life History (1935) to several
different types of “life history,” defined as “an autobiography,
biography or clinical history” or “even a social service case
history or a psychiatric document” (p. 265). Dollard’s work
also reflected sociologists’ interest in refining and standardiz-
ing case methods. 

The Mental Hygiene Movement

Inspired by a case study—the autobiography of a former
patient (Beers, 1908)—the mental hygiene movement was
organized in 1909 to reform the treatment of patients in men-
tal institutions. The movement soon became a powerful
coalition of psychiatrists, educators, and social workers who
attributed various social and personal problems to individual
maladjustment (see Cohen, 1983; Danziger, 1990, 1997;
Lubove, 1965; Parker, 1991). Expanding their goals to in-
clude the identification of potential cases of maladjustment,
mental hygiene workers made “personality” the focus of their
preventive and therapeutic efforts, which frequently involved
interdisciplinary teams of experts undertaking intensive case
studies of “troublesome” children in settings such as child
guidance clinics (W. Healy, 1915; Jones, 1999). Psychiatrists
typically screened clients for medical disorders and con-
ducted psychotherapy, and social workers contributed case
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histories based on their investigations of clients and their
families. Psychologists’ role in these interdisciplinary teams
“generally came down to the construction and application of
scales that would subject ‘personality’ to the rigors of mea-
surement and so convert it from merely an object of social in-
tervention to an object of science” (Danziger, 1990, p. 164).
The movement thus supported psychologists as purveyors of
expert scientific knowledge of personality in the form of test
scores.

American Psychology

Twentieth-century American experimenters wanted general
laws, not remarkable phenomena involving special persons.
(Porter, 1995, p. 211)

In the preceding sections, we have referred to the iden-
tification of psychologists with psychometric and statistical
approaches to personality. Here, we examine several inter-
related factors in the development of these approaches, and in
psychologists’ resistance toward studies of individuals, dur-
ing the early decades of the twentieth century. 

Scientific Ethos

As many historians have suggested, psychometric approaches
reflected the positivistic, “natural science” ethos that had pre-
vailed in American psychology since the late 1800s (see, e.g.,
Danziger, 1990; see the chapter by Fuchs & Milar in this vol-
ume; Hornstein, 1988; Porter, 1995). Psychologists were par-
ticularly concerned with producing “objective” knowledge
and eliminating sources of “subjectivity”:

For experimental psychologists, being scientific meant creating
distance. It meant opening up a space, a “no man’s land,” be-
tween themselves and the things they studied, a place whose
boundary could be patrolled so that needs or desires or feelings
could never infiltrate the work itself. Every aspect of the experi-
mental situation was bent toward this goal—the “blind subjects,”
the mechanized recording devices, the quantified measures, and
statistically represented results. (Hornstein, 1992, p. 256)

From this perspective, case studies and life histories, relying
on subjective reports or interpretations, appeared unscientific.

The tendency to consider case studies unscientific was al-
ready clear just after the turn of the century in comments on
the work of two respected psychologists who drew heavily on
personal documents. While observing that the “personal con-
fessions” in William James’s (1902) The Varieties of Reli-
gious Experience were “extraordinary in range and fulness

[sic],” Coe (1903, p. 62) suggested that James’s results would
be “doubly valuable” if they were supplemented by “an ex-
perimental and physiological study of the same types” (p. 63)
and commented on the “romanticism, not to say impression-
ism” (p. 65) in his method. G. Stanley Hall’s Adolescence
(1904), which was illustrated with quotations from autobi-
ographies, literature, and answers to questionnaires, drew
similar criticism. “Dr. Hall is as much an artist as a scientist,”
commented one reviewer, adding, “It is to be regretted that
much of the questionnaire data . . . has not been secured or
tabulated according to the most approved statistical and
scientific methods” (Kirkpatrick, 1904, p. 692).

Practical Demands

During the first two decades of the twentieth century, as
American psychologists became increasingly concerned with
practical problems, “the primary goal of psychology became
the prediction and control of the ‘other,’ a science of the
acts (and by a short extension, the behavior) of people rather
than of their mental experiences” (Tweney & Budzynski,
2000, p. 1015; see also the chapter by Benjamin et al. in this
volume). Psychologists developed “mental tests” for selec-
tion, diagnosis, and placement in an effort to establish their
professional expertise in solving problems associated with
educational institutions, labor unions, and immigration, and
with the national war effort in 1917 and 1918 (Danziger,
1990; Parker, 1991; Sokal, 1984; Vernon, 1933). Designed to
screen soldiers vulnerable to shell shock, Woodworth’s Per-
sonal Data Sheet was probably the first objective self-report
personality “inventory” based on the mental test format (see
Camfield, 1969; Woodworth, 1919, 1932).

Following World War I, opportunities expanded for psy-
chologists to administer mental tests in military, manager-
ial, industrial, and educational settings (Danziger, 1990;
O’Donnell, 1985; Samelson, 1985; Sokal, 1984). In the early
1920s, however, critics began to question the predictive util-
ity of intelligence tests (Parker, 1991) and suggested that
measures of personality or character traits would improve the
prediction of performance (e.g., Fernald, 1920). Although
early measures of character and personality took various
forms, the less “efficient” methods were soon replaced by
tests based on the mental test model of adding scores on sep-
arate multiple-choice or true/false items to get a total (see
Parker, 1991). According to the psychometric approach to
personality, individual differences, conceived as coefficients
in prediction equations, could be used to predict and control
behavior. (Years later, Raymond B. Cattell’s “specification
equation” [1957, pp. 302–306] would become perhaps the
most fully developed example of such prediction equations.)
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Institutional Factors

The predominance of the psychometric approach in psycho-
logical research on personality was reflected in the Journal of
Abnormal and Social Psychology after Prince offered to do-
nate the journal, once oriented primarily toward practicing
psychiatrists, to the American Psychological Association in
1925. The transfer of ownership took place on April 1, 1926
(G. W. Allport, 1938). Once social psychologist Henry T.
Moore of Dartmouth replaced Floyd Allport as cooperating
editor, the practice of publishing case studies declined dra-
matically, conforming with publication trends in mainstream
psychological journals where the proportion of reports fea-
turing individual data had been declining steadily since the
1910s (Shermer, 1985). During Floyd Allport’s first year as
cooperating editor (1921–1922), the instructions appearing
inside the front cover of each issue of the journal continued to
direct authors to send articles to Prince. Allport’s closer col-
laboration with Prince apparently resulted in only a small
change in selection standards after he moved from Harvard to
the University of North Carolina and assumed full editorial
responsibility in 1922 (see also G. W. Allport, 1938; Shermer,
1985). The announcement of Moore’s appointment requested
that contributors submit articles to him (Editors, 1925), and
he appears from the beginning of his tenure to have selected
articles according to “psychological” standards. Thus, the
proportion of empirical papers based on the study of individ-
ual cases dropped from an average of 65%, under Floyd
Allport, to 30% under Moore (see Shermer, 1985): “Their
place was taken by statistical studies based on group data”
(Danziger, 1990, p. 165). (Moore himself conducted group
studies using psychometric tests; see, e.g., Moore, 1925).

By the late 1920s, psychologists (e.g., G. W. Allport &
Vernon, 1930; Murphy & Murphy, 1931) and sociologists
(e.g., Bernard, 1932; Young, 1928) reviewing the personality
literature were explicitly identifying the psychometric ap-
proach with psychology, and life histories and case studies
with sociology and psychiatry. Although several of these au-
thors expressed positive views of studies of individual lives,
their recommendations that psychologists explore such meth-
ods appear to have had little impact (see, e.g., Parker, 1991).
Like Woodworth (1929), other authors of psychological texts
and reference works during the late 1920s and early 1930s
tended to view the case study as a “clinical” method (Roback,
1927a; Warren, 1934) and to express doubts concerning its
scientific status. For example, Symonds (1931) defined the
case study as “a comprehensive study of the individual,” but
remarked, “It should be emphasized at the outset that the
case study is not a research method. Primarily its function is
to study the individual with a view toward helping him.”
Case study data might be used in research, he suggested, but

only if they consisted of “facts . . . obtained in a reliable, ob-
jective manner” using “scientifically valid methods” (p. 555).

In striking contrast to the sociological literature of the
period, psychological studies of personality reveal little con-
cern regarding the development of methods to study individ-
ual lives. The difference reflects a lack of institutional support
for case methods in psychology, as compared to the support in
sociology at the University of Chicago. One brief report of a
methodological debate concerning case study and statistical
approaches to personality, which took place in a “round table”
on personality at the meeting of the American Psychological
Association in 1930, suggests that case studies were quickly
dismissed as insufficiently reliable (Ruckmick, 1931). One of
the participants was L. L. Thurstone (Brigham, 1931), who
represented the statistical point of view in the sociological
debates at Chicago concerning case studies (Bulmer, 1984).
Thurstone’s allegiance to the experimental perspective in
psychology is revealed in his remark concerning personality
research:

One of my principal interests in psychology to which I have
returned several times has been the study of personality. . . . My
conflict here was that, on the one hand, the center of psychology
probably was the study of personality, but, on the other hand, I
was unable to invent any experimental leverage in this field. That
was the reason why I turned to other problems that seemed to
lend themselves to more rigorous analysis. (1952, p. 318) 

Professional Concerns

Our account of the early development of personality psychol-
ogy differs from that of C. S. Hall and Lindzey (1957), who
emphasize the influence of early personality theories based
on clinical practice. However, Hall and Lindzey’s perspective
reflects the post–World War II boom in clinical psychology
(Capshew, 1999; Herman, 1995) and a corresponding focus
in the clinical and personality areas on psychoanalysis and
competing theories of personality (see, e.g., Rosenthal,
1958). In contrast, during the 1920s and 1930s, American
psychologists were more concerned with meeting practical
demands for personality measures than with theory (Murphy,
1932; Vernon, 1933) and were particularly skeptical of
psychoanalysis (see, e.g., Danziger, 1997; Hale, 1971;
Triplet, 1983).

As many historians have observed, the enormous popularity
of psychoanalysis inAmerican culture during this period posed
a threat to psychologists—particularly those working in ap-
plied areas—who were concerned with establishing their own
professional expertise and differentiating themselves from
pseudoscientists (see, e.g., Hornstein, 1992; Napoli, 1981).
Many psychologists attempted to dismiss psychoanalysts as
they dismissed the army of popular pseudopsychologists who
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advertised psychoanalysis for a dollar or promised to “show
youhowto talkwithGod”(Crider,1936,p.371).Accusing their
competitors of being unscientific, they cited their own training
in the use of rigorous scientific methods and quantitative tech-
niques (Freyd, 1926; Morawski & Hornstein, 1991; Napoli,
1981). Personality researchers promoted tests as experimental
methods (Terman,1924;Woodworth,1929)and ignoredorcrit-
icized methods that appeared subjective. They considered the
case studies of psychiatrists and psychoanalysts “unscientific
and old-fashioned” (Hale, 1971, p. 115), and perhaps too simi-
lar to the sensational cases reported in the popular press (see,
e.g., Burnham, 1968b). Roback, for example, found Freud’s
case studies more artistic than scientific (1927b) and sug-
gested that many authors selected case material to “furnish in-
teresting reading” or “prove a certain point” (1927a, p. 421).
Indeed, Freud had expressed his own ambivalence toward case
studies: “It still strikes me myself as strange that the case histo-
ries I write should read like short stories and that, as one might
say, they lack the serious stamp of science” (1893–1895/1955,
p. 160).

PROMOTING THE STUDY OF INDIVIDUAL LIVES:
GORDON ALLPORT AND HENRY MURRAY

By 1930, studies of personality were flourishing, but person-
ality was still considered a topic of several areas of psychol-
ogy (e.g., abnormal, educational, and social) rather than a
separate area. Gordon Allport played a central role in system-
atizing and defining the subfield of personality psychology
and separating it from social psychology (Barenbaum, 2000;
Nicholson, 1998, in press; Winter & Barenbaum, 1999), and
Henry Murray was influential in expanding the boundaries of
the study of personality to include experimental investiga-
tions of psychoanalytic concepts (Triplet, 1983; Winter &
Barenbaum, 1999). Both Allport (1937b) and Murray (1938)
promoted the intensive study of individual lives, an approach
to the study of personality that their colleagues in psychology
had generally overlooked. In doing so, each man drew
upon his training in disciplines outside the mainstream of
American psychology. In this section, we examine their
efforts and assess the status of case studies and life histories
in personality psychology in the 1930s and 1940s.

Gordon Allport and Case Studies: “The Most Revealing
Method of All”

When Goethe gave it as his opinion that personality is the
supreme joy of the children of the earth, he could not have fore-
seen the joyless dissection of his romantic ideal one hundred
years hence. (G. W. Allport, 1932, p. 391)

Gordon Allport (1897–1967) is well known as an advocate of
the idiographic approach to personality, a focus on the partic-
ular individual (e.g., G. W. Allport, 1937b; Pandora, 1997).
Interestingly, however, his use of this approach has been both
exaggerated and minimized. Labeled a “militant idiographer”
by Boring (in an editorial introduction to G. W. Allport, 1958,
p. 105) and accused by some critics of rejecting the nomo-
thetic approach—the search for general laws via the study of
common dimensions of personality (see, e.g., Skaggs, 1945),
Allport in fact advocated and used both approaches (e.g.,
G. W. Allport, 1928, 1937b; G. W. Allport & Vernon, 1931).
Other critics, noting that Allport published only one case
study (1965), have commented on his “ambivalence regarding
the approach that he had so long championed” (Cohler, 1993,
p. 134; see also Capps, 1994; Holt, 1978; Peterson, 1988).

Interdisciplinary Roots: American Psychology, Social
Ethics, and German Psychology

Trained in psychology at Harvard in the late 1910s and early
1920s, Allport was influenced by the prevailing experimental,
scientific ethos and contributed to the psychometric approach
to personality (Nicholson, 1996, 2000, in press). However, he
also studied social ethics, an area that involved “field training
and volunteer social service” (G. W. Allport, 1967, p. 6).
Allport (1968) described social ethics professor Richard C.
Cabot, who used case studies and biographies extensively in
his teaching (G. W. Allport, 1937a), as a teacher who had in-
fluenced his thinking. It is not clear, however, whether he actu-
ally completed a course with Cabot. Allport (1951) mentioned
having dropped one of Cabot’s courses when he learned of the
assignment to write up 25 cases in one semester. (The course
was probably Cabot’s seminar in case history method, which -
Allport’s future wife, Ada Gould, took in 1922; see Baren-
baum, 1997a.) Allport’s (1922) dissertation, an experimental
study of personality traits, included individual case profiles
and a chapter on the application of his methods to an individ-
ual client of a social service agency (possibly a client of Ada
Gould, who was a social worker at the time; see Cherry, 1996).

Another disciplinary influence on Allport’s interest in case
studies was his encounter during a postdoctoral year in
Germany (in 1923) with a qualitative, interpretive approach
to the study of personality (e.g., G. W. Allport, 1923, 1924;
see also Danziger, 1990). He studied with Eduard Spranger,
a disciple of the philosopher Wilhelm Dilthey, who had
promoted psychology as a “human science” (Geisteswis-
senschaft), emphasizing biographical studies (G. W. Allport,
1924). Allport also studied with William Stern, known not
only for his psychology of individual differences but also for
his interest in “the unity of the personality” (G. W. Allport,
1923, p. 613). Allport’s interest in the case method and in
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personal documents (e.g., G. W. Allport, 1942) may have
been encouraged by Stern, who advocated the use of bio-
graphical and historical methods (1911) and published a
psychological analysis of his own adolescent diaries (1925;
cited in G. W. Allport, 1942).

Promoting “the Intuitive Method”

After returning from Europe, Allport struggled to reconcile
the empirical and quantitative American approach to per-
sonality with the more theoretical and qualitative German
approach (G. W. Allport, 1962b). He became particularly in-
terested in the German method known as Verstehen, which he
translated as “the intuitive method” (G. W. Allport, 1929) or
“case method” (Roe, 1962)—“the understanding of the con-
crete personality in its cultural setting” (G. W. Allport, 1929,
p. 15). Contrasting the intuitive method with the psychomet-
ric approach, Allport remarked, “It was inevitable that mental
testing should appear. By these methods persons can be com-
pared with persons, but can never in the wide world be under-
stood in and of themselves” (n.d., p. 11; emphasis in original
[Courtesy of the Harvard University Archives]; see also
G. W. Allport, 1924, p. 133; 1929, p. 16, for further elabora-
tions of this point, which was one of Allport’s cardinal princi-
ples). By this, Allport meant that only the intuitive method, by
its focus on the whole person rather than the measurement of
separate traits, could reveal the interaction or organization of
traits within the person. (We discuss this point further below.)

In 1928, Allport conducted “an experiment in teaching by
the intuitive method” (G. W. Allport, 1929, p. 14), basing an
introductory psychology course on the autobiography of
William Ellery Leonard (1927) and requiring that students
prepare a case study (G. W. Allport, 1929). It is probably in
this context that Allport began to develop his suggestions for
preparing case studies (G. W. Allport, 1937b). He continued
to teach by the case method throughout his career, using auto-
biographies (e.g., Leonard, 1927; Wells, 1934), personal
documents, and other case materials and assigning the prepa-
ration of case studies (Barenbaum, 1997b; Cherry, 2000).

Allport’s early publications promoting “the study of the
undivided personality” (G. W. Allport, 1924) and the intuitive
method (G. W. Allport, 1929) apparently had little impact on
American psychologists. His suggestion that “personality
never possesses an exclusively objective character” and his
emphasis on intuition were clearly incompatible with the
view of psychology as an objective “natural science.” His cri-
tique of the psychometric method was an unwelcome
reminder of psychologists’ subjectivity:

Personality is in reality always perceived by some person whose
own experience is the background for the perception. That is to

say, in actual life the apprehension of personality is conditioned
by three factors, (a) the behavior sets of the person studied,
(b) the behavior sets of the person studying, and (c) the condi-
tions under which the study is made, including the relation which
exists between the two persons. The psychograph [i.e., a profile
of trait scores] oversimplifies the problem by assuming that the
investigation of personality need only consider the first of these
conditions. (1924, pp. 132–133)

Although Allport stressed the need for both “natural science”
and intuitive methods in the study of personality, statements
such as the following were no doubt unpersuasive to his sci-
entifically minded colleagues: “The psychology of personal-
ity must be broad enough to embrace both the particular and
general aspects of its subject. Even if this obligation requires
that it be both art and science, there is still no escape” (1929,
p. 20; emphasis in original).

Promoting “Scientific Case Studies”

In the early 1930s, Allport adopted a new strategy in his ef-
forts to promote the case study. Employing more scientific
rhetoric and echoing the prevailing view that the method was
“unsatisfactory,” he suggested nevertheless that “the concrete
individual has eluded study by any other approach” and re-
marked that “in the future there will undoubtedly be attempts
to standardize the case study in some way which will reduce
its dependence upon the uncontrolled artistry of the author”
(G. W. Allport & Vernon, 1930, p. 700; see also G. W. Allport,
1933; Nicholson, 1996). Toward this end, Allport and his stu-
dents designed experimental studies of “intuitive” processes
and attempted to improve the scientific respectability of case
studies by addressing methodological issues related to the
question, “How shall a psychological life history be written?”
(G. W. Allport, 1967, p. 3). For example, Cantril (1932; cited
in G. W. Allport, 1937b) showed that “optimum comprehen-
sion and memory-value result from the use of general charac-
terization followed by specific illustration” (p. 393n).

Allport’s (1937b) text reflected this change in strategy. Un-
like other authors of psychological texts (e.g., Stagner, 1937),
who treated the case study as a clinical method, Allport
treated it as a research method. Noting that the case study “has
not ordinarily been recognized as a psychological method,”
he described it as “the most revealing method of all” and de-
voted several pages to six “suggestions for the preparation of
a case study” (1937b, p. 390)—for example, “Deal only with
a personality that is known” (p. 391; emphasis in original). He
cited the work of several students relating to the ability to
judge personality and to the most effective method of describ-
ing personality. He discussed the “generalization of case stud-
ies” in “the construction of psychological laws” (p. 395)—a
“nomothetic” application that would bolster their scientific
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status. But he noted that even a general law could be one that
explained “how uniqueness comes about”; for example, the
principle of functional autonomy, which suggests that mo-
tives become independent of their origins in “infantile” or “ar-
chaic” drives (p. 194; emphasis in original), accounts for
unique personal motives. Allport also pointed out psycholo-
gists’ neglect of laws that applied to particular individuals:
“The course of each life is a lawful event, even though it is un-
like all others of its class” (p. 558). The study of individual
lives, he suggested, would enable psychologists to make bet-
ter predictions of individual behavior, one of the goals of sci-
entific psychology.

Allport saw the case study as the psychologist’s “final
affirmation of the individuality and uniqueness of every per-
sonality” (G. W. Allport, 1937b, p. 390). Clinicians and soci-
ologists, he argued, had developed the method with a focus
on “maladjustments” or on “social influences surrounding the
individual” (p. 390) rather than on personality itself. Focus-
ing within the person, he chose to overlook “the factors shap-
ing personality” (p. viii; emphasis in original). This neglect
of cultural and social contexts reflected the emerging person-
ality ideal (Nicholson, 1998, in press) and the psychological
Zeitgeist (for example, Allport’s text was more successful
than that of Stagner, 1937, who emphasized social and
cultural factors; see Barenbaum, 2000). Ironically, however,
it may have resulted in case studies that were one-sided (see
our discussion of context later in the chapter).

Henry Murray’s Personology and the Study of Lives

Like Allport, Henry Murray (1893–1988) developed an ap-
proach to personality that emphasized both the study of indi-
vidual differences and the integrative understanding of
individual persons. Also like Allport, Murray brought to per-
sonality psychology interests, skills, and experiences drawn
from a variety of other fields—perspectives that led him to
emphasize the study of individuals. Indeed, for Murray, the
study of individual life histories was the psychology of
personality, or (as he preferred to call it) “personology”
(1938, p. 4). (Although “personology,” either as a term or as
a [sub]field, has by and large not entered general use, there is
a small “Society for Personology,” founded by Murray disci-
ples, which is dedicated to the life history approach to the
study of personality.)

Interdisciplinary Roots: Medicine, Literature,
and “Depth Psychology”

Murray was born to wealth and privilege (Anderson, 1988;
Murray, 1967). He was trained as a physician, concerned
with diagnosing and treating individual persons. Even in

medical school, his interest in case studies went well beyond
what was required. For example, he wrote a thoroughly re-
searched, formal medical history and an extensive narrative
account (both unpublished) of the life and circumstances of a
prostitute who was dying of syphilis (see F. G. Robinson,
1992, pp. 63–65). 

Murray’s strong literary and artistic interests also rein-
forced his emphasis on the study of individuals. A chance en-
counter during an ocean voyage in 1924 led him to read
Moby-Dick; thus began a lifetime’s passionate interest in the
life and writings of Herman Melville (F. G. Robinson, 1992,
pp. 81–82, 109–110, 133–140, and passim). Over the next six
decades, Murray published an introduction to Melville’s
Pierre as well as reviews of several books about Melville.

An almost casual dinner-party discussion led Murray to
buy Carl Jung’s recently published Psychological Types
(1923/1971). Two years later, he visited Jung in Zurich, meet-
ing and socializing daily for three weeks (F. G. Robinson,
1992). Thus began a fascination with “depth psychology”
(Jung and Freud; also Otto Rank, Alfred Adler, and others; see
Murray, 1938, pp. 24–25) that was decisive in leading him
away from medicine and physiology to psychology as a life
vocation. While Murray did not incorporate Jung’s specific
types into his conceptual scheme of personality (Murray,
1938, pp. 238, 726–727), the concept of type, involving cate-
gories of whole persons rather than tables of component
“elements,” did create a path, for Murray (1955) and other per-
sonality psychologists, toward the study of molar units—that
is, the whole lives of individual persons. By focusing on per-
sons rather than variables, then, type is a quasi-dimensional,
quantitative method that maintains the individual person
perspective while also permitting comparison (Platt, 1992,
describes sociologists’ similar efforts to classify and compare
cases). Jung’s typology is probably the best-known example,
but from time to time other personality theorists have sug-
gested typologies (for example, Freud, 1908/1959, on the anal
character type, 1916/1957b, on character types, 1931/1961, on
libidinal types; Rank, 1931/1936, on the “artist,” “neurotic,”
and “average” types; and Block, 1971, on normal personality
types). And although the concept of type is not currently fash-
ionable in personality research, there are signs that its useful-
ness is being recognized—or rediscovered (see Thorne &
Gough, 1991; York & John, 1992).

The “Explorations” Project

At the Harvard Psychological Clinic during the 1930s,
Murray gathered an extraordinary group of more than two
dozen collaborators, including a sociologist, an anthropolo-
gist, a physician, a poet, and psychologists of widely varying
backgrounds and approaches. They produced the landmark
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Explorations in Personality (Murray, 1938), a study of
51 young men by his interdisciplinary team and one of the
first major systematic research studies of normal personality.

Variable-Centered Concepts. Explorations in Person-
ality is most often cited nowadays for its list of 20-plus mo-
tives or “needs.” For example, this catalog of motives formed
the basis of numerous personality questionnaire measures,
such as the Stern Activities Index, the Edwards Personal
Preference Schedule (EPPS), and the Jackson Personality
Research Form (PRF). David McClelland and his colleagues
developed thematic apperceptive measures of three major
motives (achievement, affiliation, and power) from Murray’s
list of needs (see Winter, 1998b).

Actually, motives were only one part of an extensive,
101-page catalog of “variables of personality” (Murray,
1938, pp. 142–242), which also included other concepts
(discussed below) such as need-integrates, general traits or
attributes, “miscellaneous internal factors,” and numerous
other variables such as values, sentiments, interests, “gratu-
ities,” abilities, and complexes. (At the conclusion of the
description of these variables, Murray wrote, “No one who
has had the patience to read through this section can be
expected to come away from it now with a clear head”
[1938, p. 230].)

Person-Centered Procedures. In addition to its wealth
of dimensional contributions, the Explorations project also
presented an elaborate series of procedures, developed or
adapted by Murray and his collaborators, for describing and
assessing individual persons (Murray, 1938, pp. 397–603).
Some (such as tests of hypnotic susceptibility or level of as-
piration) yielded simple scores, like traditional dimensional
tests. Many other procedures, however, lent themselves more
to configurational or narrative interpretation: for example, a
group conference with the person being studied, informal
conversations, an autobiography, the Thematic Apperception
Test (TAT), and a Dramatic Productions Test (developed by
Erik Erikson; see Homburger, 1937).

The final stage in the assessment of each person was thor-
oughly centered on the unique and complex structure of the in-
dividual. After all information on a person had been collected,
a “biographer” prepared a “psychograph,” defined as an “ab-
stract biography” (Murray, 1938, pp. 605–606) or “recon-
struction of the subject’s personality from birth” (p. 29); this
definition, which emphasized the person-centered approach,
was quite different from the nomothetic definition of “psycho-
graph” as a profile of trait scores (see, e.g., F. H. Allport &
G. W. Allport, 1921; for an application of both approaches to
the description of an individual person, see McClelland, 1951,

especially pp. 589, 591). A five-person diagnostic council then
discussed the person, often for five or six hours, and voted on
final ratings for that person on all personality variables. (The
reliance on a diagnostic council’s discussion, rather than more
quantitative, and thus dimensional, methods was one reason
why Harvard psychologists Karl Lashley and Edwin Boring
voted against tenure for Murray; see F. G. Robinson, 1992,
p. 225). Only one such case, that of “Earnst” (written by
Robert White), was actually presented in Explorations, but it
was presented at considerable length: At 88 pages, it took up
11% of the book’s entire text. Because of space limitations,
other cases had to be eliminated from the final version of the
book (Robinson, 1992).

Person-Centered Concepts. While most of the vari-
ables in Murray’s catalog lent themselves to elaboration in a
nomothetic direction, several concepts were particularly ap-
propriate to the intensive study of individual lives. For exam-
ple, the concept of need-integrate referred to the compound
of a motive along with its customary emotions, preferred
modes of action, and familiar related goal objects (1938,
pp. 109–110). While the motive itself (e.g., achievement, af-
filiation, power) may be universal—that is, present in varying
amounts in most people—the remaining components of emo-
tion, action modes, and objects would be different for differ-
ent people. Thus, the need-integrate concept individualizes
the more nomothetic concept of motive. (Murray used the
term “complex” in a similar fashion.)

Murray defined gratuity as a “gratuitous end situation,”
that is, an unnaturally easy goal-attainment due to factors
such as inheritance or luck. Such gratuities are “common in
the lives of the over-privileged” (1938, pp. 62, 112n; see also
p. 228). The gratuity concept has the potential to link indi-
vidual personalities to the opportunities, demands, and re-
sources of their environments, thereby making it possible to
incorporate race and class privilege (or, conversely, race and
class oppression) into the personality portrait. 

Several concepts refer to the hierarchical and temporal
arrangement of people’s motives; for example, regnancy,
where one motive dominates others (Murray, 1938, pp. 45–49);
relations of fusion, subsidiation, and conflict among different
motives at any one time (pp. 86–89); and time-binding or ordi-
nation (p. 49; see also Murray, 1959), by which processes
different motives are arranged into long-term temporal
sequences, “strategies,” or serial proceedings (Murray, 1959).
These concepts make it possible to chart, with a relatively small
number of basic motives and other personality characteristics,
an almost infinite range of individuality over the life course.

Murray conceptualized the forces and stimuli of the envi-
ronment in terms of perceived and actual press. In Murray’s
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view, an environmental press typically elicited an individual
need; this sequence was termed a thema. Thus, for example:
press Rejection → need Affiliation. (Alternatively, for some
people the thema might be: press Rejection → need Rejec-
tion.) At the most abstract level was the concept of unity-
thema, an underlying press → needs reaction system that is
the “key to [each individual’s] unique nature. . . . By the
observation of many parts one finally arrives at a conception
of the whole and, then, having grasped the latter, one can 
re-interpret and understand the former” (Murray, 1938,
p. 604–605; emphasis in original). 

The Study of Individual Lives in the 1930s 
and 1940s . . . and Later

We have suggested that during the first three decades of the
twentieth century, psychologists were reluctant to adopt
methods of studying individual personalities. Were these
methods more widely accepted in the 1930s and 1940s (see,
e.g., Craik, 1986)? In this section we examine the reception
of Allport’s and Murray’s texts and reassess the status of case
studies and life histories in personality psychology during
this period.

Reception of Allport’s and Murray’s Texts

As we have seen, Allport’s early publications promoting case
methods were generally overlooked by personality psycholo-
gists; in contrast, his Ascendance-Submission (G. W. Allport,
1928) and Study of Values (G. W. Allport & Vernon, 1931)
tests were very successful (see, e.g., Bernreuter, 1933; Duffy,
1940). Reviewers of Allport’s (1937b) book recognized it as
a foundational text for the new field of personality psychol-
ogy (e.g., Cantril, 1938; Hollingworth, 1938; Jenkins, 1938),
but his emphasis on the study of the individual drew sharp
criticism. J. P. Guilford, for example, considered it “a revolt
against science” (1938, p. 416; see also Bills, 1938; Paterson,
1938; Skaggs, 1945). Similarly, Richard M. Elliott (1939) ap-
proved of Murray’s (1938) efforts to combine psychoanalytic
and experimental approaches, his procedures (especially the
Thematic Apperception Test), and his catalog of variables,
but he criticized Murray’s neglect of psychometric research
and of statistics. Elliott found the case study of Earnst too
speculative.

Elliott’s criticism reflected his own ambivalence regarding
the study of individual lives in personality psychology.
Around 1938, he had begun teaching a course entitled
Biographical Psychology, relying on biographies, autobiog-
raphies, and fiction and requiring that his students prepare a
biographical study. However, he referred to the course as a

clinical offering, described it as highly unorthodox, and was
greatly relieved to learn that his students were also taking
more traditional psychology courses (Elliott, 1952).

Allport: Ambivalence or Accommodation?

Although Allport may have had some ambivalence regarding
case studies (see, e.g., Barenbaum, 1997a; Cohler, 1993;
Nicholson, 1996, in press), his unpublished record suggests
that his failure to publish more than one case study was
largely an accommodation to the prevailing climate in psy-
chology, which continued to be unsupportive of such meth-
ods. His correspondence reveals that he hoped to follow his
text with a volume on the methodology of case studies and
life histories, including case materials for use in courses in
psychology and social work (e.g., G. W. Allport, 1937a). In
addition to the case of Jenny Masterson (G. W. Allport, 1965;
Anonymous, 1946), he collected extensive materials on a
second case that remained unpublished (Barenbaum, 1997a).
In 1938 and 1940, Allport conducted seminars on the life his-
tory and the case method, working with his students to
expand his list of “rules and criteria for the writing of scien-
tific case studies” and design research concerning “reliability,
validity, and the most effective methods for utilizing raw ac-
counts of personality” (G. W. Allport, 1940a; see Barenbaum,
1997a). Examples of this research include studies by
Cartwright and French (1939) and Polansky (1941). Al-
though Allport (1967) later suggested that the rules for case
studies had proved unsatisfactory and were therefore never
published, in fact he submitted them to his publisher,
along with several sample cases. When the publisher doubted
that such a volume would be marketable (Allport, 1941;
MacMurphey, 1941), describing himself as “the victim of
an obsession” (courtesy of the Harvard University Archives),
replied that he had to complete it whether or not it could
be published (the rules were eventually published by
Garraty, 1981).

Instead, he accepted a request to write a monograph on the
use of personal documents in psychology (G. W. Allport,
1942) for the SSRC, noting that “to the best of my knowledge
I am the only psychologist who has worked extensively with
the methodological problem you raise” (1940a). He saw the
monograph, written amidst the increasing press of work re-
lated to the U.S. involvement in World War II, as a beginning:
“To render the logic of the case method acceptable to hard-
headed American empiricists is a long and difficult job”
(1941; quoted in Hevern, 1999, p. 14). Allport argued that
personal documents provided knowledge of “concrete indi-
viduals. . . . in their natural complexity,” an “essential first
step” in psychology (1942, p. 56), and that they could “aid in
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meeting . . . the three critical tests of science: understanding,
prediction, and control” (p. 191; emphasis in original).

Although the appearance of several monographs on per-
sonal documents and life histories (e.g., G. W. Allport, 1942;
Dollard, 1935) suggests that these topics were salient in per-
sonality psychology during the 1930s and 1940s (Craik,
1986), these monographs reflected the interests of several
members of the SSRC, and their influence on personality
psychologists appears to have been minimal. Platt (1996)
notes that Chicago sociologist Ernest W. Burgess, who had a
particular interest in case study methods, chaired the SSRC’s
Committee on Appraisal of Research, which sponsored ap-
praisals of the use of personal documents in several dis-
ciplines (G. W. Allport, 1942; Gottschalk, Kluckhohn, &
Angell, 1945). She finds, however, that during this period
sociologists’ interest in case studies, life histories, and per-
sonal documents was declining and that attention to these
methods virtually disappeared following World War II (Platt,
1992, 1996). Plans for a third volume were apparently can-
celed; Allport (1943a) had suggested that it either present a
summary of German theories of Verstehen or review re-
search, such as Murray’s, that related case studies to psycho-
metric and experimental methods.

Hevern (1999) observes that although Allport’s mono-
graph (G. W. Allport, 1942) outsold other SSRC volumes, his
promotion of the case method was generally overlooked by
mainstream psychologists. In contrast, Allport’s argument
that the idiographic use of personal documents could meet
the three tests of science (understanding, prediction, and con-
trol) was widely cited by clinical psychologists in the debate
regarding clinical and statistical prediction that coincided
with the rapid expansion of clinical psychology during the
1940s and 1950s (Barenbaum, 1998; see Meehl, 1954). Iron-
ically, the debate focused more on clinical predictions based
on psychometric data than on the idiographic methods—
involving subjective meanings—that Allport hoped to pro-
mote (see G. W. Allport, 1962a).

Although his work on the American war effort interfered
with his plans, Allport continued to collect personal docu-
ments in hopes of interpreting and publishing them (e.g.,
G. W. Allport, 1945). Throughout his career he supported
case studies “behind the scenes,” using them in his teaching
and increasing their visibility during his term as editor of the
Journal of Abnormal and Social Psychology (1938–1949). In
the 1940 volume, he featured a symposium on “psychoanaly-
sis as seen by analyzed psychologists” (G. W. Allport, 1940c,
p. 3). In 1943, he initiated a special “clinical supplement”
consisting of case studies (G. W. Allport, 1943b), following it
with regular clinical issues in 1944 and 1945. Beginning in
April 1946, each issue included a section of case reports.

Allport described his solicitation and publication of case
studies as “the one distinctive contribution that I have made
during my term of editorial service” (G. W. Allport, 1949,
p. 440). He also supported the work of authors such as Jean
Evans, a reporter whose case studies appeared first in the
Journal (1948, 1950) and later in a book (1954). In her fore-
word, Evans expressed her appreciation to “Dr. Gordon W.
Allport, whose idea it was in the first place that such a book
should be written” (p. xvii).

Publication Trends

Continuing an earlier trend, the number of studies of individ-
uals published both in general psychology journals and in
“personality” journals (the Journal of Abnormal and Social
Psychology and Character and Personality) declined during
the 1930s and 1940s (G. W. Allport, 1940b; Shermer, 1985).
Although early volumes of Character and Personality fea-
tured studies using biographical and archival methods (Craik,
1986), this journal was atypical. Founded in 1932 by Robert
Saudek, a European graphologist (Roback, 1935), it was
originally international in scope and emphasized “psycho-
diagnostics,” or character reading based on expressive be-
havior (G. W. Allport, 1937b), an approach that received little
attention from American researchers. Allport was on the edi-
torial board of the journal, which published the studies of
several students from his life history seminar (Cartwright &
French, 1939; Polansky, 1941). By 1945, however, the newly
renamed Journal of Personality had changed to reflect the
interests of American personality psychologists. The new
direction was signaled by the omission from the title of
“character,” an older term preferred by many European
psychologists (see Roback, 1927a). The proportion of studies
of individuals declined sharply between the 1930s and the
1950s (Shermer, 1985).

Even among clinical psychologists, the status of case stud-
ies remained marginal. Allport’s retirement as editor of the
Journal of Abnormal and Social Psychology was followed by
another dramatic decrease in the number of studies of indi-
viduals published in the journal (Shermer, 1985). Comment-
ing on a pioneering book of clinical case studies (Burton &
Harris, 1947), Dollard noted that it relied heavily on test ma-
terial and was not “the much-needed book of illuminating
case histories for the teacher of Abnormal Psychology”
(1948, p. 541).

What Happened to Murray’s “Personological” Concepts?

It seems clear that Murray’s theory and methods, as origi-
nally developed in Explorations in Personality and later
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extended and elaborated (e.g., Murray, 1959, 1968, 1977;
Murray & Kluckhohn, 1953), offered an extensive array
of methods and concepts that could enrich the study-of-
individuals approach to personality psychology. Yet in any
account of Murray’s enduring impact on the field, these
methods and concepts usually (and fairly) take second place
to his more nomothetic concepts and procedures, such as the
TAT. How can we account for this discrepancy? One impor-
tant factor was undoubtedly Murray’s lifelong tendency—
present in his biographical work on Melville as well as his
psychology—to revise, rework, and “fuss” with his most im-
portant works—ultimately leaving them fragmentary and in-
complete (see F. G. Robinson, 1992, passim). Many other
personality psychologists, nomothetically inclined, were
eager to develop his list of variables; no one took up the task
of working out “need-integrate,” “gratuity,” or “serial pro-
ceeding” in sufficient detail so as to make their usefulness—
and thereby the usefulness of the individual lives approach—
apparent. What Murray left undone, especially in the
conceptual domain of the study of individuals, often re-
mained (to a great extent) undone. 

Individualized Assessment Ventures

Murray’s approach has survived in certain intellectual “niche”
positions: for example, in the work of Robert White (a Murray
protégé and a former member ofAllport’s life history seminar;
see G. W. Allport, 1967) on the “study of lives” (White, 1952,
1963, 1972). Murray’s approach has continued to be important
in certain kinds of assessment situations. During World War II,
he and several colleagues developed an assessment program,
loosely modeled on the Explorations project, for selecting
personnel (i.e., spies serving behind enemy lines, mostly) for
the U.S. Office of Strategic Services, forerunner of the Central
Intelligence Agency (Office of Strategic Services [OSS] As-
sessment Staff, 1948). After the war, Donald MacKinnon, a
Murray protégé, used the OSS assessment system as a model
for establishing the Institute for Personality Assessment and
Research (IPAR) at the University of California, Berkeley
(MacKinnon, 1967). (In the early 1990s, perhaps as a sign
of ambivalence about the “person” versus dimensional ap-
proaches, and in response to funding opportunities, the insti-
tute was renamed Institute for Personality and Social Research
[IPSR].) At the same time, “assessment centers,” loosely
based on many of Murray’s principles, came to play an impor-
tant role in selection and development of senior executives in
U.S. corporations (Bray, 1982, 1985; Campbell & Bray,
1993). In contrast, nomothetic questionnaire-based assess-
ment predominates in the selection and guidance of lower-
level workers, and at all levels of education.

Why the difference? Person-centered assessment is
clearly expensive and time-consuming. Probably these costs
can only be justified in a few situations, where choosing the
right or wrong person has important financial or social conse-
quences—for example, the right spy, the most effective
corporate senior officer. In a very real sense, therefore,
personality assessment (and personality psychology gener-
ally) remains stratified, more or less along lines of social
power and social class: person-centered for elites (and for
criminals and others who threaten or challenge elite power;
see our discussion of vivid persons, below), nomothetic for
the masses.

REASSESSING THE HISTORY OF AMBIVALENCE
TOWARD THE STUDY OF INDIVIDUAL LIVES

It is difficult to understand the history of ambivalence toward
the study of individual lives in personality psychology if we
accept historical accounts that attribute the origins of the
field to clinically-derived theories, on the one hand (e.g., C. S.
Hall & Lindzey, 1957), or to the publication of Allport’s and
Murray’s texts, on the other hand (e.g., Sanford, 1985). Each
of these historical reconstructions emphasizes the “dissident”
role of personality theorists, overlooking broader contextual
influences on the direction of personality research, as well as
the development of the psychometric tradition before 1930.
Adopting a longer time perspective, we have seen that the psy-
chometric approach was predominant in personality research
by the time the field was institutionalized in the mid-1930s
and that the decline of interest in studies of individual lives
between the 1930s and the 1950s continued a general trend
in psychology (dubbed “the triumph of the aggregate”;
Danziger, 1990, p. 68) that began as early as the 1910s.

Adopting a multidisciplinary perspective, we have sug-
gested that the marginal status of case studies and life
histories in personality psychology was related to their iden-
tification as preferred methods in psychiatry and in abnormal
psychology (at a time when this field was primarily a med-
ical specialty), and in sociology, where they were associated
with the emergence of empirical research. In contrast,
psychologists interested in personality adopted psychomet-
ric measures as efficient means of meeting practical goals.
Psychologists working in “applied” areas were particularly
attracted to quantitative methods that could establish their
scientific expertise and differentiate them from their “pseudo-
scientific” competitors. These preferences persisted during
the emergence of personality psychology as a separate sub-
discipline in the 1930s, despite calls for more attention to
case study methods.
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Gordon Allport’s and Henry Murray’s efforts to promote
studies of individual lives were initially less successful than
their efforts to systematize the new subfield. While generally
agreeing that the goal of personality psychology was to un-
derstand the individual person, other authors of personality
texts during this period, like Woodworth (1929) before them,
used case studies for illustrative purposes (see McAdams &
West, 1997) but continued to describe them as clinical
methods rather than as research methods. Although several
students and colleagues of Allport and Murray explored
methods of studying individual lives, attention to these meth-
ods during the 1930s and 1940s reflected primarily the inter-
ests of sociologists (particularly those involved with the
SSRC) and European psychologists rather than a more gen-
eral acceptance of these methods by American personality
psychologists.

Without these external supports, methods of studying in-
dividual lives received even less attention from personality
psychologists during the post–World War II period, which
saw an increase in the use of survey and quantitative tech-
niques in the social sciences (Platt, 1992, 1996). Although
Allport’s monograph on personal documents (G. W. Allport,
1942) fueled controversy regarding clinical versus statistical
prediction during the 1940s and 1950s, it appears to have had
more of an impact on clinical psychologists than on personal-
ity researchers (e.g., O’Connell, 1958). The post–World
War II expansion of clinical psychology contributed to the
continuation of the prediction debate, but, ironically, drew at-
tention away from Allport’s goal of developing idiographic
research methods in personality psychology. As Allport ob-
served later, “We stop with our wobbly laws of personality
and seldom confront them with the concrete person” (G. W.
Allport, 1962a, p. 407).

Revival of the Study of Individual Lives in
Personality Psychology

There are signs of a resurgence of interest in the study of
individual lives on the part of personality psychologists.
Psychobiography, a topic of special interest to political psy-
chologists and many historians, had continued to grow and
flourish since its beginnings in the early twentieth century.
Erikson’s studies of Luther (1958) and Gandhi (1969) were
widely viewed as models of how to study individuals through
the combined lenses of personality psychology and history.
Other examples include studies of Woodrow Wilson (George
& George, 1956), George Bush and Mikhail Gorbachev
(Winter, Hermann, Weintraub, & Walker, 1991a, 1991b), four
U.S. foreign policy advisors (Elms, 1986), U.S. president Bill
Clinton (Suedfeld, 1994), and Adolf Hitler (W. Langer, 1972).

(Much of Langer’s work was based on earlier studies of
Hitler by Murray, whose work was not acknowledged by
Langer; see F. G. Robinson, 1992, pp. 275–278, also Murray,
1943.) Several books and articles contain lists of psychobio-
graphical studies (Cocks & Crosby, 1987, especially pp.
217–222; Craik, 1988; Crosby & Crosby, 1981; Elms, 1994;
Friedman, 1994; Glad, 1973; Greenstein, 1969, especially
p. 72; Howe, 1997; McAdams & Ochberg, 1988; Runyan,
1982, 1988a, 1988b, 1990, 1997; Simonton, 1999; and Stone
& Schaffner, 1988). Greenstein (1969, chap. 3) provides a
model for the tasks of description and analysis in construct-
ing individual psychobiographical case studies, and Winter
(2000) reviews recent developments.

Beginning in the 1980s, however, this wave of interest in
psychobiography began to enter the mainstream, as personal-
ity psychologists explored how psychobiography and studies
of individual persons could enrich their field. Runyan (1981)
used the question of why nineteenth-century Dutch painter
Vincent van Gogh cut off his ear as the basis for a discussion
of how to gather and evaluate evidence, and how to decide
among rival explanations of specific actions of particular
individuals. In Life Histories and Psychobiography: Explo-
rations in Theory and Method, Runyan (1982) reviewed
methodological problems, addressed criticisms, and sug-
gested guidelines for the evaluation and preparation of case
studies, life histories, and psychobiographical studies. West
(1983) edited a special issue of the Journal of Personality
devoted to idiographic methods. A few years later, McAdams
and Ochberg (1988) edited another special issue of the same
journal, on psychobiography and life narratives, with papers
devoted to analysis of earlier work, methodological sugges-
tions, and studies of particular individuals. 

Over the next decade, several collections of case studies
appeared—often inspired by external intellectual influences
and trends; for example, feminist theory (e.g., Franz &
Stewart, 1994; Romero & Stewart, 1999) or hermeneutic-
interpretive and narrative methods (e.g., Josselson &
Lieblich, 1993–1999). At the same time, several new person-
ality textbooks (e.g., McAdams, 1990; Winter, 1996) gave
considerable attention to individual persons, while many
existing texts expanded their use of case study material in
new editions.

In many cases, these studies used quantitative scores from
traditional nomothetic variables to elucidate personality
change and development over time (e.g., Espin, Stewart, &
Gomez, 1990; Stewart, Franz, & Layton, 1988). Sometimes
the use of quantative data helped to resolve paradoxical
behaviors (e.g., the study of Richard Nixon by Winter &
Carlson, 1988) or explain surprising outcomes (e.g., the study
of Bill Clinton by Winter, 1998a). And studies by Stolorow
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and Atwood (1979), Alexander (1990), and Demorest and
Siegel (1996) turned personality on its head by arguing that
personality theories have personal and subjective origins in
the lives of their creators.

In 1997, Nasby and Read (1997) published a truly land-
mark case study of Dodge Morgan, who at the age of 54 sold
his electronics business for $41 million, commissioned con-
struction of a sailboat, and then completed a 150-day nonstop
solo circumnavigation of the earth (see Morgan, 1989, for his
own account of the voyage). Nasby and Read integrated a
rich and diverse array of quantitative and qualitative data:
numerous personality tests, administered before and after
(and in some cases during) the voyage; Morgan’s voyage log,
content-analyzed for a variety of themes and personality
characteristics; and Morgan’s letters and later memoir (1989)
of the voyage.

Motives That Drive Psychologists to Study Individuals

Considering all these trends together, it seems that—even
when highly abstract and nomothetic perspectives such as the
five-factor model of traits are enjoying great popularity—
there is also a revival of interest in studies of individual
persons within contemporary personality psychology. It is
worthwhile to speculate about some reasons for the coexis-
tence of these two very different trends.

Vivid Persons. First, the world is populated with many
vivid and arresting persons, people who compel our attention
because their lives depart so extensively from the ordinary
courses. History and today’s headlines are full of people whose
behaviors—hence their personalities—cry out for explanation
and understanding because they are so strange or at least do
not “make sense” by fitting into a coherent pattern. Thus, the
enigma of Adolf Hitler’s personality continues to drive inter-
pretations, psychological and otherwise, more than 55 years
after his death, as testified to by the comprehensive review of
Hitler biographies and psychobiographies by Rosenbaum
(1998), Kershaw (1999), and L. L. Langer (1999).

To take three more contemporary examples: What features
of the personality of Theodore Kaczynski led him to become
the “Unabomber,” mailing meticulously-designed explosive
packages to a miscellaneous group of people (e.g., technol-
ogy executives and at least one psychologist) as a protest
against the effects of technology? Why did Timothy McVeigh
in 1995 blow up the Murrah Federal Building in Oklahoma
City, killing 168 people (including 15 little children in a day-
care center) and injuring more than 500 others? And finally,
what personality dynamics led the mysterious figures of
Mohamed Atta and his cohort to commit suicide and mass

murder by hijacking jet airliners to fly into the World Trade
Center towers, the Pentagon, and whatever target they in-
tended for the plane that crashed in rural Pennsylvania on
September 11, 2001 (Yardley, 2001)?

Often, however, there are people who will never make
headlines or draw lengthy obituaries; yet they fascinate and
perplex their friends and acquaintances. Thus, Gordon Allport
was drawn to the personality of his college roommate’s
mother, Jenny Gove Masterson (a pseudonym that Allport
used in place of her real name), as they corresponded over a
period of 11 years. (As Winter, 1993, suggests, perhaps this
was because she resembled in some ways his own mother and
cast him in the role of “good son,” in comparison to her own
son. Unconsciously, Allport may even have experienced his
roommate as a kind of “double.”) After Jenny’s death, Allport
used the letters as case materials in his teaching and later pub-
lished them, first as journal articles (Anonymous, 1946) and
then, near the end of his own life, as a book (Allport, 1965).
At least two of his students attempted quantitative analyses of
Jenny’s personality, based on some of her letters (Baldwin,
1942; Paige, 1966). In the book version of her letters, Allport
discussed a variety of personality interpretations of Jenny.
Clearly, for Allport, Jenny was an exceptionally vivid person,
someone who drew his attention and mobilized his most
strenuous explanatory powers. As he put it in the preface:
“Invariably she pins me down with the unspoken challenge,
‘And what do you make of me?’” (Allport, 1965, p. x; em-
phasis in original). In such circumstances, everyone feels
compelled to explain (thus graduate students—in psychology,
anyway—often feel this compulsion with respect to their
mentors!). To Allport, the psychologist “has a curiosity that
drives him further, sometimes even to the point of indelicacy”
(p. 157).

When we try to explain such vivid and compelling people
with the usual resources of the personality psychologist’s
“toolbox” of nomothetic variables, the results can be quite
unsatisfying—a hollow portrait. For example, a description
of the Unabomber’s personality in terms of the popular five-
factor model of traits might run as follows: low surgency (at
least in face-to-face interactions), low agreeableness, high
conscientiousness, and high neuroticism. (His level on fac-
tor 5, openness to experience, can be debated. Was it high, as
reflected in the broad erudition in his “manifesto,” or was it
perhaps low because of the rigidity of his ideas?) While this
trait profile may be consistent with his behavior, it actually
tells us very little. For one thing, such a profile probably
fits several million middle-aged American males—most of
whom have not tried to kill other people. (Recall how many
people rush to apply the unhelpful descriptive cliché of
“loner” to assassins and those who carry out mass shootings.)
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Further, it is difficult to construct any strong explanatory
links between such broad and general terms as “introversion”
or “neuroticism,” on the one hand, and the highly differenti-
ated and specific actions of a Unabomber, a Hitler, or a Jenny,
on the other. 

“Synthesizing” the Individual Personality? The most
traditional and widespread criticism of the individual lives
approach to personality is that it does not permit generaliza-
tion (for discussions of several common criticisms, see
Runyan, 1982, 1983, and McAdams and West, 1997). Staub
(1980) put it succinctly: “If we focus on the uniqueness of
every human being, we cannot generalize from one person to
another . . . [and] the aim of science is to discover laws . . .
applicable at least to some, if not to all people” (p. 3). Such an
argument can easily be turned on its head, as follows: The ob-
ject of science is to formulate general principles that enable
us to understand concrete examples or instances. However,
the present state of personality psychology is such that we are
not really close to being able to “synthesize” a conception of
a person from knowledge of that person’s scores on any list of
component personality variables alone. At a minimum, we
need to know how these variables are structured.

Consider the following example (which is hypothetical,
but based on some real people we have known). A factor
analysis can describe how variables are grouped across large
groups of people. Thus, in most five-factor trait models,
“aggressive” and “kindly” might define two opposite poles of
an agreeableness factor (and perhaps to some extent also two
poles of an independent surgency factor). Nevertheless, while
these two traits are somewhat opposed at the group level, it is
not difficult to imagine individual persons who are both
“kindly” and “aggressive.” Such persons could express this
opposed pair of traits in a variety of quite different ways,
depending on how they are structured within the person. For
example, they could alternate between being kindly and ag-
gressive, thereby appearing inconsistent with respect to both
traits. Or they could differentiate as to other people, acting
(consistently) kindly toward some people and (consistently)
aggressive toward others. Or one trait could subsume and
incorporate the other, so that the person acts “kindly, but in
an aggressive way” or else “aggressive, albeit in a kindly
fashion.” Embodied in real persons, each of these possibili-
ties would lead to strikingly different patterns of behavior
and effects on other people; yet each could be based on the
same two trait scores.

Reconceptualizing the Goals of Personality Psychology.
Another response to the criticism that case studies do not per-
mit generalization is to take seriously Allport’s suggestion

that personality psychology has more than one goal. In
Allport’s view, these goals include not only the discovery of
general laws but also the discovery of laws pertaining to par-
ticular individuals and, more broadly, the understanding of
particular individuals (e.g., G. W. Allport, 1937b, 1962a). Re-
cently, Runyan (1997, p. 44) has proposed a conceptual
framework for personality psychology consisting of four
major objectives: the development of general theories (e.g.,
psychoanalysis), the study of individual and group differ-
ences (e.g., the “Big Five” trait factors), the analysis of
“specific processes and classes of behavior” (e.g., dreams,
motives), and the understanding of individual persons and
lives. Arguing that these four goals are interrelated but at least
partially independent of one another, Runyan suggests, “Work
on all four tasks is necessary, and the fact that inquiry at one
level does not automatically answer questions at the other lev-
els is not a telling criticism” (p. 50).

Questioning of “Science.” The Staub quotation cited
above, which is critical of the individual lives approach, is
based upon a particular (rather monolithic) conception of
what science “is,” as well as a high valuation of that concep-
tion. Without entering into the debate about those issues, we
do note that in the last decades of the twentieth century,
“science” as it has traditionally been practiced has come
under intellectual, social, and political criticism from a vari-
ety of perspectives. Postmodernists have argued that the
objectivity of “objective” science is an illusion; followers of
Foucault claim that science is always practiced in the service
of power; and feminists would refine that claim to be “in the
service of male power.” And indeed, from its very beginnings,
mainstream personality psychology has eagerly sought recog-
nition and funding by catering to the interests of the ruling
class: selecting good executives, deselecting poor soldiers,
managing industrial workers, and supplying labels used to
identify and control the behavior of members of less power-
ful, and potentially “troublesome,” groups (see above; also
Danziger, 1990, 1997; Parker, 1991; Winter & Barenbaum,
1999). Thus it was inevitable that the mainstream quantita-
tive, nomothetic approach in personality should be a target for
more general criticisms of science (or at least of “scientism”)
and that an alternative (less “scientific”) approach would be
looked upon more favorably by the critics.

Yet we must not go too far. All personality psychologists
who use the individual lives approach would insist that they
are rigorous scholars; they would also vigorously deny that in
their interpretations “anything goes,” or that, in the derisive
words of Gergen, “The case study simply allows the investi-
gator freedom to locate the facts lending support to . . .
preformulated convictions” (1977, p. 142). Most would
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maintain that they are practicing science, and many would
argue for the possibility of (in Allport’s words) “a science
treating individuals” (G. W. Allport, 1937b, p. 21). And in
fact, some of the critics of mainstream personality psychol-
ogy are really friendly critics, trying to improve the true sci-
entific credentials by taking account of these alternative
perspectives (see, e.g., Stewart, 1993, on how feminist theo-
ries can improve personality research).

Thus, personality psychology is not immune to intellec-
tual trends and fashions (albeit perhaps somewhat sluggish
and belated in its responsiveness). Currently, approaches that
involve narrative and other qualitative methods, as reflected
in the existence and importance of the Handbook of Qualita-
tive Research (Denzin & Lincoln, 2000), are enjoying rela-
tively high prestige in the academic community, particularly
in many social science fields. (For example, sociology has
seen a revival of interest in case studies and personal docu-
ments; see Platt, 1992, 1996; Plummer, 1983.) Thus, it is only
natural that such trends should give impetus to a renewed
focus on the individual lives approach (e.g., McAdams,
Josselson, & Lieblich, 2001), particularly when they can be
combined with quantitative methods (see, e.g., J. M. Healy &
Stewart, 1991).

Importance of Social Context. A final reason for the re-
newed interest in the individual lives approach to personality
is a recognition of the importance of people’s social contexts
in shaping and channeling their personality characteristics
and dynamics. Psychologists have long recognized the pow-
erful effects of immediate situations or microcontexts; for
example, things that can be manipulated in laboratory exper-
iments. Even more striking in their effects, however, are
macrocontexts, or enduring features of social structure and
culture—gender, age, social class, culture, and history. For
example, consider such personality variables as power moti-
vation, optimistic explanatory style, extraversion, and consci-
entiousness. Each is clearly defined. Each has considerable
construct validity, which means that it is associated with a
recognized and characteristic set of observable behaviors. Yet
imagine how differently each would have been expressed
on the morning of June 6, 1944, by the following two people,
in the following two situations: (1) a white 20-year-old
American man storming Utah Beach during the World War II
invasion of Normandy in France, and (2) a middle-aged
Japanese American woman in an internment camp set up in
the Utah desert at the beginning of the war by the U.S. gov-
ernment for citizens and residents of Japanese ancestry. Tak-
ing account of the enormous context differences, we could
probably recognize abstract similarities in the expression of
power motivation, optimistic explanatory style, extraversion,

and conscientiousness across the two situations. And within
each situation, we could recognize differences between peo-
ple who were high versus low in power motivation, conscien-
tiousness, and so forth.

When we consider the many different features of people’s
social contexts, each interacting with all the others, it is im-
mediately apparent that taken together, they transform and
channel the expression of nomothetic “standardized” person-
ality variables in an indefinitely large number of ways. (Of
course, the different personality variables interact with and
thereby transform each other, as well.) As a result, the con-
cepts of “personality variables” and even “personality” are
most appropriately understood not as autonomous, free-
floating entities located “within” people but rather as “bun-
dles” of potentialities, expressed in many and varied (but still
recognizable) ways in combination with features of the social
micro- and macrocontexts. The study and assessment of per-
sonality, then, become the much broader study and assess-
ment of personality-in-contexts; this, in turn, means the study
and assessment of individual lives. In other words, recogni-
tion of the importance of social context facilitates recognition
of the value of the individual lives approach.

Context and Complexity in Personality Psychology

Some psychologists have recognized, at least in principle, the
importance of context in the expression of personality. Kurt
Lewin (1935) long ago articulated the principle that behavior
is a joint function of the personality (P) and the environment
(E); in formulaic terms: B � f (P, E). This principle is often
expressed by including a person-situation interaction term in
an ANOVA or regression. However, Lewin’s simple formula
and these interaction terms are really little more than program-
matic methodological aspirations or statements of faith; as
they stand, they are of little use in the full analysis of complex
person-environment transactions in the real world. From our
perspective, Lewin’s formula is misleadingly simple: Person-
ality itself is also a function of complex and differentiated en-
vironments, past and present, as well as immediate situations.
For example, might Jenny’s personality have been different if
she had been more financially secure (M. B. Allport, 1965)?

Atkinson (1957) developed a model for relating motiva-
tion and behavior by considering the effects of context-
related variables such as expectancy and incentive as they
interacted with approach and avoidance motives. While the
model was usefully applied to the analysis of certain situa-
tions, mostly involving the achievement motive (Atkinson &
Feather, 1966; McClelland, 1985; McClelland & Winter,
1969, pp. 15–19), it, too, remained a largely programmatic
model.
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In developing his list of personality variables, Murray
made a deliberate analogy to organic chemistry (1938,
p. 142). His list of motives and traits was seen as a limited
number of elements capable of combining with each other and
environmental press, producing an almost infinite number of
complex and unique individual personality-environment
“compounds”—that is, individual lives. On the other hand,
subsequent personality psychologists mostly confined their
attention to the short list of personality elements rather than
the enormous variety of person-environment compounds.
This would be analogous to chemists focusing only on the
abstract characteristics of carbon, hydrogen, oxygen, and
nitrogen, considered in isolation—appropriate for the early
weeks of secondary school chemistry, perhaps, but hardly
organic chemistry!

Taking Murray’s metaphor seriously would lead personal-
ity psychology in the direction of studying these many and var-
ied individual lives, just as organic chemists attend to the many
and varied emergent properties of an enormous number of or-
ganic compounds. (As mentioned above, Murray actually in-
troduced several concepts, such as need-integrate, regnancy,
ordination, and gratuity, that could facilitate the study of
personality-in-context in individual lives, but these concepts
were never seriously developed and elaborated, either by
Murray or by later generations of personality psychologists.)
Asimilar perspective has emerged recently from the discovery
that human complexity is generated by a surprisingly small
number of genes:

The key to complexity is not more genes, but more combinations
and interactions generated by fewer units of code—and many of
these interactions (as emergent properties, to use the technical
jargon) must be explained at the level of their appearance, for
they cannot be predicted from the separate underlying parts
alone. So organisms must be explained as organisms, and not as
a summation of genes. (Gould, 2001)

At the beginning of the twenty-first century, then, we have
come to recognize that personality involves complex interac-
tions among elements and contexts in ways that, over time,
are to some extent irreversible (or at least only reversible
with greater difficulty than acquisition) and cannot be ade-
quately described with simplistic, positivistic conceptions of
science. We believe that these complexities—of personality
and of psychological science—have energized a renewed
interest in the individual lives approach to understanding per-
sonality. At the same time, we believe that no one should un-
derestimate the difficulty of studying lives with traditional
and valuable standards of scientific objectivity and rigor—to
develop, as Allport suggested, a true science of the single
case. Perhaps in the next century, the field will benefit from
the increased popularity and accessibility of chaos theory

(also called complexity theory) and its associated mathemat-
ical concepts (e.g., Nowak & Vallacher, 1998) as alternatives
to classical psychometric procedures and rules.

Finally, we suggest that to understand contexts and the
way they shape the level and expression of personality di-
mensions within individual lives will involve us in making
acquaintance with and giving serious study to many other
disciplines: for example, anthropology, sociology, gender
studies, political science, history, economics, religion, even
architecture and geography. To do justice to the whole range
of human experience, we believe, the study of individual
lives in personality psychology must become again, as it
originally was, an interdisciplinary endeavor.
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The onset of the twenty-first century heralds a new era for
developmental psychologists, whose work is being enriched
by new findings from such fields as behavioral and molecular
genetics, cognitive science, cultural studies, sociology, epi-
demiology, history, psychiatry, and pediatrics. At the same
time, many of our current questions owe a clear debt to our
forebears. These earlier theorists influenced thinking and re-
search in ways that are still evident today, and a review of
their contributions reminds us that many questions in our
field are recurring ones. Issues that have disappeared and
reappeared in slightly different guises at various stages of the
field’s history are still part of the contemporary scene. It’s not
that developmentalists simply recycle problems, but progress
often proceeds to a point and comes to a halt until develop-
ments in other fields, new conceptualizations and formula-
tions of a problem, or methodological and design advances
reenergize the issue and bring it to a new level of understand-
ing and investigation. By stimulating interest in the historical
roots of our discipline, we hope both to sharpen our appreci-
ation of our forebears and to develop a source of hypotheses
that may now be ripe for investigation in the current scientific
climate.

We can give only the broadest outline of the history of the
field of developmental psychology. There are many complex-
ities that we have had to ignore. We hope that this overview

will whet the reader’s appetite for further exploration. Fuller
reviews of our historical roots are available in Parke,
Ornstein, Rieser, and Zahn-Waxler (1994) and Cairns (1998),
and a reprint series of original articles and volumes by earlier
theorists is available in Wozniak (1993a, 1993b, 1994, 1995).

We have divided the history of developmental psychology
into five time periods—the beginning years of developmen-
tal psychology (1880–1914), the period of institutionaliza-
tion and fragmentation (1915–1940), the era of expansion
(1940–1960), the rise of contemporary themes (1960–1985),
and the current period (1985 to present). Across these peri-
ods, we discuss recurring issues of theory and method to
illustrate the ways in which there has been both constancy
and change in developmental psychologists’ views of the
central issues of the field. We argue that, in many regards,
there have been major strides in the subtlety of the distinc-
tions and the sophistication of the measurements and designs
brought to bear on developmental questions. At the same
time, there is much consistency between the perspectives of
our ancestors of a century ago and the views of contemporary
developmental theorists.

Another thesis is that the agenda of contemporary devel-
opmental psychology has more in common with the field’s
agenda from the turn of the century than with the agenda of
the middle era (1920–1960). This middle period, with its
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emphasis on behaviorist and normative development, its
focus on experimental child psychology and social learning
theory, was a sharp departure from the origins of the field.
What Cairns noted two decades ago is still true today: “An
overview of the past suggests that today’s investigators are as
much determined by history as they are makers of it. The
major issues of the present appear to be, in a large measure,
the same ones that thoughtful contributors to the science have
addressed in the past” (Cairns, 1983, p. 90).

Why are we returning to the concerns of our distant past?
One reason is that our forebears were wise in their choice of
questions and raised enduring issues. Another reason is that,
in the middle period, developmentalists took some detours
away from the original goals of the field in their enthusiasm
for establishing a separate science on the basis of positivistic
principles. The field’s behavioristic focus promoted a prolif-
eration of excellent methods and technological advances but
ignored basic questions of biology, consciousness, and cogni-
tion. Today, as the beneficiaries of both the early and the
middle eras, we are in a position to ask again the old ques-
tions and address them in more methodologically sophisti-
cated ways.

THE BEGINNING YEARS (1880–1914)

The beginning years of the field of development can be char-
acterized in two ways. One way is to describe the figures who
first forged the field; the other way is to describe their posi-
tions in terms of modern theoretical distinctions.

The Founders

When the field of child psychology was established as a sep-
arate and distinctive field, two sets of influential individuals
were involved. One group provided the institutional and or-
ganizational support for the new discipline of psychology;
the second group provided ideas and methods for the new sci-
ence of developmental psychology. G. Stanley Hall led the
first group; James Mark Baldwin, Sigmund Freud, and Albert
Binet formed the second.

The intellectual figure who anticipated the emergence of
the distinctive field of developmental psychology and who in-
fluenced the thinking of all these early figures was not a psy-
chologist, however, but the biologist, naturalist, and architect
of evolutionary theory, Charles Darwin (1809–1882). Darwin
provided the intellectual foundation for a science of develop-
ment by arguing that human development was governed by
a set of discoverable natural laws. This central thesis, in

combination with Darwin’s own early experimental studies of
infants’ emotional and perceptual abilities, paved the way for
later scientific analysis of children’s development.

G. Stanley Hall (1844–1924) was a cofounder and first
president of the American Psychological Association and the
founder of the first professional journal on development,
Pedagogical Seminary. In 1909, Hall, as president of Clark
University, invited Sigmund Freud to an international con-
ference involving American and European psychologists and
psychoanalysts. This was a landmark meeting; it introduced
Freud and his psychoanalytic ideas to an American audi-
ence, and those ideas shaped the thinking of developmental
scholars in the United States for the next half century. As a
theorist and methodologist, Hall made more limited contri-
butions (see Ross, 1972; White, 1992). He did introduce the
questionnaire as a way to explore the contents of children’s
minds—in fact, between 1894 and 1914 he published 194
questionnaires (White, 1992)—but his nonrandom sampling
strategies, his imprecise wording of questions, and his non-
standardized mode of administering the questionnaires made
the work more suggestive than definitive. Hall and his con-
temporaries at the turn of the century had limited knowledge
of sampling techniques and issues of generalizability, and
they chose samples of convenience; unfortunately, these
highly selected samples were of unknown representative-
ness. Hall is perhaps best known for his recognition that
adolescence is a unique period of development with a vari-
ety of concomitant shifts in biology, cognition, and social
relationships (Hall, 1904).

Hall’s contemporary, James Mark Baldwin (1860–1934),
was less of a facilitator but more of a theorist. He held posi-
tions at the University of Toronto, where he established the
first experimental psychology laboratory in North America,
and later at Princeton University and Johns Hopkins Univer-
sity. Although he was a talented experimentalist, it was his
theoretical work that secured his position in the history of
developmental psychology. In his extensive theoretical
writings, he articulated a variety of themes, which in retro-
spect appear surprisingly contemporary (Baldwin, 1894,
1895, 1897). First, he developed a stage theory of develop-
ment, which was remarkably similar to Piaget’s. As Piaget
would later do, Baldwin set out a series of stages of develop-
ment for mental processes, which were to a substantial extent
based on observations of his own children. Even more than
Piaget, he recognized the interplay between social and cogni-
tive development and championed the study of the self and
the need to examine different units of analysis (individual,
dyad, and group). Unfortunately, Baldwin’s contribution was
limited because of the short duration of his career, which
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ended abruptly as the result of a personal scandal. In 1908, he
was forced to resign from Johns Hopkins after being caught
in a raid on a house of prostitution. He spent the rest of his
career in Mexico and Europe, where he continued to write
about development as well as world peace. A second reason
for his limited influence was his failure to develop empirical
paradigms to test his ideas. As is always the case in science,
theory without a clear way of evaluating the underlying no-
tion is of limited value to the field. In spite of his lack of data,
his ideas are remarkably modern. It is now recognized that
“Baldwin stands alongside William James as one of the pri-
mary intellectual forces involved in the founding of American
psychology as a science” (Cairns, 1994, p. 129).

At the time, however, it was Sigmund Freud (1856–1939)
who influenced American developmental psychology. Freud
offered both a theory of development based on psychosexual
stages and a method of study, psychoanalysis (Freud, 1900,
1905, 1910). Freud taught at the University of Vienna but de-
voted himself largely to clinical work with neurotic patients
and to a prolific writing career. In spite of the fact that he did
not treat children, he developed a theory of early development
based on the recollections of childhood by his adult clients. In
many ways, Freud set the agenda for the next 50 years of de-
velopmental psychology by defining content domains (ag-
gression, sex roles, morality) and articulating central themes
(the importance of early experience, the formative impact of
early family relationships for later developmental outcomes).

Alfred Binet (1857–1911) was the most underappreciated
figure of this era (Siegler, 1992). Despite his lack of formal
training in psychology, Binet was a prolific contributor with
over 200 books, articles, and reviews on a wide range of psy-
chological subjects to his credit. Binet is, of course, best
known for his contributions to the assessment of intelligence
(Binet & Simon, 1905), but he was much more than the father
of IQ testing. He anticipated a number of Piaget’s views,
for example, that cognitive development is a constructive
process, that its purpose is adaptation to the physical and
social worlds, that children assimilate new experiences to
existing ways of thinking, and that intelligence pervades all
activities. Moreover, he made major contributions to various
areas of memory, particularly suggestibility and eyewitness
testimony, children’s memory for prose, and the role of
memory in mental calculation expertise (Binet, 1894, 1900).
Binet designed and conducted a variety of memory experi-
ments. At the same time, he recognized the need to apply
convergent methodological approaches to solve psychologi-
cal problems. “Our psychology is not yet so advanced that
we can limit our analyses to information attained in the
laboratory” (Binet, quoted in Cairns, 1983). It is interesting

that Binet’s demonstrations of the feasibility of an experi-
mentally based science of child development predated
Watson’s more famous experiments on conditioning of emo-
tion by nearly 20 years. “Binet was the first to provide con-
vincing evidence for the proposition that a science of human
development was possible” (Cairns, 1983, p. 51). For a vari-
ety of reasons—primarily, perhaps, his lack of a university
position—Binet’s contributions were largely forgotten until
recently (Cairns, 1983; Siegler, 1992).

Characteristics of the Early Theories

Theories of development may be characterized, most cen-
trally, by whether they posit that development is the conse-
quence of internal (nature) or external (nurture) forces.
Overton and Reese (1973) describe this dichotomy as organ-
ismic versus mechanistic. The organismic view is character-
ized by a focus on biological or endogenous accounts of
development. It has as its basic metaphor “the organism,
the living, organized system presented to experience in mul-
tiple forms. . . . In this representation, the whole is organic
rather than mechanical in nature” (Reese & Overton, 1970,
pp. 132–133). The mechanistic view is characterized by a
focus on environmental mechanisms, and development is
seen as essentially an externally controlled or driven process.
The machine is often used as the metaphor for this develop-
mental model of development. In the early era, Baldwin,
Freud, Hall, and Binet all endorsed an organismic approach.
As Cairns noted of Baldwin: “His aim was to outline ‘a sys-
tem of genetic psychology’ that would attempt to achieve a
synthesis of the current biological theory of organic adapta-
tion with the doctrine of the infant’s development” (Baldwin,
1895, p. vii, cited by Cairns, 1983, p. 54).

Another way in which theories of development can be
described is in terms of their breadth. The scope of the early
theories was notably broad. Not only did they include emo-
tions and cognitions, sex and sensation, but a century ago, the-
orists in the grand tradition assumed that large portions of
the developmental landscape could be accounted for in terms
of a limited number of general, universal principles. They
were not unaware of cross-cultural variation, but they viewed
other cultures as living laboratories that could provide oppor-
tunities to evaluate the operation of fundamental laws of de-
velopment. Freud’s use of anthropological data in Totem &
Taboo (Freud, 1918) was an attempt to describe unconscious
motivation in other cultures. This was a prime example of our
ancestors’ eagerness to seek confirmation of their theories in
other cultures. Their understanding of those cultures, how-
ever, was quite limited.
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Limited, too, was their understanding of their own cul-
ture. Contemporary developmental psychologists recognize
that societal conditions in a variety of spheres—medical, ed-
ucation, economic, political, and social—influence both
development itself and research and theory about develop-
ment. They have seen how historical conditions can shape
choices of problems and theoretical interpretations. The most
celebrated example, of course, is the influence of Victorian
Vienna on psychoanalysis (Lerner, 1986). The repressive
views concerning sex and sexuality held by European soci-
ety in the early 1900s quite clearly contributed to the symp-
toms exhibited by Freud’s patients and the focus on sexual
feelings and processes in Freud’s theory. However, Freud
himself and the other early theorists showed little awareness
of the need to acknowledge the role of societal and historical
influences in their theories of development.

As an emerging discipline, not surprisingly, developmental
psychology was also an interdisciplinary enterprise. The early
theorists looked to philosophy, biology, pedagogy, and sociol-
ogy for ideas. Hall was particularly influenced by philoso-
phy, religion, education, and evolutionary biology. Baldwin
reached out to religion. Freud incorporated anthropology. At
the same time, there was a strong push to disassociate the
emerging field from its roots—especially its philosophical
roots—and to establish the new field as a separate discipline,
especially a scientific one. Baldwin’s theories as well as
Binet’s experimental demonstrations represented clear depar-
tures from the introspectionist approach of the past.

In brief, by 1914, American psychology had become
established as an independent discipline, developmental psy-
chology as a separate science was beginning to emerge, and
the major themes of development that occupied us for the next
century were being defined. In the next phase, the institution-
alization of developmental psychology as a distinctive sub-
field within mainstream psychology began.

A PERIOD OF INSTITUTIONALIZATION AND
FRAGMENTATION (1915–1940)

Two major themes characterize the next period in the history
of developmental psychology. First, this was a period of
establishment of major research institutes. Second, it was an
era both of extraordinary theoretical and empirical advances
in developmental psychology and of multiple voices and rau-
cous cacophony.

The Institutes of Child Development

Reflecting societal concerns about ways to improve the
rearing of children, a number of research institutes were

established around the United States, including those at the
University of Iowa, the University of Minnesota, Teachers
College at Columbia, Yale, and the University of California,
Berkeley. The goals of these new institutes were research,
teaching, and dissemination. The programs were modeled
after the successful agricultural research stations. As
Mrs. Cora Bussey Hillis, an early supporter of these activities,
envisioned, “if research could improve corn and hogs, it could
improve children” (Sears, 1975, p. 19).

The institutes not only created a professional workforce of
child developmentalists but also initiated some of the major
longitudinal projects of the century. Some of these projects
were highly specialized; others were more general. At Yale,
Arnold Gesell (1880–1961) began his intensive studies
of children’s motor development, while John Anderson at
Minnesota provided detailed descriptions of personality de-
velopment (Anderson, 1937). At Berkeley, two sets of lon-
gitudinal studies began in the late 1920s and early 1930s
focusing on a variety of aspects of development—intellec-
tual, social, and motor (see Bayley, 1949; Elder, 1974).
Sontag (1944), at the Fels Research Institute, also started a
longitudinal study in the 1930s that lasted until the 1970s.
The Fels project also used a broadband approach involving
assessments of social, emotional, motoric, and physical de-
velopment. These studies were largely atheoretical and
descriptive; they provided important normative guidelines
concerning early developmental timetables.

A Triad of Towering Theorists

But theory in developmental psychology was not dead. On
the contrary, this was an era of fragmentation, and markedly
different theoretical approaches to the study of development
were all competing for support. In the United States, behav-
iorism under the leadership of John B. Watson (1878–1958)
was a force to be reckoned with, with its strict views that
children’s development was the consequence of conditioning
by the environment. According to Watson, children learn
everything, from skills to fears. All behavior begins as a sim-
ple reflex and is conditioned over time. Fears are most easily
conditioned through pairing with loud noise; love is created
by fondling; even verbal behavior and thinking begin as
babbling, then grow in complexity as they are conditioned
to objects in the environment. Watson’s (1913, 1924) ex-
perimental demonstrations of conditioning, most famously of
little Albert, did much to place the newly emerging field of
child development on a solid scientific footing.

Meanwhile, other viewpoints were emerging as significant
challenges to a behavioral view of development. Most directly
in opposition to Watson’s position was Gesell’s maturational
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approach to development, which suggested that development
unfolds in a series of steps, fixed and predetermined in order.
Only under extreme conditions, such as famine, war, or
poverty, are children thrown off this biologically programmed
timetable. According to Gesell, the tendency to grow is the
strongest force in life, and the inevitableness and surety of
maturation are the most impressive characteristics of early
development. “The inborn tendency toward optimum devel-
opment is so inveterate that [the child] benefits liberally from
what is good in our practice, and suffers less than he logi-
cally should from our unenlightenment” (Gesell, 1928,
p. 360). Gesell’s years of careful observation produced a
corpus of work that was not only a highly sophisticated
account of motor development but an early version of a dy-
namic systems view of development (Thelen, 1993).

At the same time, Jean Piaget (1896–1980) was emerging
as an influential theorist in Europe and offered a further con-
trast with prevailing American views. Piaget offered not
only a rich description of children’s cognitive progress from
infancy to adolescence but the first fully developed theory
of stages of cognitive development. In a series of books,
Piaget outlined four major stages of cognitive development,
the stages of sensorimotor development (0 to 2 years), pre-
operational development (2 to 6 years), concrete operations
(6 to 12 years), and formal operations. Children were ob-
served to pass through these stages in a fixed and sequential
order as they moved toward increasingly abstract modes of
thought. His theory and empirical demonstrations over the
span of more than half a century place him with Freud in
the forefront of child development theorists of the twentieth
century. Although there have been challenges to his origi-
nality with credible claims that much of his theory was an-
ticipated by Baldwin (Cahan, 1984), his uncanny ability to
design tasks to test his theoretical propositions secured his
scientific reputation.

An Appraisal of the Era

The marked differences among the three theorists in this pe-
riod, Watson, Gesell, and Piaget, are brought into perspective
by noting their positions on key developmental questions.
Their basic positions concerning what causes development
were in stark contrast. Watson was the archetypical mecha-
nistic theorist who believed that development occurred from
the outside in. He believed that the goal of theory was not to
understand behavior but to predict and control it. He viewed
learning and conditioning principles as the processes through
which these ends were met. In contrast, Gesell was a theorist
who was organismic in his viewpoint on the causes of devel-
opment, championing maturational processes as the key to

development. His goal was to provide a systematic account
of development, not necessarily to control or predict the
direction of development. Piaget balanced the importance of
both internal, biological processes of development and exter-
nal resources to support it. He posited biological adaptational
processes as the explanatory mechanism for development,
and his theoretical aim was understanding, not prediction or
control. Although these three theorists diverged in their as-
sessment of the nature of developmental processes, they did
agree that there are universal and historically independent
processes that account for development.

The three theorists also differed in their assumptions about
the course of development. Piaget was clearly a committed
stage theorist who endorsed the concept of discontinuity
across development. Watson, on the other hand, viewed de-
velopment as continuous. Gesell recognized both continuity
and discontinuity across development. For Gesell, there are
periods of reorganization at different points across develop-
ment but considerable continuity in terms of underlying
processes. Siegler and Crowley’s (1992) microgenetic ap-
proach might well have been championed by Gesell, with its
recognition that there is an uneven progression across devel-
opment as new skills and strategies are acquired and inte-
grated in the child’s repertoire.

The big-three theorists of this era also took somewhat dif-
ferent approaches to conducting research. Watson performed
laboratory “experiments,” which actually, because of their
lack of control, are more accurately referred to as demonstra-
tions. Gesell and Piaget, in contrast, raised systematic obser-
vation to a new level. Piaget watched, with much profit, his
own infants (Piaget, 1926), while Gesell made a career of cat-
aloging motor movements of other people’s children (Gesell,
1928). Both incorporated subtle structured interventions into
their observations—a pile of three red blocks, a matchbox, a
screen—to probe with infinite patience the minute changes in
abilities evident over the course of a week or a month in a
child’s life.

A final way in which the triad of theorists differed was in
their view of how—or whether—the principles of develop-
mental psychology should be applied to “real world” issues.
Piaget was basically uninterested in applied issues—in spite
of an abundance of efforts by others to apply his theory to
education settings in the 1960s and 1970s. He called these
concerns “the American question.” In contrast, Watson was a
strong proponent of applying learning principles to the rearing
of children. Through a series of popular books addressed to
parents, Watson tried to shape the thinking of a generation of
parents. “Parents, whether they know it or not,” he stated with
authority, “start intensive training of their children at birth. By
3 years of age, the child’s whole emotional life plan has been
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laid down. His parents have determined whether he is to grow
into a happy person, a whining, complaining neurotic, an
overbearing slave driver, or one whose every move in life is
controlled by fear.” What was most damaging, according to
Watson, was too much “mother love.” Watson’s advice on
how to run an efficient, no-nonsense household, in which in-
fants were fed and napped on schedule like efficient little ma-
chines, and no time was lost nor bad habits created by hugging
and kissing, had a widespread influence on American parents.
In spite of his maturationalist leanings, Gesell, too, was a
prolific and influential voice in the “advice to parents” move-
ment. Over a period of 40 years, Gesell and his colleagues
(Gesell & Ilg, 1946; Gesell, Ilg, & Ames, 1956) offered not
only normative guidelines to help parents anticipate the
developmental trajectories of their children but also specific
advice concerning child-rearing tactics, toys, and tomes for
children of different ages (see Clarke-Stewart, 1978, 1998).
The outreach efforts of both Watson and Gesell were consis-
tent with the tenor of the time and the American belief that the
new developmental science could and should be harnessed to
improve the lives of children.

To summarize, this period of our history was best charac-
terized as a battle among theoretical titans. A science of
development had clearly been launched, but there was little
agreement about the theoretical details.

THE ERA OF EXPANSION (1940–1960)

In the third period of our history, developmental psychology
returned to the fold of mainstream psychological thinking, as
it had been at the turn of the century. Major strides were
achieved by extending the basic tenets of learning theory to
the puzzles of development.

Fusing Learning Theory and Psychoanalysis

Classic learning theory, which dominated American psychol-
ogy from the 1930s through the 1950s, was creatively com-
bined with Freud’s theory of development to generate a new
era of research and theorizing in child psychology. At Yale,
several young psychologists, including John Dollard, Neal
Miller, Leonard Doob, Robert Sears, and later anthropologist
John Whiting, combined forces to fuse Hullian learning
concepts with Freudian psychoanalytic theory (e.g., Dollard,
Doob, Miller, Mowrer, & Sears, 1939). Their goal was to
translate Freud’s propositions into testable form by recasting
them in learning-theory terms. Freud had provided the focus
of the research on such issues as aggression, sex typing,

and dependency; Hull provided the learning mechanisms,
such as primary and secondary drives, drive reduction,
and stimulus-response associations. In one example of the
learning-psychoanalytic fusion, the Yale psychologists pro-
posed that infants’ early attachment to their mother derived
from the association of the mother with reduction of the
hunger drive through feeding. Mothers, in short, assumed
secondary reinforcement value as a result of being paired
with hunger reduction for the infant. Decades of effort fol-
lowed, in which these researchers sought to evaluate the
relations between early child-rearing practices and later per-
sonality development. Such Freudian-based concerns as the
timing of weaning and toilet training and whether the infant
was bottle- or breast-fed dominated the scientific activity
(Sears, 1944, 1975).

The major paradigm for this era is illustrated by the
classic study of child rearing organized by Robert Sears and
his colleagues Eleanor Maccoby and Harry Levin (Sears,
Maccoby, & Levin, 1957). These investigators interviewed
over 300 mothers about their child-rearing practices (wean-
ing, toilet training, discipline) and the child’s behavior
(aggression, dependency, sex roles, moral development).
Modest relations between child-rearing practices and child
outcomes were found in this and related studies (Sears,
Rau, & Alpert, 1966; Sears, Whiting, Nowlis, & Sears, 1953;
Whiting & Child, 1953), but the enterprise as a theoretical
guide was largely unsupported. Not only were the funda-
mental hypotheses probably incorrect, but the methods
themselves came under serious criticism (M. R. Yarrow,
Campbell, & Burton, 1964). Critics noted not only that con-
structs were poorly defined but also that the basic method of
using mothers’ recall of their earlier practices was fraught
with error. As Robbins (1963) showed, mothers often report
child-rearing practices that are more in agreement with cur-
rent “experts” than they are with their actual practices. Al-
though the enterprise served to bring theoretical rigor to the
study of development and move us beyond description to
learning-based explanations of development, the theoretical
limitations of the Freudian framework were bound to doom
their efforts.

An Operant Orientation

Another extension of learning theory that emerged during
this era was operant learning theory. This approach was de-
veloped by B. F. Skinner (1904–1990) at Harvard Univer-
sity. In contrast to Hullian theory, with its drive-centered
focus, Skinner’s theory emphasized contingent reinforce-
ment of behavior as the central learning mechanism.
Although Skinner was not a developmental theorist, his
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thinking had a profound impact on developmental psychol-
ogy. Such influential developmental researchers as Bijou,
Baer, and Gewirtz were all influenced by Skinner (Bijou &
Baer, 1961; Gewirtz, 1969). The modern behavior modifica-
tion approach to the control and shaping of children’s be-
havior in classrooms, homes, and institutional settings owes
a direct debt to Skinner and his theory of operant learning.

Reflections on the Era of Expansion

Under the guidance of the learning titans of this era, develop-
mentalists once again became a part of mainstream psychol-
ogy. A mechanistic orientation characterized the theorizing of
the period, whether under the guidance of Hullian-influenced
Sears or of operant-oriented Skinner. Theorists searched for
broad, universal principles of development, with little con-
cern for either culture or secular influences, although Sears
did document social-class differences in child-rearing prac-
tices in one of his studies (Sears et al., 1957). Neither Sears
nor Skinner was a prominent provider of descriptions or pre-
scriptions for parents in the tradition of Watson and Gesell,
but they both had an abiding American faith in the potential
of developmental science to help children. Skinner’s inven-
tion of the baby box and teaching machine and Sears’s hope
that his studies of child rearing would provide scientific
guidelines for future parents illustrate their commitment to an
applied developmental psychology.

In sum, during this era, developmental psychology became
recognized as part of mainstream psychology, but it had not
yet reached a mature state. In the case of Sears, there was still
too much borrowing from the past, and in the case of Skinner,
there was not enough recognition of the uniqueness of chil-
dren that might require distinctive and separate approaches.

THE RISE OF CONTEMPORARY
THEMES (1960–1985)

In the era from 1960 to 1985, a number of themes rather than
a number of theorists guided research and theory in de-
velopmental psychology. These themes were the return of a
concern about cognition, the discovery of precocity, the re-
defining of social learning, the refinement of the study of so-
cial interaction, and the emergence of an interest in emotion.

The Return of Cognition

Several significant events transformed our thinking about
development in this quarter century. The Russians launched
Sputnik, and Americans began to worry about their educa-
tional system. Coincidentally, there was a rediscovery of

Piaget by American psychologists. J. McVicker Hunt (1906–
1991) published his influential treatise, Intelligence and
Experience (1961), which reintroduced Piagetian thinking
to Americans. A few years later, a systematic overview of
Piaget’s theory was offered by John Flavell in his book The
Developmental Psychology of Jean Piaget (1963). Piaget’s
views of nature and nurture as both necessary and interactive
quickly became prevalent in developmental psychology. A
flurry of empirical work that both supported and challenged
Piagetian theory appeared in the 1960s and 1970s. This re-
vitalized interest in cognitive development coincided with
the onset of the cognitive revolution (Miller, Galanter, &
Pribram, 1960) in mainstream psychology, so it is not sur-
prising that cognitive development returned as a major theme
of research.

The Discovery of Precocity

In part the result of Piaget’s early work on infant cognitive
and perceptual development and in part the consequence of
new experimental techniques for assessing infant visual, au-
ditory, and olfactory capacities (e.g., Fantz, 1963; Lipsitt,
1963), there was a resurgence of interest in documenting in-
fant sensory and perceptual competence. Studies of infants
challenged traditional views and ushered in an era of discov-
ering the “competent infant.” In contrast to earlier views of
infants as limited, helpless, and incompetent, these new
studies revealed an infant who was biologically prepared for
social, perceptual, and cognitive encounters with the exter-
nal environment. Babies were revealed to be capable of vi-
sual and auditory discriminations (e.g., color, form, pitch)
from a much younger age than earlier theorists had assumed.
In turn, this prepared the way for a closer look at biological
contributions to early development. A similar set of ad-
vances concerning the remarkable capacity of infants to
learn was also reported (Lipsitt, 1963; Papousek, 1961;
Sameroff, 1970).

Redefining Social Learning Theory

On the socialization front, there was a serious challenge
to the Freud-Hull approach to social development. Albert
Bandura and Richard Walters, in their 1963 volume Social
Learning and Personality Development, forcefully rejected
the assumptions of the previous era. Instead of endorsing
a drive-based theory of development, they proposed that
observational learning or modeling was the major way that
children acquire new behaviors and modify old ones. As sub-
sequently developed by Bandura (1969, 1977), cognitive
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social learning theory drew much of its theoretical founda-
tion from developments in the new cognitive science, with
its insights into attention and memory. Not only were drives
and drive reduction unnecessary for learning, according to
Bandura, but reinforcement was unnecessary either for the
acquisition of new responses or the modification of old re-
sponses. Along with new mechanisms for learning, Bandura
dismissed the Freudian baggage of the earlier Sears era. In-
stead, a more eclectic theory of socialization, which drew
from sociology, anthropology, and other disciplines, served
as a guide. In a series of influential experimental studies,
Bandura and his colleagues revitalized the study of social
development by reintroducing experimental approaches in
studies of the observational learning of aggression (e.g.,
Bandura, Ross, & Ross, 1961). Unfortunately, like most
learning theory approaches, the focus was more on learning
and less on development (see Grusec, 1992).

From Social Interaction to Social Relationships

An area of intense focus in this period was the social inter-
active processes and the ways in which these face-to-face
processes develop into social relationships (Hartup &
Rubin, 1986; Hinde, 1979). A prominent issue was the un-
derstanding of social interaction patterns among infants,
children, and their social partners. Emphasis on the mutual
regulation of the partners’ behavior, concern about detailed
description, and quantification of the tempo and flow of the
interactive interchange clearly separated the current work
from its earlier antecedents (Cohn & Tronick, 1987; Field,
1991). In addition, developmental psychologists in this era
went beyond studying the process of interaction per se to
use interaction as a window into social relationships (Hinde,
1979).

The most influential theory exemplifying this theme was
John Bowlby’s (1907–1990) theory of attachment (1969,
1973, 1980). This theory offered a new account of the ways in
which infants come to form close relations with their care-
givers. Instead of a fusion between the constructs of Hull and
Freud, it represented a marriage between ethology and psy-
choanalysis. Bowlby proposed that attachment has its roots in
a set of instinctual infant responses that are important for the
protection and survival of the species. The infant responses of
crying, smiling, sucking, clinging, and following elicit the
parental care and protection that the baby needs and promote
contact between the child and the parents. Just as the infant is
biologically prepared to respond to the sights, sounds, and
nurturance provided by caregivers, parents are biologically
prepared to respond to these eliciting behaviors on the part of
the infant. As a result of these biologically programmed

responses, both parent and infant develop a mutual attach-
ment. From this perspective, attachment is a relationship, not
simply a set of behaviors of either the parent or the infant
(Sroufe & Fleeson, 1986).

Moreover, in this era, there was an increasing appreciation
of the range of characters who play a prominent role in
children’s social relationships. The definition of family
expanded to include not only the mother–infant dyad but fa-
thers, siblings, and grandparents as well (Dunn & Kendrick,
1982; Lamb, 1975; Tinsley & Parke, 1984).

There was also a growing appreciation of the embedded-
ness of children and families in a variety of social systems
outside the family, including peers, school, and kin-based
networks (Bronfenbrenner, 1986, 1989; Cochran & Brassard,
1979), which led to an interest in peer and other relationships
outside the family (Asher & Gottman, 1981). This focus on
relationships was part of a more general reorientation away
from a focus on the individual as the unit of analysis to
dyadic and larger units of analysis.

Embracing Emotion

One of the most dramatic shifts during this period was the
renewed interest in the development of emotions in infancy.
Topics such as social smiling, stranger anxiety, and fear of
heights were of interest in the 1960s (Gibson & Walk, 1960),
but the motivation for conducting such studies was to use
emotions to index something else—usually perceptual or
cognitive process (Campos & Barrett, 1985). The timing
of the development of emotions and the role of emotions in
social interaction were of little interest at that time. In the
1970s and 1980s, however, the role of affect became an
issue of increasing concern throughout psychology (e.g.,
Campos, Barrett, Lamb, Goldsmith, & Stenberg, 1983). The
developmental origins of both the production and recogni-
tion of emotions, as well as the role of emotional expres-
sions in the regulation of social interaction, became central
concerns of developmental psychologists, especially infancy
researchers.

In light of research by Ekman (Ekman & Friesen, 1978)
and Izard (1982), the older assumption that facial response
patterns are not specific to discrete emotional states was dis-
counted. Evidence suggested that facial expressions may be,
at least in part, governed by genetically encoded programs
and universally recognized (Ekman & Friesen, 1978). The
recognition that emotional expressions have a role in the reg-
ulation of social behavior, another important development in
this era, was exemplified in studies of face-to-face interaction
of parents and infants (e.g., Brazelton, Koslowski, & Main,
1974; Stern, 1977, 1985; Tronick, 1989).
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Advances in Theory and Method

In thisperiod, from1960 to1985,weseesignsofmaturity in the
field of developmental psychology. Instead of theories
suggesting that development is either exclusively internally
driven or entirely environmental in origin, the theories in this
period included elements of both. In addition, under the
guidance of Bronfenbrenner (1979), a commitment to contex-
tualism was evident. Lerner (1986), a major proponent of this
viewpoint, defines this position as follows:Acontextual model
assumes that there is constant change at all levels of analysis
andthateachlevel isembeddedwithinallothers.Thus,changes
in one promote changes in all. Central to the position is the in-
teraction between the organism and its context (Sameroff,
1975). Ethology, ecological systems theory, and socio-cultural
theory are examples of the contextual model.

Explanatory processes, too, were multifaceted in this pe-
riod and included cognitive, social interactional, and affective
processes. The grand claims of earlier eras were less evident,
and more limited theories, which explained smaller bands of
behavior rather than the full array of development achieve-
ments, began to emerge. A glimmer of recognition that theo-
ries may not be universally applicable appeared in this period,
and interest in cross-cultural work intensified (Greenfield,
1974; Harkness & Super, 1983). The role of historical and sec-
ular changes, such as the Great Depression, as influences on
development were recognized for the first time (Elder, 1974).
There was a return to an interest in applying basic knowledge
to practical problems of child rearing and education unseen
since the days of Gesell and Watson (e.g., research on the ef-
fects of early preschool experience on children’s development
by Ramey & Haskins, 1981). There was a shift toward a lifes-
pan view of development, and, consistent with this shift, a
reevaluation of the role of critical periods in development.
Although considerable evidence to support the critical period
hypothesis as it related to infant social development was col-
lected (e.g., Harlow & Harlow, 1962; Sackett, 1968; L. J.
Yarrow, 1961), it also became apparent in this period that sim-
ple yes-or-no questions about whether early experience played
a role in particular domains were inadequate to guide our
thinking. Rather, it was important to understand the processes
through which experiences exerted their influence on structure
and function and when they exerted that influence.

THE CURRENT PERIOD (1985–PRESENT)

In the current period, several themes characterize research
and theory in developmental psychology. These include the
rise of interest in the genetic and neurological underpinnings

of behavior, interest in the interdependency of cognition and
emotion, recognition of the role of culture, and a move to-
ward a mature interdisciplinary developmental science.

Return to the Biology of Development

Of considerable importance in the current period is the lively
interest of developmental psychologists in biology. This
interest has been expressed in many ways. One way is the in-
vestigation of psychophysiological responses associated with
different emotions and different social situations, such as
separation of a child from the mother or the entrance of a
stranger into the room (Field, 1987). These studies provide
additional evidence in support of the specificity-of-emotion
hypothesis (i.e., that different emotions may have different
elicitors and distinct psychophysiological patterns; Campos
et al., 1983).

A second way the current interest in the biological bases
of behavior is expressed is through the study of genetics.
This return to biology resulted, in part, from advances in the
field of behavior genetics, which produced a more sophisti-
cated understanding of the potential role that genetics can
play not only in the onset of certain behaviors but in the un-
folding of behavior across development (Plomin, DeFries, &
McLearn, 1990). This work has generally taken the form of
determining the possible genetic origins of certain traits,
such as extroversion and introversion, and other aspects of
temperament, as well as the age of onset of emotional mark-
ers such as smiling and fear of strangers. For example,
Plomin and DeFries (1985) found that identical twins exhibit
greater concordance than fraternal twins in the time of onset
and amount of social smiling. Similarly, identical twins are
more similar than fraternal twins in social responsiveness
(Plomin, 1986). At the same time, behavior genetic re-
searchers are documenting the clear and necessary role of
the environment in this process. Plomin’s (1994) reformula-
tion of genetic questions has led to a call for studies of
nonshared-environment effects and represents a good exam-
ple of how behavior genetics has stimulated new designs for
the assessment of both genetic and environmental influences.
Rather than returning to an old-fashioned nature-nurture de-
bate, the new behavior genetics is spurring the development
of better measures of the environment that will enable us to
assess the interactions of nature and nurture in more mean-
ingful ways. Clearly, environmental influences matter; they
simply need to be measured better. One of the ironies of
recent years is that some of the most compelling evidence
that environmental effects are important comes from behav-
ior genetics. At the same time, advances in the measurement
and conceptualization of specific environmental influences
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has come largely from the work of socialization scholars
interested in parental disciplinary styles and socialization
techniques and who generally used between-family than
within-family designs (Baumrind, 1973; Radke-Yarrow &
Zahn-Waxler, 1984). In fact, the reorientation of research to
a nonshared emphasis remains controversial, and there is
considerable debate about the implications and interpretation
of nonshared effects (Baumrind, 1993; Hoffman, 1991;
Scarr, 1993). Recently there has been a rise of interest in
the role of molecular genetics in developmental research
(Plomin & Rutter, 1998; Reiss, Neiderhiser, Hetherington, &
Plomin, 2000) with the goal of identifying how specific
genes or clusters of genes are linked with developmental
outcomes.

Other ways that developmentalists in the current period
focus on the biological bases of behavior is studying hor-
mones and behavior during infancy and adolescence
(Gunnar, 1987) and looking for the biological bases for tem-
perament in infancy (Rothbart & Bates, 1998). They also
study biological constraints on behavior development; for
example, developmental implications of immature sensory
systems have been related to the social world of infants (e.g.,
Aslin, 1998), the implication of immature limb systems have
been related to locomotion (Thelen & Ulrich, 1991), and the
implications of the immature cortex have been related to in-
fant search behavior (Diamond, 1990, 1991). As these last
studies indicate, recent advances in cognitive neuroscience
have also begun to influence developmental psychology
(Diamond, 1990; Greenough, Black, & Wallace, 1987), and
this is another sign of developmental psychologists’ return
to biology. Finally, the resurgence of interest in the types of
evolutionary approaches to the study of human development
represents a return to Darwin’s early efforts to apply evolu-
tionary principles to human development (Bjorklund &
Pellegrini, 2000; Hinde, 1991). Although controversial
(Hinde, 1991), this theorizing clearly illustrates one of the
myriad ways in which psychologists are returning to ques-
tions that were raised by our forebears.

Deepening the Study of Cognitive Development

As part of the current vigorous study of cognitive develop-
ment, researchers have returned to issues of consciousness,
reflection, intention, motivation, and will (Flavell, 1999).
There has been a reemergence of interest in the interplay
between conscious and unconscious processes, an indi-
cation of a willingness to tackle problems that preoc-
cupied our field’s founders but were set aside for nearly a
century. Several investigators (Greenwald, 1992; Kihlstrom,
Barnhardt, & Tataryn, 1992) have developed methods that

permit examination of the impact of unconscious processes
on a variety of cognitive and perceptual processes and allow
methodologically defensible excursions into such classic
clinical issues as repression and self-deception. These meth-
ods could be adapted usefully for developmental studies and
would provide interesting approaches to a range of current is-
sues, from eyewitness testimony to early affective memories.
In turn, such applications would have important implica-
tions for an understanding of effects of early experience and
attachment.

There is also a strong interest in the interplay between
cognition and emotion, as reflected in the activity surround-
ing children’s understanding of emotion (Harris, 1989;
Saarni, 1999). Most recently, the range of emotions under in-
vestigation has expanded to include self-conscious emotions
such as shame, guilt, pride, empathy, and envy, topics that
were anticipated by Freud and others but were of little inter-
est for many years (Denham, 1998; Eisenberg, 1991; Lewis,
1992).

Appreciation of the Role of Culture in Development

One of the major shifts in our thinking about development in
the current era is our recognition of the central role played by
culture. Since the 1980s, more attention has been given to
contributions of culture to our theoretical explanations of de-
velopment (e.g., Gauvain, 2001; Rogoff, 1990). One example
is the cross-cultural studies of infant–parent attachment, in
which wide disparities were found in the distribution of
infants in terms of their attachment classifications. Although
the measures show securely attached infant–mother relations
in 57% of American samples, the rate drops to 33% in sam-
ples tested in northern Germany (Grossman, Grossman,
Spangler, Suess, & Unzner, 1985). These and other findings
underscore the need to consider cultural influences in our
developmental theories.

Similarly, there have been advances, albeit limited, in our
understanding of intracultural and socioeconomic differences
in the United States (Parke & Buriel, 1998). Although
African American children have received the most attention,
other groups, including Latino and Asian American children,
are beginning to be more commonly included in develop-
mental investigations (McLoyd, Cauce, Takeuchi, & Wilson,
2000; Steinberg, Dornbusch, & Brown, 1992). These varia-
tions across ethnic lines represent important opportunities to
explore the universality of psychological processes and to
provide naturally occurring variations in the relative salience
of key determinants of social, emotional, and cognitive de-
velopment. These studies may provide a better basis for guid-
ing policies, programs, and culturally sensitive interventions
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on behalf of children. As our culture becomes increasingly
diverse, it is important that we begin to make a serious com-
mitment to an exploration of this diversity, both theoretically
and through systematic empirical inquiry. The search for a
balance between processes that are universal and those that
are particular to racial, and ethnic, and socioeconomic groups
probably represents one of the greatest challenges of the new
century.

Appraisal of the Current Era

The current era represents significant continuity with the
prior period and can best be characterized as eclectic in
terms of theoretical models, developmental assumptions, and
methodological approaches. As is characteristic of a more
mature science, methods and models are not perceived as
dogmatic dicta but instead are flexible guides to help formu-
late and answer new questions and address new issues as they
arise.

The retreat from grand theory that began in the 1980s has
continued, and in its place, a variety of minitheories aimed at
limited and specific aspects of development has emerged.
However, there is evidence of an attempt to link together
these minitheories. The idea of general processes as explana-
tions of development has been given up because we have
learned that they are not so general; instead, it is increasingly
evident that processes depend on the specifics of the situa-
tion, the task, and the subjects’ understanding of the task or
situation (Flavell, 1985, 1999; Siegler, 1991). It is now rec-
ognized that the domains of childhood—social, emotional,
physical, and cognitive—are interdependent and that they
overlap and influence each other mutually.

Attention to secular trends and historical contexts has ac-
celerated as the social contexts of children’s lives come under
increased scrutiny (Elder, Modell, & Parke, 1994). Shifts in
medical practices, employment patterns, and child-care
arrangements are all issues of lively debate and vigorous re-
search activity (Clarke-Stewart, 1992a, 1992b; Conger &
Elder, 1994). Moreover, researchers are giving serious con-
sideration to the role that shifts in technology (e.g., comput-
ers) have on children’s development; part of the puzzle is to
determine whether secular trends produce changes in the
timing of onset of developmental phenomena or whether de-
velopmental processes themselves are significantly altered.
Current thinking suggests that certain behavioral characteris-
tics are relatively independent of historical variations, while
others are more susceptible to these influences (Horowitz,
1987).

Collaboration between disciplines is increasingly com-
mon as the multidetermined nature of development is

increasingly appreciated. Not only are sociologists, anthro-
pologists, and historians part of new developmental research
teams, but so are neurologists, geneticists, lawyers, and epi-
demiologists. It is likely that the interesting issues and ques-
tions of the new century will arise at the boundaries between
disciplines. The dichotomy between applied and basic re-
search is fading rapidly, and child developmentalists are re-
turning in increasingly large numbers to their applied roots.
For example, research on mental-health issues among chil-
dren is prominent, and work on how to improve children’s
early development through intervention programs continues
to flourish (Coie & Jacobs, 1993).

In terms of developmental assumptions, developmental-
ists have become less interested in strong forms of disconti-
nuity organized around stage constructs. Rather, there is
growing recognition that the course of development may
vary markedly even for presumably related concepts. But
there is also recognition that the entire issues of qualitative or
quantitative change may depend on one’s point of observa-
tion. As Siegler indicated, “When viewed from afar, many
changes in children’s thinking appear discontinuous; when
viewed from close-up, the same changes often appear as part
of a continuous, gradual progression” (1991, p. 50).

Researchers in the 1980s and 1990s have taken seriously a
life-span developmental perspective (Baltes, 1987). In part,
this view emerges from a recognition that the social context
provided by caregivers varies as a function of the location
of the adults along their own life-course trajectory (Parke,
1988). The earlier view was that variations in parenting
behavior were relatively independent of adult development.
Evidence of this shift comes from a variety of sources, in-
cluding studies of the impact of the timing of parenthood and
the effects of maternal (and paternal) employment, job satis-
faction, and work involvement on children’s development
(Parke & Buriel, 1998). In addition, there is a serious return
to the study of aging (Baltes, 1987; Salthouse, 1985), espe-
cially the study of speed of processing, memory, and intel-
ligence (e.g., Hertzog, 1989) and social behavior (e.g.,
Brubaker, 1990; Hanson & Carpenter, 1994).

Consistent with the shift toward a life-span view is the
reevaluation of the role of critical periods in development.
Recent evidence suggests that a modified version of sensi-
tive, if not critical, periods is likely to emerge in contrast to a
view of unlimited plasticity across development (Bornstein,
1989). For example, Rieser, Hill, Talor, Bradfield, and Rosen
(1992) have demonstrated that adult skill in spatial represen-
tation seems to require early perceptual learning experiences
that involve self-produced movement. Johnson and Newport
(1989) found evidence for a sensitive period in grammatical
mastery in acquiring a second language. The question for this
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century is to discover which aspects of behavior are likely to
be altered by environmental events at specific points in de-
velopment and which aspects remain more plastic and open
to influence across wide spans of development.

In terms of units of analysis, researchers have begun to
conceptualize the unit of analysis as dyads within the family
system, such as the parent–child dyad, the husband–wife
dyad, and the sibling dyad (Belsky, 1984; Cowan & McHale,
1996; Parke, 1988). Moreover, units beyond the dyad have
been recognized as important as well. Several researchers
have recently begun to investigate triads (Hinde & Stevenson-
Hinde, 1988; Kreppner, 1988) as well as the family as units of
analysis (Dickstein et al., 1998).

At present, this shift toward units beyond the individual is
evident in cognitive as well as social development and is due,
in part, to the revival of interest in Vygotskian theory. Lev
Vygotsky (1896–1934), a Russian psychologist, championed
the view that mental functioning is a kind of action that may
be exercised by individuals or by dyads or larger groups
(Wertsch, 1991). His view was one in which mind is under-
stood as “extending beyond the skin.” “Mind, cognition and
memory . . . are understood not as attributes or properties of
individuals but as functions that may be carried out intermen-
tally or intramentally” (Wertsch & Tulviste, 1992, p. 549).
Such terms as socially shared cognition (Resnick, Levine, &
Teasley, 1991), socially distributed cognition (Hutchins,
1991), and collaborative problem solving (Rogoff, 1990) re-
flect the increasing awareness that cognition can be a social
as well as an individual enterprise.

In terms of methods, variety best describes the contempo-
rary period. In the 1990s, the use of longitudinal designs in-
creased markedly, motivated in part by an increased interest
in issues of developmental stability and change. Two types of
longitudinal studies are evident. Short-term longitudinal
studies, in which a particular issue is traced over a short time
period of a few months to a year, are currently popular
(Clarke-Stewart, Gruber, & Fitzgerald, 1994; Hetherington &
Clingempeel, 1992). These studies are of value for detecting
short-term stability or for tracking development across a time
period of assumed rapid change in an emerging developmen-
tal process or structure.

Other longitudinal studies have a long-term character and
have continued from infancy through childhood and into
adolescence. For example, a number of investigators have
followed families from infancy to the preadolescent or ado-
lescent years (Sameroff, 1994; Sroufe, 1996). This strategy
has permitted a more definitive evaluation of a variety of the-
oretical issues, especially those concerning the effect of early
experience, including the role of sensitive and critical periods
on later development. Nonetheless, because of the expense

and difficulty of longitudinal research, cross-sectional de-
signs still predominate among developmental investigations.
Often researchers will use both strategies, and, in an area that
is not yet well developed either theoretically or empirically,
cross-sectional studies often precede longitudinal pursuit of
an issue. A commitment to multiple design strategies rather
than a near-exclusive reliance on a single design is character-
istic of the current area.

In terms of experimental designs, a greater openness to
multiple strategies is evident. Laboratory-based experimen-
tal studies and field-based experimental investigations
coexist with nonexperimental observational field studies.
Data-collection strategies come in a variety of forms as well.
In spite of its less than stellar history, the self-report measure
has reentered our methodological repertoire; parent, teacher,
and peer reports are now commonly used. Another note-
worthy trend reflects in part the openness of researchers to
multimethod strategies as opposed to strict adherence to one
approach. Observational methods are widely used along with
verbal reports. Evidence, not just speculation, may be driving
the field to this new openness to a wide range of methods.
Some researchers have found that ratings of behavior yield
better prediction of later social behavior (Bakeman & Brown,
1980) and later cognitive assessments (Jay & Farran, 1981)
than do more microanalytic and more expensive measures of
parent–child interaction.

Finally, our sampling methods have come of age. Shifts in
awareness of the importance of sampling have led to an in-
crease in use of large representative national samples in de-
velopmental research. Although this has typically been the
domain of sociologists and survey researchers, in the early
1990s, developmentalists have shown an increased aware-
ness of the potential value of supplementing their usual
small-sample strategies with these large-sample approaches.
One prominent example is the use of the National Longitudi-
nal Study of Youth (NLSY) for the examination of develop-
mental issues, including divorce, achievement, and day care
(Brooks-Gunn, Phelps, & Elder, 1991). These surveys have
several advantages, including a large number of subjects,
more representative samples, a multifaceted range of vari-
ables, and longitudinal designs. In turn, these characteristics
permit testing of more complex models of development that
require large numbers of subjects. In addition, these studies
allow examination of connections across content-based do-
mains as well as encouraging interdisciplinary cooperation.
Finally, they permit testing of the cultural generality of the
models.

Newer, more innovative approaches that combine levels
of sampling are becoming increasingly common as well. As a
supplement to a large-scale survey approach, researchers are
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selecting subsamples of subjects for more intensive examina-
tion of a particular process of interest. For example, Beitel
and Parke (1998) conducted a survey of 300 families to as-
sess maternal attitudes toward father involvement in infant
care. To supplement this approach, in which a self-report
questionnaire was used, a subsample of 40 families was
observed in their homes as a way of validating the self-report
data. Similarly, Reiss et al. (2000) generated a nationally rep-
resentative sample of stepfamilies, and in a second stage of
their work, they observed these families in interaction tasks
in the home. These combined approaches increase the gener-
alizability of findings and, at the same time, allow us to illu-
minate basic social processes.

A GLANCE INTO THE FUTURE

Where are we going next? Today, a proliferation of minithe-
ories has replaced single dominant positions or theoretical
frameworks, and each of these smaller-scale theories ac-
counts for a limited set of issues. This domain-specific nature
of theory is one of the hallmarks of our current state of the
field. It represents a disenchantment with grand theories both
of a century ago and of our more recent past. Part of the rea-
son for the current proliferation of smaller and more modest
paradigms is the lack of a new overarching paradigm to re-
place the disfavored grand theories.

The next stage of our development as a field involves the
creation of such a new overarching paradigm or framework
to help us with our integrative efforts. There are signs that a
new integration may be emerging in the form of a systems
perspective that will bring together biological, social, cogni-
tive, and emotional minitheories into a more coherent frame-
work (Fogel & Thelen, 1987; Sameroff, 1994). Although the
promise of a general dynamic systems theory is appealing
and has been applied with considerable success to the motor
development domain, especially by Thelen (1989), it remains
to be seen whether the stringent requirements of this ap-
proach for precise parameter estimation and measurement
can be met in other domains (Aslin, 1993). Whether we have
reached the stage of being able to quantify social behavior or
children’s theories of mind with sufficient precision to make
this approach useful, beyond being merely metaphoric, is an
open question.

We are cautiously optimistic that a systems approach is a
promising one and has proven useful both in organizing data
and in pointing to new research directions in recent family
research, as well as in research on the organization and func-
tioning of social contexts. Perhaps we need to develop a family
of systems-theory integrations that would be hierarchically

organized and would represent the levels of analysis that are
intrinsic to different areas of development, just as we have
long recognized that biological, biochemical, and social levels
of inquiry may each have its own set of integrative principles
(Sameroff, 1994). Multiple integrative approaches may be
needed to cover different parts of the development terrain. The
goal is to retain the advances that our retreat to minitheories
has brought but, at the same time, to begin to put the “whole
child” back together again. Our forebears had the vision to
see this as the goal, and we should be in a better position to
achieve it now than they were a century ago.

REFERENCES

Anderson, H. H. (1937). Domination and integration in the social
behavior of young children in an experimental play situation.
Genetic Psychology Monographs, 19, 343–408.

Asher, S. R., & Gottman, J. M. (Eds.). (1981). The development of
children’s friendships. New York: Cambridge University Press.

Aslin, R. N. (1993). The strange attractiveness of dynamic systems
to development. In L. B. Smith & E. Thelen (Eds.), A dynamic
systems approach to development (pp. 385–400). Cambridge,
MA: MIT Press.

Aslin, R. N. (1998). The developing brain comes of age. Early
Development and Parenting, 7, 125–128.

Bakeman, R., & Brown, J. V. (1980). Early interaction: Conse-
quences for social and mental development at three years. Child
Development, 51, 437–447.

Baldwin, J. M. (1894). Mental development in the child and the
race. London: Routledge/Thoemmes Press.

Baldwin, J. M. (1895). The origin of a “thing” and its nature. Psy-
chological Review, 6, 551–573.

Baldwin, J. M. (1897). Social and ethical interpretations in mental
development: A study in social psychology. New York: Macmillan.

Baltes, P. B. (1987). Theoretical propositions of life span develop-
ment psychology: On the dynamics of growth and decline.
Developmental Psychology, 23, 611–626.

Bandura, A. (1969). Social learning of moral judgments. Journal of
Personality and Social Psychology, 3, 275–279.

Bandura, A. (1977). Social learning theory. Englewood Cliffs, NJ:
Prentice Hall.

Bandura, A., Ross, D., & Ross, S. A. (1961). Transmission of
aggression through imitation of aggressive models. Journal of
Abnormal and Social Psychology, 3, 575–582.

Bandura, A., & Walters, R. H. (1963). Social learning and person-
ality development. New York: Holt, Rinehart and Winston.

Baumrind, D. (1973). The development of instrumental competence
through socialization. In A. D. Pick (Ed.), Minnesota Symposia
on Child Psychology (Vol. 7, pp. 33–46). Minneapolis: Univer-
sity of Minnesota Press.

Baumrind, D. (1993). The average expectable environment is not
good enough: A response to Scarr. Child Development, 5,
1299–1317.



218 Developmental Psychology

Bayley, N. (1949). Consistency and variability in the growth of
intelligence from birth to eighteen years. Journal of Genetic
Psychology, 75, 165–196.

Beitel, A., & Parke, R. D. (1998). Maternal and paternal attitudes as
determinants of father involvement. Journal of Family Psychol-
ogy, 12, 268–288.

Belsky, J. (1984). The determinants of parenting: A process model.
Child Development, 55, 83–96.

Bijou, S. W., & Baer, D. M. (1961). Child development: A system-
atic and empirical theory (Vol. 1). New York: Appleton-Century-
Crofts.

Binet, A. (1894). Introduction a la psychologie experimentale.
Paris: Alcan.

Binet, A. (1900). La suggestibilite. Paris: Schleicher Freres.
Binet, A., & Simon, T. (1905). Application of the new methods to

the diagnosis of the intellectual level among normal and subnor-
mal children in institutions and in the primary schools. L’annee
Psychologique, 12, 245–336.

Bjorklund, D. F., & Pellegrini, A. I. (2000). Child development and
evolutionary psychology. Child Development, 71, 1687–1708.

Bornstein, M. H. (1989). Sensitive periods in development: Struc-
tural characteristics and causal interpretations. Psychological
Bulletin, 2, 179–197.

Bowlby, J. (1969). Attachment and loss. Volume I: Attachment. New
York: Basic Books.

Bowlby, J. (1973). Attachment and loss. Volume II: Separation:
Anxiety and anger. New York: Basic Books.

Bowlby, J. (1980). Attachment and loss. Volume III: Loss: Sadness
and depression. New York: Basic Books.

Brazelton, T. B., Koslowski, B., & Main, M. (1974). The origins
of reciprocity: Early mother-infant interaction. In M. Lewis &
L. A. Rosenblum (Eds.), The effect of the infant on its caregiver
(pp. 49–76). New York: Wiley.

Bronfenbrenner, U. (1979). The ecology of human development.
Cambridge, MA: Harvard University Press.

Bronfenbrenner, U. (1986). Ecology of the family as a context for
human development: Research perspectives. Developmental
Psychology, 22, 723–742.

Bronfenbrenner, U. (1989). Ecological systems theory. In R. Vasta
(Ed.), Annals of child development (pp. 187–249). Greenwich,
CT: JAI Press.

Brooks-Gunn, J., Phelps, E., & Elder, G. H. (1991). Studying lives
through time: Secondary data analyses in developmental psy-
chology. Developmental Psychology, 6, 899–910.

Brubaker, T. (Ed.). (1990). Family relationships in later life.
Newbury Park, CA: Sage.

Cahan, E. D. (1984). The genetic psychologies of James Mark
Baldwin and Jean Piaget. Developmental Psychology, 20, 128–
135.

Cairns, R. B. (1983). The emergence of development psychology. In
W. Kessen (Ed.), Handbook of child psychology. Vol. 1: History,
theory, and methods (pp. 41–102). New York: Wiley.

Cairns, R. B. (1994). The making of a developmental science: The
contributions and intellectual heritage of James Mark Baldwin.

In R. D. Parke, P. A. Ornstein, J. J. Riesen, & C. Zahn-Waxler
(Eds.), A century of developmental psychology (pp. 127–143).
Washington, DC: American Psychological Association.

Cairns, R. B. (1998). Developmental psychology. In W. Damon
(Series Ed.) & R. Lerner (Vol. Ed.), Handbook of child psychol-
ogy: Theoretical models of human development, Vol. 1 (5th ed.,
pp. 25–106). New York: Wiley.

Campos, J. J., & Barrett, K. C. (1985). Toward a new understanding
of emotions and their development. In C. E. Izard & J. Kagan
(Eds.), Emotions, cognition, and behavior (pp. 229–263). New
York: Cambridge University Press.

Campos, J. J., Barrett, K. C., Lamb, M. E., Goldsmith, H. H., &
Stenberg, C. (1983). Socio-emotional development. In W.
Damon (Series Ed.), M. M. Haith, & J. J. Campos (Vol. Eds.),
Handbook of child psychology: Infancy and developmental psy-
chobiology, Vol. 2 (5th ed., pp. 783–916). New York: Wiley.

Clarke-Stewart, K. A. (1978). Popular primers for parents. American
Psychologist, 33, 359–369.

Clarke-Stewart, K. A. (1992a). Consequences of child care for chil-
dren’s development. In A. Booth (Ed.), Child care in the 1990s:
Trends and consequences (pp. 63–82). Hillsdale, NJ: Erlbaum.

Clarke-Stewart, K. A. (1992b). Consequences of child care—one
more time:Arejoinder. InA. Booth (Ed.), Child care in the 1990s:
Trends and consequences (pp. 116–124). Hillsdale, NJ: Erlbaum.

Clarke-Stewart, K. A. (1998). Historical shifts and underlying
themes in ideas about rearing young children in the United
States: Where have we been? Where are we going? Early Devel-
opment and Parenting, 7, 101–117.

Clarke-Stewart, K. A., Gruber, C. P., & Fitzgerald, L. M. (1994).
Children at home and in day care. Hillsdale, NJ: Erlbaum.

Cochran, M. M., & Brassard, J. A. (1979). Child development and
personal social networks. Child Development, 50, 601–616.

Cohn, J. F., & Tronick, E. Z. (1987). Mother-infant face-to-face
interaction: The sequence of dyadic states at 3, 6, and 9 months.
Developmental Psychology, 23, 68–77.

Coie, J. D., & Jacobs, M. R. (1993). The role of social context in the
prevention of conduct disorder. Development and Psychopathol-
ogy, 1/2, 263–275.

Conger, R. D., & Elder, G. H., Jr. (1994). Families in troubled times.
New York: Aldine de Gruyter.

Cowan, P. A., & McHale, P. A. (Eds.). (1996). Understanding how
family-level dynamics affect children’s development: Studies of
two-parent families. San Francisco: Jossey-Bass.

Denham, S. A. (1998). Emotional development in young children.
New York: Guilford Press.

Diamond, A. (1990). The development and neural bases of mem-
ory functions as indexed by the AB and delayed response tasks
in human infants and infant moneys. Annals of the New York
Academy of Sciences, 608, 267–317.

Diamond, A. (1991). Frontal lobe involvement in cognitive changes
during the first year of life. In K. R. Gibson & A. C. Petersen
(Eds.), Brain maturation and cognitive development: Compara-
tive and cross-cultural perspectives (pp. 127–180). Hawthorne,
NY: Aldine de Gruyter.



References 219

Dickstein, S., Seifer, R., Hayden, L. C., Schiller, M., Sameroff, A. J.,
Keitner, G., et al. (1998). Levels of family assessment: Impact of
maternal psychopathology on family functioning. Journal of
Family Psychology, 21, 23–40.

Dollard, J., Doob, L. W., Miller, N. E., Mowrer, O. H., & Sears, R.
R. (1939). Frustration and aggression. New Haven, CT: Yale
University Press.

Dunn, J., & Kendrick, C. (1982). Siblings: Love, envy and under-
standing. New York: Academic Press.

Eisenberg, N. (1991). Meta-analytic contributions to the literature
on prosocial behavior. Personality and Social Psychology Bul-
letin, 3, 273–282.

Ekman, P., & Friesen, W. (1978). Facial action coding system. Palo
Alto, CA: Consulting Psychological Press.

Elder, G. H. (1974). Children of the Great Depression. Chicago:
University of Chicago Press.

Elder, G. H., Modell, J., & Parke, R. D. (Eds.). (1994). Children in
time and place. New York: Cambridge University Press.

Fantz, R. (1963). Pattern vision in newborn infants. Science, 140,
296–297.

Field, T. M. (1987). Affective and interactive disturbances infants.
In J. D. Osofsky (Ed.), Handbook of infant development (2nd ed.,
pp. 972–1005). New York: Wiley.

Field, T. M. (1991). Infancy. Cambridge, MA: Harvard University
Press.

Flavell, J. H. (1963). The developmental psychology of Jean Piaget.
New York: Nostrand.

Flavell, J. H. (1985). Cognitive development (2nd ed.). Englewood
Cliffs, NJ: Prentice-Hall.

Flavell, J. H. (1999). Cognitive development: Children’s knowledge
of the mind. Annual Review of Psychology, 50, 21–45.

Fogel, A., & Thelen, E. (1987). Development of early expressive
and communicative action: Reinterpreting the evidence from a
dynamic systems perspective. Developmental Psychology, 23,
747–761.

Freud, S. (1900). The interpretation of dreams. In J. Strachey
(Ed.), The standard edition of the complete psychological works
of Sigmund Freud (Vols. 4–5, pp. 1–715). London: Hogarth
Press.

Freud, S. (1905). Three essays on the theory of sexuality. In J.
Strachey (Ed.), The standard edition of the complete psycholog-
ical works of Sigmund Freud (Vol. 7, pp. 123–230). London:
Hogarth Press.

Freud, S. (1910). The origin and development of psychoanalysis.
American Journal of Psychology, 2, 181–218.

Freud, S. (1918). Totem & taboo: Resemblances between the psy-
chic lives of savages and neurotics. New York: Moffat, Yard.

Gauvain, M. (2001). The social context of cognitive development.
New York: Guilford Press.

Gesell,A. (1928). Infancy and human growth. NewYork: Macmillan.
Gesell, A., & Ilg, F. L. (1946). The child from five to ten. New York:

Harper.
Gesell, A., Ilg, F. L., & Ames, L. B. (1956). Youth: The years from

ten to sixteen. New York: Harper.

Gewirtz, J. (1969). Mechanisms of social learning: Some roles of
stimulation and behavior in early human development. In D. A.
Goslin (Ed.), Handbook of socialization theory and research
(pp. 157–212). Chicago: Rand McNally.

Gibson, E. J., & Walk, R. R. (1960). The “visual cliff.” Scientific
American, 202, 2–9.

Greenfield, P. M. (1974). Comparing dimension categorization in
natural and artificial contexts: A developmental study among the
Zinacantecos of Mexico. Journal of Social Psychology, 2, 157–
171.

Greenough, W. T., Black, J. E., & Wallace, C. S. (1987). Experience
and brain development. Child Development, 3, 539–559.

Greenwald, A. G. (1992). New look 3: Unconscious cognition
reclaimed. American Psychologist, 6, 766–779.

Grossman, K., Grossman, K. E., Spangler, G., Suess, G., & Unzner,
I. (1985). Maternal sensitivity and newborns’ orientation re-
sponses as related to quality of attachment in northern Germany.
In I. Bretherton & E. Waters (Eds.), Growing points of attach-
ment theory and research. Monographs of the Society for Re-
search in Child Development, 50(1–2, Serial No. 209), 233–256.

Grusec, J. E. (1992). Social learning theory and developmental psy-
chology: The legacies of Robert R. Sears and Albert Bandura.
Developmental Psychology, 28, 776–786.

Gunnar, M. R. (1987). Psychological studies of stress and coping:
An introduction. Child Development, 58, 1403–1407.

Hall, G. S. (1904). Adolescence. New York: Appleton-Century-
Crofts.

Hanson, R. O., & Carpenter, B. N. (1994). Relationships in old age.
New York: Guilford Press.

Harkness, S., & Super, C. M. (1983). The cultural construction of
child development: A framework for the socialization of affect.
Society for Psychological Anthropology, 4, 221–231.

Harlow, H. F., & Harlow, M. K. (1962). Social deprivation in mon-
keys. Scientific American, 207, 137–146.

Harris, P. L. (1989). Children and emotion: The development of
psychological understanding. Oxford, England: Blackwell.

Hartup, W. W., & Rubin, Z. (Eds.). (1986). Relationships and devel-
opment. Hillsdale, NJ: Erlbaum.

Hertzog, C. (1989). Influences of cognitive slowing on age dif-
ferences in intelligence. Developmental Psychology, 25, 636–651.

Hetherington, E. M., & Clingempeel, G. (Eds.). (1992). Coping with
marital transitions. Monographs of the Society for Research in
Child Development, 57(No. 2–3, Serial No. 227).

Hinde, R. A. (1979). Towards understanding relationships. London:
Academic Press.

Hinde, R. A. (1991). When is an evolutionary approach useful?
Child Development, 62, 671–675.

Hinde, R. A., & Stevenson-Hinde, J. (1988). Interpersonal relation-
ships and child development. In S. Chess & A. Thomas (Eds.),
Annual progress in child psychiatry and child development
(pp. 5–26). New York: Oxford University Press.

Hoffman, L. W. (1991). The influence of the family environment on
personality: Accounting for sibling differences. Psychological
Bulletin, 110, 187–203.



220 Developmental Psychology

Horowitz, F. D. (1987). Exploring developmental theories: Toward
a structural/behavioral model of development. Hillsdale, NJ:
Erlbaum.

Hunt, J. M. (1961). Intelligence and experience. New York: Ronald
Press.

Hutchins, E. (1991). The social organization of distributed cog-
nition. In L. B. Resnick & J. M. Levine (Eds.), Perspectives
on socially shared cognition (pp. 283–307). Washington, DC:
American Psychological Association.

Izard, C. E. (1982). Measuring emotions in infants and children.
New York: Cambridge University Press.

Jay, D., & Farran, D. C. (1981). The relative efficacy of predicting
IQ from mother-child interactions using ratings versus behav-
ioral count measures. Journal of Applied Developmental Psy-
chology, 2, 165–177.

Johnson, J. S., & Newport, E. L. (1989). Critical period effects in
second language learning: The influence of maturational state on
acquisition of English as a second language. Cognitive Psychol-
ogy, 21, 60–99.

Kihlstrom, J., Barnhardt, T. M., & Tataryn, D. J. (1992). The
psychological unconscious. American Psychologist, 47, 788–
791.

Kreppner, K. (1988). Changes in dyadic relationships within a
family after the arrival of a second child. In R. Hinde & J.
Stevenson-Hinde (Eds.), Relationships within families (pp. 143–
167). London: Cambridge University Press.

Lamb, M. D. (1975). Fathers: Forgotten contributors to child devel-
opment. Human Development, 4, 245–266.

Lerner, R. M. (1986). Concepts and theories of human development
(2nd ed.). New York: Random House.

Lewis, M. (1992). Self-conscious emotions and the development of
self. In T. Shapiro & R. N. Emde (Eds.), Affect: Psychoanalytic
perspectives (pp. 45–73). Madison, CT: International Universi-
ties Press.

Lipsitt, L. P. (1963). Learning in the first year of life. In L. P. Lipsitt
& C. C. Spiker (Eds.), Advances in child development and be-
havior (Vol. 1, pp. 147–195). New York: Academic Press.

McLoyd, V. C., Cauce, A. M., Takeuchi, D., & Wilson, L. (2000).
Marital processes and parental socialization in families of color:
A decade review of research. Journal of Marriage and the
Family, 62, 1070–1093.

Miller, G. A., Galanter, E., & Pribram, K. H. (1960). Plans and the
structure of behavior. New York: Holt, Rinehart and Winston.

Overton, W. F., & Reese, H. W. (1973). Models of development:
Methodological implications. In J. R. Nesselroade (Ed.),
Life-span developmental psychology: Methodological issues
(pp. 65–86). New York: Academic Press.

Papousek, H. (1961). Conditioning during postnatal development.
In Y. Brackbill & G. G. Thompson (Eds.), Behavior in infancy
and early childhood (pp. 259–284). New York: Free Press.

Parke, R. D. (1988). Families in life-span perspective: A multilevel
developmental approach. In E. M. Hetherington, R. M. Lerner,
& M. Perlmutter (Eds.), Child development in life-span perspec-
tive (pp. 159–190). Hillsdale, NJ: Erlbaum.

Parke, R. D., & Buriel, R. (1998). Socialization in the family:
Ecological and ethnic perspectives. In W. Damon (Series Ed.) &
N. Eisenberg (Vol. Ed.), Handbook of child psychology: Social,
emotion, and personality development (Vol. 3, pp. 463–552).
New York: Wiley.

Parke, R. D., Ornstein, P. A., Rieser, J. J., & Zahn-Waxler, C. (1994).
The past is prologue: An overview of a century of developmental
psychology. In R. D. Parke, P.A. Ornstein, J. J. Rieser, & C. Zahn-
Waxler (Eds.), A century of development psychology (pp. 10–70).
Washington DC: American Psychological Association.

Parke, R. D., & Tinsley, B. J. (1987). Family interaction in infancy.
In J. D. Osofsky (Ed.), Handbook of infant development (Vol. 2,
pp. 599–641). New York: Wiley.

Piaget, J. (1926). The language and thought of the child. New York:
Harcourt, Brace.

Plomin, R. (1986). Development, genetics and psychology.
Hillsdale, NJ: Erlbaum.

Plomin, R. (1994). Genetic research and identification of environ-
mental influences. Journal of Child Psychology and Psychiatry,
35, 817–834.

Plomin, R., & DeFries, J. C. (1985). Origins of individual differ-
ences in infancy: The Colorado adoption project. Orlando, FL:
Academic Press.

Plomin, R., DeFries, J. C., & McLearn, G. E. (1990). Behavioral
genetics: A primer (2nd ed.). New York: Freeman.

Plomin, R., & Rutter, M. (1998). Child development, molecules and
what to do with genes once they are found. Child Development,
4, 1223–1242.

Radke-Yarrow, M., & Zahn-Waxler, C. (1984). Roots, motives and
patterns in children’s prosocial behavior. In E. Staub, D. Bar-Tal,
J. Karylowski, & J. Reykowski (Eds.), Development and mainte-
nance of prosocial behavior (pp. 81–99). New York: Plenum
Press.

Ramey, C. T., & Haskins, R. (1981). The modification of intelli-
gence through early experience. Intelligence, 1, 5–19.

Reese, H., & Overton, W. (1970). Models of development and
theories of development. In L. R. Goulet & P. B. Baltes (Eds.),
Life span developmental psychology: Research and theory
(pp. 109–137). New York: Academic Press.

Reiss, D., Neiderhiser, J. M., Hetherington, E. M., & Plomin, R.
(2000). The relationship code: Deciphering genetic and social
influences on adolescent development. Cambridge, MA: Harvard
University Press.

Resnick, L. B., Levine, J. M., & Teasley, S. D. (Eds.). (1991). Per-
spectives on socially shared cognition. Washington, DC: Ameri-
can Psychological Association.

Rieser, J. J., Hill, E. W., Talor, C. R., Bradfield, A., & Rosen, R.
(1992). Visual experience, visual field size, and the development
of nonvisual sensitivity to the spatial structure of outdoor neigh-
borhoods explored by walking. Journal of Experimental Psy-
chology: General, 2, 210–221.

Robbins, L. C. (1963). The accuracy of parental recording of aspects
of child development and child rearing practice. Journal of
Abnormal and Social Psychology, 66, 261–270.



References 221

Rogoff, B. (1990). Apprenticeship in thinking. New York: Oxford
University Press.

Ross, D. (1972). G. Stanley Hill: The psychologist as prophet.
Chicago: University of Chicago Press.

Rothbart, M., & Bates, J. E. (1998). Temperament. In W. Damon
(Series Ed.) & N. Eisenberg (Vol. Ed.), Handbook of child psy-
chology: Social, emotion, and personality development (Vol. 3,
pp. 105–176). New York: Wiley.

Saarni, C. (1999). The development of emotional competence. New
York: Guilford Press.

Sackett, G. P. (1968). The persistence of abnormal behavior in
monkeys following isolation rearing. In R. Porter (Ed.), The
role of learning in psychotherapy (pp. 26–39). London:
Churchill.

Salthouse, T. A. (1985). A theory of cognitive aging. Amsterdam:
North-Holland.

Sameroff, A. J. (1970). Changes in the nonnutritive sucking re-
sponse to stimulation during infancy. Journal of Experimental
Child Psychology, 1, 112–119.

Sameroff, A. J. (1975). Early influences on development: Fact or
fancy? Merrill-Palmer Quarterly, 4, 267–294.

Sameroff, A. J. (1994). Developmental systems and family func-
tioning. In R. D. Parke & S. G. Kellam (Eds.), Exploring family
relationships with other social contexts (pp. 199–214). Hillsdale,
NJ: Erlbaum.

Scarr, S. (1993). Biological and cultural diversity: The legacy for
development. Child Development, 5, 1333–1353.

Sears, R. R. (1944). Experimental analysis of psychoanalytic phe-
nomena. In J. M. Hunt (Ed.), Personality and the behavior dis-
orders (Vol. 1, pp. 306–332). New York: Ronald Press.

Sears, R. R. (1975). Your ancients revisited: A history of child de-
velopment. In E. M. Hetherington (Ed.), Review of child devel-
opment research (Vol. 5, pp. 1–73). Chicago: University of
Chicago Press.

Sears, R. R., Maccoby, E. E., & Levin, H. (1957). Patterns of child
rearing. Evanston, IL: Row, Peterson.

Sears, R. R., Rau, L., & Alpert, R. (1966). Identification and child
rearing. Stanford, CA: Stanford University Press.

Sears, R. R., Whiting, J. W. M., Nowlis, V., & Sears, P. S. (1953).
Some child-rearing antecedents of aggression and dependency
in young children. Genetic Psychology Monographs, 47, 135–
234.

Siegler, R. S. (1991). Children’s thinking (2nd ed.). Englewood
Cliffs, NJ: Prentice-Hall.

Siegler, R. S. (1992). The other Alfred Binet. Developmental Psy-
chology, 28, 179–190.

Siegler, R. S., & Crowley, K. (1992). Microgenetic methods revis-
ited. American Psychologist, 10, 1241–1243.

Sontag, L. W. (1944). Differences in modifiability of fetal behavior
and physiology. Psychosomatic Medicine, 6, 151–154.

Sroufe, L. A. (1996). Emotional development: The organization of
emotional life in the early years. New York: Cambridge Univer-
sity Press.

Sroufe, L. A., & Fleeson, J. (1986). Attachment and the construction
of relationships. In W. W. Hartup & Z. Rubin (Eds.), Relation-
ships and development (pp. 51–72). Hillsdale, NJ: Erlbaum.

Steinberg, L., Dornbusch, S. M., & Brown, B. B. (1992). Ethnic dif-
ferences in adolescent achievement: An ecological perspective.
American Psychologist, 6, 723–729.

Stern, D. N. (1977). The first relationship. Cambridge, MA: Harvard
University Press.

Thelen, E. (1989). The (re)discovery of motor development: Learn
things from an old field. Developmental Psychology, 6, 946–949.

Thelen, E. (1993). Self-organization in developmental processes:
Can systems approaches work? In M. H. Johnson (Ed.), Brain
development and cognition: A reader (pp. 555–591). Malden,
MA: Blackwell.

Thelen, E., & Ulrich, B. D. (1991). Hidden skills: A dynamic analy-
sis of treadmill stepping during the first year. Monographs of the
Society for Research in Child Development, 56(No. 1, Serial
No. 223).

Tinsley, B. J., & Parke, R. D. (1984). Grandparents are support and
socialization agents. In M. Lewis (Ed.), Beyond the dyad
(pp. 161–195). New York: Plenum Press.

Tronick, E. (1989). Emotions and emotional communication in in-
fants. American Psychologist, 44, 112–119.

Watson, J. B. (1913). Psychology as the behaviourist views it. Psy-
chological Review, 2, 158–177.

Watson, J. B. (1924). Psychology, from the standpoint of a behav-
iorist (2nd ed.). Philadelphia: Lippincott.

Wertsch, J. V. (1991). Voices of the mind: A sociocultural approach
to mediated action. Cambridge, MA: Harvard University Press.

Wertsch, J. V., & Tulviste, P. (1992). Lev Semyonovich Vygotsky
and contemporary developmental psychology. Developmental
Psychology, 28, 557–548.

White, S. H. (1992). G. Stanley Hall: From philosophy to develop-
mental psychology. Developmental Psychology, 28, 25–34.

Whiting, J. W. M., & Child, I. (1953). Child training and personal-
ity. New Haven, CT: Yale University Press.

Wozniak, R. H. (Ed.). (1993a). Experimental and comparative roots
of early behaviourism: Studies of animal and infant behaviour.
London: Routledge/Thoemmes Press.

Wozniak, R. H. (Ed.). (1993b). Theoretical roots of early behav-
iourism: Functionalism, the critique of introspection, and the
nature and evolution of consciousness. London: Routledge/
Thoemmes Press.

Wozniak, R. H. (Ed.). (1994). Reflex, habit and implicit response:
The early elaboration of theoretical and methodological behav-
iourism. London: Routledge/Thoemmes Press.

Wozniak, R. H. (Ed.). (1995). Mind, adaptation and childhood.
London: Routledge/Thoemmes Press. 

Yarrow, L. J. (1961). Maternal deprivation: Toward an empirical and
conceptual re-evaluation. Psychological Bulletin, 58, 459–490.

Yarrow, M. R., Campbell, J. D., & Burton, R. V. (1964). Reliability
of maternal retrospection: A preliminary report. Family Process,
1, 207–218.





CHAPTER 11

Social Psychology

JILL G. MORAWSKI AND BETTY M. BAYER

223

SOCIAL HEAVENS AND THE NEW CENTURY 224
The Social as Dynamic and Moral: James 

and Baldwin 225
Scientific Specificity and the Social 226

A SOCIAL PSYCHOLOGY TO SERVE PSYCHOLOGY
AND SOCIETY 227

WORK DURING THE INTERWAR YEARS 229
Progressive Science 229
Making and Finding Social Relevance 230

MIDCENTURY ON: FROM POST–WORLD WAR II 
AND POST-MECHANISM TO POST-POSITIVISM 232

World War II Era 232
Cold War, Cybernetics, and Social Psychology 234

SOCIAL MOVEMENTS AND MOVEMENTS FOR CHANGE
IN SOCIAL PSYCHOLOGY 236
Individual–Social World Dualism Revisited 236
A Social Psychology of Social Psychology 237
“Social Psychology in Transition” 238

TRANSITING THE MODERN TO POSTMODERN ERA 239
REFERENCES 242

In an early appraisal of American social psychology, Albion
Small (1916) traced the springs of that intellectual enterprise
to the Civil War, when people “whose thought-world had
been stirred to its depths by the war found themselves in 1865
star-gazing in social heavens that had never looked so con-
fused nor so mysterious” (p. 724). The war had dispelled
American’s naive beliefs that “a constitution and laws en-
acted in the pursuance thereof would automatically produce
human welfare,” thus forcing recognition “that work was
ahead to bring American conditions into tolerable likeness
of American ideals” (pp. 724–725). Social psychology,
according to Small, was born of those social conditions, a
maturation of intellectual consciousness, including a growing
independence from European thought and, as his astronomi-
cal metaphor intimates, an appreciation of the “social” as a
phenomenon appropriate to scientific study. Another early
historical appraiser, Fay Karpf (1932), wrote that only with
these preconditions “did an American intellectual self-
conscientiousness begin to assert itself in the fields directly of
significance for social psychology” (p. 213).

This wide-angled perspective on the history of social psy-
chology appreciates the multiple and diverse efforts under-
taken in at least a half a dozen disciplines to render rational,
coherent explanations of social action and the relations
between the individual and society. It is a history that ulti-
mately must attend to classic texts as varied in their rendition

of the social world as, for example, Edward Ross’s (1901)
Social Control, William I. Thomas and Florian Znaniecki’s
(1920), The Polish Peasant in Europe and America, George
Herbert Mead’s (1934) Mind, Self, and Society, and William
James’s (1890) Principles of Psychology. With an even more
comprehensive gaze, historians also need to register more
recent “extracurricular” social psychology, which includes
texts as wide ranging as Richard Sennet’s (1974) Fall of Pub-
lic Man, Betty Friedan’s (1963) The Feminine Mystique, and
Lewis Thomas’s (1974) Lives of a Cell. On another plane,
that of discipline boundaries, historical accounting must
measure social psychology’s multiplicity: its nascent emer-
gence across the social sciences and its eventual blossoming
in sociology and psychology (Karpf, 1934; Loy, 1976). This
prospective inclusive history would consider, too, the numer-
ous blueprints for systematic theory, including pragmatism,
behaviorism, psychoanalysis, cognition, discourse, symbolic
interaction, social learning, evolution, phenomenology, dra-
maturgy, balance, and gestalt. In one sense this would yield a
historical telling that reverberates with setting the distinctly
psychological terms of modernity, principally the discipline’s
detection and naming of what comes to be taken as the “psy-
chological” in the social life of Americans. In another sense
social psychology’s story, broadly told, would contribute to
explicating late-twentieth-century America’s shift from be-
lief in a distinctly modern individual to a postmodern subject.
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This transition involves the scientific inscription of multiple
social selves, cybernetic loops between self and other, and a
reworking of psychology’s subject. Perhaps it was in recog-
nizing these civilian engagements of social psychology—its
contributions to defining psychological personhood—that
Gordon Allport revised his initial history of social psychol-
ogy with the opening claim that “Social psychology is an
ancient discipline. It is also modern—ultramodern and
exciting” (1985, p. 1).

In recognizing the material and political influences on the
intellectual conceptions of the social and individual, such his-
torical understanding comprehends how “the history of social
psychology is inseparable from much of the political history
of the twentieth century and from argument about power, jus-
tice, freedom and obligation” (Smith, 1997, p. 747). Social
psychology’s evolution must be understood, therefore, as
plural, multisited, and morally and politically inspired. Such
a historical perspective situates social psychology as one,
albeit crucial, project to understand human nature through
scientific method, and ultimately, to apply that scientific
knowledge to the enhancement of human welfare.

Contrasted with this situated historical perspective is a
narrative accounting of social psychology that charts the
field’s rise and contributions on progressive terms (Allport,
1954; Jones, 1985). In this progressive history crucial labo-
ratory experiments are named to serve as pivotal points in
social psychology’s development as scientific. Disregarded
in these scientifically internalist accounts are political and
moral as well as disciplinary conditions that compelled par-
ticular models of the individual and the social. Similarly
eschewed are empirical projects initiated but abandoned,
alternative models and research practices, and challenges to
the scientific status quo. In preparing this chapter, we were
at once pulled in one direction by the need to trace fruition of
these progressive intellectual commitments within experi-
mental work, and tugged in another by the desire to generate
an earnest account of the sociopolitical dynamics and the
vibrant intellectual enterprises that yielded multiple, some-
times controversial conceptions of social psychology. With-
out giving the chapter over to one or the other historical
narrative, we seek to chart those culminating forces in social
psychology’s subject matter, its continuing struggles over
research methods, and its stronghold in the public imagina-
tion of twentieth-century American life. Factors influencing
social psychology’s emergence, development, and paradig-
matic commitments, considered in conjunction with the so-
cial identity and demeanor of the social psychologist, frame
our review, as does social psychology’s broader concern
with the nature of what is taken as the individual and the
social.

The first section begins this charting of emergences in a
variety of proposals published in the final decade of the nine-
teenth century and the first decade of the twentieth. Factors
that shaped the contours of social psychology, choices that
delimited ideal methods, the nature of what is taken as social,
and the demeanor of the social psychologist are reviewed in
the second section. In the third part, several classic projects
undertaken prior to and during World War II are described:
These cases illuminate the interdependence of science, cul-
ture, and politics, charting the postwar emergence of a
society yearning to be understood in psychological terms
(Herman, 1995) and of a field increasingly self-aware of its
reflexive entanglements with the very subjects it sought to
study. The final two sections describe social movements and
intellectual endeavors from the 1960s to the end of the cen-
tury, highlighting cybernetic influences and wider Western
intellectual debates on the nature of knowledge as well as
more specific theories that ultimately served to transform
time and again social psychology’s subject.

SOCIAL HEAVENS AND THE NEW CENTURY

If the social confusions rent by the Civil War prompted new
observations of the “social heavens,” as Small conjectured,
then subsequent social changes certainly heightened the
sense that the “social” urgently needed to be observed, un-
derstood, and even corrected or improved. Stirring the social
order, too, were heightened industrialization, urbanization,
and immigration along with dramatic economic swings dur-
ing the final decades of the nineteenth century. In heeding
such enormous changes, “the role of knowledge must be seen
as potentially crucial, not only in bringing about social
change, but in defining identities appropriate to a changed
reality” (Rosenberg, 1979, p. 443). Social phenomena as
wide-scale as economic trends and international wars, along
with those as minute as smiling behaviors and marital rela-
tions, captured the attention of political scientists, sociolo-
gists, economists, and psychologists alike. As researchers
proceeded to generate novel theories and elaborate prole-
gomena for research programs, their energies were dedicated
to locating the causes of social processes and cataloging their
variations.

In America the social scientific mission, while displaying a
theoretical pluralism, nevertheless shared several premises
about society and individuals as social beings. These projects
drew upon new notions of human nature inspired by evolu-
tionary theory, studies of the unconscious, and major recon-
ceptualizations of the physical universe. No longer was it
assumed that human nature could be understood using notions
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of the autonomous individual, moral sentiments, rational cog-
nitions, and the unilinear causality of human action. In re-
cognizing that human nature was more complex than these
classic notions supposed, social scientists came to understand
human action as not inherently moral, rational, autonomous,
or self-conscious but rather socially interdependent, multi-
causal, nonrational, and amoral (Haskell, 1977). Religion,
morality, and philosophy consequently became inadequate
for explaining human nature; however, although human na-
ture was seen as complex, it was not deemed unknowable, and
the second premise of the new social scientific projects en-
tailed an unconditional belief that scientific method alone
could produce valid knowledge about the social world. Fi-
nally, the discovery of the complex and partially subterranean
currents of human nature along with faith in scientific ratio-
nality were, in the minds of most American social scientists,
inextricably intertwined with commitments to social reform
and human betterment (Leary, 1980; Morawski, 1982). For
John Dewey (1900), then newly elected president of the
American Psychological Association, the promise of a sci-
ence of the laws of social life was inseparable from social
change. He wrote that social psychology itself “is the recog-
nition that the existing order is determined neither by fate nor
by chance, but is based on law and order, on a system of
existing stimuli and modes of reaction, through knowledge of
which we can modify the practical outcome” (p. 313). For
William McDougall (1908) social psychology would produce
the “moralisation of the individual” out of the “creature in
which the non-moral and purely egoistic tendencies are so
much stronger than any altruistic tendencies” (p. 18). Two
decades later Knight Dunlap (1928) essentially identified the
field with social remediation, calling social psychology “but a
propadeutic to the real subject of ameliorating social prob-
lems through scientific social control” (p. xx).

American social science, including what was to take form
as social psychology, stepped onto a platform built of a sturdy
scientific rationality and a curiously optimistic anticipation
of scientifically guided social control. As J. W. Sprowls
reflected in 1930, “American politics, philanthropy, industry,
jurisprudence, education, and religion have demanded a
science of control and prediction of human behavior, not re-
quired by similar but less dynamic institutional counterparts
in other countries” (p. 380). The new understandings of
human nature as complex, amoral, and not entirely rational,
however, could have yielded other intellectual renderings.
Many European scholars constructed quite different theories,
self-consciously reflecting upon the complexities of the un-
conscious and the implications of nonlinear causality and
refusing to set aside two challenging but fundamental mani-
festations of human sociality: language and culture. They

directed their science of social phenomena toward the aims
of historical and phenomenological understanding, notably
toward hermeneutics and psychoanalysis (Bauman, 1978;
Steele, 1982).

By contrast, purchased on a stand of positivist science and
optimistic reformism, American intellectuals confronted the
apparent paradox of championing the rationality of progres-
sive democratic society while at the same time asserting the
irrationality of human action (see Soffer, 1980). These scien-
tists consequently faced an associated paradox of deploying
rational scientific procedures to assay the irrationality of
human conduct. Despite these paradoxes, or maybe because
of them, American social psychologists engineered their
examinations of the microdynamics of social thought and
action by simultaneously inventing, discovering, and repro-
ducing social life in methodically regulated research settings.
The paradoxes were overwritten by a model of reality con-
sisting of three assertions: the unquestionable veracity of the
scientific (experimental) method, the fundamental lawfulness
of human nature, and the essential psychological base of
human social life.

The early psychological perspectives on the social dynam-
ics of human nature were neither universally nor consistently
tied to these three premises about human nature, and for that
reason many of these bold pilot ventures are omitted from
conventional textbook histories of psychology’s social psy-
chology. Given that the individual was a central analytic
category in their discipline, psychologists were drawn toward
understanding the nature of the social in terms of its funda-
mental relations to the individual. By the last decade of the
nineteenth century they began to generate a variety of theoret-
ical perspectives, alternatively defining the social dimensions
of the individual as mental functions, consciousness, evolu-
tionary products (or by-products), human faculties, or histori-
cally emergent properties. A sampling of these psychological
conceptions advanced around the turn of the century illus-
trates the remarkable varieties of intellectual options available
for developing a psychological social psychology.

The Social as Dynamic and Moral: James and Baldwin

For William James, whose 1890 landmark introductory psy-
chology textbook, The Principles of Psychology, offers
provocative treatises on the social, humans are intrinsically
gregarious. This fundamental sociality includes “an innate
propensity to get ourselves noticed, and noticed favorable by
our kind” (James, 1890, I, p. 293). Although evolutionary the-
orists already had postulated a biological basis of sociality in
terms of selection and survival, James interjected a radical ad-
dendum into that postulate. While he, too, defined the social
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self as a functional property, his social was not a singular self
but rather plural selves: “Properly speaking, a man has as
many social selves as there are individuals who recognize him
and carry an image of him in their mind” (p. 294). When he
added that “To wound any one of these images is to wound
him,” plurality became the essence of the individual. James
claimed, for instance, that the personal acquaintances of an
individual necessarily result in “a division of the man into
several selves; and this may be a discordant splitting, as
where one is afraid to let one set of his acquaintances know
him as he is elsewhere; or it may be a perfectly harmonious
division of labor, as where one tender to his children is stern
to the soldiers or prisoners under his command” (p. 294).
James’s social self is complex, fragile, interdependent, and
diachronic: The social self is “a Thought, at each moment dif-
ferent from that of the last moment, but appropriative of the
latter, together with all that the latter called its own” (p. 401).
The social self constitutes an object that is not readily acces-
sible to scrutiny using scientific methods or explicable in
simple deterministic laws of action.

James’s mercurial, complex social psychological actor
bears striking similarities to James Mark Baldwin’s (1897) so-
cial individual rendered just 7 years later in Social and Ethical
Interpretations in Mental Development: A Study in Social
Psychology. Baldwin asserted the fundamental nature of the
individual and posited that psychological phenomena could
be explained only in relation to the social. In other words, the
individual self can take shape only because of and within a so-
cial world. Baldwin’s conceptualized “self” at once has
agency to act in the world as well as being an object of that
world. Delineating a “dialectic of personal growth” (p. 11),
wherein the self develops through a response to or imitation
of other persons, Baldwin challenged late-nineteenth-century
notions of an authentic or unified self and proposed, instead,
that “A man is a social outcome rather than a social unit. He
is always in his greatest part, also some one else. Social acts of
his—that is, acts which may not prove anti-social—are his
because they are society’s first; otherwise he would not have
learned them nor have had any tendency to do them” (p. 91).

Baldwin’s self was more deeply rooted in society than was
James’s; yet, they shared an overriding distrust of society and
consequently created a central place for ethics in their social
psychologies. And like James, Baldwin was a methodological
pluralist, insisting that social psychology demanded multiple
methods: historical and anthropological, sociological and sta-
tistical, and genetic (psychological and biological). Baldwin
ultimately held that individual psychology is, in fact, social
psychology because the individual is a social product and
could be understood only by investigating every aspect of
society, from institutions to ethical doctrines. It is in this

broader conception of the individual as a fundamentally
social being that Baldwin differs most strikingly from James:
His model directly suggested psychology’s social utility
through its enhanced knowledge of the individual in society,
and in this sense he shared closer kinship with John Dewey in
the latter’s call for a practical social psychology (Collier,
Minton, & Reynolds, 1991). However, in a gesture more
nineteenth century than twentieth, Baldwin placed his intel-
lectual faith in human change not in psychology’s discovery
of techniques of social regulation but rather in a Darwinian
vision of the evolution of ethics.

Scientific Specificity and the Social

James’s and Baldwin’s theories of the social self were em-
bedded in their respective programmatic statements for
psychology more generally. Other psychologists prepared
more modest treatises on the social self. Among the studies
contained in psychology journals of the last decade of the
century are various studies depicting social psychology as
anthropological-historical, as evolutionary and mechanistic,
and as experimental science. For instance, Quantz (1898)
undertook a study of humans’ relations to trees, describing
dozens of myths and cultural practices to demonstrate the
virtues of a social evolutionary explanation of customs, be-
liefs, and the individual psyche. Using historical and anthro-
pological records, he theorized that humans evolved to use
reason except under certain social circumstances, where we
regress to lower evolutionary status. Such historical re-
searches were held to inform human conduct; for instance, un-
derstanding how social evolution is recapitulated in individual
development leads us to see how “an education which crowds
out such feelings, or allows them to atrophy from disuse, is to
be seriously questioned” (p. 500). In contrast to Quantz’s de-
scriptive, historical approach but in agreement with his evolu-
tionary perspective, Sheldon (1897) reported a study of the
social activities of children using methods of quantification
and standardization to label types of people (boys and girls,
different social classes) and forms of sociality (altruism, gang
behavior). Incorporating both a mechanistic model of control
and evolutionary ideas about social phenomena (sociality),
Sheldon detected the risks of social-psychological regression
to less evolved forms and, consequently, strongly advocated
scientifically guided social regulation of human conduct.
Soon after, Triplett’s (1898) study of competition bore no
obvious evolutionary theorizing (or any other theory) but
advanced an even stronger mechanistic model and scientific
methodology. With its precise control, manipulation, and
measurement of social variables, Triplett’s experiment com-
pared a subject’s performance winding a fishing reel when
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undertaking the task alone or in competition with others. His
experimental report offers no theoretical appreciation of the
concepts of “social” or the relation of the individual to soci-
ety; instead, what is social is simply operationalized as the
residual effect when all other components of an action are
factored out. Triplett baldly concluded, “From the above facts
regarding the laboratory races we infer that the bodily pres-
ence of another contestant participating simultaneously in the
race serves to liberate latent energy not ordinarily available”
(p. 533). Here the social has no unique properties, appears to
abide by determinist laws, and requires no special investiga-
tive methods or theories.

The research projects of Quantz, Sheldon, and Triplett
along with the theoretical visions of James and Baldwin serve
not to register some distinct originating moment in psychol-
ogy’s social psychology but rather to exemplify the diversity
of theories and methodologies available as the new century
commenced. Evolution, ethics, history, and mechanics sup-
plied viable theoretical bases for social psychology, and his-
torical, observational, and experimental techniques likewise
furnished plausible methods of inquiry. These promising
foundations of a discipline were engaged in the investigation
of varied social phenomena, but these protosocial psycholo-
gists were especially attentive to two objects: the crowd or
“mob” mind and “suggestion,” a hypothesized property that
purportedly accounted for considerable social behaviors.

A decade later the field had garnered enough scholarly
interest to become the subject of two textbooks. William
McDougall’s (1908) Introduction to Social Psychology en-
gaged Darwinian theory to propose the idea of the evolution
of social forms and, more specifically, the construct of
instincts or innate predispositions. According to McDougall,
instincts— “the springs of human action” (p. 3)—consist of
cognitive, emotional, and behavioral components that have
evolved to constitute the fundamental dynamics of social be-
haviors and interactions. The same year, Edward A. Ross’s
(1908) Social Psychology, taking a more sociological orienta-
tion, proffered an interpretation of society as an aggregate of
individual social actions. Ross called his combination of soci-
ological and psychological precepts a “psycho-sociology.”

Numerous accounts record 1908, the year of the textbooks,
as the origin of the discipline. In fact, the first two decades of
the century witnessed a proliferation of studies, theories, and
pronouncements on the field. Some historians consequently
labeled this interval of social psychological work as the age of
schools and theories; they list among the new theory perspec-
tives those of instinct, imitation, neo-Hegelian or Chicago,
psychoanalytic, behaviorist, and gestalt (Faris, 1937; Frumkin,
1958; Woodard, 1945). Others have depicted the era as
conflictual, fraught with major controversies and theoretical

problems (Britt, 1937a, 1937b; Deutsch & Krauss, 1965;
Faris, 1937; Woodard, 1945). As one historical commentator
remarked, “It was around 1911 or 1912 that things really began
to happen. The second decade of the century witnessed all
kinds of ferment” (Faris, 1937, p. 155). George Herbert
Mead’s inventive theory of the social self and Charles Horton
Cooley’s conceptualization of groups mark the ingenuity cir-
culating throughout this ferment (Karpf, 1932; Meltzer, 1959;
Scheibe, 1985).

For many, eventual resolution of these varied perspectives
materialized with a metatheoretical conviction that social
psychology was essentially reductive to psychology. In the
words of one commentator, there emerged “a settled convic-
tion that patterns as matters of individual acquisition will
explain all psychological phenomena, social and individual.
As investigation proceeds, the once widely accepted notion
that individual psychology is one thing, and social psychol-
ogy another, has found a place in the scrapheap of exploded
psychological presuppositions” (Sprowls, 1930, p. 381).
Along with the benefits of a largely established niche within
universities and colleges, the discipline of psychology af-
forded would-be researchers of social life a set of scientific
practices that positioned them at the forefront of the social
science’s search for objective methods and purportedly
value-free discourse (Ross, 1979).

A SOCIAL PSYCHOLOGY TO SERVE
PSYCHOLOGY AND SOCIETY

In the years surrounding World War I and the more prosperous
1920s, many of these innovative ideas about social psy-
chology did, in fact, end up in a scrap heap, replaced by the be-
lief that psychology provided an appropriate and rich home
for social psychology. Psychology offered tantalizing re-
search methods—objective methods. More importantly, psy-
chology manifested a conviction that through this scientific
perspective, mental life could be explained as deterministic
and lawful (O’Donnell, 1979). By this time psychology was
relatively well established as a professional discipline with a
progressive scientific association, journals, textbooks, and in-
dependent departments in many colleges and universities
(Camfield, 1969; Fay, 1939; O’Donnell, 1985). Professional
security, however, was just one resource that psychology
offered social psychological inquiry. Figuring more promi-
nently among its investigative resources was psychology’s
overarching conception of the individual and the potential
utility of scientific knowledge.

By the 1920s the discipline of psychology had generated
a program for interrogating human nature that coupled the
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late-nineteenth-century recognition that humans were at once
more complex and less rational than previously was believed
with a growing sense that both individuals and society needed
scientific guidance. Moral sentiments, character, individual
autonomy, and self-reliance now seemed inadequate for the
social scientific task of understanding the dynamics, complex-
ity, and interdependence of human thought and actions
(Haskell, 1977; Ross, 1979). American psychologists were
proposing something distinctly more modern about mental
life: The functionalist idea of individual adaptations to a con-
tinually changing environment, an idea nurtured by evolution-
ary theory, promised a coherent model for penetrating beyond
proximate causes, perceiving dynamic action rather than sta-
tic structures, and observing complex connectedness rather
than unilinear causation. In turn, this functionalist viewpoint
opened a conceptual place for behaviorism with its hypothe-
sized mechanisms for explaining microscopic processes of
adaptation within the individual. Using a double discourse of
the natural and the mechanistic (Seltzer, 1992), psychology
afforded a rich, if sometimes contradictory, conception of the
individual as at once a natural organism produced through
evolution and as operating under mechanistic principles.
This “mechanical man” of behaviorism (Buckley, 1989)
was promising both as an object of scientific scrutiny and as
a target of social control despite the fact that it seemed at
odds with the white middle-class sense of psychological com-
plexity: Americans were envisioning self as personality
realized through presentation of self, consumption, fulfill-
ment, confidence, sex appeal, and popularity (Lears, 1983;
Morawski, 1997; Susman, 1985). The popularization of psy-
choanalysis promoted understandings of the self as deep,
dynamic, and nonrational and, consequently, heightened
anxieties about managing this self (Pfister, 1997).

The apparent tensions between deterministic notions of
mental life and a dynamic if anxious conception of often irra-
tional human tendencies, however, proved productive for the
social and political thinking in the first three decades of the
century. The Progressive Era, spanning 1900 to 1917, yielded
a series of social reforms marked by firm beliefs in the possi-
bility of efficient and orderly progress and equality—in social
betterment (Gould, 1974; Wiebe, 1967) and the centrality of
scientific guidance of social and political life (Furner, 1975;
Haber, 1964; Wiebe, 1967). Although World War I caused
considerable disillusionment about the possibility of rational
human conduct, it also provided concrete evidence of both
the efficacy and need for scientific expertise to design social
controls—to undertake “social engineering” (Graebner,
1980; Kaplan, 1956; Tobey, 1971). Even the acrimonious
social commentator Floyd Dell (1926) lauded the new

scientific professionals who “undertake therapeutically the
tasks of bringing harmony, order and happiness into inhar-
monious, disorderly and futile lives” (p. 248). Psychologists’
active involvement in the war effort, largely through con-
struction and administration of intelligence tests, demon-
strated their utility just as it provided them with professional
contacts for undertaking postwar projects (Camfield, 1969;
Napoli, 1975; Sokal, 1981; Samelson, 1985). It was in this
spirit that John Dewey (1922), an early proponent of psy-
chological social psychology, announced that ensuring
democracy and social relations depended on the growth of a
“scientific social psychology” (p. 323). Likewise, Floyd
Allport (1924) devoted a major part of his famous textbook,
Social Psychology, to “social control,” which he believed es-
sential for the “basic requirements for a truly democratic so-
cial order” (p. 415). Knight Dunlap (1928) pronounced that
social psychology was “but a propadeutic to the real subject”
of ameliorating social problems through techniques of con-
trol, and Joseph Jastrow (1928), another psychologist inter-
ested in social psychology, urged psychologists studying the
social to join “the small remnant of creative and progressive
thinkers who can see even this bewildering world soundly
and see it whole. Such is part of the psychologist’s responsi-
bility” (p. 436). Social psychology, then, would examine pre-
cisely those dimensions of human life that were critical to
matters of social control and, if investigated at the level of in-
dividual actors, would prescribe circumscribed remedies for
pressing social problems.

What distinguished the emerging social psychology from
earlier propositions was a set of assumptions materializing
within scientific psychology more generally: a belief in
the irrational, amoral bases of human nature; a mechanistic,
reductionist model of human thought and behavior; the sci-
entific aspirations to prediction and control; and a firm con-
viction that the resultant scientific knowledge would provide
an ameliorative guide to social practice.  Reductionist and
mechanistic models conceptualized social phenomena as
events at the level of the individual, while the associated sci-
entific aspirations to prediction and control prescribed the use
of experimental methods of inquiry. Notably absent from this
umbrella program were construals of moral agency, dynamic
selfhood, culture, and the dialectic relations between the
individual and society that were theorized just a short time
earlier. 

This rising social psychology, however, harbored several
complications and paradoxes. First, psychologists, including
the newly self-defined social psychologists, recognized a
dilemma of their own complicity: They too inhabit a social
world and sometimes act in irrational, emotional ways, but
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scientific expertise demanded something different, primarily
rationality and emotional detachment (Morawski, 1986a,
1986b). Second, the idea of having superior understandings
of the social world and the specific knowledge of what con-
stitutes optimal social relations and institutions are unequiv-
ocally evaluative claims; yet these claims stood alongside an
earnest belief that science is value free, disinterested, and
objective.  Twinning these latter two incompatible commit-
ments yielded a conflict between utopian or “Baconian”
morality, where science serves as an instrument of human
improvement, and a “Newtonian” morality, where science
serves the rational pursuit of true understandings of nature
(Leary, 1980; Toulmin, 1975). Third, the commitment to
rigorous, predictive science demanded that discrete variables
be investigated under assiduously controlled conditions
(typically in the laboratory). Ironically, these experimental
conditions actually produced new social phenomena (Suls &
Rosnow, 1988), and “The search for precise knowledge
created a new subject matter isolated from the wider society;
but the justification for the whole research was supposedly
its value to this wider world” (Smith, 1997, pp. 769–770).
Experimental social psychology, explaining social phenom-
ena in terms of the individual, was soon to dominate the field
but did not entirely escape these three tensions; they would
continue to surface intermittently. While triumphant, the
experimental psychological program for social psychology
was not without its critics, some of whom would propose
alternative scientific models.

WORK DURING THE INTERWAR YEARS

Progressive Science

Evolutionary notions of social instinct and mechanical
notions of radical behaviorism were entertained by social
psychologists and the laity alike through the 1920s, albeit
with considerable disagreement about their appropriateness.
By World War II social psychology comprised a productive
research program that in relatively little time had yielded
credible models of how individuals interact with others or
function in the social world. Appropriating the behaviorist
worldview that was rapidly ascending in psychology, Floyd
Allport defined social psychology as “the science which
studies the behavior of the individual in so far as his behav-
ior stimulates other individuals, or is itself a reaction to their
behavior; and which describes the consciousness of the indi-
vidual in so far as it is a consciousness of social objects and
social relations” (1924, p. 12). Many scholars have deemed

Allport’s Social Psychology foundational for an experimen-
tal social psychology that emphatically took the individual to
be the site of social phenomena. (For an account of the
discipline’s “origin myths,” including Allport’s work, see
Samelson, 1974, 2000.) This “asocial” social psychology
followed its parent, psychology, in its ever-growing fascina-
tion with experimentation and statistical techniques of inves-
tigation (Danziger, 1990; Hornstein, 1988; Winston, 1990;
Winston & Blais, 1996), increasing considerably after World
War II (Stam, Radtke, & Lubek, 2000). Allport’s text was
largely one of boundary charting for the researchers who ex-
plored the new field. However, it also is important to see that
during the interwar period Allport’s introduction comprised
but one scientific stream in “a set of rivulets, some of them
stagnating, dammed up, or evaporating . . . and others swept
up in the larger stream originating elsewhere, if still main-
taining a more or less distinctive coloration” (Samelson,
2000, p. 505).

One of these rivulets flowed from the Progressive Era
desiderata that social scientific experts devise scientific tech-
niques of social control and took more precise form through
the rubric of the individual’s “personal adjustment” to the
social world (Napoli, 1975). Linking social psychology to
the emerging field of personality (Barenbaum, 2000) on the
one hand, and to industrial psychology with its attendant
commercial ventures on the other, the idea of personal adjust-
ment undergirds substantial research on attitudes, opinions,
and the relations between individual personality and social
behavior. Employing the first scale to measure masculinity
and femininity, a scale that became the prototype for many
such tests, for instance, Terman and Miles (1936) were able to
observe the relations between an individual’s psychological
sex identification and problems in their social functioning
such as marital discord (Morawski, 1994). Another example
of such adjustment research is seen in what has come to be
called the “Hawthorne experiment” (purportedly the first ob-
jective social psychology experiment in the “real world”),
which investigated not individual personality but the individ-
ual’s adjustment within groups to changes in workplace con-
ditions. The experiment is the source of the eponymous
“Hawthorne effect,” the reported finding that “the workers’
attitude toward their job and the special attention they re-
ceived from the researchers and supervisors was as important
as the actual changes in conditions themselves, if not more
so” (Collier, Minton, & Reynolds, 1991, p. 139). Archival ex-
amination of the Hawthorne experiments indicates a rather
different history: These “objective” experiments actually en-
tailed prior knowledge of the effects of varying workplace
conditions, suppression of problematic and contradictory
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data, and class-based presumptions about workers, especially
female employees, as less rational and subject to “uncon-
scious” reactions (Bramel & Friend, 1981; Gillespie, 1985,
1988). Such unreported psychological dynamics of the
experimental situation, dynamics later to be called “artifacts”
(Suls & Rosnow, 1988), went undocumented in these
and other experimental ventures despite the fact that some
psychologists were describing them as methodological prob-
lems (Rosenzweig, 1933; Rudmin, Trimpop, Kryl, & Boski,
1987).

In 1936 Muzafer Sherif extended social psychology to
psychologists themselves, who, he suggested, are “no excep-
tion to the rule about the impress of cultural forces.” Sherif
admonished social psychologists for such disregard—for
their “lack of perspective”—arguing that “Whenever they
study human nature, or make comparisons between different
groups of people, without first subjecting their own norms to
critical revision in order to gain the necessary perspective,
they force the absolutism of their subjectivity or their
community-centrism upon all the facts, even those labori-
ously achieved through experiment” (p. 9).

Making and Finding Social Relevance 

Another stream of research entailed the study of “attitudes,”
which in 1935 Gordon Allport called “the most distinctive
and indispensable concept in American social psychology”
(p. 798). Scientific study of attitudes shared kinship with
Progressive ideals to scientifically assess beliefs and opinions
of the populace and ultimately was to have political and com-
mercial uses, especially in advertising and marketing (Lears,
1992). It is through controlled, quantitative attitude studies
that social psychologists significantly refined their experi-
mental techniques of control and numeric exactitude, notably
through development of sampling techniques, psychometric
scales, questionnaire formats, and technical approaches to
assessing reliability and validity (Katz, 1988). In his 1932 re-
view of social psychology L. L. Bernard wrote, “Scale and
test making is almost a science in itself utilized by social psy-
chologists in common with the educationists [sic], the indus-
trial and business management people, and in fact by most
of the vocational interests in the United States” (p. 279).
Bernard detected the wide-scale market value of these psy-
chological technologies, especially their compatibility with
and rising ethos of quantification: “There is a strong tendency
in this country to find a method of measuring all forms of
behavior and nothing is regarded as a demonstrated fact in
social psychology or elsewhere until it has been measured or
counted and classified” (p. 279).

In the 1930s social psychology’s original aim of aiding
social welfare, albeit muted by intensive efforts to realize the
challenging goal of experimentation on social processes,
became more pronounced. Throughout the remainder of the
century social psychology would exhibit similar swings
back and forth between worldly or political aspirations
and scientific ones (Apfelbaum, 1986, p. 10). A swing was in-
deed occurring in this decade: Psychologist-turned-journalist
Grace Adams (1934) chided psychologists for their failure to
predict the stock market crash of 1929 culminating in world-
wide depression, but soon after social psychologists perse-
vered in probing the depression’s complex social effects. The
commitment to investigations that more or less directly serve
social betterment grew wider in the 1930s and 1940s. How-
ever visible these reformist efforts, historians disagree about
the political philosophy underlying the research: Whereas
some scholars assume the philosophical basis was simply ob-
jective science applied to nonlaboratory conditions, others
see a more engaged politics, including a benignly democra-
tic, elitist “democratic social engineering” or “New Deal”
liberalism (Graebner, 1980; Richards, 1996; van Elteren,
1993). The political atmosphere certainly included a sense of
professional survival as evidenced by psychologists’ mobi-
lization to create an organization devoted to studying social
problems, the Society for the Psychological Study of Social
Issues (Finison, 1976, 1979; Napoli, 1975).

Aggression was a prime social problem identified in the
1930s, and the researchers who formulated what was to be-
come a dominant view in aggression research, the frustration-
aggression hypothesis, retrospectively produced a list of events
that precipitated the research. In addition to the depression, the
list included the Spanish Civil War, racism and the caste system
of the South, anti-Semitism in Germany, and labor unrest and
strikes. Combining the odd bedfellows of behavior theory and
Freudian psychoanalysis, a group of Yale University psycholo-
gists hypothesized “that the occurrence of aggressive behavior
always presupposes the existence of frustration and, contrari-
wise, that the existence of frustration always leads to some
form of aggression” (Dollard, Doob, Miller, Mowrer, & Sears,
1939). Extended to studies of concrete situations—frustrated
laboratory rats, poor southerners, unemployed husbands, and
adolescents—the frustration-aggression hypothesis consti-
tuted a truly “socially relevant” social psychology. The hypoth-
esis pressed a view of the social individual as not always aware
of his or her actions, as motivated by factors about which he or
she was not fully conscious.

Political and professional affairs inspired social psycholo-
gists to engage more directly in social-action-related research;
also influencing such research was the formation of a more
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ethnically diverse research community, including Jewish
émigrés who had fled Germany and whose backgrounds en-
tailed dramatically different personal experiences and intellec-
tual beliefs. Franz Samelson (1978) has suggested that these
new ethnic dimensions, including researchers more likely sen-
sitized to prejudice, were influential in shaping research on
racial prejudice, discrimination, and stereotypes and the con-
sequential move away from American psychology’s biologi-
cally based notion of race difference. In the case of Kurt Lewin,
heralded by many as the most important social psychologist of
the century, his own experiences, coupled with the influence of
European socialism, shaped his studies of labor conditions that
considered foremost the perspective of the workers and at-
tended to the broader context in which events, including labor,
transpire (van Elteren, 1993). The influence of émigré social
psychologists is evident in the scientific investigations of the
psychology of fascism and anti-Semitism; most notable of this
socially responsive work is the authoritarian personality the-
ory (Samelson, 1985), discussed more in a later section.

Some streams of intellectual activity, to extend Samelson’s
metaphor of the field’s watercourse, eventually evaporate or
are dammed. Despite economic scarcity or perhaps because
of it, the 1930s proved a fertile period of innovations, al-
though most of these noncanonical ideas did not survive long.
Katherine Pandora (1997) has recovered and documented
one such innovative gesture in the interwar work of Garner
Murphy, Lois Barclay Murphy, and Gordon Allport through
which they “rejected the image of the laboratory as an ivory
tower, contested the canons of objectivity that characterized
current research practice, and argued against reducing nature
and the social worlds to the lowest possible terms” (1997,
p. 3). They also questioned the prevailing conceptions of
democracy and the moral implications of social scientific
experts’ interest in adjusting individuals to their social envi-
ronment. These psychologists’ differences with the status quo
were sharp, as witnessed by Gordon Allport’s claim that “To
a large degree our division of labor is forced, not free; young
people leaving our schools for a career of unemployment be-
come victims of arrested emotional intellectual development;
our civil liberties fall short of our expressed ideal. Only the
extension of democracy to those fields where democracy is
not at present fully practiced—to industry, education and
administration, and to race relations for examples—can make
possible the realization of infinitely varied purposes and
the exercise of infinitely varied talents” (Allport, quoted in
Pandora, 1997, p. 1). His stance on the relation of the individ-
ual to society, and on the state of society, stands in stark
contrast to the elitist models of social control, personal ad-
justment, and democratic social engineering that inhered in

most social psychology. Their dismissal of the dominant
meaning of the two central terms of social psychology, the
“individual” and “social,” as well as their critiques of con-
ventional laboratory methods, enabled them to propose what
Pandora calls “experiential modernism”: the historically
guided “search for scientific forms of knowing that would
unsettle conventional ways of thinking without simultane-
ously divorcing reason from feeling, and thus from the realm
of moral sentiments” (p. 15).

Another attempt to alter mainstream social psychology is
found in Kurt Lewin’s endeavors to replace the discipline’s in-
dividualist orientation with the study of groups qua groups, to
apply gestalt principles instead of thinking in terms of discrete
variables and linear causality, and to deploy experiments in-
ductively (to illustrate a phenomenon) rather than to use them
deductively (to test hypotheses) (Danziger, 1992, 2000).
Other now largely forgotten innovations include J. F. Brown’s
(1936; Minton, 1984) proposal for a more economically
based and Lewinian social psychology, and Gustav Icheiser’s
phenomenological theories along with his social psychology
of the psychology experiment (Bayer & Strickland, 1990;
Rudmin, Trimpop, Kryl, & Boski, 1987). By the time of the
United States’ entrance into World War II in 1941, social psy-
chology had acquired both a nutrient-rich professional niche
within psychology and a set of objective techniques for prob-
ing individuals’ thoughts and actions when interacting with
other individuals. While social psychology’s ability to gener-
ate scientific knowledge still was regarded suspiciously by
some psychologists, social psychologists nevertheless be-
came actively involved in war-related research. They confi-
dently took the helm of government-sponsored studies of
propaganda, labor, civilian morale, the effects of strategic
bombing, and attitudes. The war work proved to have so
strengthened social psychologists’ solidarity that one partici-
pant claimed, “The Second World War has brought maturity
to social psychology” (Cartwright, quoted in Capshew, 1999,
p. 127). After the war psychological experts were challenged
to generate both relevant and convincingly objective research
and form alliances with those in positions of power (Harris,
1998). However promising to the field’s future, that organi-
zational gain was achieved at the cost of damming up some
of the field’s investigative channels, narrowing further the ac-
ceptable options for theory and methods alike. This scientific
service experience also permeated the core conceptions of
human kinds, and during the postwar years the conception of
the individual–social world relation would evolve signifi-
cantly from the Progressive and interwar scenario of more or
less mechanical actors needing adjustment to efforts to refine
the machinery of society.
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MIDCENTURY ON: FROM POST–WORLD WAR II
AND POST-MECHANISM TO POST-POSITIVISM

World War II Era

For many historians of social psychology, the two world wars
often bracket significant shifts within the discipline. Both
world wars brought with them pronounced expansions of
psychology, ones that eventually found their way into nearly
every facet of daily life (Capshew, 1999; Herman, 1995). In
reflecting on changes wrought by the war years to social psy-
chology, Kurt Lewin (1947/1951) speculated that new devel-
opments in the social sciences might prove “as revolutionary
as the atom bomb” (p. 188). What he seemed to have in mind
is how the social sciences informed one another in treating
social facts as a reality as worthy of scientific study as are
physical facts. He also observed developments in research
tools and techniques and a move among the social sciences
away from classification systems to the study of “dynamic
problems of changing group life” (p. 188). What Lewin could
not have imagined at the time, however, were those very
depths to which the “atomic age” would rearrange sociopolit-
ical life and the field of social psychology. In his own time
Lewin’s optimism for social psychology counterbalanced
Carl Murchison’s more gloomy tone in the 1935 edition of
The Handbook of Social Psychology: “The social sciences at
the present moment stand naked and feeble in the midst of the
political uncertainty of the world” (p. ix). The turnaround
in these intervening years was so dramatic that Gardner
Lindzey was moved to declare in the 1954 Handbook that
Murchison’s edition was not simply “out of print” but “out of
date.” Lindzey measured out social psychology’s advance by
the expansion of the handbook to two volumes. But more
than quantity had changed. Comparing the table of contents
over these years is telling of social psychology’s changing
face. In 1935 natural history and natural science methods
applied to social phenomena across species; the history of
“man” and cultural patterns were strikingly predominant
relative to experimental studies. By 1954 social psychology
was given a formal stature, deserving of a history chapter by
Gordon Allport, a section on theories and research methods
in social psychology, and a second volume of empirical,
experimental, and applied research. 

On many counts, during and after World War II experi-
mental social psychology flourished like never before under
military and government funding and a newfound mandate
of social responsibility, which, in combination, may have
served to blur the line between science and politics writ large,
between national and social scientific interests (Capshew,
1999; Finison, 1986; Herman, 1995). Questions turned to

matters of morale (civilian and military), social relations
(group and intergroup dynamics), prejudice, conformity, and
so on (Deutsch, 1954; Lewin, 1947/1951), and they often
carried a kind of therapeutic slant to them in the sense of
restoring everyday U.S. life to a healthy democracy. To quote
Herman (1995), “Frustration and aggression, the logic of per-
sonality formation, and the gender dynamics involved in
the production of healthy (or damaged) selves were legiti-
mate sources of insight into problems at home and conflicts
abroad” (p. 6). Psychologists’ work with civilians and the
military, with organizations and policy makers, parlayed into
new relations of scientific psychological practice, including
those between “scientific advance, national security, and do-
mestic tranquility” and between “psychological enlighten-
ment, social welfare, and the government of a democratic
society” (Herman, 1995, p. 9). As Catherine Lutz (1997)
writes, military and foundation funding of social psychologi-
cal research, such as Hadley Cantril’s on foreign and domes-
tic public opinion or the Group Psychology Branch of the
Office of Naval Research, once combined with the “culture
and political economy of permanent war more generally,
shaped scientific and popular psychology in at least three
ways—the matters defined as worthy of study, the epistemol-
ogy of the subject that it strengthened, and its normalization
of a militarized civilian subjectivity” (pp. 247–248).

New Ways of Seeing Individual and Social Life

Amongst historians there exists fair consensus on a reigning
social psychology of this moment as one of an overriding sen-
sibility of social engineering or a “psychotechnology” in the
service of a “liberal technocratic” America (e.g., Graebner,
1986; Rose, 1992; also see Ash, 1992). But such an exclusive
view overlooks how certain theoretical influences that in con-
cert with the times helped to shape the terms of the subject
matter, the field itself, and how the individual–social world
relation was to be construed. For Solomon Asch (1952), for
example, subject matters, such as conformity, were sites
revealing of the “intimate unity of the personal and social” in
a single act of yielding or asserting one’s independence
(p. 496). Elsewhere the personal and social became reworked
through Kenneth B. Clark’s research on race and segregation,
work that was vital to the decision in Brown v. Board of Edu-
cation; and, Gordon Allport’s (1954) The Nature of Prejudice
revealed how prejudice, hatred, and aggression rippled out
across the personal and situational to the social and national.
Another significant case is found in what has come to be
called the authoritarian personality. Early Marxist-Freudian
integrations in the study of political passivity or “authoritar-
ian character” structure in Germany by Reich and Fromm and
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subsequently in America by Horkheimer and the “Berkeley
group” yielded the 1950 edited volume The Authoritarian
Personality (Adorno, Frenkel-Brunswik, Levinson, & San-
ford, 1950). Even though “Reich’s original problem” was
refitted to “a liberal, empiricist, individual-psychology
framework” (Samelson, 1985, p. 200), study of authoritarian
personality, like other examples mentioned, made visible the
equation of “politics and psychology and the convergence of
personal and social analysis” (Herman, p. 60). The “authori-
tarian episode,” writes Graham Richards (1997), “was an
expression of a complex but fundamental set of ideological
conflicts being waged within and between industrialised
white cultures: capitalism vs. communism, democracy vs.
totalitarianism, liberalism vs. puritanism” (pp. 234–235).
Insofar as authoritarian personality hinged individual person-
ality to political ideologies and national character to inter-
group and international tensions (including racism in the
United States and leadership studies in small groups), then
Lewinian small group research’s physical and mathematical
language of space, field, forces, and tensions served to link
public and private spheres of home and work with liberal
ideals of a technocratic America (Deutsch, 1954; Gibb, 1954;
Ash, 1992; van Elteren, 1993). Together, these levels of
analysis (the individual, group, etc.) and social psychological
phenomena offered different ways to conceive of the traffic
between the individual and the social world. They also func-
tioned to remap how the social was construed to reside in or
be created by the individual, as well as the function of these
new ways of seeing individual and social life for all.

Still, once entered into, social psychology offers no
Ariadne’s thread to guide historians through its disciplinary
passageways of subject matters, epistemological shifts, and
changing notions of subjectivity. Just as cultural, social, eco-
nomic, and political life in the United States was in flux, so
the more familiar and routine in social psychology was being
tossed up and rearranged. Gender and race rearrangements
during and after the war in the division of work, in labor union
negotiations, and in domestic affairs signal incipient counter-
culture and social movements ready to burst through the ve-
neer of a culture of “containment” (Brienes, 1992; May,
1988). Much as some historians broaden out this moment’s
sensibility as “not just nuclear energy that had to be con-
tained, but the social and sexual fallout of the atomic age
itself” (May, p. 94), so others add that the “tide of black mi-
gration, coupled with unprecedented urban growth and pros-
perity, reinvigorated African American culture, leading to
radical developments in music, dance, language and fashion”
(Barlow, 1999, p. 97). American life was being recreated,
with the tug of desires for stability—cultural accommoda-
tion and civil defense—exerting as much force as the drive

for change—cultural resistance and civil rights. Margot
Henriksen (1997) writes of this tension as one between con-
sent and dissent wherein for blacks “Western powers’ racism
and destructiveness came together explicitly in the Holocaust
and implicitly in the atomic bombings of Hiroshima and
Nagasaki” (p. 282). These entanglements of postwar anxi-
eties, struggles, and dreams reverberated in America’s popu-
lar imagination, such as Frank Capra’s early postwar film It’s
a Wonderful Life, Frank Conroy’s characterizations of 1950s
America as “in a trance” and young Americans as the “silent
generation,” Salinger’s age of anxiety in The Catcher in the
Rye, the new science fiction genre film The Day the Earth
Stood Still, the rebel “beat generation” of Jack Kerouac,
bebop jazz, and a “wave of African American disc jockeys
introduc[ing] ‘rhyming and signifying’” (Barlow, p. 104;
Breines, 1992; Henriksen, 1997).

Social psychological works appealed for new approaches
to leadership and peace, group relations (at home and work),
cohesiveness, ways to distinguish good democratic consen-
sus (cooperation) from bad (compliance, conformity, and the
more evil form of blind obedience), prejudice, trust, and sur-
veillance (as, for example, in research by Allport, Asch,
Gibb, Milgram, Thibaut, and Strickland). Tacking back and
forth between social and cultural happenings marking this era
and the field’s own internal developments, social psychology
did not simply mirror back the concerns of the age but rather
was carving out its place in American life as it translated and
built psychological inroads to America’s concerns of the day.

Approaching problems of the day provoked as well cross-
disciplinary interchange for many social psychologists, such
as Kurt Lewin, Solomon Asch, Leon Festinger, Gordon
Allport, and Theodore Newcomb. One way this need was for-
malized for small group research was through centers, such
as those at Harvard University, MIT, or the University of
Michigan. Another way interdisciplinary interchange became
influential within social psychology was through the Macy
Foundation Conferences, which brought together researchers
from, for example, mathematics, anthropology, neuropsy-
chology, and social psychology for discussion on communi-
cation and human relations, which came to be regarded as
the area of cybernetics (Fremont-Smith, 1950). Amongst re-
searchers attending the Macy Conferences were those who,
such as Alex Bavelas, Gregory Bateson, and Margaret Mead,
would come to construe social psychology’s small group
concepts and dynamics through cybernetic notions of com-
munication patterns, the flow of information and human rela-
tions (Heims, 1993). Together, the concerns of the day urged
along disciplines on questions of moral certainty and episte-
mological truth as military technologies of information the-
ory and communication began to give rise to the cybernetic
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age and its corresponding challenges to notions of human
subjectivity.

Cold War, Cybernetics, and Social Psychology

When Solomon Asch (1952) well noted the very conditions of
life and beliefs in society as part and parcel of the “historical
circumstances [under which] social psychology [made] its ap-
pearance” in midcentury America (p. 4), he might have added
how the culmination of these forces made for a profound over-
haul of psychology’s object—the human. The Macy Founda-
tion Conferences, for example, incited talk of “electronic
brains” and fantasies of robots, as well as of “communica-
tion,” “cybernetics,” and “information,” all of which assumed
their collective place in social psychology’s imagination of
the human subject for decades to come (Bayer, 1999a; also see
Heims, 1993). This makeover is about assessing how, as John
Carson (1999) argues of psychology’s object, the human
mind, social psychology’s object of the individual becomes
“fashioned into different investigative objects” (p. 347). By
the mid-1950s, “Information theory and computer technol-
ogy, in addition to statistical methods, suggested a new way to
understand people and to answer the question of the mind’s re-
lation to matter” (Smith, 1997, p. 838). The older mechanistic
notion of man-as-machine was giving way to one of man-as-
an-information-processor in which the human becomes a
composite of input-output functions understood as a “homeo-
static self-regulating mechanism whose boundaries were
clearly delineated from the environment” (Hayles, 1999,
p. 34; also see Bayer, 1999a; Edwards, 1996; Smith, 1997).
Seen as forged out of a combination of cognitive psychology,
behaviorism, gestalt, information theory, mathematics, and
linguistics, this version of the nature of “man” allowed for
“man” and machine (computer) to go beyond metaphors of
mechanical man into the realm of relations between man and
machine (Edwards). Cybernetics was thus “a means to extend
liberal humanism” by “fashioning human and machine alike
in the image of an autonomous, self-directed” and “self-
regulating” individual (Hayles, p. 7). Movement between man
and machine was eased by the idea of communication denot-
ing relation, not essence; indeed, relation itself came to sig-
nify the direction of social psychology—interpersonal, group,
intergroup—as much as in communication studies (Hayles,
p. 91; Samelson, 1985). This transformation of social psy-
chology’s object also entailed a change to small groups as its
unit of study (Heims, p. 275; also see Back, 1972; Danziger,
1990), an idea resonant with an emerging idealized notion of
open communication in small communities.

Within small group laboratories, cybernetics and informa-
tion theory brought men and machines together by including

each in the loop of communication-control-command-
information (C3I) interactions. Robert Bales, for example,
translated Parson’s sexual division of labor into a language of
communication codes of instrumental and expressive interac-
tions such that together in the context of small groups they
functioned as a “mutually supporting pair” serving “stabiliz-
ing” or “homeostatic like functions” (Bales, 1955, p. 32). For
Alex Bavelas (1952) messages carried information about
status and relationship to the group and patterns of communi-
cation about networks, efficiency, and leadership. Bavelas’s
work thus marks the beginning of the sea change from
Lewin’s “Gestalt psychology to . . . ‘bits’ of information”
(Heims, 1993, p. 223).

That human and machine could interface via information
codes or messages in small groups eased the way as well
to using certain technologies as message communicators,
such as Crutchfield’s (1955) vision of an electronic commu-
nication apparatus for small group research, featuring a sys-
tem of light signals with a controlling switchboard allowing
the experimenter to control and communicate messages
among group members. Electronic apparatuses “stood in” for
other experimental group participants, creating the impres-
sion of the presence of other participants sending messages to
one another in a small group. But, just as significantly, these
apparatuses helped to fashion a human-as-information-
processor subjectivity (Bayer, 1998a). Such electronic de-
vices, along with a host of other technologies, such as audio
recordings and one-way mirrors, began to characterize small
group laboratory research as the outer world of everyday social
life was increasingly recreated inside the social psychology
laboratory (Bayer & Morawski, 1992; Bayer, 1998a). Simu-
lated laboratory small groups offered at least one way to rec-
oncile small group research with social psychology’s demands
for scientific experimental rigor and to serve as a kind of labo-
ratory in which to reconstrue communication as a social psy-
chology of social relations (Graebner, 1986; Pandora, 1991).

In retrospect, small group research of the 1950s to the
1990s seemed deeply invested in mapping a “contested ter-
rain of the social relations of selves” (Bayer & Morawski,
1991, p. 6), for which the language of communication and
control served as much to set the terms of management re-
lations as it did to masculinize communication in corporate
culture, or the thinking man’s desk job (Bayer, 2001).
Bales’s research, for example, tailored the gender terms of
social psychology’s communication, control, and command
interchanges by converting Parsonian sex roles into com-
munication labor that sorted group members’ contributions
into either the “best liked man” or the “best ideas man”—a
mutually supporting pair in corporate management. That the
typical instrumental gender role moved between private and
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public life was in keeping with a Parsonian view of normal
social arrangements. Less routine here was the translation
of social-emotional relations, the work expected of women
and thought to be suited to domestic life, into a kind of
communication labor needed in masculine corporate cul-
ture. Despite small group researchers’ reliance at times on
women, as in Lewin’s work with women and nutrition dur-
ing times of scarcity or Parson’s familial gender division,
small group research in the field and the laboratory tended,
in the early decades, to study the group life of men in the
public domain (Bayer & Morawksi, 1991). Over subsequent
decades, however, small group research became a site of
gender-difference testing, almost serving as a barometer
of the gender politicization of work spaces and women’s
movement into them (e.g., Eagly, 1987; Eagly, Karau, &
Makhijani, 1995).

Cybernetics and the “Inside-Outside Problem” 
in Times of Suspicion and Surveillance

While the cybernetic age clearly had a hand in renewed study
of boundaries between inner and outer, or the “inside-outside”
problem (Heider, citing F. Allport, 1959, p. 115; Edwards,
1996; Hayles, 1999), equally mediating were postwar and
McCarthy times in U.S. life heightening a psychological sen-
sibility around inner-outer spaces. This period was itself, to
quote M. Brewster Smith (1986), marked by a “crescendo of
domestic preoccupation with loyalty and internal security”
(p. 72). Drawing on the work of Paul Virillo, Hayles writes
that “in the post–World War II period the distinction between
inside and outside ceased to signify in the same way,” as
“cybernetic notions began to circulate . . . and connect up
with contemporary political anxieties” (p. 114). Worries over
the “inability to distinguish between citizen and alien, ‘loyal
American’ and communist spy” (Hayles, p. 114) are concerns
about distinguishing between appearances and reality, be-
tween self and other, between surface and depth, outer and
inner realms. Whereas David Riesman (1969) wrote that this
period resulted in a shift from inner to an other-directed soci-
ety, Richard Sennett (1974/1976) later countered with obser-
vations that in fact the reverse order characterized midcentury
American selves. American society had become increasingly
marked by its stress on inner-directed conditions, by what he
saw as a “confusion between public and intimate life” (p. 5).
Side by side, these interpretations tell of a magnified concern
by social psychologists and citizens alike around borders and
boundaries. Rearrangements in social divisions of private
and public life, of inner- and other-directedness in postwar
America, had at their heart a reconfiguring of inner-outer
boundaries.

The Case of Balance Theories

It may be of little surprise, given the above, that balance or
consistency theories garnered a fair bit of social psychological
attention at this time. The individual–social world relation was
depicted as a kind of juggling of internal states and external
conditions, or personal versus situational attributions played
off of one another.Against the backdrop of social and political
upheaval, then, psychological balance theories offered a feel-
ing of equipoise at some level, whether of one’s own inner and
outer life or one’s relation to others or to surrounding beliefs,
during this heated mix in America of politics, sex, and secrets.
Balance theories may thus be thought of as exerting a kind of
intuitive double-hold—first through the cybernetic revision of
homeostatic mechanisms and second through an everyday so-
cial psychology that sought perhaps to balance the day-to-day
teeter-tottering of psychological security and insecurity.
Arguably outgrowths of cybernetics and wider cultural pre-
occupations, cognitive consistency theories, such as Leon
Festinger’s cognitive dissonance theory, Frtiz Heider’s bal-
ance theories, and John Thibaut and Harold Kelley’s social
exchange theories, held out a subjectivity of rational control in
a time of the country appearing out of control.

It is possible to regard social psychology’s mix of balance
theories and cybernetic influences during the period 1945 to
the 1960s as reflecting not quite competing versions of the
human. On the one hand, as Hayles outlines them, there cir-
culated the notion of “man” as a “homeostatic self-regulating
mechanism whose boundaries were clearly delineated from
the environment and, [on the other], a more threatening,
reflexive vision of a man spliced into an informational circuit
that could change him in unpredictable ways” (Hayles, 1999,
p. 34; also see Bayer, 1999b). The former version resonates
with early balance or consistency theories for how they tried
to reconcile psychological life with observable reality. The
latter, more reflexive version carried within it the beginnings
of a critique of objectivist epistemology. Such reflexive
notions of the subject helped to recast behaviorist notions of
simple, reductionist input-output mechanisms and other cor-
respondence theories of the subject in which representations
of the world were assumed to map neatly onto internal expe-
rience. Instead, experience itself was thought to organize or
bring into being the outside—or social—world (Hayles,
1999). That attributions might arise out of common cultural
beliefs without objective or empirical real-world referents
gestures toward a more constructionist intelligibility in social
psychology, as found in theory and research on self and social
perception work by Daryl Bem and Harold Kelly in his attri-
bution research. By the 1970s Gergen was to note that had
works such as these been “radically extended,” they would
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have posed a “major threat to the positivist image of human
functioning” (1979, p. 204). One could add to this research
on sense-making the high drama of laboratory simulations,
including Milgram’s 1960s experiments on obedience (and
his film Obedience) and Zimbardo’s 1970s prison study that
augmented—however inadvertently—views of social roles
as performative.

From Rational Calculator to Error-Prone Subject

One might usefully think of the influence of computers, cy-
bernetic notions, and laboratory simulation techniques as
technologies of the social psychological subject. That is,
as Gerd Gigerenzer (1991) argues, researchers’ tools function
as collaborators in staging versions of human nature or the
human mind, what he called tools-to-theory transformations.
Looking at the case of the institutionalization of the statistic
ANOVA (Analysis of Variance) and Kelley’s attribution
theory, for example, Gigerenzer demonstrated how the statis-
tic became a version of human as an “intuitive statistician.”
Across these tool-to-theory transformations relying on com-
puters, statistics, and information theory—cybernetics—
notions of the human as a rational calculator were one side of
the coin of the social psychological subject. On its flip side
was an opposing version arising in the 1970s when political
events and social history conspired to make known man as a
fallible information processor. Irving Janis’s analyses of the
Pearl Harbor and Bay of Pigs fiascos, for example, cast a
stone into the seeming calm waters of group cohesion by re-
vealing its downside—groupthink (Janis & Mann, 1977). By
the 1970s “man” was virtually awash in characterizations as
an error-prone decision maker who fell victim to a host of bi-
ases and heuristics, such as in research by Daniel Kahneman
and Amos Tversky. Prior to the 1970s, as Lola Lopes (1991)
found, most of the research depicted a rather good decision-
making subject. By the 1980s, however, when Time maga-
zine named the computer “Man of the Year,” “man” himself
would be characterized in Newsweek as “woefully muddled
information processors who often stumble along ill-chosen
shortcuts to reach bad conclusions” (Lopes, p. 65; Haraway,
1992). This rhetoric of irrationality caught on inside the dis-
cipline as well, reframing areas such as social perception,
influence, and prejudice wherein miscalculation, mispercep-
tion, and other social psychological information errors were
taken to be the devil in the details of daily interactions. Over-
looked here as with the overemphasis on internal causes in
attribution research was, as Ichheiser argued, the power of
the American ideology of individualism in predisposing indi-
viduals and social psychologists to look for personal rather
than social-historical causes (Bayer & Strickland, 1990).

This oversight was in fact a crucial one, especially in light of
the penetrating challenges to social psychology’s subject
matters, its reigning positivist epistemology, and notions of
subjectivity from various social movements.

SOCIAL MOVEMENTS AND MOVEMENTS FOR
CHANGE IN SOCIAL PSYCHOLOGY

Individual–Social World Dualism Revisited

Changes in social psychology’s vision of man, including
ways to conceptualize the individual, social relations, and the
“ensuing riddle of their relationship”—or, “the endless prob-
lem of how the individual stood vis-à-vis the world”—would
meet additional challenges from social movements such as
second wave feminism, black civil rights, and gay and les-
bian rights, as well as from war protests (Riley, 1988, p. 15;
Richards, 1997). That social psychology suffered theoreti-
cally and research-wise on the social side of its psychological
equation was a significant part of the storm social psychology
would have to weather in the 1970s. But, the problem went
beyond the nature of the relation of this dualism’s polar
opposites. Instead, the dualism itself, as that of the nature-
nurture divide, would eventually be undermined (Henriques,
Hollway, Urwin, Venn, & Walkerdine, 1984/1998; Richards,
1997; Parker & Shotter, 1990).

Whence the Social?

For some social psychologists, the desire for a social social
psychology formed out of what was considered the disap-
pearing “social” in social psychology, which, even in the case
of small group research, seemed to have collapsed into the in-
dividual. Ivan Steiner (1974) posed the disappearance of “the
social” as a conundrum given that social movements of the
1960s might have led one to expect a more “groupy” social
psychology. In examining dissonance theory, attribution the-
ory, attitude research, and self-perception theory, Steiner
found even further evidence of social psychology’s individu-
alistic orientation. Not only had the social moved inside the
individual, but social psychology appeared to have lost sight
of its compass, all of which, he thought, might account for the
“gloomy” “self-reproach” and near “despair” among social
psychologists (Steiner, p. 106). It is curious that social psy-
chology’s object, the human, had become, at least in some
experimental quarters, a rather gloomy-looking soul too—
error prone and, if not alienated from himself, given to fail-
ures in helping (e.g., Darley & Latane, 1968). Against various
“denunciations of laboratory research to damning criticisms
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of the ethical and methodological qualities of . . . investiga-
tive strategies, and even to suggestions that [social psycholo-
gists] forsake . . . scientific tradition in favor of participation
in social movements,” however, Steiner initially held out
hope (p. 106). He saw signs of change in social movements;
the new decision-making research, such as that of Irving
Janis’s concept of groupthink; Eliot Aronson’s interest in
T-groups; and, the faint rustle of reviving interest in Hadley
Cantril’s 1941 The Psychology of Social Movements (in
which mental and social context formed the crucial frame-
work for chapters on, for example, the lynch mob, the king-
dom of father divine, the Oxford group, the Townsend plan,
and the Nazi party). These signs were read as indicative of a
rising tide of “collective action” that might displace the “self-
reliant individualism” of the 1960s (Steiner, 1974)—only to
be regrettably reinterpreted a decade later as a misreading of
the power of the individualist thesis (Steiner, 1986).

Whence the Real-World Relevance? 

Inside the discipline, critical voices grew increasingly strong
on the shortcomings of group research and experimental
methods in social psychology, as well as concern over social
psychology’s impoverished theoretical status. Experimental
set-ups that grew out of information theory and translated
into laboratory simulations came to be regarded as overly
contrived, relying on “button pressing, knob turning, note
writing, or telephonic circuits loaded with white noise”
(Steiner, 1974, p. 100). The very invented nature of experi-
mental laboratory groups was described in the 1960s as “a
temporary collection of late adolescent strangers given a puz-
zle to solve under bizarre conditions in a limited time during
their first meeting while being peered at from behind a mir-
ror” (Fraser & Foster, 1984, p. 474). These groups came to be
referred to as “nonsense” groups (Barker, cited in Fraser &
Foster), and laboratory experiments as “experiments in a vac-
uum” (Tajfel, 1972). Alternative approaches to groups began
to gather their own critical reviews, both for their ultimately
individualistic focus and for a rather narrow cognitive em-
phasis. Even Henri Tajfel’s alternative of Social Categoriza-
tion Approach and Social Identity Theory, while proposed as
putting the “social” back into the study of groups, began to
reveal itself as part of the information-processing model in
which “error becomes a theoretical catch-all for what cannot
be explained within individual-society dualism: the absence
of the ‘correct’ response” (Henriques et al., 1984/1998,
p. 78). In this framework, racial prejudice, for example,
wound up being treated as a problem in information process-
ing without “addressing either the socio-historical production
of racism or the psychic mechanism through which it is

reproduced in white people’s feelings and their relations to
black people” (p. 78). 

Crisis—What Crisis?

These criticisms of social psychology’s individualistic thesis
and nonsense laboratory groups combined with fierce debate
about social psychology’s laboratory uses of deception and
its positivist scientific practices for a full blown disciplinary
self-analysis—or crisis of knowledge in social psychology, as
it has come to be known. For some, social psychology’s lab-
oratory of “zany manipulations,” “trickery,” or “clever exper-
imentation” was regarded as ensuring the “history of social
psychology . . . [would] be written in terms not of interlock-
ing communities but of ghost towns” (Ring, 1967, p. 120; see
also, for example, Kelman, 1967; Rubin, 1983). For others,
experimental artifacts appeared almost impossible to contain
as the laboratory increasingly revealed itself as a site wherein
social psychological meanings were as likely to be created
in situ as to reveal wider general laws of individual and social
life (Suls & Rosnow, 1988; also see Rosenzweig, 1933). In a
wider sense, the field was regarded as having gone through
several phases of development as a science to arrive at what
Kurt Back (1963) identified as a “unique position” of being
able to encompass a “social psychology of knowledge as a
legitimate division of social psychology,” which would take
into account “the problem of the scientist, of his shifting
direction, his relation to the trends of the science and of soci-
ety, and his assessment of his own efforts is itself a topic of
social psychology” (p. 368).

A Social Psychology of Social Psychology

Not quite mirroring one another, social psychology’s troubles
around its individual–social world relation were becoming as
fraught as the internal–external divide constituting the imag-
ined interior of its subject. Julian Henriques (1984/1998), for
one, argues that “for psychology the belief in rationality and
in perfect representation come together in the idea of scien-
tific practice” such that with an individual subject prone to
errors “the path is set for empiricist science to intervene with
methodologies which can constrain the individual from
the non-rational as, for example, Allport has social psychol-
ogy protecting individuals against the lure of communist
misinformation and society against subversion” (p. 80).
Other analyses had begun to show in different ways prob-
lems with social psychology’s individual–social world and
person–situation dualisms. With these problems came the
appearance of splinters in social psychology’s positivist de-
sires for knowledge outside history, culture, and time. Social
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psychology’s image of positivist “man” was further uncov-
ered to be commensurate with the Western ideology of pos-
sessive individualism, an “important ingredient of political
liberalism” and “predominant ideology of modern capital-
ism,” as Joachim Israel (1979) and others traced out (e.g.,
Sampson, 1977) in dissonance theory, level of aspiration
work, and social comparison group research. “Domination-
recognition” struggles provided another case in point, regard-
ing which Erika Apfelbaum and Ian Lubek (1976) asked
whether social psychology played a repressive role. Their
concern was that social psychology detracted attention from
identity processes, such as those among women and blacks,
and so eclipsed recognition of those relational spaces where
power shapes a group’s chances for visibility and its capacity
to claim an identity of its own (also see Apfelbaum,
1979/1999). Other critical historical studies elaborated this
central critique of social psychology’s subjects and subject
matters, such as Lita Furby’s (1979) and Karen Baistow’s
(2000) examination of the cultural, historical, and political
particulars of the concept of locus of control.

The Case of Locus of Control

Furby and Baistow both recognize several main features of
concepts articulated through notions of internal psychologi-
cal control, such as locus of control, level of aspiration,
learned helplessness, and self-efficacy. First, emphases on in-
ternal control reflect the discipline’s class-based interests in
“maintaining a prevailing control ideology that is as internal
as possible” (Furby, p. 180) and contributed to a fashioning of
a “self-management subject” (Baistow). Second, emphases
on self-determinism fit well with prevailing Protestant ethic
beliefs in the value of internal control, an integral ingredient
of capitalist ideology. Third, while for Furby this promulga-
tion of a self-determining subject indicates a repressive role
of psychology’s social control interventions, Baistow takes
this one step further to show a more productive potential of
psychology’s self-control ideologies. Drawing on Nikolas
Rose’s (1992) extension of Foucauldian analysis to psychol-
ogy, Baistow (2000) shows how, for example, increased
senses of internality could eventuate in challenges to the sta-
tus quo, such as black civil rights protests and the rise of black
militancy. In these cases, increasingly widespread notions of
locus of control introduced as solutions to problems of disad-
vantaged groups may have helped to make possible empow-
erment talk, now “commonplace in political rhetoric in the
USA and the UK in recent years and a seemingly paradoxical
objective of government policy and professional activities”
(p. 112). Contrary, then, to being overly individualized and
depoliticized psychological notions of control, locus of

control discourses became instead politicized through their
use in collective action to transform being powerless into
empowerment (Baistow, 2000).

“Social Psychology in Transition” 

Reconnecting the Dots between the Personal 
and the Political

In addition to these critical histories of central social psycho-
logical concepts were those entered by women, feminist, and
black psychologists who provided detailed appreciations and
evidence on the social, cultural, historical, and political con-
tingencies of social psychology’s production of knowledge
on the one hand, and of social psychological life on the
other. Where many of these works dovetailed was on the
fallacy of attributing to nature what was instead, in their
view, thoroughly social. Psychologist Georgene H. Seward’s
1946 book Sex and the Social Order, for example, revealed
the historical contingencies of distinct sex-typed roles for
women and men by showing how these distinctions often
dissolved in times of economic or political turmoil. Just
years later, philosopher Simone de Beauvoir (1952) pub-
lished The Second Sex, whose central tenet, “woman is
made, not born,” struck a chord with Seward’s argument as
well as those who followed in subsequent decades. Betty
Friedan’s (1963) The Feminine Mystique rendered the
“woman question” anew through its language of humanistic
psychology identifying sex-role typing as stunting women’s
growth while forgoing a language of rights in favor of post-
war cultural discourse that neither wholly eschewed domes-
ticity nor wholly endorsed a single-minded pursuit of careers
for women (see Meyerowtiz, 1993). Dorothy Dinnerstein, a
student of Solomon Asch, published the feminist classic The
Mermaid and the Minotaur in 1976, a book she had been
working on since the late 1950s and that stemmed from her
thinking through the “pull between individuality and the so-
cial milieu.” The nature of her questions and concerns car-
ried clear cold war preoccupations as well as feminist ones,
influenced by de Beauvoir and Norman Brown, in her at-
tempts to “resolve the contradictions between the Freudian
and the Gestalt vision of societal processes” (p. xii) and
those of gender arrangements. Kenneth B. Clark’s (1966a,
1966b) research on psychological hurt and social-economic-
political oppression of blacks, like his writing on civil rights,
and the dilemma of power and the “ethical confusion of
man” brought together the psychological and political. By
the late 1960s the black psychology movement voiced con-
cern over the discipline’s ethnocentrism and internal racism
(Richards, 1997).
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In her social psychology textbook, Carolyn Wood Sherif
(1976) acknowledged both movements, asking if there
could indeed be a valid social psychology that neglected so-
cial movements, for social movements and social change
surely transform social psychological phenomena. By now,
Naomi Weisstein, as Sherif (1979/1987) reflected in her
chapter on bias in psychology, had “almost a decade
ago . . . fired a feminist shot that ricocheted down the
halls between psychology’s laboratories and clinics, hitting
its target dead center” (p. 58). Weisstein (1971) showed
that psychology’s understanding of woman’s nature was
based more in myth than in fact—and patriarchal myth at
that. She argued further that without attention to the social
context and knowledge of social conditions, psychology
would have little to offer on the woman question. For, if
anything, decades of research on experimental and experi-
menter bias had repeatedly demonstrated that instead of
offering an unfettered view of the nature of womanhood,
laboratory experiments had themselves been revealed
as sites of social psychological processes and phenomena
in-the-making.

It is interesting that the forces of feminist and black psy-
chologists would combine with results from the social psychol-
ogy of laboratory experiments for what by the 1970s became
known within the discipline as a full-blown crisis. This period
of intense self-examination from the ground of social psychol-
ogy’s paradigm on up is all too readily apparent in hindsight to
be about social psychology’s transition from the height of its
modernist commitments in midcentury America to what is
often now called postmodernism.

TRANSITING THE MODERN 
TO POSTMODERN ERA

A number of markers can be identified to indicate this transi-
tion of social psychology from the age of modernism into
postmodernism, a transition that is still very much a part of
U.S. culture, politics, and daily life. In wider Western social
psychology endeavors one of the markers of this passage
would most likely be the conference organized by Lloyd
Strickland and Henri Tajfel, held at Carleton University and
attended by psychologists from Europe, the U.K., and North
America, and from which was published the 1976 book
Social Psychology in Transition. Disciplinary parameters
considered to be in transition included the view of social
psychology’s subjects and topics as historically constituted
(e.g., Gergen, 1973) and of the laboratory as out-of-sync with
notions of an “acting, information-seeking, and information-
generating agent” (Strickland, 1976, p. 6). Others tackled

more epistemological and ontological matters facing social
psychology, querying everything from what constituted
science in social psychology to more ontological concerns. In
addressing priorities and paradigms, the conference volume
accorded with then current views on Kuhnian notions of par-
adigm shifts and with a more profound concern about what
constituted the human. Additional signposts are found in
works addressing psychology as a “moral science of action”
(e.g., Shotter, 1975), revisiting phenomena through frame-
works of the sociology of knowledge, as discussed in an ear-
lier section (e.g., Buss, 1979), and critically engaging the
reflexive nature of the field—that is, how “psychology helps
to constitute sociopsychological reality [and] . . . is itself
constituted by social process and psychological reality”
(Gadlin & Rubin, 1979, pp. 219–220). The field’s growing
recognition of its cultural and historical relativity pointed
time and again to how social psychologists need to contend
with a subject and with subject matters that are for all intents
and purposes more historical, cultural, social, and political
than not (e.g., Strickland, 2001). 

One could think of these shifts in social psychology as
working out the critical lines of its crisis, from a focus on
“bias” through to the sociology of social psychological knowl-
edge and social construction to more recent formulations of a
critical sociohistorical grounding of social psychological
worlds. But this would be a mistake. Questions of the human,
science, epistemology, the social, and the psychological each
opened in turn appreciation of how the “crisis” resided less in-
side of psychology than with practices and institutions of
“western intellectual life” (Parker & Shotter, 1991). In what
followed, the scientific laboratory in psychology as in other
sciences was revealed to be anything but ahistorical, context-
less, or culture free—the place of a “culture of no culture”
(Haraway, 1997), as were notions of scientific objectivity as a
“view from nowhere” (Nagel, 1986). One consequence of
these examinations has been an increase in epistemological
exploration almost unimagined during crisis conversations,
ones as much concerned with how to warrant our claims to
social psychological knowledge as with how to think through
what counts as human and “for which ways of life” (Haraway,
1997; Smith, 1997; see also Bayer, 1999a).

Of course, these very rethinkings and redoings of the
science of psychology have often served as lightening rods
within the field for acting out contentious views and divisive-
ness. But when they are constructive interchange, they offer
productive signs of hope. Particularly interesting is how these
very reworkings find their way, though often unacknowl-
edged and modified, across this great divide, evidencing their
influence and implied presence as more central to social psy-
chology’s conventional directions than consciously wished.
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Shelley Taylor (1998), for example, addresses variations on
the “social being in social psychology” and advances made
in social psychology in past decades. On the social being,
Taylor attends to social psychology’s more diverse subject
pool beyond a database of college students (e.g., Sears,
1986), and the area’s more complex views of persons who
“actively construe social situations” and of social contexts as
themselves invariably complex. While the changes she notes
seem more consonant with social construction than with pos-
itivist assumptions, Taylor nonetheless pursues the conven-
tionalist line, albeit morphing it to accommodate ideas on
“context,” “social construction,” “multiple effects,” and
“multiple processors.” One cannot help but hear influences
from postmodernist debate on the nature of the “subject,” in-
cluding an implied reflexive relation ostensibly not amenable
to quantification (Hayles). Seemingly at odds with positivist
assumptions and with liberal humanist notions of the subject,
Taylor’s review everywhere evidences how science in social
psychology undergoes transformation itself. Her view of sci-
entific social psychology contrasts as much with earlier
overviews of social psychology in which the methodology
was assumed unchanged and unaltered by cultural historical
conditions even as social psychology’s “insights” were to
“gradually work their way into our cultural wisdom” (Jones,
1985, p. 100) as it does with feminist and critical psycholo-
gists who explicitly engage “transformative projects”
(Morawski, 1994). As Morawski writes, such “everyday his-
tories of science, especially of psychology, presume that em-
piricism means much the same thing as it did fifty, or one
hundred fifty, years ago” (p. 50), relying, as they do, on lin-
ear, transhistorical “narratives of progression or stability.”
But changes in the language of these narratives and of the
views of the subject as of science, culture, and so on betray
the storyline of these narratives. As we have attempted to
show, the history of social psychology, its scientific practices,
and reigning views of the human have been anything but sta-
ble, linear or progressive, or science-as-usual for those who
claim the conventional or alternative practices of social psy-
chological research.

It is well worth keeping Morawki’s words on history
and historiographical practices in mind as they hold across
our theoretical, methodological, epistemological, and onto-
logical differences. Whether practitioners of social construc-
tion (e.g., Gergen, 1994); discourse social psychology
(e.g., Potter & Wetherell, 1987; Wilkinson & Kitzinger,
1995); feminist social psychology (Wilkinson, 1996; Sherif;
Morawski; Bayer); Russian/Soviet social psychology
(Strickland, 1998); or conventional social psychology, we are
engaged in what is most usefully thought of as transformative

projects. Ian Hacking (1999) writes of this in the sense of
a “looping effect”— “classifications that, when known by
people or by those around them, and put to work in institu-
tions, change the ways in which individuals experience them-
selves—and may even lead people to evolve their feelings
and behavior in part because they are so classified” (p. 104).
Ideas on looping effects hold as well for the individual–social
world divide where the framing itself may show its historical
wear and tear as much as Graham Richards writes in his his-
tory of race and psychology of the coherence of the “nature-
nurture” polarity “crumb[ling] after 1970” and that even the
“‘interactionist’ position must now be considered too crude a
formulation” given how the “notion of them being distin-
guishable . . . has been undermined” (pp. 252–253). Likewise
for the individual–social world dualism, which having been
reformulated and remade carries its own history of social
psychology, from splitting subjects off from the world
through to moving the “social” more and more into our sub-
jects’ interior life and to bringing past psychology into cur-
rent phenomena (e.g., MacIntyre, 1985). Nikolas Rose (1990,
1992) reverses typical construals of the “social” in social psy-
chology by placing psychology in the social arena, where it
serves as a relay concept between politics, ethics, economics,
and the human subject. Here the social is as much a part of in-
dividual subjectivity as notions of political and democratic
life have themselves come to be understood in psychological
ways. For Rose (1992) the matter is less about the “social
construction of persons” and more attuned to how “if we
have become profoundly psychological beings . . . we have
come to think, judge, console, and reform ourselves accord-
ing to psychological norms of truth” (p. 364). 

Social psychology’s cornerstone of the individual–social
world relation has itself therefore undergone remakings, ones
that must be considered, especially where we are oft-tempted
to line up social psychologists as falling on one or the other
side of the divide, switching positions, or indeed lamenting
the loss of the social in areas such as small group social psy-
chology or the field itself. Indeed, Floyd Allport’s (1961)
move to the individual–group as the “master” problem in so-
cial psychology as much as Ivan Steiner’s (1986) lament of
his failed prediction of a “groupy” social psychology might
usefully be rethought in terms of the changing nature of the
dualism itself, signified perhaps by talk of relations, commu-
nication, information processing, and perception in years past
(Bayer & Morawski, 1991), and by the terms of voice, sto-
ries, local histories, and discourses in matters of gender, race,
and culture today.

Insofar as the history of social psychology is tied up
in the history of this dualism, and insofar as wider critical
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discussions on the “crisis” have served to recast matters of
epistemology within disciplines, then we might well take this
one step further to consider how the timeworn narrative of a
sociological social psychology versus a psychological social
psychology simply no longer makes good sense—historical
or otherwise. Social psychology in the twenty-first century is
perhaps no more uniform than it was in the mid-1950s, or at
its outset, but this diversity of interests and approaches,
including discursive, feminist, sociocultural, hermeneutic,
ecological, critical, narrative, and the newer technocultural
studies, is part and parcel of this working out of boundaries
and problematics. To overlook this history is to run into the
same trouble of assuming social psychology weathered
storms of debate and change, arriving in the twenty-first cen-
tury stronger but basically unchanged. Or, conversely, that
social psychology’s history is one of increasing emphasis on
the individual, going from social to asocial, and a narrowing
of defined scientific practices (Samelson). But as Franz
Samelson (2000) found, neither of these histories suffices, for
each eclipses the broader and more local engaging questions.
And, as Jill Morawski (2000) writes in her assessment of
“theory biographies,” few of psychology’s leading lights
seemed to confine themselves to some hypothetical, tidy box
of social psychological theory and research. Seen histori-
cally, their work addressed connections of theory and
practice, theory and value, and theory and social control con-
sequences, however intended or unintended. Equally signif-
icant is the irony Samelson finds in textbook and “success”
histories’ omission of the “fact that some of their respected
heroes and innovators later in life found their old approaches
wanting and forswore them totally, at the same time as
novices in the field were being taught to follow in the old
(abandoned) footsteps” (p. 505). Such is the case of Leon
Festinger, who, pursuing questions on human life, turned to
historical inquiry via other fields. Further, the history of
social psychology, as Smith notes, gives the lie to social psy-
chology losing sight of or turning away from that broader
project, whether expressly or not, of “larger intellectual diffi-
culties fac[ing] the human sciences” and of being “funda-
mentally a political and moral as well as scientific subject”
(Smith, p. 747).

Social psychology has never been quite as contained,
narrow, asocial, or apolitical as construed in some of its his-
torical narratives or reviews. Inasmuch as social psychology
sought to engage its lifeworld of social meanings and doings,
it can hardly be thought of as residing anywhere but in the
very midst of these self- and world-making practices. Its the-
ories, “like life elsewhere,” writes Morawski (2000), were
“born of cultural contradictions, fixations, opportunities, and

tensions,” and have been as much transformed as transforma-
tive in effect (p. 439). And just as there is no “going back” in
our life histories (Walkerdine, 2000), so it goes for social
psychology as it confronts a changing twenty-first-century
world in which notions of culture, the global, and of human
life itself are everywhere being debated and transformed.
Epistemological matters remain as central to these questions
as they did long before the formal inception of the field.
Whereas much of social psychology has been wrought
through industrial world terms, as have many of its critical
histories, the challenge before us is about life in postindus-
trial times, challenges of human-technology interfaces only
imagined in the 1950s, and of life-generating and life-
encoding technologies, such as cloning and the Human
Genome Projects redrawing the bounds around personal, cul-
tural, social, political, and economic life and what it means to
be human (Haraway, 1997). Not unlike how social-political
reorderings called social psychology into being (Apfelbaum,
1986), so we must consider how globalization, the Internet,
and other technologies fundamentally change the nature of
social psychology today. Protests against agencies such as the
IMF and the World Bank are inviting reexamination of what
is taking place in human and environmental rights as the eco-
nomics and location of the workplace, not to mention judicial
life, become less clearly demarcated by national boundaries.
The economy of production has been morphing into one of
marketing, to a “brand name” economy of obsessional corpo-
rate proportions (Klein, 2000). Time and space alterations,
like those of human–technology boundaries, confront social
psychology anew with matters of the body and embodiment
and with changes in human-technology connections (Bayer,
1998b). Social psychology, like other human sciences, will
most likely “go on being remade as long as ways of life go on
being remade,” and, perhaps best regarded—and embraced—
as Smith characterizes the human sciences (p. 861): “The
human sciences have had a dramatic life, a life lived as an
attempt at reflective self-understanding and self-recreation”
(p. 870). Who knows, should social psychology take its lived
historical subjects and subjectivities seriously, and should
this be accompanied by recognition of the social, political,
moral, and technocultural warp and woof of life lived here in
what William James called the “blooming, buzzing confu-
sion,” we may exercise the courage, as Morawski (2002) says
of earlier theorists’ efforts, to not only meet the world
halfway but to engage it in creatively meaningful ways. An
imaginable course is suggested by Smith’s claim that the
“history of human sciences is itself a human science”
(p. 870). That would indeed be to make social psychology
history.
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In 1910, Helen Thompson Woolley rendered the following
assessment of psychology’s claims about women: “There is
perhaps no field aspiring to be scientific where flagrant per-
sonal bias, logic martyred in the cause of supporting a preju-
dice, unfounded assertions, and even sentimental rot and
drivel, have run riot to such an extent as here” (p. 340). Now,
over 90 years since Woolley’s assessment, that charge no
longer stands. Galvanized by the second wave of feminism,
the field of psychology of women and gender has produced a
large and diverse body of research, theory, and methodologi-
cal critique and innovation. Born in the late 1960s, the field is
young in comparison to many other fields of psychology;
thus, its history is short.

The field of psychology of women and gender is pluralist
and multifaceted. Psychologists have posed questions about
sex and gender in virtually every area of psychology. They
have allegiances to a broad range of intellectual frameworks,
and they espouse diverse modes of inquiry and approaches
to clinical practice. Feminism has always centered on ending
the subordination of women, but today feminism encom-
passes a wide spectrum of additional ideas, theories, and prac-
tices. Among feminist psychologists, this spectrum is fully
represented. A key strength of the field is that diverse points

of view are brought into interaction, leading to productive
intellectual interchange and new developments. Moreover,
many feminist psychologists have close connections (or joint
appointments) with women’s studies programs.These connec-
tions infuse feminist psychology with the knowledge and
perspectives of other disciplines, such as history, sociology,
and philosophy of science. An interdisciplinary stance has
prompted some to formulate innovative research questions
and to experiment with research approaches from other dis-
ciplines. For some, an interdisciplinary stance has also fos-
tered a critical consciousness of the powers and limits of
psychology’s epistemological, theoretical, and methodologi-
cal commitments.

Feminist psychologists have continually engaged in ongo-
ing critical conversations about how best to study gender and
how best to do psychology—whether as researchers, practi-
tioners, teachers, or activists. Indeed, skepticism about con-
ventional ways of doing psychology has been a hallmark of
feminist psychology. Feminists have noted that psychologi-
cal knowledge has often served the interests of social groups
of which psychologists are part. Historically, most psycholo-
gists have been white, middle or upper-middle class, and
male. Feminists also have analyzed the intellectual habits that
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led psychologists to relegate knowledge about women to the
margins and to regard questions about gender as having little
import or significance.

SETTING THE STAGE

In a later section, we describe work on women and gender
from earlier eras of psychology. As we note, there was a lack
of support for such work, and those who engaged in it found
their efforts difficult to sustain. The creation of a field of
study as it exists today had to await two developments: a crit-
ical mass of scholars devoted to questions of gender and the
political impetus of the second wave of feminism, which
emerged in the 1960s.

Until the late 1960s, graduate programs in psychology
admitted few women. Most were admitted to masters degree
programs but not to doctoral programs. The more selective the
school, the fewer women were granted access. The more pres-
tigious the specialty within psychology, the more obstacles to
women’s participation were created. Women were mostly
channeled into applied work in child psychology, school
psychology, and counseling. Training requirements and the
typical academic career trajectory suited men’s life pattern;
they were not readily compatible with the family and domes-
tic responsibilities that women were expected to shoulder.

For those women who managed to complete advanced
training in psychology, occupational barriers remained.
Women who entered academia were likely to be pigeonholed
in adjunct appointments and teaching positions, preserving
the prestigious and lucrative research positions for men.
Women were overrepresented in departments and institutions
where research was not possible. Women who entered applied
fields, such as clinical and counseling psychology, also faced
occupational discrimination and invidious stereotypes. In
clinical psychology, most doctoral-level therapists were men.
Women who were therapists had to confront the accepted wis-
dom that male therapists were more competent and more pre-
pared to deal with serious clinical disorders. Thus, a common
pattern was that of a male therapist assisted by a female
cotherapist. Also, many believed that female therapists lacked
the authority and stature to work effectively with male clients.
This stereotype limited women’s access to Veterans Adminis-
tration hospitals and thus to many internship opportunities for
clinical trainees. Ironically, a substantial number of women
had made important contributions to clinical theory and prac-
tice, as well as to the field of psychological assessment, dur-
ing the 1940s and 1950s. Nonetheless, as documented in a
number of surveys, invidious judgments about women’s abil-
ities as clinicians persisted well into the 1970s.

SECOND-WAVE FEMINISM AND PSYCHOLOGY

Women in psychology who were committed to the ideals of
equality between the sexes and solidarity among women
started to mobilize near the end of the 1960s. Many had en-
gaged in social activism—in the civil-rights movement, the
antiwar movement, and the women’s liberation movement—
in addition to their work as researchers, therapists, and teach-
ers. Transformation of the structure of society and, more im-
mediately, of the structure of the profession was on their
horizon. For example, at the Employment Bureau of the 1970
American Psychological Association (APA) convention, a
group of women protested rampant sexism in interviewing
and hiring practices. Another early initiative of fledgling fem-
inist organizations in psychology was a push for blind review
of scholarly work. In a blind review, an author’s identity is
concealed from reviewers who are judging work submitted
for publication or presentation, a procedure that limits the
possibility that knowledge about the author’s identity will
bias the judgments of the work under review. The policy of
blind review was adopted by a number of journals; some
still maintain it. Moreover, scholarly work on the topics of
women and sexism was often regarded as trivial or “too po-
litical” by psychologists. In response, feminists engaged in a
number of projects aimed at challenging sexist ideology and
practices in psychology. They produced documents that of-
fered guidelines for nonsexist therapy, counseling, research,
and language usage. They also mounted a campaign for
amendments to the ethical code that would protect women
in therapy and women students from sexual abuse and
harassment.

At the same time as feminists were trying to change psy-
chology as a whole, feminist psychology was coalescing as
an independent field. One way that this can be charted is to
note the expansion of course offerings and textbooks. Before
1970, psychology departments offered virtually no courses
on women or gender. Two decades later, an APA survey
showed that 51 percent of U.S. psychology departments of-
fered undergraduate courses on women and gender; 172
departments offered graduate courses (Women’s Programs
Office, 1991). There were no textbooks in the field until
1971. By the end of the century, there were dozens, repre-
senting varying points of view and emphases.

Although questions about sex differences and women’s
psychology have been posed throughout the history of psy-
chology, we argue that the study of women and gender as an
organized field of psychology extends back only to about
1970. Thus, the history that we recount is short relative to that
of most other fields of psychology. The remainder of this
chapter is devoted to describing the new field of psychology
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of women and gender. First, we take up research and scholar-
ship on women and gender. Next, we consider the contribu-
tions of feminist clinicians and clinical researchers. In both
domains, efforts have been two-pronged. On the one hand,
they involve critiques of conventional constructs, research
methods, and practices. On the other hand, they involve the
development of new forms of scholarship and practice that
incorporate feminist insights and feminist values. In the third
section, we describe some of the organizations, activities, and
projects that have sustained and advanced the field.

Our review covers only English-language work. It is cen-
tered on the United States but includes developments in
Canada, the United Kingdom, Australia, and New Zealand as
well. We focus on broad themes and not every individual
contribution to the field is mentioned.

FRAMEWORKS FOR STUDYING WOMEN
AND GENDER

Criticisms of psychology’s treatment of women and people
of color have been voiced intermittently throughout the his-
tory of psychology. As early as 1876, Mary Putnam Jacobi, a
physician, challenged the then-popular notion that hormonal
changes associated with the menstrual cycle handicapped
women mentally and physically. Jacobi pointed out that re-
search on the limitations of women was rarely conducted by
women themselves but rather by men, who often attributed
sex differences to nature (Sherif, 1979). In effect, Jacobi
argued that psychological knowledge is socially situated, that
is, that interpretations of data reflect the perspectives and
interests of the researcher.

The First Wave (c. 1876–1920)

Only a small cohort of American women held higher degrees
in psychology in the early years of the twentieth century.
Some women in this cohort questioned prevailing beliefs
about innate sex differences in personality and ability. For
instance, Helen Thompson Woolley conducted the first labo-
ratory study of sex differences in mental traits, developing
innovative measures in the process. Woolley stressed the
overall similarity of the sexes, critiqued biases in earlier re-
search, and discussed possible environmental determinants
of observed differences. Indeed, she argued that the experi-
mental method was of little use for studying sex differences
because it was not possible to find male and female research
subjects with equivalent social training and experiences. As
we noted earlier, Woolley did not mince her words in assess-
ing psychology’s claims about women and sex differences.

Inspired by Woolley’s work, Leta Stetter Hollingworth of-
fered a rebuttal of the variability hypothesis, the belief that
males were the more variable sex and thus responsible for the
evolutionary progress of the human species (Hollingworth,
1914, 1916). Hollingworth argued against the claim that
women’s genetic makeup made them less likely than men to
be highly creative or intelligent (Shields, 1975). Woolley and
Hollingworth pioneered the use of empirical research to chal-
lenge assertions about women’s natural limitations. The re-
search and theory they developed was necessarily reactive
rather than proactive. That is, they worked to refute claims
about female inferiority that they themselves did not origi-
nate. Because their ability and their very right to do research
and develop theory were in doubt, they were able to gain
credibility only insofar as they addressed the questions posed
by the psychological establishment.

Few women of this era gained access to positions at re-
search universities or funds for research, and few were able
to train graduate students who might have spread their ideas
or continued in their footsteps (Rosenberg, 1982). By the
1920s, there was no longer an active women’s movement
to lend political support to their ideas. Therefore, first-
wave feminism had no lasting impact on psychology. Most
of the “foremothers” of feminist psychology remained un-
known until second-wave feminist psychologists reclaimed
the early history of women in psychology (Bernstein &
Russo, 1974).

Opportunities for women remained limited during the in-
terwar years (Morawski & Agronick, 1991). Women were
channeled into applied fields, especially those connected
with children. Women in academia often held adjunct status
or unstable research positions. An important response to
women’s secondary status in psychology was the founding of
the National Council of Women Psychologists in 1941,
which we describe later.

An even greater resistance to women in the professions
marked the decades following World War II. This resis-
tance was part of the broad cultural pressure on women to
have large families and to engage in full-time homemaking.
The number of women professionals declined during the
1940s and 1950s. Indeed, many social critics and mental
health professionals pressed women into domestic roles by a
variety of dubious pronouncements issued under the guise of
science. For example, they blamed mothers for a variety of
psychological disorders, behavior problems, and social ills in
their children (Caplan & Hall-MacCorquodale, 1985). They
extolled marriage, motherhood, and subordination to men’s
interests as criteria of maturity and fulfillment for women.
Nonetheless, there were resisters like Karen Horney, Clara
Thompson, and Georgene Seward.
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The Second Wave (c. 1970–the Present)

The second wave of feminism sparked strong challenges to
psychology’s ideas about women. Feminists in psychology
openly challenged psychology’s choice of research topics,
its theoretical constructs and research methods, and its theo-
ries about women’s mental health, its modes of diagnosis,
and its therapeutic interventions. From a feminist perspec-
tive, many aspects of psychological knowledge have been
androcentric (that is, male-centered). Historically, men have
been studied much more often than women have. For exam-
ple, classic studies of personality by Murray (1938) and
Allport (1954),  as well as McClelland’s landmark study of
achievement motivation (McClelland, Atkinson, Clark, &
Lowell, 1953), excluded women. Moreover, psychological
theories about many aspects of cognition, social behavior,
emotion, and motivation have been influenced by cultural
biases against women (Crawford & Unger, 1994). Women’s
behavior has often been judged against an unacknowledged
norm based on white, middle-class men. Women’s behavior,
more often than men’s, has been seen as biologically deter-
mined, with researchers overlooking the different social situ-
ations of women and men.

Feminist psychologists quickly moved beyond critique to
focus on generating new knowledge about women and gen-
der. The psychology of women and gender is now a varied
enterprise that encompasses virtually every specialty area
and intellectual framework within psychology, that spans
international boundaries, and that has produced a large body
of research and scholarship. Our goal in this chapter is to
describe and evaluate representative approaches to research
in the field.

Recovering the Past

One early approach was to find the “great women” of the
past, that is, women who had made early contributions to
psychology that had gone unrecognized or been forgotten
(Scarborough & Furumoto, 1987). In addition to Helen
Thompson Woolley and Leta Stetter Hollingworth, several
women made substantive contributions to psychology prior to
the present period.Among them are Louise BatesAmes, Mary
Whiton Calkins, Edna Heidbreder, Else Frenkel-Brunswik,
Marguerite Hertz, Karen Machover, Anne Roe, and Bluma
Zeigarnik. Historical studies began to correct the “woman-
less” image that psychology had maintained. However, study-
ing exceptional women, past and present, can be viewed as
tokenism. It has been criticized as an “add-women-and-stir”
approach that leaves male-centered norms and power struc-
tures unexamined. When notable women’s lives are examined

in their social context, however, this work can shed light not
just on individual ability and effort but also on the conditions
of work in the profession that govern women’s accomplish-
ments and lack thereof. For many decades, for example,
women psychologists faced structural obstacles that included
lack of employment opportunities, overtly sexist attitudes and
practices of gatekeepers to the profession, and social values
that made women responsible for family care.

Woman as Problem

Given psychology’s focus on the individual and its emphasis
on inner qualities and traits, psychologists, including feminist
psychologists, have been especially susceptible to the fallacy
of accounting for women’s social position solely in terms of
personal deficiencies. This approach has been called the
woman-as-problem framework (Crawford & Marecek,
1989). There are many examples: In the area of motivational
problems or conflicts, women have been said to suffer from
fear of success (Horner, 1970), the Cinderella complex, and
the impostor phenomenon (Clance, Dingman, Reviere, &
Stober, 1995). They were characterized as lacking crucial
skills such as assertiveness (Lakoff, 1975). And they were
urged to view therapy as a form of compensatory resocializa-
tion that would rectify their deficiencies. The problems faced
by women in corporate management have also been charac-
terized in terms of individual deficits. This individual-deficit
model represented women as lacking in business skills,
leadership ability, and appropriate interpersonal skills; it
neglected structural and institutional aspects of sex discrimi-
nation (Nieva & Gutek, 1981).

Research within the woman-as-problem framework has
sought to explain psychological problems or deficits of
women in terms of socialization or upbringing. Certainly,
gender-role socialization has been a useful explanatory
device. However, it emphasizes distal causes of gender dif-
ferences, such as early socialization; this may lead to ne-
glecting immediate causes. For example, women may speak
“unassertively” as an adaptive response to the immediate so-
cial situation, not because they lack the skills to speak more
assertively. Cues in that situation may indicate that assertive
behavior is unwelcome or will be penalized. Moreover, the
emphasis on early socialization fails to challenge the use of
men’s behavior as the norm against which women are mea-
sured. That is, women’s behavior is judged as problematic in
comparison to an idealized representation of men’s behavior.
For example, the “new assertive woman” who was held up as
the ideal speaker in assertiveness-training manuals of the
1970s exhibited the characteristics attributed to masculine
speakers in North American culture (Crawford, 1995).
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Despite its drawbacks, the woman-as-problem framework
has remained prominent in the field of psychology of women.
It has extended to the realm of self-help psychology, with its
largely female audience and its offerings based on the
premise that women’s problems are of their own making
(Worell, 1988). Perhaps this framework has been so popular
because it fits comfortably within both conventional psychol-
ogy and popular culture. It is individualist, it fosters research
on sex differences, and—unlike the study of power relations
between the sexes or structural obstacles to equality—it does
not call for social change.

Sex Differences and Similarities

In the decades preceding the second wave of feminism, psy-
chologists had assumed profound differences between men
and women in cognitive capacities, emotions, personality
traits, values, and inclinations. These presumptions furnished
support for the norm of male superiority and justified a range
of inequities between men and women. Thus, one of the first
projects of feminists in psychology was a program of correc-
tive research, aimed at reexamining purported differences be-
tween men and women. In 1974, Eleanor Maccoby and Carol
Jacklin published a review of sex-difference research in psy-
chology that soon became a classic. Surveying over 1,400
studies covering more than 80 psychological traits and skills,
they found reliable evidence for sex differences in only four
areas. Indeed, many of the studies were so flawed that noth-
ing could be concluded from them.

Studies of the psychological differences and similarities
between men and women still continue. However, a number
of important methodological and conceptual advances have
been made. Feminist researchers have pointed out repeatedly
that a sex-difference finding does not signify a difference that
is inherent or biologically determined. A great deal of femi-
nist research has examined the power of roles, norms, and
expectations to influence behavior, as well as the penalties in-
curred for role violations. Indeed, the correlational design of
most sex-difference studies makes it impossible to draw any
conclusions about causality. Another significant advance is
the adaptation of meta-analysis for use in investigations of
sex differences (Hyde & Linn, 1988). Like a narrative review
of the literature, meta-analysis collates the results of selected
studies into a single integrated summary. Meta-analysis,
however, cumulates the results statistically. Meta-analysis
also calculates the size of a gender difference (Johnson &
Eagly, 2000).

Feminist psychologists challenged psychology’s con-
ception and measurement of masculinity and femininity.
Anne Constantinople (1973) pointed out that standard

psychological inventories were constructed with masculinity
and femininity as opposite ends of a single, bipolar contin-
uum. The test format rendered them mutually exclusive. Con-
stantinople argued against this built-in assumption, pointing
out that an individual could embrace both masculine and fem-
inine traits and behaviors. Going a step further, Sandra Bem
(1974) argued that optimal psychological functioning and per-
sonal adjustment required that an individual possess both
masculine and feminine qualities, that is, embrace an androg-
ynous sex-role identity. Bem designed the Bem Sex Role In-
ventory, a scale of masculinity and femininity that permitted
respondents to endorse both masculine and feminine attributes
(or neither). Bem’s ideas, her inventory, and an alternate mea-
sure of sex-related attributes, the Personal Attributes Ques-
tionnaire (Spence & Helmreich, 1978) framed much feminist
research, as well as feminist approaches to therapy, for the
next several years. Although the field has now moved beyond
the conception of androgyny, the work in this era laid the
foundation for subsequent theorizing on gender identity.

In the early 1980s, a new line of feminist inquiry emerged.
Instead of pursuing comparisons of men and women, some
researchers shifted their focus to women’s unique emotional
capacities, identities, and relational needs. In a Different
Voice (Gilligan, 1982) is a prominent example of this line of
endeavor. By putting women at the center of inquiry, re-
searchers could reexamine and reevaluate feminine qualities
that had been ignored, disdained, or viewed as deficiencies or
signs of immaturity. Gilligan’s initial investigations, for
example, put forward the notion of a distinctive feminine
mode of moral decision making, one that emphasized what
she called an ethic of care.

Questions about male-female differences and similarities
remain unresolved, even after many thousand empirical stud-
ies. Hare-Mustin and Marecek (1990) used the terms alpha
bias to indicate an inclination or tendency among some re-
searchers to maximize differences and beta bias to indicate
an inclination to minimize or overlook differences. They
pointed out that the focus on gender-as-difference diverts at-
tention away from a focus on gender as domination. That is,
questions about the differences between men and women
distract researchers from examining the power relations be-
tween them and the way in which gender serves as a vehicle
for distributing power and resources. In addition, the focus
on male-female differences presumes that each gender is
homogenous. It distracts attention from differences among
women associated with ethnicity, class, age, and other social
categories. It also distracts researchers from interrogating re-
lations of power among women. Thus, Hare-Mustin and
Marecek, as well as some other researchers, have called for
feminist psychologists to lay aside the question of gender
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differences (cf., for example, the essays collected by
Kitzinger, 1994).

The Feminist Study of Women’s Lives

Many feminist researchers have investigated the experiences
of diverse groups of women and girls, situating their research
in specific historical and cultural contexts. Often these re-
searchers have chosen to study women as intentional actors,
relying on such methods as open-ended interviews and focus
groups rather than measurement of abstract psychologi-
cal constructs. They have examined diverse experiences of
women in contemporary society: poor and working-class
young women coping with cuts in welfare (Fine & Weis,
1998); dual-career professional couples (Gilbert, 1993);
women living amidst political turmoil and state-sponsored
terrorism (Lykes, 1989); lesbian and gay teenagers and their
peer and family networks (Russell, Bohan, & Lilly, 2000);
rural working-class girls (L. M. Brown, 1998); suburban and
urban teenagers’ sexual desire (Tolman & Szalacha, 1999);
and women coping with physical illness and impairment
(Ussher, 2000). Others have examined the lives and experi-
ences of women during particular historical episodes, such as
the internment of Japanese Americans in the United States
during World War II and the civil-rights movement of the
1950s (Franz & Stewart, 1994; Romero & Stewart, 1999).
Particularly notable has been the large body of research on
violence against girls and women, including rape and sexual
assault, incest, wife battering, and sexual harassment (e.g.,
Gordon & Riger, 1989; Gutek, 1985; Herman, 1992; Koss,
1993; Walker, 1979; Yllo & Bograd, 1988).

Feminist researchers’ concern with the particulars of
women’s experiences and situations sets them apart from the
mainstream of psychological research. From the 1940s on-
ward, research in mainstream journals has relied more and
more on college student samples, even though such samples
are not representative of the population at large with regard to
age, social class, ethnicity, marital status, maturity, and many
other aspects of experience (Sears, 1986). Yet, although femi-
nist psychology has incorporated studies of women at diverse
points in the life cycle, we still know little about many aspects
of women’s lives: sexuality and sexual desire, childbirth and
motherhood, inequality in the relationships of heterosexual
couples, and midlife and aging. The gaps in knowledge about
women are especially acute when it comes to women who are
not white and women who are not middle class. As Pamela
Reid (1993) has pointed out, women who are ethnic minori-
ties, poor, or working class are given little attention by
researchers except when they are seen as creating social prob-
lems. For example, there is abundant research on out-of-
wedlock pregnancy among African American teenagers but

little research on areas of strength and resilience such as skills
for coping with racism, commitment to academic achievement
and labor force participation, and spirituality and church mem-
bership. Although minority and working-class heterosexual
couples often have unconventional divisions of domestic re-
sponsibilities and child care, this too has not been studied. In
short, feminist psychology has not yet adequately addressed
the diversity of women’s lives, despite ongoing efforts to do
so. The knowledge base, though it is expanding, is still shaped
by the priorities of academic institutions and funding agencies,
allowing limited scope for innovation.

Psychology of Gender

In an early paper, Rhoda Unger (1979) introduced psycholo-
gists to the term gender, which she defined as “those charac-
teristics and traits socio-culturally considered appropriate to
males and females.” The term was intended to set social as-
pects of maleness and femaleness apart from biological
mechanisms, so that the former could be submitted to scien-
tific scrutiny. Important in its time, Unger’s definition of
gender is only one of several in use today. Some have argued
for putting aside the definition of gender as a set of traits of in-
dividuals in favor of a view of gender as a socially prescribed
set of relations. Reviewing research on sex and gender, Kay
Deaux (1985) concluded that the research to that date had
been severely limited by the assumption that gender could be
fully understood as either a biological category, a finite list of
sex differences, or a set of stable personality traits. The model
she developed with Brenda Major (Deaux & Major, 1987)
conceptualized gender as an interactive process.

Feminist theorists have articulated a number of additional
ways to conceptualize gender that go beyond the individual
difference model. Gender has been seen as a complex set of
principles—a meaning system—that organizes male-female
relations in a particular social group or culture (Bem, 1993;
Hare-Mustin & Marecek, 1988). Gender has also been
viewed as a marker of status, hierarchy, and social power
(Henley, 1977). Others have conceptualized gender as the set
of practices that create and enact masculinity and femininity
in mundane social contexts and in social institutions such as
language and law (Bohan, 1993; West & Zimmerman, 1987).
Gender has even been conceptualized as the “incorrigible” set
of beliefs that underlie the social construction of the binary
sex categories, male and female (Kessler & McKenna, 1978).

These alternative ways to conceptualize gender have
opened new areas of research. The question is no longer
simply “How do women differ psychologically from men?”
Instead researchers are asking more radical questions: How
are women and men perceived, treated, and rewarded differ-
ently in social interactions? What are the habits, language
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practices, and social institutions by which masculinity and
femininity are constituted? How are gender distinctions sus-
tained in particular social groups? How do they come to be
seen as natural and inevitable? Construing gender as a system
of social relations opens the way to considering gender in
relation to ethnicity, class, and other dimensions of social or-
ganization and hierarchy (Landrine, 1995; Reid, 1993).

Feminist Epistemology

Some feminist psychologists have explored epistemological
and methodological alternatives to conventional ways of pro-
ducing knowledge in psychology (Hare-Mustin & Marecek,
1990; Kimmel & Crawford, 2000; Morawski, 1994). Chief
among them are redefining objectivity; reflexively exploring
the investigator’s subjectivity and social position; attention to
power relations within the research process; and openness to
methodological pluralism.

Redefining Objectivity. Feminist commentary about
science has called into question the notion of objectivity, that
is, the possibility of knowledge uninfluenced by values
(Harding, 1986). All of us necessarily perceive, think, and
speak from a standpoint generated by our social location and
experience. The scientific method does not prevent an inves-
tigator from influencing the research process and its outcome.
From the time of Helen Thompson Woolley to the present,
feminists in psychology have questioned the assumption that
facts and values could be separated. As feminist critics re-
considered the research process, they uncovered the pro-
found effects of researchers’ standpoints at every stage from
formulating questions to designing studies to interpreting
data (McHugh, Koeske, & Frieze, 1986).

Some feminists see knowledge production as a historical
process embedded in the particular situations of the partici-
pants in that process—the researchers and the researched.
Research practices, procedures, and outcomes are situated in
the social, political, economic, and ideological contexts of
their time. Thus, investigations can yield only a particular,
limited truth (Haraway, 1988). Jill Morawski (1994) offers a
thoughtful reconceptualization of objectivity, subjectivity,
and other constructs such as validity, reliability, and general-
ization. Rather than denying that human values and perspec-
tives influence the research process, many feminists strive to
discern and acknowledge their standpoint. For example, they
report who sponsors their research and who will benefit from
the findings (accountability), and they disclose their social
position, politics, and values (partiality).

Exploring Reflexivity and Subjectivity. Some femi-
nists have also advocated reflexivity (Wilkinson, 1988).

Reflexivity is a broad concept. It can refer to a researcher’s
disciplined reflection on how her identity and social location
influence her work. It can also refer to a critical analysis of
the relationships among researchers and participants. And, it
can refer to a critical perspective on the discipline of psy-
chology. We give examples of each kind of reflexivity in turn.

Personal reflexivity is a continuing process of reflection
on the part of the researcher about how her multiple identities
(her social class, gender, age, status, feminist stance, ethnic-
ity, and so on) influence her work. Psychology has long
denied that the social identity of researchers affects their
choice of research topics, theories, methods, and interpreta-
tion of research results. By contrast, in taking a reflexive
stance, a researcher acknowledges these connections, is will-
ing to explore them, and recognizes that she is not exempt
from the psychological processes she studies in others. For
example, Deborah Belle (1994) reflected on how her position
as a young, middle-class, white professional affected her re-
lationship with and understanding of the low-income white
and African American women she was interviewing. Ponder-
ing the similarities and differences between herself and her
respondents led Belle to insights about the limited utility of
conceiving of race and class merely as categories of individ-
ual difference, the complex significance of social networks
for poor women, and the inadequacy of equating poverty
with current household income.

Reflexivity also encompasses analysis of the social rela-
tionships among various participants in the research enter-
prise. Most researchers work in groups with differing levels of
experience and skill, and most work in the context of hierar-
chical institutions. These social configurations affect the
research process. Frances Grossman and her colleagues (2000)
explored how their needs for equality and intimacy affected
their research on adult women who had experienced childhood
sexual abuse. These needs affected both their understanding of
women’s accounts of abuse and their collaboration.

Reflexivity also refers to a critical stance toward the disci-
pline. Early second-wave theorists such as Naomi Weisstein
(1971) and Carolyn Sherif (1979) exemplify this critical
stance. This form of reflexivity continues to the present.
Richard Walsh-Bowers (1999), for example, has recently an-
alyzed some underlying assumptions of the APA publication
manual. Critically examining its implicit definitions of what
counts as research and the roles of researchers and partici-
pants, he discussed the manual’s function in socializing its
users into the culture of the discipline.

Methodological Pluralism. Both first- and second-
wave feminists criticized psychology’s research methods.
With the second wave, however, has come a more fundamen-
tal criticism, not merely of flaws and biases in the application
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of the methods but of the methods themselves. Psychology,
some feminist critics have charged, overrelies on laboratory
experimentation, which strips away social context (Parlee,
1979). Some feminists have pointed out that psychology has
a long but hidden tradition of inquiry that goes beyond labo-
ratory experimentation (Marecek, Fine, & Kidder, 1997).
Field research, observational techniques, content analysis,
participant-observation, focus groups, and case studies are a
few examples. A growing number of feminist researchers
use these approaches as well as new modes of inquiry,
such as discourse analysis, that draw on postmodern thought.
The call for methodological pluralism has had some ef-
fects, at least in some feminist circles. Feminism and Psy-
chology, published in the United Kingdom and intended for
an international readership, routinely publishes work using
innovative approaches. Special issues of Psychology of
Women Quarterly in 1989 and 1999 have focused on innova-
tive methods and theory.

CLINICAL PRACTICE, COUNSELING,
AND FEMINIST THERAPY

During the 1960s, the mental health professions came under
strong criticism from various social movements, including
the women’s movement. At that time, psychoanalytic theo-
ries held sway among most psychotherapists, including most
clinical psychologists. Feminists assailed these theories on a
number of grounds. They charged that they restricted women
to domestic roles; they established heterosexuality, marriage,
and motherhood as criteria for normality and maturity; they
reduced women’s ambitions and achievements to pathologi-
cal expressions of penis envy; and they blamed a wide array
of psychological problems and social ills on mothers. Mental
health professionals claimed the authority of science to back
their assertions about normality and abnormality, but femi-
nists pointed out that these assertions often were based on
cultural ideology.

One of the most powerful early critics was Naomi
Weisstein, who took clinical and personality theories to task.
“Psychology,” she said, “has nothing to say about what
women really are like, what they need, and what they want,
essentially because psychology does not know” (1971,
pp. 207, 209). Another influential critique was that of Inge
Broverman and her colleagues (Broverman, Broverman,
Clarkson, Rosenkrantz & Vogel, 1970). Using an adjective
checklist, they showed that the traits that therapists ascribed
to the ideal man resembled those they ascribed to a mentally
healthy person, while traits ascribed to the ideal woman
resembled those ascribed to “a typical mental patient.” In

Women and Madness, Phyllis Chesler (1972) charged that the
therapy professions placed women in a double bind: Women
who violated norms of femininity were stigmatized, yet such
norms (e.g., emotional expressiveness and dependence) were
also used as indicators of mental disorders such as hysteria
and dependent personality disorder.

Another concern feminists raised during the 1960s and
1970s was that men dominated the mental health field. Men
held most of the powerful positions in professional organiza-
tions, educational institutions, and mental health research
settings. Most clinical psychologists were men, yet most con-
sumers of psychotherapy were women. Feminists charged
that therapy relationships, which usually consisted of a male
therapist and a female patient, replicated the cultural norm of
male dominance and female subordination. Rather than help-
ing women to move beyond passivity and dependence, such
therapy perpetuated women’s reliance on men’s judgments of
their normality and women’s dependence on male approval
and validation. Feminists believed that if women shared con-
trol of the field and brought women-centered perspectives to
clinical psychology, patterns of knowledge and clinical care
for women would improve.

The early criticisms that feminists made touched off what
became a sustained movement to reform knowledge and
practice in clinical and counseling psychology. The concerns
raised—that cultural biases permeate scientific constructs;
that therapists too readily ignore the social context or under-
estimate its influence; that sexism and other biases are
embedded in diagnostic constructs and practices; that power
differences in therapy can work against clients’ interest—still
thread through feminist clinical psychology today. In re-
sponse to these concerns, feminists have developed alternate
theories and conducted innovative research. They have also
developed feminist-inspired therapies and diagnostic prac-
tices. Feminists have also worked to improve the conditions
of work for women who are therapists. They have addressed
the rights of therapy clients and promoted changes in the APA
ethical code in order to provide better protection for clients.

The scope of feminist knowledge in clinical psychology is
wide, and feminists have devised many approaches to under-
standing and treating individual women and girls, heterosex-
ual and same-sex couples and families, and men. There
are three journals concerned with feminist practice and
women-centered therapies: Women and Therapy, the Journal
of Feminist Family Therapy, and Affilia. In addition, Femi-
nism and Psychology and Psychology of Women Quarterly
frequently publish research on clinical disorders of women,
such as eating disorders and depression, as well as on aspects
of diagnosis and treatment. Researchers and practitioners
have developed a sophisticated understanding of how gender
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shapes stressful life experiences, patterns of distress and dys-
function, and coping efforts. They have also examined prac-
tices of diagnosis, assessment, and treatment (Worell &
Remer, 1992).

Biases in Diagnosis and Clinical Judgment

The history of mental health treatments is replete with exam-
ples of diagnostic classifications that reflected and repro-
duced cultural stereotypes about women, as well as ethnic
minority group members, immigrants, and poor people. From
the middle of the nineteenth century until well into the twen-
tieth, for example, women and girls whose sexual desire was
deemed excessive risked being diagnosed with nymphoma-
nia (Groneman, 1994). In some cases, clitoridectomy was the
treatment. Neurasthenia, a condition involving diffuse symp-
toms of low mood, nervousness, and fatigue, was diagnosed
in large numbers of American women. The treatment was a
prolonged period of enforced bed rest and social isolation,
during which reading, writing, and other forms of intellectual
stimulation were banned.

Our own times have spawned a jumble of diagnostic
categories. The Diagnostic and Statistical Manual of the
American Psychiatric Association (DSM) (American Psychi-
atric Association, 1994) lists the diagnoses that are officially
recognized. Feminists and other critics are concerned that the
scope of the DSM has widened appreciably each time it has
been revised. The first edition, published in 1952, contained
198 entries. The fourth one, published in 1994, contains 340.
The power of mental health professionals to judge, catego-
rize, and label has come to encompass more and more
domains of human experience. In addition, unofficial diag-
nostic classifications proliferate freely in popular culture and
psychotherapy vernacular—Sex Addiction, Battered Woman
Syndrome, Codependency, Abortion Trauma Syndrome, In-
ternet Addiction, and ACOA (Adult Child of an Alcoholic), to
name a few. Although such diagnoses have no official status
and little or no systematic research to substantiate them, they,
too, exert considerable cultural influence.

Feminists have looked askance at the burgeoning list of
diagnoses and pseudodiagnoses. These categories impose a
particular way of understanding one’s own and others’ suffer-
ing. They make psychological disorders akin to physical dis-
orders, seeming to exist separately from the social context in
which they arise and to be unrelated to its politics and values.

Feminists have raised additional concerns about several
specific diagnostic categories. Along with other progres-
sive social groups, they mobilized in the early 1970s to ex-
punge homosexuality from the list of psychiatric diagnoses
in the DSM. (Ultimately, the membership of the American

Psychiatric Association voted to remove homosexuality from
the DSM. However, a category called “ego-dystonic homo-
sexuality” was substituted instead.) The 1980 edition reflected
this change. Many feminists have been concerned that the di-
agnostic criteria for Premenstrual Dysphoric Disorder do not
distinguish it from premenstrual distress, a condition experi-
enced in some degree by as many as 80% of women. Mary
Parlee’s (1994) elegant account of the struggle over this diag-
nostic category reveals how the economic interests of phar-
maceutical companies and the biomedical profession handily
overruled the scientific and social-scientific evidence.

Borderline Personality Disorder (BPD) is another diagnos-
tic category of special concern, if only because three times as
many women as men receive this diagnosis (Becker, 1997).
This diagnosis carries with it a variety of negative expec-
tations: Individuals with BPD are said to be difficult and trou-
blesome therapy clients, unlikely to make progress. Yet the
criteria for BPD are vague: for example, “inappropriate”
anger, “marked” reactivity of mood, “markedly unstable”
self-image. It is left to therapists to judge whether clients’
behavior reaches the threshold for diagnosis. Also, the symp-
toms overlap with the symptoms of other disorders. A diag-
nosis of BPD is often mistakenly given to women who have
experienced sexual or physical abuse and who should be di-
agnosed as suffering from post-traumatic stress disorder
(Herman, 1992). This diagnostic error prevents women from
receiving appropriate treatment.

Apart from formal diagnoses, therapists continually make
judgments in the course of treatment: They set goals for ther-
apy, they evaluate clients’ progress, and they specify what is
healthy functioning for individuals, couples, and families.
Feminists have investigated how gender meanings and ethnic
and class differences inflect these judgments. Judgments
about healthy sexual functioning, for example, rest on the
theory of the Human Sexual Response Cycle put forward by
Masters and Johnson in 1966. Indeed, the DSM diagnostic
categories of sexual dysfunction, though purportedly atheo-
retical, rest on this implicit foundation. As Leonore Tiefer
(1995) has shown, this theory privileges forms of sexual be-
havior preferred by men and overlooks or trivializes many
sources of pleasure that women say are important. Also,
counselors and therapists who work with clients from impov-
erished backgrounds may unwittingly presume that such in-
dividuals have access to resources for coping and to avenues
of judicial redress that in fact are limited to affluent and white
members of society (Fine, 1983). Some feminists have chal-
lenged definitions of autonomy and its centrality as a cri-
terion of mental health. Autonomy may not be possible for
individuals in subordinated positions. Nor is it universally re-
garded as desirable; in many cultural groups, collective
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responsibility takes precedence over self-sufficiency (Hare-
Mustin & Marecek, 1986).

Feminist critiques have been accompanied by a variety of
efforts to change clinical training and practice. In 1977, the
Division of Counseling Psychology undertook a 2-year pro-
gram of conferences and special issues of The Counseling
Psychologist designed to provide information and skills
about women and girls and to counter sex bias in therapy and
counseling. Around the same time, the APA constituted a
Task Force on Sex Bias and Sex Role Stereotyping, which
produced and promulgated guidelines for nonsexist therapy
(American Psychological Association, 1978). In 1979, the
APA and the National Institutes of Mental Health convened
an interdisciplinary conference of mental health specialists to
identify priorities for clinical research on women. Women
and Psychotherapy, the volume resulting from that confer-
ence, served as a core text in the area of women and psy-
chotherapy for many years (Brodsky & Hare-Mustin, 1980).
Feminists “broke the silence” surrounding sexual contact in
psychotherapy (Hare-Mustin, 1974). They argued that be-
cause of the inevitable power differences in therapy relation-
ships, sexual involvement between therapist and client could
not be consensual. As a result of pressure by feminist groups,
the APA eventually altered its ethical code to include an ex-
plicit injunction against sexual contact between therapist and
client.

Feminist Approaches to Therapy

The term feminist therapy came into use in the early 1970s.
The first feminist therapists deliberately positioned them-
selves outside the system in freestanding therapy collectives.
One therapist has described the early days of feminist ther-
apy as “raggedy, boisterous, know-it-all, risky, and heady”
(Adelman, 1995). In those times, some volunteered their ser-
vices without pay. Others raised funds to be able to offer
therapy without charge or on a sliding-fee scale. Now, femi-
nist therapy has for the most part moved beyond its separatist,
grassroots beginnings and its underground aspect. Therapists
who identify themselves as feminist therapists or who spe-
cialize in women’s issues work in a variety of settings, in-
cluding universities, public and private hospitals and clinics,
private agencies, and independent practice.

Although there are a number of frameworks for fem-
inist therapy, certain concepts unite feminist approaches to
therapy. First and foremost is an ethical commitment to pro-
moting equality and social justice. Other key concepts are at-
tention to the social context, particularly to inequities in the
distribution of power and resources; respect for diversity and
cultural difference; valuing ways of being and social roles

associated with women; and a commitment to collaboration
and power sharing in therapy relationships.

Women in Context

Feminists bring to clinical practice a focus on the gender
system—the institutions, social practices, language, and nor-
mative beliefs that constitute maleness and femaleness as we
know them and that create and normalize power inequities.
The first feminist therapists incorporated consciousness rais-
ing as part of therapy with women. Consciousness raising
helped women see how “the personal is political,” that is,
how private troubles were connected to social roles and ex-
pectations and women’s subordinate status (Brodsky, 1977;
Lerman, 1976). Feminist therapists and researchers view
gender as a central feature of social life and personal iden-
tity; thus, they seek to understand clients’ difficulties and
strengths in relation to the gender system (L. S. Brown, 1994;
Lerner, 1988). This angle of vision goes beyond cataloguing
symptoms and syndromes. It sometimes dislodges conven-
tional meanings of behavior and may even overturn custom-
ary judgments about what is healthy or unhealthy.

The influence of the sociocultural context on women’s
psychological well-being can be seen with special clarity in
the case of eating problems. In the United States, more than
90% of those with clinical eating disorders are women.
Women’s eating problems are neither timeless nor univer-
sal; they are specific to contemporary Western societies (es-
pecially North America). One line of feminist work has
identified a prevailing “culture of thinness,” that is, the
glamorization of ultrathin female bodies in the mass media.
The culture of thinness promotes an intense preoccupation
with body shape and size, feelings of shame and chronic dis-
satisfaction with one’s body, and rigorous dieting in order to
achieve an ideal body (Rodin, Silverstein, & Striegel-Moore,
1984). Other feminist work has drawn attention to motifs and
themes associated with women’s body size, virtuous self-
restraint, and self-denial (Bloom, Gitter, Gutwill, Koegel, &
Zaphiropoulos, 1994). Another line of work has tied
women’s eating problems to social processes of objectifica-
tion, which set a woman’s body parts and sexuality apart
from her personhood (Frederickson & Roberts, 1997). Sexu-
alized scrutiny, sexual evaluation, and sexual objectification
are continually present in women’s lives, both in actual inter-
personal encounters and in media images (Kaschak, 1992).
Not surprisingly, many women and girls come to adopt atti-
tudes of self-scrutiny and self-evaluation, resulting in shame,
anxiety, and distortions in body image. Eating problems may
also arise as a means to relieve severe emotional strain—for
example, adolescent struggles over coming out as a lesbian or
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childhood experiences of sexual abuse (Thompson, 1995). As
Thompson points out, gender is implicated in a multiplicity
of ways in women’s eating problems.

Clinical researchers and practitioners have a unique van-
tage point for examining the corrosive effects of intimate
violence—wife beating, coercive sexual relations, sexual
abuse—on women and girls (Walker, 1999). Violence against
women is a concrete manifestation of the unequal power
relations between men and women, as well as a crucial mech-
anism of social control. Feminist theorists have probed the
intricate connections between love, attachment, and violence
and examined the cultural imperatives of masculinity and
femininity (Goldner, 1999; McLean, Carey, & White, 1996).
They also have offered accounts of the multiple ways that
women experience, interpret, and react to male violence in
their lives (Haaken, 1998; Lamb, 1996, 1999). Feminist ther-
apists have pioneered treatment programs for women who
have experienced negative effects of intimate violence, sex-
ual abuse, and rape; for couples seeking to break patterns of
violence in their relationships; and for abusive men and boys
(e.g., Courtois, 1996; Goldner, Penn, Sheinberg, & Walker,
1990; Herman, 1992).

Many problems that heterosexual couples bring to treat-
ment involve power disparities (Hare-Mustin, 1991). Power
disparities include the lopsided distribution of household and
family work and leisure time and the implicit privileging of
men’s points of view, needs, and interests. There is a long
line of feminist research concerning women’s domestic
arrangements and depression, agoraphobia, and other clinical
disorders (e.g., Radloff, 1975). From a feminist perspective,
family life is embedded within the larger society, not a pri-
vate domain set apart from it. Thus, feminists who are family
therapists have called attention to problems within families
resulting from such societal factors as women’s diminished
earning power, the simultaneous idealization and blaming of
mothers, the lack of facilities and support for caring for chil-
dren or for frail or sick family members, and the stigma faced
by families without men, such as female-headed households
and lesbian families (Goodrich, 1991).

Diversity and Cultural Difference

Gender is not the only axis of social hierarchy. To be a woman
may involve subordination, but all women are not subordi-
nated equally or in the same way. Racism, ethnic prejudice,
heterosexism, and homophobia affect clients’experiences and
contribute to the problems that bring them to therapy. Feminist
researchers have begun to compile a knowledge base that en-
compasses the diversity of women’s experiences across cul-
tural and class backgrounds (e.g., Chin, 2000; Comas-Diaz,

1987; Espín, 1997; Greene, White, Whitten, & Jackson,
2000). The goal of this work is not to describe the psychology
(let alone, the psychopathology) of “the” Hispanic woman,
“the” African American teenager, or “the” lesbian. Rather it is
to comprehend the experiences of women with varying rela-
tions to privilege in society (Hurtado, 1989): the problems
they bring to therapy, the strengths and resources available to
them, and the barriers confronting them.

Valuing Women’s Ways of Being

In Toward a New Psychology of Women, Jean Baker Miller
(1976) addressed women’s experiences of subordination in
the intimate setting of marriage and family life. Although
her observations were limited mainly to white, middle-class,
heterosexual women, she argued that women in general
were endowed with special capacities for intuition, empathy,
and relatedness, as well as a propensity for nurturing and
caring for others. Miller celebrated these universal feminine
characteristics as “closer to psychological essentials” and
“therefore, the bases of a more advanced form of living”
(p. 27). Subsequently, others put forward a variety of related
claims about women’s experience and personality. The
prime example is a model of women’s development origi-
nally called the self-in-relation model and now named the
relational/cultural model (Jordan, Kaplan, Miller, Stiver, &
Surrey, 1991). The model holds that childhood experiences,
particularly mother–daughter interactions, give rise to a
uniquely feminine psychology, one that is sustained by
and seeks out emotional connections. Although some schol-
ars have raised doubts about the model (Marecek, 2001;
Westkott, 1989), the self-in-relation model has been a popu-
lar framework for many feminist-identified therapists and
counselors.

Collaboration and Power Sharing in Therapy

Attention to the power relations between therapists and
clients has been a distinctive feature of feminist therapy.
Feminist therapists were among the first to disseminate mate-
rials to clients and potential clients informing them about the
nature of therapy, how to go about selecting a therapist, and
their rights as consumers. Feminist therapists have experi-
mented with a variety of other ways to put the therapy
relationship on a more equal footing. One is the practice of
self-disclosure, for example, the disclosure that the therapist
has struggled with issues akin to those the client faces. Other
disclosures may show clients that their therapists are ordinary
and fallible human beings. There are both ethical and theo-
retical considerations that govern the use of self-disclosure;
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the literature on feminist therapy discusses these in detail
(Wyche & Rice, 1997). More generally, feminist therapists
strive to find ways to affirm clients’ competence and their
right and responsibility to make choices about their lives.

In sum, feminist approaches to clinical psychology have
offered new perspectives on clinical disorders of women and
girls. Feminists have challenged diagnostic and treatment
practices, ethical codes, and theoretical constructs that have
worked against women’s interests. Feminist therapists have
offered new ideas about the conduct of therapy and new mod-
els for treating problems common to women. Many of their
ideas were iconoclastic when feminist therapy began in the
early 1970s; now they are widely accepted. For example, it is
no longer radical for therapists to encourage women to work
outside the home. It is no longer radical to raise questions
about equality and fairness with couples in marital therapy. It
is now unexceptional to view single life and lesbian relation-
ships as fulfilling lifestyle choices.

ORGANIZATIONS AND ACTIVISM

For many feminist psychologists, exposing inequity and in-
justices that women face is the very core of their work. They
also hold an ethic that uncovering abuses of power must be
accompanied by actions aimed at reform and redress. This
has required organizational structures that support and foster
research, practice, and activism. Several organizations have
provided venues for addressing issues of importance in the
field of the psychology of women and gender.

The National Council of Women Psychologists

The National Council of Women Psychologists (NCWP) was
founded in 1941. During World War II, women were not al-
lowed to be part of the defense system of the country.
Mildred Mitchell, who worked for the U.S. military, Gladys
Schwesinger, and other women protested the exclusion of
women (Capshew & Laszlo, 1986; Frances M. Culbertson,
personal communication, March 1, 2001). They founded the
NCWP to develop and promote emergency services that
women psychologists could render. After the war, the group
continued to carry out projects that promoted the careers of
women psychologists, such as a newsletter of employment
opportunities. In 1947, the name was changed to the Interna-
tional Council of Women Psychologists and membership
opened to women outside the United States. The organization
remained a women’s organization until 1960; at that point,
men were admitted and the group became the International
Council of Psychologists.

Society for the Psychological Study of Social Issues

Founded in 1937, the Society for the Psychological Study of
Social Issues (SPSSI) was one of the earliest groups to advo-
cate for social action research. Despite its commitment to so-
cial justice, however, SPSSI did not focus on women’s issues
until the 1970s. With the women’s movement of the 1970s,
the number of women in the discipline increased and SPSSI’s
membership changed. During the 1980s and 1990s, women
assumed leadership roles in SPSSI. The Journal of Social
Issues, as well as SPSSI’s workshops, conferences, and meet-
ing programs, have addressed issues of women and gender
(Katz, 1991). Moreover, many other topics that SPSSI has
addressed, such as poverty, homelessness, pornography, and
immigration, are directly relevant to women’s lives.

The Association for Women in Psychology

In March 1969, a group of women in the Psychologists for
Social Action formed a Women’s Consortium. They orga-
nized a symposium for the 1969 APA convention called
“Woman as Subject,” as opposed to “woman as sex object.”
Although the symposium was not sponsored by any division
and was publicized only via flyers posted in the public areas
of the hotel, 400 people, mostly women, attended (Berman,
1995). Two other groups of women independently organized
paper sessions and workshops, also unofficially. During these
sessions, a petition was circulated demanding that the APA
examine and rectify sexist discrimination in the organization
and in psychology departments. Another petition called for
the APA to pass a resolution stating that abortion (then illegal
in most states) was a civil right of pregnant women. A core
group of about 35 psychologists (women and men) continued
to meet in the months following the convention, and they laid
the groundwork for a new organization, the Association for
Women in Psychology (AWP). AWP’s purpose was defined in
an initial statement: “AWP is dedicated to maximizing the
effectiveness of, and the professional opportunities for,
women psychologists, and to exploring the contributions
which psychology can, does, and should make to the defini-
tion, investigation, and modification of current sex role stereo-
types” (Association for Women in Psychology, 1970, p. 1).

In 1970, the AWP presented 32 resolutions and 18 motions
to theAPAat the annualAPAconvention. These were designed
to overhaul the way the APA and university departments of
psychology operated (Tiefer, 1991). In response, the APA ap-
pointed a Task Force on the Status of Women, chaired by
Helen S. Astin. The Task Force Report documented inequities
within the field. Among other recommendations, it recom-
mended that a division be created to address deficiencies in
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psychological knowledge about women. Despite much skepti-
cism and covert resistance in the APA, the division, Division
35, was formally approved in 1973 (see below).

The AWP did not dissolve with the establishment of the
division; instead, it continued to exist as a parallel organiza-
tion independent of the APA. Its activities continued to focus
on efforts to reshape the APA. In addition, its members en-
deavored to devise methods to govern themselves that did not
recapitulate the hierarchical structures of the organizations
they were trying to change (Tiefer, 1991). Most important,
the AWP provided a venue for sharing feminist ideas and
knowledge and for supporting and mentoring its members.
For example, the AWP provided lesbian psychologists their
earliest organizational home. In 1973, the organization ex-
panded its by-laws to incorporate the following statement of
purpose: “Helping women create individual sexual identities
through which they may freely and responsibly express
themselves, provided such expression does not oppress other
individuals” (AWP newsletter, 1973, p. 1).

The AWP has sustained itself to the present, with a na-
tional and international membership that includes individuals
from psychology and related disciplines. The AWP holds an-
nual national conventions, as well as regional meetings, and
initiates and funds numerous projects.

The Society for the Psychology of Women
of the American Psychological Association
(Division 35)

The Society for the Psychology of Women (formerly called
the Division of the Psychology of Women) has the purpose of
“promoting research and the study of women, and encourag-
ing the integration of this information about women with cur-
rent psychological knowledge and beliefs in order to apply
the gained knowledge to the society and its institutions”
(American Psychological Association Division of the Psy-
chology of Women, 1989, p. 1).

The mission of Division 35 is multidimensional
(Mednick & Urbanski, 1991). Its founders viewed social ac-
tion research as important. They also recognized that in order
to influence the discipline and society, the field of the psy-
chology of women and gender had to become a recognized
academic field. The division has also supported the develop-
ment of clinical knowledge and principles of clinical practice
consistent with feminist ideals. Another important goal has
been placing women in leadership positions in the APA gov-
ernance structure. The division’s representatives to APA’s
governing Council of Representatives formed a Women’s
Caucus in the Council. This caucus has supported proposals
that furthered the interests of women and minority groups.

The division established a peer-reviewed journal, Psychol-
ogy of Women Quarterly, in 1976. The journal has come to oc-
cupy a visible and respected position. By 1999, it ranked 16th
out of 109 psychology journals in terms of the number of
times its articles were cited in scholarly publications. Division
35 also sponsors a program of formal and informal sessions
and social events at the annual APA convention, continuing-
education workshops on teaching and other topics, and a
yearly midwinter conference. In addition, the division gives
annual awards for excellence in feminist research, practice,
and service. In 1993, the division organized the first National
Conference on Education and Training in Feminist Practice
(defined broadly to include research, writing, clinical prac-
tice, clinical supervision, and leadership), held in Boston.
Shaping the Future of Feminist Psychology (Worell &
Johnson, 1997) is a summation of the conference.

Division 35 was one of the first divisions that gave prior-
ity to including psychologists from racial, ethnic, and other
minority groups in its membership. It also took steps to
assure that its leadership represented the diversity of women
in psychology. The division has also worked to ensure that
women from ethnic minority groups were considered for
leadership positions in the APA. It has supported APA activi-
ties that advance the interests of racial and ethnic minorities
and their full representation within organized psychology.
The division has had a Section on Women of Color for many
years; among other activities, the section has promoted re-
search on and by women of color.

The APA Committee on Women in Psychology

The Committee on Women in Psychology (CWP) began as
the task force headed by Helen Astin in 1970; it was accorded
status as a continuing committee of the APA in 1973. The
committee has worked to increase the visibility of scholar-
ship on women and gender, highlight the contributions of
women in psychology, end discrimination against women
psychologists, and promote leadership by women. More
broadly, the committee has worked to promote the psycho-
logical well-being of women. The CWP has actively pursued
its goals through symposia, conferences, task forces, and li-
aisons with government agencies and professional groups.
The CWP annually makes awards to women who have been
distinguished leaders in psychology.

The APA Women’s Programs Office

The volume and magnitude of the projects initiated by the
CWPin its early years quickly exceeded what a volunteer com-
mittee could accomplish. In response, the APA established the



262 Psychology of Women and Gender

Women’s Programs Office in 1977. The office coordinates re-
sources for research and collects information and reference
material. It also gathers statistical data concerning women’s
employment in the various scientific and professional fields.
The office has compiled directories of graduate programs that
offer training in the psychology of women and gender. It has
also compiled bibliographies of research reports and pam-
phlets for the general public.

Other Activities

A number of divisions of the APA have sections or commit-
tees focused on women’s issues. One of the first ones to es-
tablish such a subgroup was the Division of Counseling
Psychology. Among divisions that have active sections are
the Society for Clinical Psychology, the Division of Psycho-
therapy, and the Division of Psychoanalysis. The groups pub-
lish newsletters, sponsor symposia and programs at the APA
conventions and other conferences, and present awards.

The Southeastern Psychological Association (SEPA) was
the site of a vibrant organization of women during the 1970s.
In 1972, at the behest of several feminist psychologists, the in-
coming president, Charles Speilberger, and the Executive
Committee appointed the first SEPACommission on the Status
of Women, chaired by Ellen Kimmel. Not only did that group
report on the status of women (Kimmel, 1974), it also initiated
a number of activities that are still in place today, including a
visiting scholars program and student research awards. The
commission was so effective in enhancing the participation
and status of women that the SEPA expanded its charge to
include other underrepresented groups in addition to women,
renaming it the Committee on Equality of Opportunity.

Another important organization is the Feminist Therapy
Institute, established in 1983, which has held conferences
and workshops, sponsored publications, and led feminists in
protesting against diagnoses detrimental to women.

Finally, an innovative series of small conferences, devel-
oped and sustained by Faye Crosby, has brought psychologists
together in informal settings around topics on women, gender,
and feminism. The conference series is called Nag’s Heart, a
name that evolved from its forerunner, a conference series in
social psychology held at Nag’s Head, North Carolina.

The Section on Women and Psychology of the Canadian
Psychological Association

The turbulence of the 1970s was felt within the Canadian
Psychological Association (CPA) just as in its American
counterpart. In 1975, upon the recommendation of its presi-
dent, Mary Wright, the CPA established a Task Force on the

Status of Women in Canadian Psychology. The task force
presented almost 100 recommendations to the board of direc-
tors in 1976. Included among them was a recommendation to
establish a special-interest group on the psychology of
women. This special-interest group, now called the Section
on Women and Psychology (SWAP), is the second largest of
the CPA’s 26 sections (Pyke, 1993). SWAP holds a daylong
institute prior to the annual CPA convention for the presenta-
tion of scholarly research and discussions on the psychology
of women. SWAP also publishes a newsletter. The CPA has
formally approved several initiatives undertaken by SWAP.
These include guidelines on the elimination of sexual harass-
ment, the conduct of nonsexist research, and the provision of
sex-fair counseling and therapy.

The Psychology of Women Section of the British
Psychological Association

The Psychology of Women Section of the British Psycholog-
ical Association (BPA) was established in 1988. The goals of
the section are to provide a forum for research, teaching, and
practice on the psychology of women and to eliminate gender
inequality in the BPA and the field of psychology (Psychol-
ogy of Women Section, 2000). The section holds conferences
and symposia annually, provides support for other events,
and works within the BPA to influence policy and promote
research on the psychology of women and gender. One pro-
ject that the section has undertaken is an investigation of the
portrayal of women in British undergraduate psychology
courses.

In sum, a number of organizations have been founded to
further the development of the field of psychology of women
and gender. Although we have not provided an exhaustive
description of their activities, all have made important contri-
butions to feminist psychology and, in turn, to changing the
field of psychology and the way its practices affect society.

SUMMING UP AND LOOKING AHEAD

The endeavors of feminist researchers, teachers, practition-
ers, and activists have reshaped the contours of the discipline
and the status of women in profession. In this final section,
we survey what has been accomplished and what, in our best
guess, lies ahead.

Research, Scholarship, and Pedagogy

When the field of psychology of women and gender was in its
infancy, the question of sex differences loomed large. Today,



Summing Up and Looking Ahead 263

the range of questions has expanded. One significant trend has
been the shift away from studying women as if they constituted
a single, undifferentiated category. Researchers turn their
sights on specific groups of women and girls, situated in spe-
cific circumstances. Another trend is increased attention to the
lives of women beyond the borders of the United States and to
interconnections between women in the United States and
women worldwide. Issues include trafficking of women and
girls for prostitution, the systematic rape of women as part of
warfare, and the growing use of women as a pool of cheap and
mobile labor in the transnational economy. A third trend is a
focus on strength and resilience, that is, how women cope and
prevail despite hardship, discrimination, life crises, and phys-
ical illness or disability (Romero & Stewart, 1999; Johnson,
Roberts, & Worell, 1999).

The research methods employed in the psychology of
women and gender also continue to evolve. Many feminist
psychologists have moved beyond prevailing experimental
methodology. Their methods of inquiry include open-ended
interviewing and focus groups, textual analysis, field-based
research and participatory action research, and the family of
approaches called discourse analysis. These methods have
proven invaluable for studying how gendered power relations
are reproduced in everyday practice and talk. They also en-
able researchers to study the multivalent meanings of gender
that research participants hold. These methods are important
tools for understanding people not only as passive recipients
of social influences but also as effective agents. The use of al-
ternate research methods has brought increased attention to
questions about the relationship between methods of inquiry
and research outcomes. Although qualitative approaches are
not new to psychology, they have been long out of vogue in
the United States. As they are resurrected and refurbished, we
can expect to learn more about how they work. Moreover, the
powers and limits of all approaches will be thrown into
sharper relief.

Finally, the turn toward theory is another significant trend
in feminist psychology. Some feminists have found the crit-
ical psychology movement compatible with their stance
(Wilkinson, 1997). They are alert to the ways in which
psychology, even feminist psychology, may share in and
legitimate the status quo. For example, critical feminist psy-
chologists have upbraided social psychology for failing to
incorporate social, cultural, historical, and even group con-
texts in its understanding of social processes (Apfelbaum,
1999). Others have noted that the uncritical use of psycho-
logical language shunts moral and political concerns to
the side. For example, when the psychological conse-
quences of horrific events are reformulated as the medical-
ized diagnosis of Post-traumatic Stress Disorder, they lose

their moral and political import. The social, cultural, and
historical forces that shaped the event (and perhaps al-
lowed perpetrators to go unpunished) are pushed into the
background.

Feminist Clinical and Counseling Practice

As we have noted, feminists have situated women’s problems
and strengths within the context of the larger social, political,
and cultural forces surrounding them. Today, clinicians work
under strong conservative pressures from pharmaceutical
companies, managed-care companies, and a biologically ori-
ented psychiatric profession. Among other things, they press
to redefine psychological disorders as biological aberrations
to be controlled by medication. Although feminists are not
against the use of medication, this medicalized framework is
diametrically opposed to the feminist emphasis on the social
context. Thus far, organized psychology’s responses to con-
servative pressures and corporate interests have fallen short
of what feminists would wish.

Confronting the Backlash

Many of the changes promoted by the women’s movement
have become accepted practice: equal pay for equal work;
women working outside the home; the repudiation of wife
beating. These changes are no longer identified with femi-
nism. At the same time, the term feminism has come to be
disparaged, even vilified, by the mass media. By the 1990s,
the backlash against feminism in popular culture was intense
(Faludi, 1991). Moreover, the legal gains that women had
made in such areas as affirmative action and reproductive
rights have eroded. State support for poor women and their
families has been severely curtailed by the welfare reforms of
1996.

In popular culture, there has been an upsurge of claims
that masculinity and femininity, as well as sexual orientation,
are biologically determined and perhaps genetically encoded.
For example, Men are from Mars, Women are from Venus
(Gray, 1992) amounts to propaganda for male-female differ-
ence and an apologia for male privilege. Yet, many—even
some therapists—have accepted it as credible clinical theory.
Extreme and profligate claims about the evolutionary bases
of male dominance and sexual access have become the fad in
popular science. Media reports of sex differences in mathe-
matics achievement have announced a “math gene,” ignoring
the influence of social roles and differential opportunities and
expectations regarding boys’ and girls’ math performance
(Eccles & Jacobs, 1986). By now, feminists have amassed a
good deal of evidence to counter many such claims. The task
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remains, however, to translate that evidence into a form that
will be effective and persuasive.

Every movement for social change meets resistance. The
field of the psychology of women and gender is no exception.
Such resistance is an inevitable reaction to any struggle for
change. In psychology, the resistance includes disdain for
work on “women’s” topics and for feminist journals. Women,
the majority of humankind, are still considered a special pop-
ulation; research on women is seen as failing to contribute to
psychological knowledge about human behavior. An analysis
of psychology journal articles showed that when researchers
used an all-female (versus an all-male) sample, they were
more likely to provide a justification for a single-sex sample
and to point out that their results could not be generalized to
the other sex (Ader & Johnson, 1994). Finally, many feminist
psychologists value collaboration and interdisciplinary work,
research with applied potential, and the use of innovative re-
search approaches. All of these draw further antipathy.

CONCLUSION

Has the psychology of women and gender significantly al-
tered the field of psychology? With regard to psychological
knowledge, some see fundamental transformations (e.g.,
Worell & Johnson, 1997). Others argue that only weakened,
nonthreatening versions of feminist ideas have been assimi-
lated into the field as a whole (e.g., Burman, 1997). We argue
that although the alliance between psychology and feminism
has been uneasy, feminism has put on the table for psychol-
ogy a number of provocative problems and challenges. To
varying degrees, it has changed the field with respect to them.
Feminist researchers have put forth a strong claim that gender
is an important constituent of social life. They have contested
certain technologies of research, some key epistemological
assumptions, and the ethics of certain research practices. To
us, the importance of feminist psychology is not that it can
correct the omissions and biases of mainstream psychology
and produce objective truths. That is impossible. Rather, fem-
inist psychology can serve to help all psychologists become
more self-aware of their perspectives, politics, and practices
and to ask how these shape the production of knowledge.

Feminists in clinical practice have offered new perspec-
tives on disorders of women and new ideas about the conduct
of therapy. They have protested flawed diagnostic and treat-
ment practices, ethical breaches, and outmoded theoretical
constructs. Sometimes these protests have succeeded in pro-
voking change. Even when they did not succeed, they raised
awareness that policies and practices in the mental health
field are not the outcome of a pristine and unassailable

scientific consensus but rather a concatenation of scientific
evidence, popular beliefs, and the vested interests of many
parties.

Conditions for women faculty members, students, and
therapists have improved vastly since 1970, in large part be-
cause of feminist activism. Knowledge about women and
gender is now available to students of psychology at both un-
dergraduate and graduate levels. Moreover, with barriers
to women’s participation removed by the federal legisla-
tion of the 1970s, women were soon enrolling in psy-
chology graduate programs in large numbers. In 1971,
women were awarded fewer than 25 percent of doctorates in
psychology; by 1999, they received 66 percent. Furthermore,
many women have attained recognition for their academic
accomplishments—they are professors, department chairs,
program directors, and editors of journals. Many now have
influence in the publication process, as well as the awarding
of tenure and promotion, grants, and awards. Only two
women held the presidency of APA from its inception in 1892
up to 1970; five women have held the presidency since 1970.
(Mary Calkins held the presidency in 1905; Margaret Wash-
burn, in 1921. The five recent women presidents are Florence
Denmark, Janet Spence, Bonnie Strickland, Dorothy Cantor,
and Norine G. Johnson.) Many other women have held posi-
tions on boards and committees and been elected to offices in
divisions. All these developments signal substantial changes
in psychology as a whole over the past 30 years.

At its best, feminist psychology has generative capacity: It
challenges the guiding assumptions of the culture, raises
fundamental questions about social life, and provokes the
reexamination of what is taken for granted. By viewing the
knowledge, methods, and practices of psychology with a crit-
ical eye, feminist psychologists have provided generative
theory for the discipline. Their work incites debate, offers
new forms of social action, and ultimately can help to trans-
form social reality. Psychology has benefited from feminist
psychology.
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The history of educational psychology traces a path from its
origins in concerns about cultural improvement and transmis-
sion of cultural norms to philosophical issues in general
education and psychology (Berliner, 1993; Charles, 1976;
Glover & Ronning, 1987; Good & Levin, 2001; Grinder,
1989; Hilgard, 1996; Mayer, 2001; Walberg & Haertel, 1992;
Wittrock & Farley, 1989; Zimmerman & Schunk, in press).
The effects of this amalgam of antecedent contributions on its
birth and development are still evident in the difficulties en-
countered when attempting a strict definition of educational
psychology that clearly separates it from other psychological
disciplines (see Berliner & Calfee, 1996). We will return to
this issue later in this chapter.

Although it is not difficult to identify the emergence of
educational psychology as a recognized discipline, it is some-
what more difficult to determine educational psychology’s
precise lineage. It has been suggested that educational psy-
chology may have first emerged as part of a kind of folk
tradition in which adults educated their children (Berliner,
1993). This certainly makes sense intuitively, and it is quite
easy to imagine not only our own grandmothers and grandfa-
thers teaching our parents a variety of life skills but also
parents and grandparents from many previous generations
passing down what they considered to be the requisite knowl-
edge and cultural norms of their day. It also seems likely that
this knowledge was passed down in a dynamic rather than
static way, incorporating the abilities, skills, weaknesses, and
frames of reference of each generation of teacher and student.

As Berliner (1993) notes, part of the traditional Jewish
Passover service is the duty of the leader of the service to tell
the story of Passover to each of his sons in turn. The father,
however, must tell each son the story in such a way as to em-
phasize the particular son’s own strengths and weaknesses.
So, for example, the wise son may hear the entire story with
additional commentaries, while the recalcitrant son may hear
the story with an emphasis on obeying authority. 

Although the folk tradition of educational psychology has
probably existed since the earliest times of humans on the
earth and continues to this day, most formal histories of edu-
cational psychology trace its origins to ancient philosophers
and statesmen. Here we find not only the historical roots of
educational practices but also the historical roots of the psy-
chology of learning and memory.

CONTRIBUTIONS OF EARLY PHILOSOPHERS

Aristotle is sometimes pointed to as a founder of educational
psychology (Berliner, 1993; Charles, 1976; Kaur, 1972).
Aristotle’s book De Memoria et Reminiscentia (On Memory
and Reminiscence), incorporates views of learning, associa-
tion, and retention (Charles, 1976). In this book, written in
350 B.C.E., Aristotle notes that memory is a function of pre-
sentation; that is, memory is directly related to the context in
which the learning occurred. There are very few, if any,
modern-day educational psychologists who would disagree
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with this observation. Others who often share the title of
founder with Aristotle include Democritus (460–370 B.C.E.),
Quintilian (A.D. 35–100), and Comenius (1592–1671).

Each of these philosophers made contributions to philoso-
phy in general and education in particular. For example,
Democritus voiced the opinion that education is advanta-
geous and that the home environment has a substantial
impact on learning; Quintilian felt that good teachers, when
combined with a worthwhile curriculum, might help control
behavioral problems; and Comenius noted that memorization
is not the same as understanding and that teachers’ own
learning is optimized when they have the opportunity to
teach others (Berliner, 1993). Additionally, both Aristotle and
Quintilian felt that teachers should make the effort to tailor
learning to the individual, taking into account the individual
differences of their students (Berliner, 1993).

Although each of these early philosopher-educators can be
considered forefathers of modern-day educational psycholo-
gists, it may be the views of Juan Luis Vives (1492–1540)
that would resonate most closely with today’s educational
psychologist. His 1531 book, De Tradendis Disciplinus (The
Art of Teaching), has been called the first major book on psy-
chology. In this book, Vives says, “We must first examine, for
each type of instruction, the question of what, how, to what
extent, by whom and where it should be taught.” Vives goes
on to note that the teacher should be the student’s guide and
should help individual students make decisions about their
studies based on the student’s own interests and abilities
(Ibanez, 1994).

EUROPEAN INFLUENCES IN THE EIGHTEENTH
AND NINETEENTH CENTURIES

In the late eighteenth and the nineteenth centuries, there were
strong European influences on the early development path
of educational psychology as a discipline (Grinder, 1989;
Hilgard, 1996). Hilgard (1996) identified four Europeans
who he felt influenced both conceptions and practices in in-
struction, teaching, and learning: Rousseau (1712–1788)
from France, Pestalozzi (1746–1827) from Switzerland, and
Herbart (1776–1841) and Froebel (1782–1852), both from
Germany. Rousseau’s book Émile (1762/1979) emphasized
that children discover things for themselves and described
some of the instructional implications of this fundamental
assumption. Pestalozzi (1820/1977), a Swiss lawyer by train-
ing, developed a model school that incorporated many of the
ideas that are current today in educational psychology. For
example, he stressed that students must be active learners,

that education involved personal growth in addition to sim-
ple knowledge acquisition, that psychology could be used
as a guide for developing and implementing instructional
methods, and that schools should be warm, nurturing
environments.

While Rousseau and Pestalozzi made important contribu-
tions to our thinking about students, schools, subject matter,
and instruction, their ideas were primarily based on their
moral and ethical views and their experience. It remained
for Johann Friedrich Herbart of Germany to call for a more
“scientific” approach to studying educational conceptions
and practices.

In 1824, Johann Herbart published Psychology as Science,
regarded as one of the first treatises suggesting that educa-
tional conceptions and educational practices could be studied
scientifically and that the instructional process itself was
different from the subject matter being taught. Herbart was
the first to provide a psychological rather than philosophical
or moral substratum for his ideas and applications. Like
Vives, Herbart believed that educational programs should be
developed based on the interests, aptitudes, and abilities of
students. Herbart’s followers, the Herbartians, developed a
system of teaching that followed a “logical progression” of
five steps that could be applied to nearly any subject matter:
(a) prepare the student’s mind for the coming lesson (e.g.,
arouse students’ interests and relate the new material to famil-
iar ideas); (b) present the lesson (e.g., use appropriate means
such as using storytelling with young children); (c) compare,
or associate the new lesson with material previously learned
(e.g., use concrete things and experiences); (d) generalization
or abstraction (e.g., express ideas conceptually by using prin-
ciples and general rules); and, finally, (e) require that the stu-
dents use, or apply, the new material appropriately (e.g., have
students practice using varied examples) (Berliner, 1993;
Grinder, 1989; Hilgard, 1996).

The work of Friedrich Froebel had a very direct effect
on educational thinking and practice in the United States
(Hilgard, 1996). Froebel, the founder of the kindergarten
movement, was a bit of a romantic and thought of kinder-
garten as a place to train children in cooperative living. He
also wanted to foster creativity and active learning in chil-
dren. In 1873 the first public kindergarten was established in
St. Louis, and by 1880, America had over 400 private
kindergartens. At the same time, the public school system
and the idea of compulsory school attendance emerged.
Many of these ideas about universal education and its pur-
poses were influenced by the optimistic views of society and
the ideas of these European philosophers and statesmen. The
transition to a greater psychological basis for educational
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conceptions and practices was also developing during this
time in America.

EARLY DEVELOPMENTS IN AMERICA

The subtle transition from philosophy and somewhat utopian
worldviews to newer conceptions of psychology as the
framework for understanding and applying educational vari-
ables was introduced to America with William James’s
(1842– 1910) 1891 lecture series at Harvard on the “new psy-
chology.” These lectures were eventually turned into a book,
Talks to Teachers on Psychology. This book is sometimes
regarded as the first popular educational psychology text, and
there is evidence that this lecture series helped to spark the
growth of educational psychology as a movement in America.
James spoke of psychology as a science and teaching as an
art, but one that could benefit from an understanding of psy-
chological laws and human behavior. In addition, long before
the so-called cognitive revolution in psychology, James intro-
duced the idea that consciousness could control the direction
of its own attention, thus setting the stage for later work in
cognition and metacognition (Berliner, 1993; Hilgard, 1996;
Wittrock & Farley, 1989).

One of James’s students, G. Stanley Hall (1844–1924),
earned the first PhD in psychology awarded in America.
Although his degree was in psychology, Hall is most often
remembered as an educator, a label he came by quite natu-
rally. Hall, as well as his mother and father, taught school for
some time. He went on to develop the first research lab in
America at Johns Hopkins, where he introduced another
first—fellowships for graduate students (Berliner, 1993). In
Hall’s lab at Clark University (where he also served as presi-
dent), he and his students systematically researched and doc-
umented problems in higher education, thus establishing the
first formal graduate program specializing in education. This
program was designed to furnish leaders to what was called a
new educational movement in America, a movement that
would facilitate the study of and research in education for
years to come (Berliner, 1993).

FURTHER DEVELOPMENTS IN THE 
TWENTIETH CENTURY

Although his early works emphasized his interests in the
intersection of philosophy and psychology, John Dewey’s
(1859–1952) later work and publications focused more on
educational philosophies and educational practices (Hilgard,

1996). He had his greatest influence on the field after his
move to Columbia in 1904. His books Interest and Effort in
Education (1913) and Schools of Tomorrow (1915) were ex-
tremely popular and influential. Much of his work on engag-
ing children’s interest and the need for them to be active
learners can be traced to the influence of the European work
described earlier, but he went way beyond what had been
proposed through the end of the 1800s. A number of his ideas
about educational practice and ways to conceptualize educa-
tional processes are still current. However, it remained for
others to try to refine the field and give it a more “scientific”
base.

Edward Thorndike was an established researcher when he
directed his attention to educational contexts, processes, and
outcomes. In a landmark study with Woodworth, he attacked
the doctrine of formal discipline (very popular at the time)
and demonstrated that simply “exercising the mind” resulted
in only slight learning gains. In 1901, he and Woodworth
published a paper demonstrating problems of transfer of
learning and the need for “identical elements.” He published
his first educational psychology textbook in 1903 and, in
1913–1914, published a classic three-volume educational
psychology text.

In 1910, in an essay entitled “The Contribution of Psychol-
ogy to Education,” appearing in the first issue of the Journal
of Educational Psychology, Thorndike described the role he
believed that psychology could and should play in education
(Thorndike, 1910). Briefly, Thorndike suggested that psychol-
ogy could assist in making the aims of education more defin-
able and measurable and that education should promote
changes in the intellects, ideals, and behaviors of students.

In the founding issue of the Journal of Educational
Psychology, the editors ambitiously planned for future issues
to focus on the topics of mental development, heredity, ado-
lescence and child study, individual differences, and issues
related to testing and measurement. Within each of these
topics, matters involving general psychology, sensation,
instinct, attention, habit, memory, technique and economy
of learning, and perceptual processes could be explored
(Charles, 1976).

Although the discipline’s primary journal was founded in
1910, it was not until 1922 that the American Psychological
Association (APA) surveyed its members to determine the
need for an educational psychology division within the APA
(O’Donnell & Levin, 2001). It was determined, however, that
there was insufficient interest in educational psychology as a
discipline at that time. It was not until 1946 that enough APA
members cited “psychology in education” as a key concern
for psychologists that educational psychology was assigned
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division status as Division 15. Only three years later, in 1949,
Dael Wolfle, the APA executive secretary, claimed that
educational psychology had “lost its momentum,” and in
the early 1950s the suggestion was made to combine educa-
tional psychology with Division 12, Clinical Psychology
(O’Donnell & Levin, 2001).

Notwithstanding these problems, the discipline of educa-
tional psychology seemed quite defined in its early years.
Practitioners focused on problems in education and looked for
resolutions to those problems. However, these years were
marred by considerable criticism of educational psychology
and of educational psychologists, and it was much more likely
that a psychologist working in education would refer to him-
self or herself as a psychologist than as an educational psy-
chologist (Sutherland, 1988). Ironically, perhaps, America’s
consternation over Russia’s advances in science and technol-
ogy spurred a new interest in research and funding of educa-
tion, which in turn spurred a renewed interest in educational
psychology. Thus, Division 15 showed more than a seven fold
increase between the years 1959 and 1967, growing from only
525 members to almost 4,000, making it one of the largest
divisions within the American Psychological Association
(Charles, 1976).

In the 11 years between 1977 and 1988, however, Division
15 membership declined by almost 40% (Farley, 1989). Al-
though this decline was substantial, the 1,400-member loss
still left Division 15 with more total members than many
other APA divisions, and still in the top 10 in terms of total
division membership. As Farley notes, this membership loss
was largely due to many factors, including the creation of
closely related or component divisions within the APA that
drew members away from Division 15, as well as member-
ship drifts to special societies such as the Psychonomics
Society. In particular, the more education-centered organi-
zation, the American Educational Research Association
(AERA), also drew members away from the APA. Many fac-
ulty and graduate students have also elected to pursue mem-
bership in one or more additional organizations that reflect
their individual theoretical, research, or population interests. 

These organizations are as likely to be traditionally psy-
chology based (e.g., American Psychological Society,
Society for Industrial and Organizational Psychology) as
they are to be traditionally education based (e.g., National
Association of Developmental Education, the National Read-
ing Conference). Rather than reflecting disagreement or an
outgrowth of factions within educational psychology, this
diversity of organizational membership instead reflects the
growing recognition by contemporary educational psycholo-
gists that we are qualified—perhaps uniquely so—to serve a
wide variety of public interests.

TRACING PROGRESS THROUGH
THE WRITTEN RECORD

One way of tracing the history of a discipline is to examine
that discipline’s documents. In the case of educational psy-
chology, there are two primary document resources: profes-
sional journals and academic textbooks. One of the first
reviews of textbooks was by Worcester (1927). Worcester’s
1927 review found an “amazing lack of agreement” in the
content of educational psychological texts. One author, for
example, used 30% of the textbook space for psychology and
tests in primary-school subjects, while other authors ne-
glected these topics entirely. There was also marked dissimi-
larity in the discussions of laboratory practices of educational
psychologists, with some focusing on, for example, testing
of individual differences, statistical methods, and studies of
memory, while others investigated transfer of learning and
intelligence testing. Most of the approximately 37 different
textbooks used among the labs were, in practice, general
psychology texts (Worcester, 1927). And, as Charles (1976)
notes, things were not much different even 25 years later. A
1949 comparison of texts used in educational psychology
classes revealed that while one author devoted a full 20% to
the topic of intelligence testing, another author devoted a
scant 1.5% to this same topic.

Content analyses have also been performed on the found-
ing journal in the field of educational psychology, the Jour-
nal of Educational Psychology. In an examination of 641
articles reviewed by decade from 1910 to 1990, O’Donnell
and Levin (2001) delimited different “central themes.” They
found that articles in the teaching category decreased from
30% to a mere 0.03% and that articles in the intelligence-
testing category dropped from 13.3% to 0.0%. Articles in
the learning category, however, increased by almost 47 per-
centage points—from 13.3% to 60%. Ball (1984), in a
content analysis of articles published during the first 75
years of the Journal of Educational Psychology, found sim-
ilar trends.

Ball notes that while there has continued to be a strong
research content core, the emphasis of the research has
shifted over the years. For example, in the early days of the
Journal of Educational Psychology, the emphasis was on
practical issues related to teachers and teaching; the 1940s
and 1950s ushered in increased interest in personal and social
issues; and the 1970s and beyond reflected a growth in theo-
retical rather than strictly practical areas, especially in moti-
vation and psycholinguistics. Ball (1984) also noted a trend
toward both more multi-authored articles and longer articles;
additionally, he noted that the number of women in the field
had increased substantially.
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THE EFFECTS OF INSTRUCTIONAL
PSYCHOLOGY

The beginnings of instructional psychology as a field of study
are often traced to World War II and its demand for rapidly
trained soldiers and officers who could operate more techni-
cally advanced equipment. WhenArthur Melton developed the
Air Force Human Resources Lab (AFHRL), he and the people
he trained and worked with, such as Robert Glazer and Robert
Gagne, helped to develop guidelines for learning, retention,
and transfer of new knowledge and skills based on psycholog-
ical principles. After the war, AFHRL remained a vibrant
research and development center, although many of its re-
searchers and developers went into academic positions. Their
work continued as the postwar era’s GI bill gave low-cost loans
and scholarships to returning military personnel to further their
education. Methods were needed to deal with this more di-
verse and expanded population of students in America’s high
schools, community colleges, and universities.

Another boost to funding and interest in instructional psy-
chology occurred when the Russians launched an unmanned
space vehicle, Sputnik, in 1957. Along with the fears that
America was losing its technological superiority was a call for
massive increases in science and mathematics curricula and
courses, and effective teaching/learning methods. Building on
techniques developed during World War II, new types of
audio-visual aids were developed, such as motion picture pro-
jectors and audiotapes (Glaser, 1962). Given the dominance of
behaviorism in psychology during much of this period, it also
witnessed the development of programmed-instruction teach-
ing machines and, ultimately, computer-assisted instruction.
However, this is also the period during which the trend began
toward adapting classroom practices to the needs of individual
students (Gage, 1964). The field of educational psychology,
which absorbed instructional psychology, was definitely on
center stage. However, there was a lingering feeling that even
with the modern technologies, perhaps we were missing a big
piece of the learning/education/transfer puzzle.

THE INFLUENCES OF COGNITIVE PSYCHOLOGY

Cognitive psychology has had a major influence on the devel-
opment of educational psychology. In a seminal chapter in the
Annual Review of Psychology, 1977, Wittrock and Lumsdaine
pointed out the importance of a cognitive perspective and the
somewhat bankrupt contributions of behaviorism for further
development in instructional and educational psychology.
The chapter had a strong impact on educational psychologists.
Educational psychology was finally on the road to being a

discipline within psychology whose focus was on the psy-
chology of all components of educational processes and
practice. No longer was it only an application of other areas
within psychology (although these other areas continue to
influence it).

One reason the cognitive psychology revolution is viewed
by many as an improvement over the days of experimenting
with rats and pigeons is that it helped to focus researchers’
attention on realistic rather than artificial contexts. This shift
provided researchers with the opportunity to examine stu-
dents in their own environment—the classroom (Mayer,
2001). As Mayer notes, psychology needed something real to
study, and education provided it. This has, of course, proven
to be a symbiotic relationship, because psychology was able
to provide to education established scientific methodological
frameworks that education had previously lacked. Mayer’s
view of the historical relationship between education and
psychology in the twentieth century seems to be quite apt:
First, there was a time during which psychologists developed
theories and left it to educators to apply the theories; next
came a period during which psychology resolutely focused
on theoretical issues that were unrelated to educational is-
sues, and education resolutely focused primarily on practical
issues; and, now, we have an era in which psychology and
education seem to be working more hand-in-hand, combin-
ing the strengths of both groups to work for the mutual bene-
fit of each group, as well as for the public (Mayer, 1992, cited
in Mayer, 2001).

Even though the advent of cognitive psychology in the
1970s encouraged researchers to examine more realistic con-
texts and situations, many researchers still tended to decon-
struct their findings into isolated parts. Rather than viewing
students as a whole, they often broke students’ behaviors into
components, which might then be used to construct new
models, or even to reconstruct old models (Paris & Paris,
2001). Even the didactic methods and suggestions derived
from this work were often nothing more than isolated pieces
of advice. For example, common didactic methods for im-
proving students’ academic success included options such as
summarizing text, direct instruction for using specific strate-
gies, and a tendency to instruct students to employ the same
tactics and strategies across subjects and situations. And, in
spite of the rationale that cognitive psychology afforded for
using realistic situations, much of the research was still con-
ducted in laboratory contexts. It was only quite recently that
these methods changed.

Now, for example, the emphasis is more on examining
text from within the reader’s frame of reference than it is on
merely summarizing text; making strategies adaptive, func-
tional, and tailored to the individual learner is considered to
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be as important as simply teaching specific strategies; and,
finally, strategies should be dynamic rather than static across
different disciplines—elaboration strategies in math, for ex-
ample, are quite different from elaboration strategies in a
literature class. Perhaps most importantly, however, is the
acknowledgment that it is impossible to examine whether or
not specific techniques and strategies are effective unless
they are tested in the classroom or other educational settings
using students’ own curricula (Paris & Paris, 2001).

THE DISCIPLINE OF EDUCATIONAL
PSYCHOLOGY TODAY

Another approach to tracing a discipline’s history is to exam-
ine the current state of the discipline, for all disciplines are,
ultimately, a culmination of precedents. In educational psy-
chology, this current state can be represented by looking at
a small sampling of recent definitions, directives, theories,
methodologies, and applications in the field of educational
psychology.

Some of the definitions of educational psychology today
are broad: Berliner (1993), for example, states: “Our funda-
mental goal should be to understand and improve education
in our society.” Other definitions are more specific: Good
and Levin (2001) assert, “The heart of work in educational
psychology is to produce theoretical and well-researched
psychological knowledge that has the potential for enhancing
learning and socialization in various settings.”

The directives to practicing educational psychologists
come from both institutions and individuals. The mission of
the APA’s Division 15, Educational Psychology, is “to pro-
vide a collegial environment for psychologists with interests
in research, teaching, or practice in educational settings at all
levels to present and publish papers about their work in the
theory, methodology, and applications to a broad spectrum of
teaching, training, and learning issues” (American Psycho-
logical Association, 2000).

And, somewhat in contrast to the early days of educational
psychology, with its emphasis on the purely practical compo-
nents of teachers and teaching, Pintrich (2000b) directs edu-
cational psychologists, now and in the future, to do work that
merges the primarily applied goals of the past with the pre-
sent and future goals of furthering the more theoretical,
scientific, and fundamental understandings of learning, de-
velopment, cognition, and motivation. Furthermore, Pintrich
charges that, as scientists, educational psychologists should
also work to gather and provide sound evidence to support
our conclusions and conceptual models (Pintrich, 2000b).
Although there are some who believe that the discipline of

educational psychology is too often in a state of flux, others
commend the ability of the discipline to change itself in ways
appropriate to meeting the changing needs and demands of
society (O’Donnell & Levin, 2001).

Mayer (2001) suggests that educational psychology has
substantial strengths whose energies can be directed toward
making considerable contributions to both the psychology of
the subject matter itself and the teaching of cognitive strate-
gies. This is congruent with the message in Pintrich’s
farewell address after his fifth year as editor of Educational
Psychologist. In this address, Pintrich reviewed several
themes he saw as emergent in the field of educational psy-
chology. Although he cited a focus on the individual learner
as one of these themes, Pintrich emphasized that educational
psychologists could no longer consider the dimensions of
cognition, motivation, and social interaction in isolation from
the individual (Pintrich, 2000b).

This being said, however, what is the current state of edu-
cational psychology? What contributions are educational
psychologists making now? Who are these changes affect-
ing? Most importantly, perhaps, is the question about what
directions educational psychology and its practitioners will
take in the future. Again, a look at the direction of recent
research in the area provides clues that can be used to help
answer these questions.

GOALS FOR THE FUTURE: THE RESEARCH AND
DEVELOPMENT OF QUESTIONS, MODELS,
ISSUES, AND APPLICATIONS

Several recent trends in educational psychology show great
promise for the present as well as for the future. One of these
trends is greater emphasis on the development of models that
can be used not only to explain and predict students’ successes
but to aid students directly in achieving academic success.
Many of the existing and evolving models have been designed
and developed to provide an easily negotiated bridge between
the theoretical and the concrete. Thus, although these models
do explain and predict in the same way as more traditional
models, they can also be used within a curricular or other set-
ting to foster student success. Another difference is that many
of the current models are constructed such that the individual
components within the model can be assimilated and inte-
grated with the other components of the model. The focus is
not on the individual elements as much as it is upon the emer-
gent properties that are apparent when the components are
interacting. These emergent properties are similar to the con-
cept of the gestalt: The whole is greater than a simple sum of
the parts.



Goals for the Future: The Research and Development of Questions, Models, Issues, and Applications 275

Many of these newer models focus on conceptions of broad
theoretical and applied interests in the area of self-regulation.
Some of these models are instructional, emphasizing the devel-
opment of self-regulation skills through specific instruction;
other models provide teachers with directions for implement-
ing specific tools and strategies (Zimmerman, 1998).

An example of a model based on this integrative approach
to student learning that incorporates both the cognitive and
motivational aspects of learning was developed by Pintrich
and his associates (Hofer, Yu, & Pintrich, 1998). This model,
which draws on the earlier work of Garcia and Pintrich (1994),
is based on a four-by-four matrix. The resulting cells, cogni-
tive knowledge/beliefs, cognitive and metacognitive strate-
gies for regulation, motivational/self-knowledge beliefs, and
motivational strategies for regulation, can be conceptually
separated from each other. More importantly, perhaps, the
cells can be combined and recombined by students as they
learn the specific strategies congruent with each cell (Hofer
et al., 1998).

An example of a conceptual model being widely used in
practice is the Model of Strategic Learning (Weinstein,
Husman, & Dierking, 2000). Variations of this model have
been used successfully in university “learning to learn”
courses for more than 20 years. This model focuses on vari-
ables impacting strategic learning, that is, learning that is
goal driven. Weinstein’s Model of Strategic Learning has at
its core the learner: a unique individual who brings to each
learning situation a critical set of variables, including his or
her personality, prior knowledge, and school achievement
history. Around this core are four broad components focusing
on factors that, in interaction, can tremendously influence the
degree to which students set and reach learning and achieve-
ment goals. These four components are referred to as skill
(i.e., learning strategies and prior knowledge and skills), will
(i.e., motivation and positive affect toward learning), self-
regulation (i.e., metacognitive comprehension monitoring
and time management) and the academic environment (i.e.,
available resources and social support). Although instruction
is encouraged in each of the elements, the interaction among
the elements for different learning tasks and goals is most
important.

The models developed by Pintrich, Weinstein, Zimmerman,
and their associates also provide a useful illustration for
another trend in educational psychology. As previously men-
tioned, many current models in educational psychology use
theoretical underpinnings as a base from which to expand to
real-life and real-world educational and training settings.
However, these real-life and real-world settings are no longer
composed solely of formal educational settings, nor do they in-
corporate only the typically aged K–12 or college student.

A recently published book, Handbook of Self-Regulation
(2000), incorporates chapters on the relationship between per-
sonality factors and self-regulation (Kuhl, 2000; Matthews,
Schwean, Campbell, Saklofske, & Mohamed, 2000); commu-
nal models of self-regulation (as opposed to the Western, tra-
ditionally individualistic models of self-regulation) (Jackson,
MacKenzie, & Hobfoll, 2000); the use of self-regulatory
strategies in organizational settings (Vancouver, 2000); the
examination of the relationship between self-regulation and
health behaviors (Brownlee, Leventhal, & Leventhal, 2000;
Maes & Gebhardt, 2000); and the function of self-regulation
in clinical settings for the treatment of distress (Endler &
Kocovski, 2000) and chronic illnesses (Creer, 2000). Al-
though it could be argued that what has changed is more a
matter of terminology than of substance—in the early 1900s,
for example, “will psychologists” used the terms volition and
will-power in much the same way as we now use the term self-
regulation—what has changed is that in the 2000s we are
attempting to identify and describe the components of self-
regulation empirically, using sound research and statistical
methodology in favor of earlier, often faulty methods of intro-
spection and self-report (Kuhl & Beckman, 1985). We are
also focusing on these components in interaction in these
varied educational settings.

Perhaps one of the most important trends in educational
psychology has been the move away from viewing the learner
as a generic template and toward viewing the learner as an in-
dividual, each with his or her own cognitive, metacognitive,
affective, and motivational strengths and weaknesses. Part of
the task here is for educational psychologists to work to ex-
pand and move beyond the current concept of education,
which tends to focus on the core of learning, cognition, and
motivation, to a model of education that also encompasses an
individual’s affect, values, caring, mental health, adjustment,
coping, and adaptation (Pintrich, 2000b).

One way educational psychologists have succeeded in
expanding the core concepts of learning, cognition, and moti-
vation has been to use these constructs as nuclei around which
more detailed constructs are built and can revolve. Already
mentioned is the idea of a strategic learner, a student or trainee
of any age, in any setting, who becomes skilled at learning to
learn. In contrast to many earlier conceptions of education, it
is now accepted that meaningful learning is not simply the
ability to memorize chunks of material but the ability to learn,
develop, transfer, and use a wide variety of strategies that can
be adapted to both content and context in the service of learn-
ing, achievement, and performance goals. Any student’s
desire to learn, practice, and apply these strategies, however,
must also be accompanied by an appropriate motivational
system (Pintrich, 2000a). Not surprisingly, therefore, research
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in motivational theories has grown tremendously over the
past decade, and it is common for many current publications
and textbooks in the field of educational psychology to in-
clude substantial text devoted to both the theory and practice
of motivation and the regulation of motivation (Alexander,
2000).

Much of the contemporary conflict within the discipline of
educational psychology can be better understood when dif-
ferences in epistemological stances are taken into account
(O’Donnell & Levin, 2001). As O’Donnell and Levin sug-
gest, there are essentially two epistemological stances, result-
ing in two different research traditions. Some educational
psychologists take the positivistic or postpositivist position.
These researchers emphasize explanation, prediction, and
control, and research often focuses on hypotheses and exper-
iments. Researchers with a preference for critical theory and
constructivism have more interest in arriving at an under-
standing of the construct under study. Because the method
used in this research is frequently qualitative, the increased
understanding of the construct often occurs on the part of
both the researcher and the participant (McCaslin & Hickey,
2001; O’Donnell & Levin, 2001). As Pintrich (2000b) notes,
educational psychologists should, however, be well beyond
the quantitative-qualitative debate. Instead, our concern
should now be on providing valid and reliable evidence that
supports our conceptual models and conclusions.

THE FUTURE

In American society now more than ever, educational psy-
chology is moving into the public’s consciousness and into the
classroom. For example, typing the term “strategic learning”
into a public computer search engine (i.e., not PsychINFO or
a similar database) yields more than 5,000 hits; the term “self-
regulated learning” produces almost 3,200 additional hits.

The future of educational psychology is bright and full of
exciting challenges. The dawn of the Information Age is chal-
lenging our most fundamental conceptions of learning, in-
struction, assessment, and appropriate outcomes in relation
to education and training. The importance of core research
and development areas in educational psychology, such as
motivation, self-regulation and strategic learning is expand-
ing rapidly. These are exciting times to be an educational
psychologist.
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In Act I, Scene ii of Julius Caesar, Caesar observes one of his
colleagues from afar and says to Marc Antony, “Yon Cassius
has a lean and hungry look; He thinks too much: such men are
dangerous . . . seldom he smiles . . . such men as he never be
at heart’s ease whiles they behold a greater than themselves,
and therefore they are very dangerous.” In penning these
words, William Shakespeare captured the essence of psycho-
logical assessment, which consists of translating observations
of a person into inferences about the person’s nature and how
he or she is likely to behave in various situations. In more for-
mal terms, assessment psychology is the field of behavioral
science concerned with methods of identifying similarities
and differences among people in their personal character-
istics, functioning capacities, and action tendencies. Assess-
ment methods are accordingly designed to identify what
people are like and how they can be expected to conduct
themselves, specifically with respect to their disposition to
think, feel, and act in certain ways.

This chapter begins by identifying the origins of assessment
psychology and then traces the development of assessment
methods for serving four purposes: the evaluation of intellec-
tual ability; the identification of personality characteristics and
psychopathology; the monitoring of neuropsychological func-
tioning; and the measurement of aptitudes, achievement, and

interests. The chapter concludes with comments concerning
issues currently confronting assessment psychology and bear-
ing on its future prospects.

ORIGINS OF ASSESSMENT PSYCHOLOGY

Over time in recorded history and for diverse reasons, meth-
ods of assessment have been used to classify, select, diagnose,
advise, and plan services for people in all walks of life. Just as
Caesar used observation to classify Cassius as an overly
ideational and envious person not to be trusted, Gideon in a
Bible story from the Book of Judges chose his troops for bat-
tle by observing how they drank water from a stream. Those
soldiers who used one hand to bring water to their mouth
while keeping their other hand on their weapon were chosen
to fight; those who put down their weapon and used both
hands to drink were sent home.

Informal decision-making procedures of this kind define
the province of assessment psychology, but the transforma-
tion of such informal procedures into the standardized
methodology that constitutes contemporary assessment psy-
chology became possible only following a scientific prehis-
tory during which the fledgling discipline of psychology
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gradually began to address individual differences. Scientific
attention to individual differences was inspired by Charles
Darwin (1859), who in The Origin of Species encouraged
systematic study of how varying characteristics between
species and within members of species could influence which
of them survive and prosper. Intrigued by these notions of
evolution and heredity, and interested particularly in the
origins of human genius, Sir Francis Galton (1869, 1883)
proposed that differences between people in their intellectual
ability could be measured by their performance on sensory-
motor tasks like reaction time, grip strength, weight discrim-
ination, and visual acuity. Galton established a laboratory in
London to study psychophysical variations in performance,
and his creativity and initiative in this work led to the emer-
gence of scientific study of human capacities. With good
reason, Boring (1950, p. 487) in his History of Experimental
Psychology credited Galton as being the founder of individ-
ual psychology.

Subsequent progression from individual psychology to as-
sessment psychology came with the contribution of James
McKeen Cattell (1860–1944), who as a graduate student in
1883 presented himself at Wilhelm Wundt’s laboratory in
Leipzig and asked to be taken on as an assistant. The found-
ing of Wundt’s laboratory in 1879 marks the inception of
psychology as a scientific discipline, and Wundt’s goals as a
scientific psychologist were to formulate universal principles
of behavior that would account for response patterns com-
mon to all people. Like other behavioral scientists past and
present operating with this nomothetic perspective, Wundt
had little affinity for measuring differences among people,
which he regarded as a troublesome error variance. Fortu-
nately for assessment psychology, he nevertheless allowed
Cattell to conduct dissertation research on individual varia-
tions in reaction time. Returning home after completing his
doctorate in Leipzig, Cattell sought to extend the methods of
Galton, whose laboratory he had visited briefly while lectur-
ing at Cambridge in 1888. He did so with enormous energy
and success while serving as head of the Psychology Labora-
tory at Columbia University from 1891 to 1917. Cattell
(1890) introduced the term mental test to the psychological
literature, and, during a long career that included serving as
the fourth president of the American Psychological Associa-
tion (APA), he pioneered mental testing and generated scien-
tific interest in psychological tests. More than anyone else,
Cattell deserves the title “father” of assessment psychology.

In the twentieth-century wake of Cattell’s generativity, the
formal pursuit of methods of identifying similarities and dif-
ferences among people was more often than not stirred by
some practical purpose needing to be served. Assessment
consequently developed as an applied rather than a basic field

in psychology. Its theoretical underpinnings and the exten-
sive research it has generated not withstanding, assessment
psychology has been taught, learned, and practiced mainly as
a means of facilitating decisions based in part on the needs,
desires, capacities, and behavioral tendencies observed in
persons being assessed.

EVALUATING INTELLECTUAL ABILITY

The history of intellectual assessment can be traced sequen-
tially through five developments: the emergence of the Binet
scales, the construction of group-administered tests, the evo-
lution of the Wechsler scales, the appearance of the Kaufman
scales, and the quest for brief methods of measuring intelli-
gence. The sections that follow discuss each of these instru-
ments and describe surveys concerning the frequency with
which these and other tests are used. 

The Binet Scales

In 1904, the Minister of Public Instruction in Paris became
concerned about the presence in public school classrooms of
“mentally defective” children who could not benefit from
regular instruction. The Minister’s information indicated that
these “subnormal” children were detracting from the quality
of the education that elementary school teachers were able to
provide their other students and required special educational
programs tailored to “subnormal” children’s needs and capa-
bilities. Acting on this information necessitated some method
of identifying intellectually subnormal children, which led
the Minister to appoint a commission charged with develop-
ing such a method. Among those asked to serve on the com-
mission was Alfred Binet (1875–1911), a distinguished
experimental psychologist of the day well known for his
interest in higher mental processes and his research on the na-
ture of intelligence (Binet, 1903).

Binet accepted appointment to this commission and, in col-
laboration with physician colleague Theodore Simon (1873–
1961), designed a series of verbal and perceptual motor tasks
for measuring whether students’ mental abilities fell substan-
tially below expectation for their age. The Binet-Simon instru-
ment debuted in 1905 (Binet & Simon, 1905), was revised in
1908 to arrange these tasks according to mental age level, and
was expanded in 1911 to include adult as well as childhood
levels of expectation. Word spread rapidly concerning the
utility of this new instrument, which was soon translated
into several English versions. The most important of these
translations emerged from an extensive revision and standard-
ization project directed by Lewis Terman (1877–1956) at
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Stanford University and was published in 1916 as the Stanford
Revision and Extension of the Binet-Simon Intelligence
Scale, soon to become known as the Stanford-Binet (Terman,
1916). Subsequent modifications and restandardization over
the years produced several further versions of this measure,
the most recent of which was published as the Fourth Edition
Stanford-Binet in 1986 (Thorndike, Hagen, & Sattler, 1986).

Central to the conceptual basis and empirical standardiza-
tion of the Stanford-Binet is a focus on normative age-related
expectations for performance on its component tasks, which
makes it possible to translate successes and failures on these
tasks into a mental-age equivalent. While Terman was collect-
ing his standardization data, William Stern (1871–1938) ad-
vanced the notion that a “mental quotient” could be calculated
for respondents by dividing their chronological age by their
mental age and multiplying the result by 100 (Stern, 1914).
Terman endorsed this notion and included Stern’s calculation
in the 1916 Stanford-Binet. However, he decided to rename this
number an “intelligence quotient,” introducing the term IQ into
the language of psychology and into vocabularies worldwide.

Group-Administered Tests

Just one year after publication of the Stanford-Binet, public
duty once more shaped the development of intelligence test-
ing. The entry of the United States into World War I in 1917
generated a pressing need to draft and train a large number of
young men who could quickly be transformed from city boys
and farm boys into the “doughboys” who served in the
trenches. It would facilitate this process to have a measure of
intelligence that could be administered to large numbers
of recruits at a single sitting and help screen out those whose
intellectual limitations would prevent them from functioning
competently in the military, while also identifying those with
above average abilities who could be trained for positions of
responsibility. Robert Yerkes (1877–1956), then president of
the American Psychological Association, responded to the
war effort by chairing a Committee on the Psychological
Examination of Recruits, on which Terman was asked to
serve. Coincidentally, one of Terman’s graduate students,
Arthur Otis (1886–1963), had been working to develop a
group intelligence test. Otis shared his work with Yerkes’
committee, which drew heavily on it to produce what came to
be known as the Army Alpha test. The Army Alpha test was
the first group-administered intelligence test and, as noted by
Haney (1981), it was constructed quickly enough to be given
to almost two million recruits by war’s end.

As a language-based instrument that required respondents
to read instructions, however, the Army Alpha was not
suitable for assessing recruits who were illiterate or, being re-

cent immigrants to the United States, had little command of
English. This limitation of the Army Alpha led to creation of
the Army Beta, which was based on testing procedures previ-
ously developed for use with deaf persons and consisted of
nonverbal tasks that could be administered through pan-
tomime instructions, without use of language. The Army
Beta’s attention to groups with special needs foreshadowed
later attention to culture-related sources of bias in psycholog-
ical assessment and to the importance of multicultural sensi-
tivity in developing and using tests (see Dana, 2000; Suzuki,
Ponterotto, & Meller, 2000). Following the war, group testing
of intelligence continued in the form of several different mea-
sures adapted for civilian use, one of the first, fittingly
enough, was the Otis Classification Test (Otis, 1923). 

The Wechsler Scales

The Stanford-Binet was the first systematically formulated
and standardized measure of intelligence, and for many years
it was by far the most commonly used method of evaluating
intelligence in young people and adults as well. The kinds of
tasks designed by Binet have continued to the present day to
provide the foundation on which most other tests of intelli-
gence have been based. Beginning in the late 1930s, how-
ever, a new thread in the history of intelligence testing was
woven by David Wechsler (1896–1981), then chief psychol-
ogist at Bellevue Hospital in New York City. Wechsler saw
shortcomings in defining intelligence by the ratio of mental
age to chronological age, especially in the evaluation of
adults, and he developed instead a method of determining IQ
on the basis of comparing test scores with the normative dis-
tribution of these scores among people in various age groups.
The instrument he constructed borrowed subtests from the
Stanford-Binet, the Army Alpha and Beta, and some other ex-
isting scales, and thus it was not new in substance. What was
new was the statistical formulation of IQ as having a mean of
100 and a standard deviation of 15, which in turn led to the
widely accepted convention of translating IQ scores into
percentile ranks.

Also innovative was Wechsler’s belief that intellectual ca-
pacities constitute an integral feature of personality function-
ing, from which it followed that a well-designed intelligence
test could provide useful information beyond the implications
of an overall IQ score. Wechsler postulated that the pattern of
relative strengths and weaknesses across subtests measuring
different kinds of mental abilities could be used to identify
normal and abnormal variations in numerous cognitive char-
acteristics and coping capacities. Published as the Wechsler-
Bellevue, Wechsler’s (1939) test gradually replaced the
Stanford-Binet as the most widely used measure of adult
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intelligence. In addition, because of the profile of subtest
scores it offered, compared to the single IQ score or mental age
equivalent available from the Stanford-Binet, the Wechsler-
Bellevue found applications in clinical health settings as a
measure not only of intellectual ability but also of features of
neuropsychological impairment and disordered thinking.

A revised Wechsler-Bellevue-II appeared in 1946, and
three further revisions of the test were published as the
Wechsler Adult Intelligence Scale (WAIS), the most recent
being the WAIS-III (Wechsler, 1997). The basic format and
individual subtests were also extended downward to provide
versions for use with young people: the Wechsler Intelligence
Scale for Children (WISC) (Wechsler, 1949), the most re-
cent version of which is the WISC-III (Wechsler, 1991), and
the Wechsler Preschool and Primary Scale of Intelligence
(WPPSI) (Wechsler, 1967), with its most recent version
being the WPPSI-R (Wechsler, 1989).

The Kaufman Scales

Although numerous other intelligence tests employing
Binet’s mental age concept or Wechsler’s statistical approach
have appeared, none has approached the visibility or popular-
ity of these two measures. Perhaps most notable after Binet
and Wechsler among intelligence test developers is Alan
Kaufman, who in addition to writing extensively about the
assessment of intelligence (Kaufman, 1990, 1994) devel-
oped his own general intelligence measures for children—
the Kaufman Assessment Battery for Children (K-ABC)
(Kaufman & Kaufman, 1983)—and for adolescents and
adults—the Kaufman Adolescent and Adult Intelligence Test
(KAIT; Kaufman & Kaufman, 1993). Kaufman’s measures
differed in two important respects from their predecessors.
First, reflecting a theoretical rather than an empirical ap-
proach, tasks were chosen not by testing how trial par-
ticipants would respond to them, but by formulating certain
constructs concerning the nature of intellectual functioning
and using tasks that were considered likely to assess these
constructs. Second, Kaufman included subtests designed to
provide achievement as well as IQ scores, including assess-
ment of abilities in reading and arithmetic.

Brief Methods

Along with developing full-length measures, Kaufman stimu-
lated contemporary efforts to construct brief tests of intelli-
gence. A quest for brief methods has long been common to all
types of psychological assessment, and intelligence testing
provided especially fertile ground for developing short forms
of existing measures and constructing new measures that were

short to begin with. The structure of Wechsler’s scales offered
examiners obvious possibilities for replacing the full WAIS or
WISC with a selection of subtests they believed would be suf-
ficient for their purposes. As reviewed by Campbell (1998)
and Kaufman (1990), many such beliefs became formalized
as short forms comprising from two to six subtests and
achieving varying success in estimating Wechsler IQ. The
most promising compromises between saving time and ob-
taining sufficient data have been (a) the utilization of seven-
subtest short forms for the WAIS-R and the WAIS-III, which
have shown correlations in the high .90s with Full Scale IQ
and provide dependable estimates of Verbal and Performance
IQ as well (Ryan & Ward, 1999; Ward, 1990); and (b) the se-
lection of an eight-subtest short form of the WISC-III that
yields dependable estimates of both the IQ and Index Scores
calculated for this measure (Donders, 1997).

Kaufman influenced these developments by constructing a
new measure, the Kaufman Brief Intelligence Test (K-BIT),
which includes tasks measuring verbal facility and nonverbal
reasoning and provides a composite score that can be used to
estimate intellectual functioning for persons age 4 to 90
(Kaufman & Kaufman, 1990). The K-BIT became suffi-
ciently popular among practitioners to stimulate construction
of numerous other new measures consisting of a small num-
ber of traditional kinds of subtests, the most visible of these
being the Wechsler Abbreviated Scale of Intelligence (WASI;
Psychological Corporation, 1999) and the Wide-Range Intel-
ligence Test (WRIT; Glutting, Adams, & Sheslow, 1999). 

Frequency of Test Use

The frequency information given about the use of the
Stanford-Binet and Wechsler scales derives from extensive
survey data. Attention to the frequency with which various
tests are used has characterized assessment psychology at
least as far back as surveys conducted in 1934 and 1946 (see
Loutit & Browne, 1947). Sundberg (1961) expanded on these
earlier surveys with a nationwide sampling of test usage
across a variety of clinical agencies and institutions, and his
methodology was later repeated on a larger scale (Brown &
McGuire, 1976; Lubin, Larsen, & Matarazzo, 1984; Lubin,
Wallis, & Paine, 1971; and Piotrowski & Keller, 1989).

Other informative surveys have queried individual psy-
chologists rather than agencies concerning the frequency
with which they use various tests, including large samples
of clinical psychologists (Archer & Newsom, 2000; Camara,
Nathan, & Puente, 2000; Watkins, Campbell, Nieberding, &
Hallmark, 1995), neuropsychologists (Butler, Retzlaff, &
Vanderploeg, 1991; Camara et al., 2000; Lees-Haley, Smith,
Williams, & Dunn, 1995), school psychologists (Kamphaus,
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Petoskey, & Rowe, 2000; Stinnett, Havey, & Oehler-Stinnett,
1994; Wilson & Reschly, 1996), and forensic psycholo-
gists doing criminal evaluations (Borum & Grisso, 1995),
personal injury evaluations (Boccaccini & Brodsky, 1999),
and custody evaluations (Ackerman & Ackerman, 1997;
LaFortune & Carpenter, 1998). Surveys have recently been
undertaken outside of the United States as well, as illustrated
in a report by Muñiz, Prieto, Almeida, and Bartram (1999) on
test use in Spain, Portugal, and Latin American countries.
Without always repeating these reference citations, subse-
quent comments in this chapter about test use frequency are
based on the findings they report.

IDENTIFYING PERSONALITY CHARACTERISTICS
AND PSYCHOPATHOLOGY

Standardized assessment of personality characteristics and
psychopathology emerged from four separate threads of his-
tory differentiated by their distinctive procedures. A first
thread involves relatively structured procedures in which
respondents reply to a fixed number of specific questions by
selecting their answer from a prescribed list of alternatives
(e.g., Question: “Do you feel unhappy?” Answers: “Most of
the time,” “Occasionally,” “Hardly ever”). Such relatively
structured measures are commonly referred to as self-report
methods, given that the data they provide constitute what
people are able and willing to say about themselves.

A second thread consists of relatively unstructured proce-
dures in which respondents are presented with somewhat
ambiguous test stimuli and given rather vague instructions
concerning what they should say about or do with these stim-
uli (e.g., shown a picture of a boy looking at a violin, the
respondent is asked to make up a story that has a beginning
and an end and includes how the boy is feeling and what he is
thinking about). Measures of this kind have traditionally been
called “projective” tests, because they invite respondents to
attribute characteristics to test stimuli that are based on their
own impressions rather than known fact (e.g., “The boy is
feeling sad”) or give them considerable latitude to complete
tasks in whatever manner they prefer (asked by respondents
about how they should proceed on these measures, examiners
typically answer with statements like “It’s up to you” or “Any
way you like”).

However, most so-called projective tests have some
clearly defined as well as ambiguous aspects and include spe-
cific as well as vague instructions (a violin is a violin, and
“What will happen to him?” is a precise request for informa-
tion). Accordingly, instead of being labeled “projective”
measures, these relatively unstructured assessment instru-

ments are probably more appropriately classified as belong-
ing to a category of “performance-based” measures, as has
been proposed by the American Psychological Association
Work Group on Psychological Assessment (Kubiszyn et al.,
2000; Meyer et al., 2001). By contrast with self-report data,
the data obtained by performance-based measures consist not
of what people say about themselves, but of the manner in
which they deal with various tasks they are given to do.

A third thread in the history of methods for assessing per-
sonality characteristics and psychopathology comprises in-
terview procedures. Assessment interviews are similar to
self-report measures, in that respondents are asked directly
what the assessor wants to know. Unlike relatively structured
tests, however, which are typically taken in written form and
involve little interaction with the examiner, interviews are in-
teractive oral procedures in which the participants engage in
a conversational exchange. Moreover, assessment interviews
include a performance-based as well as a self-report compo-
nent, in that interviewers typically base their impressions not
only on what respondents say about themselves, but also on
how they say it and how they conduct themselves while being
interviewed.

The fourth thread consists of behavioral procedures that
epitomize performance-based assessment. In behavioral as-
sessment, the manner in which respondents conduct them-
selves is not an ancillary source of information, but instead
constitutes the core data being obtained. Respondents are
asked to perform tasks selected or designed to mimic certain
real-world situations as closely as possible, and their perfor-
mance on these tasks is taken as a representative sample of
behavior that should be predictive of how they will act in the
real-world situation. Gideon’s previously mentioned method
of selecting his troops exemplifies assessment based on ob-
serving behavior in representative circumstances. As elabo-
rated next, behavioral assessment, like the other three threads
of personality assessment history, has a unique lineage with
respect to how, why, and by whom it became established.

Relatively Structured Tests

The entry of the United States into World War I influenced as-
sessment psychology by creating an urgent need to evaluate
not only the intellectual level of draftees, as noted earlier, but
their emotional stability as well. Reports from France in 1917
indicated that the war effort was being hampered by the pres-
ence in the ranks of mentally fragile soldiers who could not
tolerate the psychological stress of combat. In response to
these reports, Robert Woodworth (1869–1962), a prominent
experimental psychologist who had done his doctoral work
with Cattell and later succeeded him as department head at
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Columbia, designed the Personal Data Sheet (Woodworth,
1920). The Personal Data Sheet consisted of a written list of
questions concerning presumed symptoms of psychological
disturbance (e.g., “Are you happy most of the time?”), which
were to be answered by checking “Yes” or “No.” Although
intended for use as a screening device to deselect emotionally
unstable draftees, Woodworth’s measure was not completed
in time to serve this purpose. Following the war, however, the
Personal Data Sheet was put to civilian use as a measure of
adjustment, and as such it was the first formal self-report
personality assessment questionnaire to become generally
available.

Although limited in scope and superficial in design,
Woodworth’s measure served as the model on which later
generations of adjustment and personality inventories were
based. Before continuing with that history, there is an his-
torical footnote to World War I that should be noted. The de-
velopment of the Personal Data Sheet as a model for an
enduring tradition in assessment psychology (i.e., personality
inventories), like the development of the Binet-Simon and
Army Alpha before it as models of other enduring traditions
(i.e., individual and group intelligence tests), bears witness to
the impetus of war and public need in evoking formal meth-
ods of psychological assessment. The tides of war inevitably
have their dark side, however, for those caught in the civilian
crossfire as well as for those coming under military attack.
In an event with broad sociopolitical implications, James
McKeen Cattell, after 26 years as a senior faculty member at
Columbia University was, according to Boring (1950,
p. 535), dismissed from his position in 1917 after taking a
pacifist stance with respect to the United States entry into
World War I.

Returning to the history of self-report measures, the next
major development following the Personal Data Sheet was the
publication by Robert Bernreuter (1901–1995) of a new Per-
sonality Inventory (Bernreuter, 1931). Unlike Woodworth’s
measure, which yielded just a single score for overall level
of adjustment, the Bernreuter was a multidimensional self-
report instrument with separate scales for several different
personality characteristics, such as neurotic tendencies, as-
cendance-submission, and introversion-extraversion. This
was the first multidimensional personality assessment mea-
sure to appear and, although the era in which it was widely
used and recognized is long past, the Bernrueter’s place in
history is assured by its having set the stage for a bevy of
similarly designed instruments that came to constitute a
cornerstone of assessment psychology. Among these many
multidimensional personality questionnaires, six currently
prominent instruments are notable for illustrating different

motivations and methodologies that have been involved in
developing such measures: the Minnesota Multiphasic Per-
sonality Inventory (MMPI), the California Psychological
Inventory (CPI), the Millon Clinical Multiaxial Inventory
(MCMI), the Sixteen Personality Factors Questionnaire
(16PF), the NEO Personality Inventory (NEO-PI), and the
Personality Assessment Inventory (PAI).

MMPI

The Minnesota Multiphasic Personality Inventory was con-
structed during the late 1930s by Starke Hathaway (1903–
1995), a psychologist, and J. Charnley McKinley, a psy-
chiatrist, while they worked together at the University of
Minnesota hospitals. Hathaway and McKinley undertook this
task for the purpose of developing a group-administered
pencil-and-paper measure that would assist in assigning pa-
tients to diagnostic categories. The measure they produced
was first published in finished form in 1943 (Hathaway &
McKinley, 1943) and has since then become the most widely
used and researched of all personality assessment instru-
ments. The manner in which Hathaway and McKinley con-
structed the MMPI was noteworthy for their total reliance on
empirical keying in the selection of test items. Empirical key-
ing was a radical departure from the logical keying approach
that had characterized construction of the Woodworth and
Bernreuter tests and other early adjustment scales and trait
measures as well. In logical keying, items are selected or
devised on the basis of some reasonable expectation or
subjective impression that they are likely to measure a partic-
ular personality characteristic. Empirical keying, by con-
trast, involves selecting items according to how well in fact
they differentiate among groups of people previously identi-
fied as having various psychological disorders or personality
characteristics.

The original MMPI of Hathaway and McKinley was
expanded over the years by the addition of many new scales
and subscales, and an extensive revision and re-norming
process produced the MMPI-2 (Butcher, Dahlstrom, Graham,
Tellegen, & Kaemmer, 1989) and an adolescent version, the
MMPI-A (Butcher et al., 1992). Having been developed with
patient populations and for clinical purposes, the MMPI/
MMPI-2/MMPI-A is generally regarded as being more suited
for evaluating psychological disturbance than for elucidating
normal variations in personality characteristics. Neverthe-
less, the instrument has proved valuable in a variety of con-
texts and is often used by psychologists doing forensic,
neuropsychological, and personnel evaluations as well as
mental health assessments.
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CPI

A significant spin-off of the MMPI resulted from the efforts
of Harrison Gough, who was interested less in identifying
patterns of psychopathology among patients than in assess-
ing personality characteristics in nonclinical populations.
Using a combination of empirical and logical keying meth-
ods, and borrowing from the MMPI many items that were
interpersonal in nature and not symptom-oriented, Gough
began in 1948 to develop scales that were published as the
California Psychological Inventory, currently in its third edi-
tion (Gough, 1957; Gough & Bradley, 1996). Whereas the
MMPI scales had been named with diagnostic labels (e.g.,
depression, schizophrenia), Gough named his scales with
commonly used terms that most people would be likely
to recognize and understand (e.g., independence, responsi-
bility). The essence of Gough’s purpose was captured in a
review by Thorndike (1959), who referred to the CPI as “the
sane man’s MMPI.”

Whereas the MMPI has been used primarily in clinical,
forensic, and health care settings, the CPI has been applied
mainly in counseling, educational, and organizational set-
tings, as a way of facilitating decisions concerning career
choice, academic planning, personnel selection, and the reso-
lution of normal range adjustment problems. The CPI has
also found considerable use as a research tool in studies of
personality dimensions associated with achievement, leader-
ship, and creativity.

MCMI

In a mode similar to Gough’s, Theodore Millon developed
the Millon Clinical Multiaxial Inventory using a combination
of empirical and logical keying procedures. As a major
difference from both the MCMI and the MMPI, however,
Millon’s scales were derived from a comprehensive theory of
personality and psychopathology that he had formulated
prior to turning his attention to developing a measuring in-
strument (Millon, 1969). First published in 1977 (Millon,
1977), the MCMI was standardized on patients receiving
mental health care and, like the MMPI, is intended for pur-
poses of psychodiagnostic screening and clinical assessment,
rather than for use with nonpatient populations. Unlike the
MMPI, however, which was designed primarily to measure
symptomatic concerns corresponding to Axis I disorders
in the Diagnostic and Statistical Manual (DSM) of the
American Psychiatric Association (2000), the MCMI is
scaled mainly to reflect disorders in personality function
as categorized on Axis II of the DSM. Although some

symptom-related scales are included in the MCMI, and some
personality disorder scales are available for the MMPI, these
are not usually regarded as a strength of either, and many
practitioners have found some advantage in using both in-
struments together in complementary fashion. 

The original MCMI has been revised twice, with the
current version, the MCMI-III, having been published in
1994 (Millon, 1994; see also Millon, 1996). Millon also
extended his test downward to include an adolescent form,
originally known as the Millon Adolescent Personality In-
ventory (MAPI) and currently in revised form as the Millon
Adolescent Clinical Inventory (MACI) (Millon & Davis,
1993; Millon, Green, & Meagher, 1982).

16PF

As an approach to constructing self-report inventories en-
tirely different from the empirical and logical keying that
characterized the MMPI, CPI, MCMI, and their predeces-
sors, Raymond Cattell (1905–1998; no relation to J. McK.
Cattell) began in the 1940s to apply factor analytic methods
to personality test construction. After drawing on a large pool
of adjectives describing personality characteristics to build a
long list of trait names, he obtained ratings on these traits
from samples of nonpatient adults. By factor analyzing these
ratings, he extracted 15 factors that he identified as “the
source traits of personality.” To these 15 factors, he added a
short measure of intelligence to produce the Sixteen Person-
ality Factors Questionnaire (16PF), which was originally
published in 1949 and most recently revised in 1993 (R. B.
Cattell, Cattell, & Cattell, 1993). 

From Cattell’s perspective, his factors captured the entire
domain of trait characteristics that underlie human personal-
ity and, in common with Gough, he intended his test to serve
as a measure of normal personality functioning, and not of
the presence or extent of psychopathology. Nevertheless, as
demonstrated by Karson and O’Dell (1989), the 16-PF can be
used by practitioners to identify aspects of personality in
disturbed as well as normally functioning persons.

NEO-PI

Cattell’s factor analytic approach from the 1940s, in addition
to being still visible in continued use of the 16-PF, had a con-
temporary renaissance in the work of Paul Costa and Robert
McCrae. Like Millon, Costa and McCrae were guided in their
test construction by a theoretical formulation of personality
functioning, in this case the Five Factor Model (FFM), some-
times referred to as the “Big Five.” The FFM emerged from
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various factor analyses of personality test and rating scale
data that recurrently identified four to six factors to which
individual differences in personality could be attributed
(see Digman, 1990). Selecting self-report items related to
their preferred five-factor formulation, Costa and McCrae
developed a questionnaire that yields scores along five trait
dimensions, which they called “domain scales”: neuroticism,
extraversion, openness, agreeableness, and conscientious-
ness. Their effort resulted in the 1985 publication of the NEO
Personality Inventory, currently available in revised form as
the NEO PI-R (Costa & McCrae, 1992).

Like the 16-PF, the NEO PI-R was intended as a measure
of normal personality characteristics but has proved useful in
evaluating personality problems in disturbed persons (see
Piedmont, 1998). Although time has yet to tell how the NEO
PR-I will eventually fare with respect to its frequency of use,
there is already an extensive literature on the Five Factor
Model to suggest that it will become well-established assess-
ment instrument. 

PAI

The last of these six self-report questionnaires to become
well-known assessment instruments is the Personality
Assessment Inventory developed by Leslie Morey (1991,
1996). The PAI is intended to provide information relevant
to clinical diagnosis, treatment planning, and screening for
adult psychopathology, and in this respect it is closely
modeled after the MMPI. Drawing on methodology used in
constructing other inventories, however, Morey formu-
lated his scales in terms of theoretical constructs and used
rational as well as quantitative criteria in selecting his
items. The PAI clinical scales are primarily symptom-
oriented and, as in the case of the MMPI, more likely to as-
sist in Axis I than Axis II diagnosis. In addition, however,
the PAI features several scales directly related to aspects of
treatment planning.

Relatively Unstructured Tests

Unlike formal tests of intelligence and self-report methods of
assessing personality, which arose in response to public
needs, relatively unstructured personality assessment meth-
ods came about largely as the product of intellectual curios-
ity. The best known and most widely used of these are the
Rorschach Inkblot Method (RIM) and a variety of picture-
story, figure drawing, and sentence completion methods, the
most prominent of these being the Thematic Apperception
Test (TAT), the Draw-a-Person (DAP), and the Rotter Incom-
plete Sentences Blank (RISB).

Rorschach Inkblot Method

As a schoolboy in late nineteenth-century Switzerland,
Hermann Rorschach (1884–1922) was known among his
classmates for his skill at a popular parlor game of the day,
which consisted of making blots of ink and suggesting what
they look like. Rorschach’s parlor game creativity reflected
his artistic bent, because he was a talented painter and crafts-
man. Some of his work is permanently displayed in the
Rorschach Archives and Museum in Bern, Switzerland. Later
on, serving as a staff psychiatrist in a large mental hospital,
Rorschach pondered whether he could learn something about
his patients’ personality characteristics and adaptive difficul-
ties by studying the perceptual style they showed in looking
at inkblots. His curiosity and scientific bent led him to
develop a standard series of inkblots and to collect responses
to them from several hundred patients and from nonpatient
respondents as well. Rorschach’s analyses of the data he
obtained culminated in the 1921 publication of Psycho-
diagnostics (Rorschach, 1921/1942), which introduced the
Rorschach Inkblot Method (RIM) in the form that the test
stimuli have retained since that date.

Following Rorschach’s death at age 37, just one year after
his monograph appeared, many different systems were devel-
oped both in the United States and around the world for ad-
ministering, coding, and interpreting Rorschach protocols.
Recognizing the potential clinical and psychometric benefit
of integrating the most informative and dependable features
of these various systems into a standardized procedure, John
Exner (1993) developed the Rorschach Comprehensive Sys-
tem, which since its original publication in 1974 has become
the predominant way of administering and coding this instru-
ment. The currently most common approach to interpreting
Rorschach data combines attention to respondents’perceptual
style in formulating what they see in the inkblots with analy-
ses of the thematic imagery contained in their responses and
the behavioral style with which they produce these responses
(see Weiner, 1998). These three data sources are then used as
a basis for inferring adaptive strengths and weaknesses in how
people manage stress, exercise their cognitive functions, deal
with affect, view themselves, and regard other people.

Periodically issues have been raised in the literature con-
cerning the psychometric soundness and utility of Rorschach
assessment, and this matter is presently the subject of some de-
bate. With due respect for differences of opinion, however, the
weight of empirical evidence documents the validity of the
RIM when used appropriately for its intended purposes
(Hiller, Rosenthal, Bornstein, Berry, & Brunell-Neuleib,
1999; Meyer & Archer, 2001; Rosenthal, Hiller, Bornstein,
Berry, & Brunell-Neuleib, 2001; Viglione & Hilsenroth, 2001;
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Weiner, 2001), and the previously referenced surveys of test
usage attest its continued widespread use in practice settings.

Picture-Story Methods

During the mid-1930s, Henry Murray (1893–1988), a psy-
choanalytically trained physician with a doctorate in bio-
chemistry who was then serving as director of the Harvard
Psychological Clinic, formulated a theory of personality that
stressed the role of idiographic needs and attitudes in deter-
mining individual differences in human behavior. In collabo-
ration with Christiana Morgan, Murray also considered the
possibility of identifying needs and attitudes, especially those
that people were reluctant to admit or unable to recognize, by
examining the fantasies they produced when asked to tell
stories about pictures they were shown. These notions led to
a seminal article about picture-story methods of studying fan-
tasy (Morgan & Murray, 1935), a classic and highly influen-
tial book called Explorations in Personality (Murray, 1938),
and eventually the publication of the Thematic Apperception
Test (TAT) (Murray, 1943/1971).

To the extent that the content of imagined stories can pro-
vide clues to a respondent’s inner life, TAT data are expected
to shed light on the particular hierarchy of a person’s needs
and the nature of his or her underlying conflicts, concerns,
and interpersonal attitudes. As was the case for the inkblot
method following Rorschach, Murray’s picture-story method
gave rise to numerous systems of coding and interpretation.
The approaches that became most commonly employed in
clinical practice were variations of an “inspection technique”
proposed by Leopold Bellak that consists of reading through
respondents’stories to identify repetitive themes and recurring
elements that appear to fall together in meaningful ways (see
Bellak &Abrams, 1997). The popularity of such a strictly qual-
itative and uncoded approach to TAT data has limited efforts to
demonstrate the psychometric soundness of the instrument or
to develop a substantial normative database for it.

On the other hand, several quantified TAT scales designed
to measure specific personality characteristics for clinical or
research purposes have shown that the instrument can gener-
ate reliable and valid findings when it is used in a standard-
ized manner. Three noteworthy cases in point are scoring
systems developed by McClelland, Atkinson, and their col-
leagues to measure needs for achievement, affiliation, and
power (Atkinson & Feather, 1966; McClelland, Atkinson,
Clark, & Lowell, 1953); a defense preference scale devel-
oped by Cramer (1999); and a measure of capacity for adap-
tive interpersonal relationships, the Social Cognition and
Object Relations Scale (SCORS) developed by Westen, Lohr,
Silk, Kerber, and Goodrich (1985).

The original TAT also spawned numerous extensions and
spin-offs of the picture-story method intended to broaden its
scope. Two variations developed by Bellak to expand the age
range for respondents are the Children’s Apperception Test
(CAT), which portrays animal rather than human characters
in the pictures, and the Senior Apperception Test (SAT),
which depicts primarily elderly people and circumstances
common in the lives of older persons (see Bellak & Abrams,
1997). As an effort to enhance multicultural sensitivity,
the TAT approach was used to develop the Tell-Me-A-Story-
Test (TEMAS), which portrays conflict situations involving
African American and Latino characters and has been found
to elicit fuller responses from minority respondents than the
all-Caucasian TAT pictures (Costantino, Malgady, & Rogler,
1988). Finally of note is the Roberts Apperception Test for
Children (RATC), which was designed specifically to im-
prove on the TAT and CAT as measures for use with children
by portraying children and adolescents in everyday interac-
tions, rather then either adult or animal figures; by providing
an alternate set of cards showing African American young
people in similar scenes; and by using a standardized scoring
system (McArthur & Roberts, 1990).

Together with the emergence of specific quantifiable
scores for the TAT, the publication of the RATC signaled
movement in picture-story assessment toward achieving psy-
chometric respectability, much in the manner that Exner’s
Comprehensive System for Rorschach assessment moved the
inkblot method in that direction. Although the TAT still lags
well behind the RIM and most relatively structured assess-
ment instruments in empirical validation, it has long been and
remains one of the most frequently used methods for assess-
ing personality functioning. Moreover, as found in a litera-
ture survey by Butcher and Rouse (1996), the volume of
research articles published on the TAT in the 20-year-period
from 1974 to 1994 numbered 998, which was third largest
among personality measures, exceeded only by the MMPI
(4,339 articles) and the Rorschach (1,969 articles).

Figure Drawing Methods

It is difficult to say who first suggested that what people
choose to draw and how they draw it reveal features of their
personality, whether the drawing is a prehistoric sketch found
on the wall of a cave, a painting by a great master, or the doo-
dles of an ordinary citizen. Whoever it was, it was long
before Florence Goodenough (1886–1959) introduced the
first formal application of figure drawings in psychological
assessment in 1926. Seeking a nonverbal measure of intellec-
tual development in children, Goodenough (1926), devel-
oped the Draw-a-Man test, in which intellectual maturity is
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measured by the amount of accurate detail in a young per-
son’s drawing of a human figure. The Draw-a-Man was later
revised by Harris (1963), who suggested having respondents
draw pictures of a woman and of themselves, in addition to
drawing a man, and expanded Goodenough’s scoring system
and standardization. Most recently the Goodenough-Harris
was further updated by Naglieri (1988) to include representa-
tive norms for assessing cognitive development in young
people age 5 to 17.

The Draw-a-Man was adapted for purposes of personality
assessment by Karen Machover (1902–1996), who in 1948
rechristened the measure as the Draw-a-Person (DAP) and
introduced the notion that human figure drawings convey in
symbolic ways aspects of a respondent’s underlying needs,
attitudes, conflicts, and concerns. She believed that for per-
sons of all ages and not just children, significant meaning can
be attached to structural features of drawings (e.g., where fig-
ures are placed on the page) and the manner in which various
parts of the body are drawn (e.g., a disproportionately large
head). Whereas Machover’s approach to DAP interpretation
consisted of qualitative hypotheses concerning the symbolic
significance of figure drawing characteristics, subsequent
developments that were focused mainly on refining this in-
strument for use in evaluating young people provided quanti-
tative scoring schemes for the instrument. Notable among
these were a formulation of 30 specific indicators of emo-
tional disturbance (Koppitz, 1968) and the construction of a
Screening Procedure for Emotional Disturbance (SPED;
Naglieri, McNeish, & Bardos, 1991). The DAP-SPED is an
actuarially derived and normatively based system comprising
55 scorable items and intended as a screening test for classi-
fying young people age 6 to 17 with respect to their likeli-
hood of having adjustment difficulties that call for further
evaluation.

Particular interest in the assessment of young people was
reflected in several other variations of Goodenough’s original
method, two of which have become fairly widely used. One
of these is the House-Tree-Person (HTP) test devised by
Buck (1948), in which children are asked to draw a picture of
a house and a tree as well as a person, in the expectation that
drawings of all three objects provide symbolic representa-
tions of important aspects of a young person’s world. The
other is the Kinetic Family Drawing (KFD) formalized by
Burns and Kaufman (1970), in which respondents are in-
structed to draw a picture of their whole family, including
themselves, doing something.

Also of note is a commonly used procedure suggested by
Machover in which people taking any of these figure drawing
tests are asked in addition to make up a story about the peo-
ple they have drawn or to answer specific questions about

them (e.g., “What is this person like?”). When this procedure
is followed, figure drawings take on some of the characteris-
tics of picture-story techniques, and, like picture stories, they
are despite recent efforts at quantification most commonly in-
terpreted in practice by an inspection technique in which per-
sonality characteristics are inferred primarily from subjective
impressions of noteworthy or unusual features of the figures
drawn. As a consequence, figure drawings remain a largely
unvalidated assessment method that has remained popular
despite having thus far shown limited psychometric sound-
ness (see Handler, 1995).

Sentence Completion Methods

Sentence completion methods of assessing personality and
psychopathology originated in the earliest efforts to develop
tests of intelligence. Herman Ebbinghaus (1897), the pioneer-
ing figure in formal study of human memory, developed a
sentence completion test for the purpose of measuring intel-
lectual capacity and reasoning ability in children, and Binet
and Simon included a version of Ebbinghaus’ sentence com-
pletion task in their original 1905 scale. Sentence comple-
tions have been retained in the Stanford-Binet, and a variety
of sentence completion tasks have also found use to the pre-
sent day as achievement test measures of language skills.

The extension of the sentence completion method to as-
sess personality as well as intellectual functioning was
stimulated by Carl Jung (1916), the well-known Swiss psy-
choanalyst and one-time close colleague of Freud who
founded his own school of thought, known as “analytic psy-
chology,” and whose writings popularized his use of a “word
association” technique for studying underlying aspects of a
person’s inner life. This technique was formalized in the
United States by Grace Kent and Aaron Rosanoff (1910),
who developed a standard 100-item list called the Free Asso-
ciation Test and compiled frequency tables for different kinds
of responses given by a sample of 1,000 nonpatient adults.

The apparent richness of word association tasks in reveal-
ing personality characteristics suggested to many assessors
that replacing the word-word format with full sentences writ-
ten as completions to brief phrases (e.g., “I like . . .”; “My
worst fear is . . .”) would result in an even more informative
assessment instrument. Numerous sentence completion tests
were constructed during the 1920s and 1930s and used for a
variety of purposes, but with little systematic effort or stan-
dardization. The first carefully constructed and validated
measure of this kind was developed in the late 1930s by
Amanda Rohde and, like other performance-based tests of
personality, was intended to “reveal latent needs, sentiments,
feelings, and attitudes which subjects would be unwilling or
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unable to recognize or to express in direct communication”
(Rohde, 1946, p. 170). The Rohde Sentence Completion Test
served as a model for many similar instruments developed
subsequently, and, as described by Rohde (1948), use of
those that were available during the 1940s was stimulated
by the impact of World War II. It has already been noted
that the impetus for designing performance-based personality
assessment instruments was largely intellectual curiosity
rather than civilian or military needs, and such was the case
with sentence completion tests. However, as a brief self-
administered measure that provided relatively unstructured
assessment of personality characteristics, the sentence com-
pletion was found to be extremely helpful in evaluating and
planning treatment for the vast number of psychological ca-
sualties seen in military installations during the war and cared
for in its aftermath in Veterans Administrations Hospitals.

For many years, the best known and most widely used
sentence completion has been the Rotter Incomplete Sen-
tences Blank (RISB), which was developed by Julian Rotter
in the late 1940s and first published in 1950, and for which
adult, college, and high school forms are available (Rotter,
Lah, & Rafferty, 1992). The authors provide a scoring system
for the RISB that yields an overall adjustment score, but in
practice the instrument is most commonly interpreted by the
inspection method that characterizes the typical application
of picture-story and figure-drawing instruments; that is, ex-
aminers read the content of the items and form impressions
of what respondents’ completions might signify concerning
their personality characteristics. Beyond published studies
demonstrating modest validity of the RISB as a measure of
adjustment, there has been little accumulation of empirical
evidence to support inferring any specific personality charac-
teristics from it, nor has there been much progress in docu-
menting the reliability of RISB findings and establishing
normative standards for them.

Interview Methods

As elaborated in Volume 10 of this Handbook, psychological
assessment is a data-gathering process that involves integrat-
ing information gleaned not only from the types of tests dis-
cussed thus far, but also from interview methods, behavioral
observations, collateral reports, and historical documents. Of
these, interviewing and observing people are the most widely
used assessment methods for attempting to learn something
about them. Although being discussed here in relation to
identifying personality characteristics and psychopathol-
ogy, interview methods are also commonly employed in as-
sessing intellectual and neuropsychological functioning and
aptitudes, achievement, and interests. Unlike psychological

testing, interviewing is not a method uniquely practiced by
psychologists, but rather an evaluative procedure employed
by many different kinds of professionals for various purposes
and by people in general who have some reason to assess
another person, like a father interviewing a suitor for his
daughter’s hand to gauge his suitability as a son-in-law.

By including both a self-report component, consisting of
what people say about themselves, and a performance-based
component, consisting of how they go about saying it, as-
sessment interviews provide abundant clues to what a person
is like. As a source of important assessment information, no
battery of psychological tests can fully replace oral interac-
tions between respondents and skilled interviewers, and most
assessment professionals consider the interview an essential
element of a psychological evaluation. In their historical
development, formal interview methods emerged first in a
relatively unstructured format and subsequently in relatively
structured formats as well.

Relatively Unstructured Formats

More than most persons using interviews for evaluative pur-
poses, psychologists and other mental health professionals
have traditionally favored relatively unstructured interview-
ing methods. The popularity of unstructured inquiry can be
credited to the influence of two of the most significant figures
in the history of psychotherapy, Sigmund Freud (1856–1939)
and Carl Rogers (1902–1987). Freud (1913/1958) recom-
mended a free association method for conducting psychoan-
alytic treatment sessions that consists of instructing people to
report whatever thoughts or feelings come to mind. Rogers
(1942, 1951) proposed a nondirective method for conducting
client-centered therapy in which the therapist’s interventions
consist mainly of reflecting clients’ statements back to them.
Although based on markedly different ways of conceptualiz-
ing human behavior and the psychotherapeutic process, free
association and nondirective methods share in common an
open-ended approach that provides minimal guidance to
people concerning what or how much they should say.

Although developed for treatment purposes, free associa-
tion and nondirective techniques subsequently proved valuable
as well for obtaining information in assessment interviews.
Even though both techniques must usually be supplemented
with focused questions to clarify specific points of information,
they typically elicit ideas, attitudes, and recollections that
would not have emerged in response to direct questioning. The
psychoanalytic tradition has generated a substantial literature
on psychodynamic approaches to assessment interviewing,
perhaps the best known and most highly respected of which is
Sullivan’s (1954) The Psychiatric Interview. Rogers’ attention
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to the interviewing process fostered not only advances in prac-
tice but also new developments in research. Unlike tests, which
entail a test form or written protocol that remains available for
future review, interviews do not produce any written record
other than whatever process notes may be made during or fol-
lowing them. Recognizing that such notes are largely inade-
quate for research purposes, Rogers, while serving as Director
of the Counseling Center at the University of Chicago, began
making tape recordings of clinical interviews as a means of
obtaining reliable data concerning their exact content. In the re-
search program developed by Rogers and his colleagues, tape
recordings were examined for various patterns of verbal inter-
action between interviewer and interviewee during treatment
sessions. This research on interactive processes in clinical in-
terviews stimulated extensive studies of what became known
as the “anatomy of the interview” (Matarazzo & Wiens, 1972;
Pope, 1979), and Rogers’ innovative work was seminal as well
in fostering systematic psychotherapy research.

Because open-ended interviews require some supplemen-
tation to serve assessment purposes adequately, various for-
mal procedures and guidelines have been inserted over
time into otherwise unstructured interviews. The most notable
of these is the Mental Status Examination (MSE), first pro-
posed in 1902 by Adolf Meyer (1866–1950), a distinguished
psychiatrist best known for championing a humane and
“common-sense” approach to seriously disturbed persons that
included thorough inquiry into their personal history and cur-
rent circumstances. The MSE took form as a series of specific
questions and tasks intended to provide a brief but standard-
ized assessment of a person’s attention, memory, reasoning
ability, social judgment, fund of knowledge, and orientation in
time and space. As elaborated by Trzepacz and Baker (1993),
a contemporary MSE also includes observations concerning a
person’s general appearance, interpersonal conduct, prevail-
ing mood, sense of reality, thought processes, self-awareness,
and intellectual level.

The MSE has become a standard mental health assessment
tool that is considered an integral part of diagnostic evalua-
tions by most psychiatrists and is often used by psychologists
as well, especially when they are not including any other for-
mal tests among their procedures. Paralleling the previously
mentioned interest in short forms of intelligence tests, the
MSE has been particularly popular in an 11-item version de-
veloped in the 1970s as the Mini Mental Status Examination
(Folstein, Folstein, & McHugh, 1975). Whatever the length
of an MSE, however, the information it provides emerges in
fuller and more reliable form in a psychodiagnostic test
battery, and psychological assessors who are including for-
mal testing among their evaluation procedures rarely find use
for it.

Along with the development of the MSE as a semi-
formal addendum, relatively unstructured assessment inter-
views have been shaped by numerous interviewing outlines
or schedules that identify topics to be covered (e.g., nature
and history of presenting complaint, educational and occupa-
tional history) and specific items of information that should
regularly be obtained (e.g., basic demography, current med-
ications, and history of substance use, suicidal behavior, and
physical or sexual abuse). Such interview guides have long
been standard topics in interviewing textbooks for mental
health professionals (e.g., Craig, 1989; Morrison, 1993;
Othmer & Othmer, 1994). From a historical perspective, one
of the most comprehensive and psychologically sensitive but
frequently forgotten contributions of this kind was made by
George Kelley (1905–1966), who is known primarily for de-
veloping personal construct theory and a personality assess-
ment instrument he based on it, the Role Construct Repertory
Test. In a classic book, The Psychology of Personal Con-
structs, Kelley (1955) included several chapters on conduct-
ing assessment interviews that provide excellent guidance by
today’s standards as well as those of a half century ago. 

Relatively Structured Formats

However rich the information obtainable from unstructured
interviews, and despite the flexibility of an unstructured ap-
proach in adapting to unpredictable variations in how inter-
viewees may present themselves, these formats lack sufficiently
standardized procedures to ensure replicable and reliable data
collection. Mounting concerns that the unreliability of diag-
nostic interviews in clinical settings were impeding mental
health research led in the 1970s to the development of the
Research Diagnostic Criteria (RDC), which comprised a set of
clearly specified descriptive behavioral criteria for assigning
participants in research studies to one of several diagnostic
categories (Spitzer, Endicott, & Robins, 1978). This descrip-
tive behavioral approach noticeably improved the interrater
reliability achieved by diagnostic interviewers, and the RDC
format, including many of its specific criteria, was subse-
quently incorporated into the Diagnostic and Statistical
Manual (DSM) of the American Psychiatric Associations, be-
ginning with DSM-II in 1980 and extending to the present
DSM-IV-TR (American Psychiatric Association, 2000).

The RDC criteria also lent themselves well to formulating
questions to be asked in diagnostic interviews, and they soon
gave rise to a new genre of assessment methods, a relatively
structured interview that consists entirely or in large part of
specific items of inquiry. Simultaneously with the publication
of the RDC criteria, Endicott and Spitzer (1978) introduced
the best known and most frequently used instrument of this
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kind, the Schedule for Affective Disorders and Schizophrenia
(SADS). Intended to assist in identifying a broad range of
symptomatic disorders in addition to affective disorders and
schizophrenia, the SADS is a semistructured interview guide
that requires professional judgment and serves clinical as
well as research purposes. Following on its heels came the
Diagnostic Interview Schedule (DIS), which is entirely struc-
tured and was designed for use by nonprofessional interview-
ers in research studies (Robins, Helzer, Croughan, & Ratcliff,
1981). Both of these measures were extended downward for
use with young people, as the Kiddie SADS (K-SADS; Puig-
Antich & Chambers, 1978) and the Diagnostic Interview for
Children (DISC; Costello, Edelbrock, & Costello, 1985). The
most comprehensive measure of this kind to emerge has been
the Structured Clinical Interview for the DSM (SCID), which
includes forms for identifying personality as well as sympto-
matic disorders (Spitzer, Williams, & Gibbon, 1987; see also
R. Rogers, 2001).

Behavioral Methods

The prescientific history of psychology aside, the formal im-
plementation of behavioral methods for assessing personality
is usually traced to the World War II activities of the United
States Office of Strategic Services (OSS), the predecessor or-
ganization to the Central Intelligence Agency. Once again the
winds of war instigated advances in the methods of behav-
ioral science, just as they have in the biological and physical
sciences. To aid in selecting operatives for covert intelligence
missions, the OSS observed how recruits behaved in a variety
of contrived problem-solving and stress-inducing situations
and on this basis predicted the likely quality of their perfor-
mance in the field (Office of Strategic Services Assessment
Staff, 1948; see also Handler, 2001). A gap of more than
20 years followed before the OSS methods led to a clearly
defined approach to assessment, mainly because the emer-
gence of systematic behavioral assessment techniques had
to await new ways of conceptualizing personality for assess-
ment purposes.

Of many contributions to the literature that reconceptual-
ized personality in ways that fostered the development of be-
havioral assessment, two can be singled out for their clarity
and influence. In 1968, Walter Mischel published Personality
and Assessment (Mischel, 1968), a book in which he argued
that personality traits are semantic fictions, that continuity in
behavior across time and place exists only as a function of sim-
ilarity across situations, and that assessment of behavior
should accordingly focus on its situational determinants. A
few years later, Goldfried and Kent (1972) drew a sharp dis-
tinction between “traditional” and “behavioral” assessment

procedures with respect to how personality is viewed. From a
traditional assessment perspective, these authors pointed out,
personality consists of characteristics that lead people to be-
have in certain ways, and understanding a person’s actions is
a product of examining his or her underlying tendencies or
dispositions. From a behavioral perspective, by contrast,
personality “is defined according to the likelihood of an
individual manifesting certain behavioral tendencies in the
variety of situations that comprise his day-to-day living”
(Goldfried & Kent, 1972, p. 412). Behaviorally speaking, then,
personality is not an a priori set of concrete action tendencies
that people have and carry around with them, but is rather a
convenient abstraction for summarizing after the fact how
people have been observed to interact with their environment.

These innovative conceptions of personality, echoed in nu-
merous other books and articles, led during the 1970s and
1980s to a dramatic growth of interest in developing assess-
ment methods in which the obtained data would consist of
representative samples of behavior that could be objectively
evaluated for their implications after the fact, as contrasted
with test responses to be interpreted inferentially as signs of
underlying states or traits they are presumed before the fact
to measure. The core techniques used to achieve this purpose
of behavioral assessment included (a) observational ratings
of person’s responses in natural and contrived situations, as
suggested by the OSS methods and by situations devised by
Paul (1966) to assess the effectiveness of systematic desensi-
tization; (b) observed conduct in role-playing exercises, based
on procedures developed by Rotter and Wickens (1948);
(c) self-report instruments focused on specific behavioral
interactions, as had earlier been exemplified by measures like
Geer’s (1965) Fear Survey Schedule; (d) psychophysiological
measurements, which were suggested by the successful em-
ployment of such techniques in the then emerging field of
behavioral medicine research (see Kallman & Feuerstein,
1977); and (e) behavioral interviews specifically focused on
how people respond to certain kinds of situations in their
lives.

The late 1980s saw gradual moderation of the original
conceptual underpinnings of behavioral assessment and con-
siderable broadening of its focus. It is currently widely rec-
ognized that people are not as “trait-less” as Mischel argued,
nor are traditional and behavioral methods of assessment as
distinct and mutually exclusive as Goldfried and Kent origi-
nally suggested. In the case of Mischel’s argument, behav-
ioral assessors rediscovered Lewin’s classic maxim that how
people behave is an interactive function of their dispositional
nature and the environmental circumstances in which they
find themselves, and the advent of cognitive perspectives in
behavioral approaches encouraged behavioral assessors to
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attend to what people are thinking and feeling as well what
they are doing. As for the Goldfried and Kent distinction, be-
havioral assessors recognized that they could extend the
practical applications of their approach by supplementing be-
havioral observations with judicious utilization of clinical
judgment. As reflected in the behavioral assessment literature
that ushered in the 1990s, strictly behavioral methods became
appreciated as having some limitations, and traditional meth-
ods as having some strengths; correspondingly, behavioral
assessment evolved into a multifaceted process comprising a
broader range of techniques and levels of evaluation than had
been its legacy (see Bellack & Hersen, 1988; Ciminero,
Calhoun, & Adams, 1986; Haynes & O’Brien, 2000). 

MONITORING NEUROPSYCHOLOGICAL
FUNCTIONING

As summarized by Boll (1983), neuropsychology emerged
both as a discipline and as an area of professional practice.
As a discipline, neuropsychology is the field of science con-
cerned with the study of relationships between brain func-
tions and behavior. As applied practice, neuropsychology
consists primarily of using various assessment procedures to
measure the development and decline of brain functions and
their impairment as a consequence of head injury, cere-
brovascular accidents (stroke), neoplastic disease (tumors),
and other illnesses affecting the central nervous system, of
which Alzheimer’s disease is the most prevalent. The histori-
cal highlights of formal neuropsychological assessment clus-
ter around the development of the Bender Visual Motor
Gestalt Test and the subsequent emergence of neuropsycho-
logical test batteries.

Bender Gestalt

Best known among the earliest formal psychological assess-
ment methods constructed to measure brain functions was the
Bender Visual Motor Gestalt Test, first described by Lauretta
Bender (1897–1987) in 1938 (Bender, 1938). Historical lore
has it that Bender, then a psychiatrist at Bellevue Hospital in
New York, became intrigued by psychomotor differences she
observed among children as they made chalk drawings on
the city sidewalks in preparation for playing hopscotch. She
noted that some of the children were more skillful than others
in executing these drawings. By and large, older children
were better at it than younger ones, but some older chil-
dren appeared to have persistent difficulty in drawing the
hopscotch designs accurately. These observations led Bender
to conclude that Gestalt principles of visual organization

and perception, as reflected in the drawing of designs, could
be applied to identifying individual differences in matura-
tion and detecting forms of organic brain disease and psy-
chopathology. Selecting for her test nine designs that had
been developed by Wertheimer, she presented in her 1938 text
illustrations of how these designs were likely to be copied by
normally developing children age 4 to 11 and by normal,
brain-damaged, and emotionally disturbed adults.

The Bender Gestalt test has fared both well and poorly
since 1946, when the stimulus cards were first published sep-
arately from Bender’s book and made generally available for
professional use. Among important refinements of the test,
Pascal and Suttell (1951) developed an extensive scoring sys-
tem for identifying brain dysfunction in adults, and Koppitz
(1975) undertook a large standardization study in the 1960s
to construct a scoring scheme that would measure both cog-
nitive maturation and neuropsychological impairment in
children. Lacks (1998) later proposed a simplified 12-item
criterion list that has proved fairly accurate in differentiating
brain-damaged from neuropsychologically intact adults. The
Bender Gestalt also became and has remained very popular
among assessment psychologists as a screening device for
brain dysfunction in adults and for developmental delay in
young people. In the recent test use surveys mentioned previ-
ously, this instrument was ranked fifth in frequency of use
among samples of clinical psychologists (Camara et al.,
2000) and experienced professionals conducting child cus-
tody evaluations (Ackerman & Ackerman, 1997), and seventh
among forensic examiners experienced in neuropsychology
(Lees-Haley et al., 1995).

On the other hand, with respect to its faring poorly, the
Bender was reported as being used by only 27% of sampled
members of the International Neuropsychological Society
(Butler et al., 1991), and a sample of the National Academy of
Neuropsychologists membership ranked the Bender 25th in
frequency among the measures they use (Camara et al.,
2000). The apparent disrepute of the Bender among main-
stream neuropsychologists, despite its extensive research
base, may have several origins. These include (a) its having
been developed prior to the emergence of neuropsychological
assessment as a well-defined practice specialty, which began
in the 1950s; (b) its having typically been interpreted by prac-
titioners on the basis of their subjective impressions rather
than one of the available scoring systems for it; and (c) its fre-
quently having been given more credence than was warranted
as a definitive and stand-alone indicator of cognitive insuffi-
ciency or brain dysfunction. Particularly relevant in this last
regard is the fact that, although the Bender provides useful
information concerning aspects of visual organization and
perceptual-motor coordination, it does not encompass the
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broad range of cognitive processes that constitute neuropsy-
chological functioning. Sufficiently broad measurement to
warrant neuropsychological inferences awaited the develop-
ment of test batteries designed for this purpose.

Neuropsychological Test Batteries

The inception of broadly based and multifaceted test batteries
for assessing neuropsychological functioning can be credited
to the efforts of Ward Halstead (1908–1969), who in 1935
established a laboratory at the University of Chicago for the
purpose of studying the effects of brain damage. Halstead’s
observations convinced him that brain damage produces
a wide range of cognitive, perceptual, and sensorimotor
deficits that cannot be identified by any single psychological
test. He accordingly devised numerous tasks for measuring
various aspects of cerebral functioning. In subsequent collab-
oration with one of his graduate students, Ralph Reitan, he
gradually reduced the number of these tasks to seven for
which empirically determined cutoff scores showed good
promise for distinguishing normal from impaired brain func-
tioning. This set of tasks became formalized as the Halstead-
Reitan Neuropsychological Test Battery (HRB) in the 1950s
and continues to have a major place in neuropsychological
assessment (see Reitan & Wolfson, 1993). Developed origi-
nally with adults, the HRB was later extended down-
ward for children age 9 to 15 (Halstead Neuropsychological
Test Battery for Children and Allied Procedures) and age 5
to 9 (Reitan-Indiana Neuropsychological Test Battery for
Children).

The primarily quantitative approach to neuropsychological
assessment represented by the HRB stimulated considerable
research and attracted to assessment practice a substantial
contingent of brain-behavior scientists who might not other-
wise have become directly involved in clinical work. Also
exerting a lasting influence on assessment methods was
a qualitative approach to identifying neuropsychological im-
pairment, which stemmed from the work of Alexander Luria
(1902–1977) in the Soviet Union. Luria believed that more
could be learned from behavioral features of how people
deal with test materials than from the scores they earn, and
he accordingly emphasized measures designed to maximize
opportunities for respondents to demonstrate various kinds
of behavior he considered relevant in diagnosing brain
dysfunction.

In Luria’s approach, conclusions are based less on psycho-
metric data than on an examiner’s observations and inferences.
Although Luria’s testing methods and his theoretical formula-
tion of functional systems in the brain date from the 1930s, it
was not until his work was first translated into English in the

1960s that his seminal contributions to neuropsychology first
became widely appreciated. The initial organization of his
procedures into a formal test manual was published in the
1970s (Christensen, 1975), and further standardization and
validation of his measures during the 1980s resulted in publi-
cation of the Luria-Nebraska Neuropsychological Battery
(LNNB; Golden, Purisch, & Hammeke, 1985).

The face of neuropsychological assessment and the uses to
which it is put have gradually changed since the early work
that led to the Halstead-Reitan and Luria-Nebraska batteries.
Consistent with the underlying premise of both batteries that
identification of brain dysfunction requires assessment of a
range of cognitive functions, many specifically focused mea-
sures of concept formation, memory, psychomotor, language,
and other related capacities were designed for use instead of
or as supplements to these batteries. The specific measures
most commonly used by contemporary neuropsychologists
include the Wechsler Memory Scale, the Boston Naming Test,
the Verbal Fluency Test, the Wisconsin Card Sorting Test, the
California Verbal Learning Test, the Rey-Osterreith Complex
Figure Test, the Stroop Neuropsychological Screening Test,
and two components of the HRB, the Finger Tapping Test
and the Trail Making Test (Butler et al., 1991; Camara et al.,
2000; for further information concerning these and other neu-
ropsychological assessment instruments, see Lezak, 1995;
Spreen & Strauss, 1998).

Along with benefiting from the availability of increasingly
refined measures, neuropsychological examiners began as
early as the 1950s to move beyond what had been their orig-
inal focus in applied practice, which was helping to deter-
mine whether a patient’s complaints were “functional” in
nature (i.e., psychologically determined) or “organic” (i.e.,
resulting from central nervous system dysfunction). Instead
of inferring from test data merely the likelihood of a patient’s
having a brain lesion, skilled neuropsychologists became
proficient in identifying which side of the brain and which
lobe were likely to contain the lesion. Over time, however,
the development of sophisticated radiographic techniques for
determining the presence, location, and laterality of brain
damage rendered neuropsychological tests all but superflu-
ous for this purpose, except as screening measures. Concur-
rently, on the other hand, contemporary neuropsychological
assessment became increasingly valuable in professional
practice by reverting to the purpose Halstead originally had
in mind back in the 1930s: namely, evaluating an individual’s
strengths and weaknesses across a broad range of perceptual,
cognitive, language, and sensorimotor functions.

With its current focus on the measurement of functioning
capacities, neuropsychological assessment provides useful
information concerning what people can be expected to do in
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educational, occupational, and other everyday life activities.
Armed with this information, psychologists and the people to
whom they consult can predict degrees of success and failure
in these activities, identify what kinds of skill improvements
are needed to enhance success level, and propose types of
intervention or training that will be likely to enhance these
deficient skills in the particular person being evaluated. In
addition to basing performance predictions and treatment
plans on the nature and extent of functioning deficits associ-
ated with brain damage from whatever source, neuropsycho-
logical examiners can use retesting data to monitor changes
in functioning capacity over time. Refined measures of neu-
ropsychological functioning can help to assess the rate and
amount of declining capacity in conditions that involve
progressive deterioration, and they can likewise quantify the
pace of progress in persons recovering from brain disease or
injury. Neuropsychological assessment has consequently be-
come common practice in diverse applied settings ranging
from forensic consultation to rehabilitation planning.

MEASURING ACHIEVEMENT, APTITUDES,
AND INTERESTS

As noted in previous sections of the chapter, intellectual and
personality assessment emerged largely out of a perceived
necessity for administrators to make decisions about people,
specifically with respect to their educational requirements
and their eligibility for military service. By contrast, methods
of assessing achievement, aptitudes, and interests were de-
veloped primarily to help people make decisions about them-
selves. To be sure, measures of what a person is able to do or
is interested in doing can be used to determine class place-
ment in the schools or personnel selection in organizations.
More commonly, however, these measures have been used to
help people plan their educational and vocational future on
the basis of what appear to be their abilities and interests.

Early formulations identified tests of achievement as ways
of measuring the effects of learning, as distinguished from
“native ability” that was independent of learning and mea-
sured by aptitude and intelligence tests. There remains a gen-
eral consensus that aptitude tests serve to predict a person’s
potential for improved performance following education or
training in some endeavor, whereas achievement tests serve
to evaluate the performance level attained at a particular
point in time. It is also widely agreed, however, that “aptitude
test” scores are influenced by learning and life experience as
well as inborn talents, and that “achievement test” scores
identify future potential as well as present accomplishment.
Accordingly, what respondents display on both kinds of tests

is the extent to which they have developed certain kinds
of abilities, and little purpose is served by rigid distinctions
between these types of measures (see Anastasi & Urbina,
1997, chap. 17). With this in mind, the discussion that fol-
lows traces briefly the development of four measures of
achievement/aptitude and interest that have deep roots in the
history of assessment psychology and enjoy continued wide-
spread use: the Wide-Range Achievement Test, the Strong
Interest Inventory, the Kuder Occupational Interest Survey,
and the Holland Self-Directed Search.

Wide-Range Achievement Test

In the United States, formal achievement testing began in the
schools during the early 1920s. Tests of specific competen-
cies (e.g., spelling) had been developed prior to that time,
but group-administered batteries for assessing a broad range
of academic skills began with the 1923 publication of the
Stanford Achievement Test (SAT), which was designed for
use with elementary school students. This was followed in
1925 by the Iowa High School Content Examination, later
called the Iowa Test of Basic Skills, designed for use with
older students. Contemporary versions of the Stanford and
Iowa scholastic achievement measures remain widely used
for group testing in elementary and secondary schools.

Individual assessment of academic skills can be traced
to the late 1930s, when Joseph Jastak (1901–1979), then
at Columbia University, became acquainted with David
Wechsler’s work on developing scales for the Wechsler-
Bellevue. Jastak came to the conclusion that fully adequate as-
sessment of cognitive functioning required supplementing
Wechsler’s scales with some measures of basic learning skills,
especially reading, writing, and calculating. To this end, he
began constructing measures that involved recognition and
pronunciation of words, a written spelling test, and a written
arithmetic test.An instrument comprising these three measures
was published as the Wide-Range Achievement Test (WRAT)
in 1946 (Jastak, 1946). Later versions of this instrument, con-
sisting of essentially the same reading, spelling, and arithmetic
tests as the original, have appeared as the WRAT-R (Jastak &
Wilkinson (1984) and the WRAT3 (Wilkinson, 1993).

In common with most of the other measures discussed in
this chapter, the WRAT has been remarkable for its longevity
and widespread use. Its normative data make it applicable for
age 5 through adulthood, and it has become a standard as-
sessment tool not only in academic settings but in clinical and
neuropsychological practice. The previously cited survey of
test usage by Camara et al. (2000) show the WRAT as the
seventh most frequently used test by clinical psychologists
and ninth most frequently used test by neuropsychologists.
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Strong Interest Inventory

During the academic year 1919–1920, E. K. Strong Jr.
(1884–1963) attended a graduate seminar on interest mea-
surement while attending the Carnegie Institute of Technol-
ogy. What he learned in this seminar peaked his curiosity
about whether interests could be measured in ways that
would predict what kinds of occupations a person would find
enjoyable. In pursuit of this goal, Strong first developed a list
of statements about various activities that test respondents
could endorse as something they liked or disliked to do. He
then keyed these statements to different occupations on the
basis of how people employed in these occupations re-
sponded to them. This latter procedure introduced empiri-
cal keying methodology to interest measurement, just as
Hathaway and McKinley would later introduce it to person-
ality measurement in constructing the MMPI. Several years
of developmental work resulted in the publication of the
Strong Vocational Interest Blank (SVIB) (Strong, 1927). For
persons taking this test, the results provided direct informa-
tion concerning the extent to which their patterns of interests
were similar to or different from those of people working as
lawyers, teachers, production managers, and the like.

Like other self-report inventories that have found an en-
during place in assessment psychology, the SVIB has been
extensively revised since its original publication. The number
of occupations in its empirical base has been increased sub-
stantially, its initially strictly empirical approach to interpret-
ing the implications of its scale scores has been amplified
by theoretical perspectives on the classification of occupa-
tional interests, and its name has evolved into the Strong
Interest Inventory (SII) (Hansen & Campbell, 1985; Harmon,
Hansen, Borgen, & Hammer, 1994). Stable since its incep-
tion, however, has been the status of Strong’s instrument as
the most frequently used among all interest inventories.

Kuder Occupational Interest Survey

Frederic Kuder (1903–2000) set about measuring occupa-
tional interests differently from Strong in two respects. First,
instead of presenting individual items to be endorsed as “like”
or “dislike,” he constructed groups of three alternative activi-
ties and asked respondents to indicate which of each triad
they would most prefer to do. Second, instead of scoring re-
spondents’ preferences for their relevance to specific occupa-
tions, he developed scales for relating them to general areas
of interest, including Outdoor, Mechanical, Computational,
Scientific, Persuasive, Artistic, Literary, Musical, Social Ser-
vice, and Clerical. A measure embodying these characteristics
was published as the Kuder Personal Preference Record

(Kuder, 1939) with scales for seven areas of interest. As an
alternative to the Strong, the Kuder pointed less directly to
specific occupations that respondents should consider but
provided more information about personal characteristics that
would be likely to have a bearing on whether they would
enjoy certain kinds of work.

Kuder’s measure was expanded in subsequent revisions to
feature 20 broad interest areas, a downward extension for
use with elementary and high school students, and its cur-
rent name, the Kuder Occupational Interest Survey (KOIS;
Kuder & Zytowski, 1991). Paralleling the evolution of the
SVIB from a strictly occupationally scaled measure to one
that incorporates as well a theoretically based classification
of occupational interests, the KOIS now includes some occu-
pational as well as basic interest scores. 

Holland Self-Directed Search

Like Strong and Kuder before him, John Holland began his
work on measuring vocational interests as an empiricist, con-
cerned with collecting data on likes, dislikes, and preferences
that would have predictive value for successful occupational
choice. Early on, however, he opted for a rational-empirical
approach to scale construction in which variables are selected
on the basis of some guiding concepts and empirical testing
with criterion groups is employed only secondarily to refine
and revise item content. Holland’s guiding concepts were
rooted in his belief that occupational preferences derive from
a person’s self-concept and personality style, and the first
product of his approach was the Vocational Preference Inven-
tory (VPI; Holland, 1953). The VPI yielded scale scores re-
lated to broad aspects of personality styles or attitudes, and in
subsequent revisions the core VPI scales evolved into the
following six: Realistic (R), Investigative (I), Artistic (A),
Social (S), Enterprising (E), and Conventional (C) (Holland,
1985). Some additional empirically derived scales were
added to the instrument, but the RIASEC group became
the model on which Holland elaborated an influential
personality-based theory of career choice and satisfaction
(Holland, 1966). Holland postulated that every individual’s
personality comprises some combination of these six styles,
and he maintained that the extent to which each style is pre-
sent provides a personality description that has direct impli-
cations for career planning.

Holland later used this model to design the Self-Directed
Search (SDS), which generates scale scores for the RIASEC
components and offers suggestions concerning the kinds
of occupations for which persons with various scale combi-
nations might find themselves suitable (Holland, 1979;
Holland, Fritzsche, & Powell, 1994). A unique feature of the
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SDS is a manual that instructs respondents not only in how to
self-administer the test but also in how to interpret the results
for themselves. Although in actual practice SDS results are
typically reviewed with an assessment professional, the self-
interpretation guidelines have the advantage of enriching a
respondent’s engagement in and understanding of a voca-
tional counseling process.

LOOKING AHEAD

Having opened with the words of one English author, this
chapter can fittingly close with the words of another: “It was
the best of times; it was the worst of times,” wrote Charles
Dickens in beginning A Tale of Two Cities. Assessment psy-
chology has arrived at the best and worst of times following
a long and distinguished history. As has been noted, the roots
of scientific and professional interest in assessing individual
differences reach almost as far back as the inception of psy-
chology as a science and preceded its initial applications in
applied practice. Advances in assessment methods were psy-
chology’s main way of responding to public and national
needs during the first half of the twentieth century, and
applied psychology was largely defined during this time by
assessment conducted in clinical, educational, and organiza-
tional settings. Students interested in practicing or studying
aspects of applied psychology were routinely trained in as-
sessment methods of various kinds, and being a competent
assessor was generally considered an integral part of being a
competent psychological practitioner.

As reviewed elsewhere in the present volume and in Vol-
ume 10 of this Handbook, applied psychology and the place
of assessment in it changed dramatically during the second
half of the twentieth century. Practicing psychologists em-
braced many new roles as therapists and consultants, and
their primary work settings evolved from a narrow range of
institutions into a broad panoply of attractive opportunities in
independent practice and in forensic, health care, governmen-
tal, and other agencies that came to appreciate the knowledge
and skills that psychologists can bring to bear. Consonant
with these new directions in practice, assessment came to
play a lesser part than before in what applied psychologists
did, and many practitioners chose not to include assessment
among the services they offered.

Despite reducing the predominance of assessment, how-
ever, these practice changes did not bring bad times with
them. To the contrary, the beginning of the twenty-first
century is in many respects the best of times for assessment
psychology, which more than ever before is a progressive,
dynamic, intriguing, challenging, and potentially rewarding

field of scientific and professional endeavor. A recent survey
by the American Psychological Association Practice Direc-
torate has indicated that, after psychotherapy, assessment is
the second most frequent service provided by psychologists
across various practice settings. Respondents to this survey
working in independent practice or in health care or govern-
ment settings reported spending 15% to 23% of their time
doing assessment, and there appears to be a stable cadre of
persons in both academic and practice positions who identify
themselves primarily as assessment psychologists (Phelps,
Eisman, & Kohout, 1998). Organizations like the Society for
Personality Assessment with more that 2,500 members and
the National Academy of Neuropsychologists with more than
3,000 members are flourishing, as are practice specialties in
which assessment plays a central role, including not only
neuropsychology but forensic psychology and school psy-
chology as well.

The thriving test publishing business bears further witness
to widespread use of many different kinds of assessment
methods. There is a steady stream of new instruments, revi-
sions of older instruments, updated normative reference data,
and advances in computer-based test interpretation with
which assessment psychologists must keep current. Compe-
tence in assessment cannot be maintained by employing
yesterday’s methods; only by incorporating rapidly emerging
improvements in assessment methods can practitioners meet
ethical standards for competent practice (see Weiner, 1989). 

The present-day vigor of assessment psychology is re-
flected not only in its applications but in a burgeoning litera-
ture as well. There are more quality journals, textbooks, and
handbooks concerned with assessment available now than
at any time in the past. The subscriber-selected journals
presently abstracted in the American Psychological Associa-
tion’s PsycSCAN: Clinical Psychology include in alphabeti-
cal order Assessment, Journal of Clinical and Experimental
Neuropsychology, Journal of Clinical Neuropsychology,
Journal of Personality Assessment, and Psychological
Assessment, and also widely referenced are the journals
Archives of Clinical Neuropsychology, Behavioral Assess-
ment, and Journal of Behavioral Assessment. The literature
includes an international array of publications as well (e.g.,
the European Journal of Psychological Assessment, official
organ of the European Association of Psychological Assess-
ment, and the International Journal of Testing, official
organ of the International Test Commission), and published
research findings are constantly expanding knowledge con-
cerning the psychometric foundations of psychological as-
sessment methods and the benefits that derive from their
appropriate use. Noteworthy in this latter regard are detailed
reports by the previously mentioned American Psychological
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Association Psychological Assessment Work Group that doc-
ument the validity of a broad range of assessment methods
and their utility in clinical health care and other applied set-
tings (Kubiszyn et al., 2000; Meyer et al., 2001). 

And yet these are also trying times for assessment, due
primarily to negative forces operating from outside psychol-
ogy and from within our own ranks as well. From the outside,
psychological assessment practice has been buffeted by the
priorities placed by managed care agencies on delivering
health services in the quickest and least expensive way possi-
ble. Such priorities severely restrict support for complex and
time-consuming evaluation procedures conducted by doc-
toral level professionals. In common with other health care
professionals specializing in evaluation procedures, assess-
ment psychologists doing primarily clinical work have had
their practices curtailed by the advent of managed care, and
there has in recent years been some decline in the frequency
with which comprehensive multimethod assessments using
full-length measures are conducted (Eisman et al., 2000;
Piotrowski, 1999; Piotrowski, Belter, & Keller, 1998). 

Within psychology’s ranks, contemporary trends in gradu-
ate education have compromised the caliber of assessment
training provided in many psychology programs. Striving to
achieve breadth and diversity in a crowded curriculum, grad-
uate faculty have been prone to undervalue assessment skills,
to disregard the unique significance of assessment for psy-
chology’s professional identity, and to consider internship
centers responsible for assessment training. These attitudes
have been reflected in reduced course offerings and decreased
requirements in assessment, sometimes consisting of little
more than exposure to the mechanics of a few selected tests,
without hands-on experience in integrating assessment data
collected from multiple sources into carefully crafted written
reports. Recent surveys of internship directors identify con-
siderable dissatisfaction on their part with the assessment
training students are receiving in many graduate programs,
and they report that the majority of graduate students arriving
at their centers come poorly prepared to conduct evaluations
(see Clemence & Handler, 2001; Stedman, Hatch, & Schoen-
feld, 2000). 

What lies ahead for assessment psychology? Although
definitely wounded by managed care, the field does not
appear to have sustained any life-threatening injuries. The
chapters in Volume 10 of the Handbook attest the continuing
breadth and vitality of the field, in productive research as
well as useful applications, and practitioners on the average
appear to have had moderate success in finding sufficient de-
mand for their services. Hence, although health maintenance
organizations have posed a distinct threat to the viability of
comprehensive assessment and disrupted the professional

lives of many psychologists, there is reason to believe that
both quality assessment and its practitioners are succeeding
in weathering this storm.

Of greater concern than managed care is the matter of
how and where the next generation of potential researchers
and practitioners will be trained in assessment psychology.
No matter how well-intended, the argument that assessment
training belongs in internships rather than in graduate pro-
grams poses a more serious threat to the future of assessment
psychology than issues of how fees for service will be paid.
Taking assessment out of the graduate curriculum separates it
from its academic base and discourages students from be-
coming involved in or enthusiastic about assessment-related
research. Relegating assessment training to the internship—
which means in many cases that the internship center must
provide basic instruction in assessment methods before in-
terns can even begin to conduct comprehensive evalua-
tions—restricts the time available for students to develop
even minimal competence as assessors. A further argument
sometimes heard, that assessment competence is a special-
ized skill to be acquired by interested students in postdoctoral
programs or workshops, is even more ill-advised. Assess-
ment being learned mainly as a postdoctoral specialty would
divorce the field even further from its research base and sub-
tract it even further from the core content of psychology with
which graduate students are made familiar.

Needed now and in the years ahead, then, to perpetuate the
scientific and professional advancement of assessment psy-
chology, is enlightened orchestration of graduate education.
Graduate programs should be carefully crafted to acquaint
students with the nature of assessment psychology and its
place in psychology’s history; to provide opportunities for
students to become involved in assessment research and to
gain appreciation for the practical value of good assessment;
and, for students in applied areas, to include pre-internship
experience in conducting multimethod psychological evalua-
tions and integrating the data obtained from them. Only then
will assessment psychology be able in the future as in the past
to contribute to expanded understanding of human behavior
and the delivery of helpful psychological services.
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In this chapter we present a history of abnormal psychology,
now commonly called psychopathology. This must be a par-
tial history, because, although contemporary psychopathol-
ogy science and practice are amply archived in scientific
journals, epidemiological surveys, hospital reports, and gov-
ernment statistics, little of the field’s history is well docu-
mented. Modern scientific method was not applied to the
investigation of disease until the nineteenth century, and it
was applied even later to the study of psychopathology.
Knowledge was authenticated by the teacher’s experience,
not by producing objective empirical evidence, impartially
gathered, and opened to criticism. Theories about psy-
chopathology and the ways to treat it during earlier periods of
history were developed by physicians, philosophers, theolo-
gians, and lawyers. Our knowledge is derived from their
extant writings, medical treatises, church and legal docu-
ments, historical narratives, diaries, and literature.

PRELIMINARY ISSUES

Historians of this field face several major problems, includ-
ing the definitions of psychopathology and the availability
and authenticity of information about the past. Also, any writ-
ten history of psychopathology must consider how culture
and class difference affect definition and treatment of psy-
chopathology, as well as the influences of contemporary
external factors in other fields, principally medicine, science,
and law.

Broadly speaking, practical definitions of psychopathol-
ogy include behavior that (a) appears injurious to the interests
of the person concerned and/or to others, (b) lacks a rational
relationship to the realities of the environment in which it
occurs, and (c) has behavioral characteristics that deviate sig-
nificantly from the norm of the culture. What may appear
pathologically deviant in one culture may appear desirable in
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another. One example is self-flagellation, in which an indi-
vidual flogs himself with whips until blood flows from his
body. Some cultures regard this as a worthy religious prac-
tice; in the downtown section of a modern American city, it
would most likely be judged pathological.

We must also note that in many cases, the accidental dis-
covery of an effective treatment has spurred the scientific
research necessary to understand why the treatment worked.
The treatment led to the theory, not vice-versa. In other cases,
a treatment derived by logical inference from a theory may
survive many years of unimpressive results. Treatment is also
constrained by the resources that the patient or the society can
command. The poor are treated differently from the rich, a sit-
uation not unknown in any branch of medicine and not a form
of discrimination directed uniquely at the mentally ill.

The reports of physicians who became famous enough to
achieve recognition are not always reliable sources of infor-
mation. Fame and fortune, then as now, awaited the clinician
who could claim cures where none had achieved them before.
Clinician self-interest in such cases was a sure obstacle to
reliable information about the actual successes and failures of
novel treatments. We shall see this phenomenon recur time
and time again, from Paracelsus to Mesmer and from psy-
choanalysis to prefrontal lobotomy. Such a history makes for
interesting reading, but it makes difficulties for the historian.

Finally, one of the greatest problems facing the historian is
the fact that only exceptional events tend to be recorded
while the mass of ordinary events does not, thereby leaving a
misleading record of what actually happened most of the time
to most of the people. From such a process has arisen a pop-
ular history of psychopathology, leaving the serious historian
to clarify what did not happen as well as to recount what did.

Popular Myths of Psychopathology

The popular theme in psychopathology is that over the cen-
turies we have become increasingly knowledgeable and hu-
mane in our treatment of mental illness. Past beliefs about the
origins of psychopathology are seen as mostly unintelligent,
and earlier treatment methods as inhumane and ineffective.

An amalgam of these histories runs somewhat thus: From
the beginning of mankind, people believed that abnormal
behavior was caused by spirit or demon possession. Until
approximately the eighteenth century, mental illness elicited
superstitious reactions, hostility, maltreatment, and even per-
secution by the community at large. One exception allowed
in this grim scenario is said to have occurred in Greece in the
fifth century B.C., when, thanks to one notable physician,
Hippocrates, a rational and scientific approach to abnormal
psychology abruptly appeared and briefly flourished.

Some texts extend this period to the time of Galen
(ca. A.D. 130–200), a Greek physician at the court of the
Roman Emperor Marcus Aurelius. They tend to claim that
after the collapse of the Roman Empire the fledgling naturalis-
tic, scientific approach to understanding psychopathology was
eclipsed by a resurgence of rampant superstition, usually
attributed to the retrograde influence of the Christian church.
Early in the fifteenth century, so the myth goes, it was a com-
mon practice to segregate the mentally ill by putting them on
“ships of fools.” Before this time Europe had virtually no
mental hospitals although thousands of asylums were built to
confine lepers, and once leprosy disappeared, the mentally ill
were confined in them. Finally, during the eighteenth century,
Philippe Pinel (1745–1826) liberated the insane from their
chains in the Salpêtrière in Paris and enlightened individuals
began moral treatment of the insane in small establishments.
Unfortunately, so the story goes, during the nineteenth century
these relatively benign institutions grew into giant warehouses
where, again, the mentally ill were maltreated. Finally, as a
result of the efforts of psychiatrists and psychologists, knowl-
edge of the causes of incrementally improved, culminating in
humane scientific understanding and treatment, and the mal-
treatment of the mentally ill ended.

In fact, improvements in the care of the mentally ill have
arisen in part as a result of advances in scientific knowledge,
in part by improvement in socioeconomic conditions which,
in turn, stem in large part from technological innovations.
How people with mental illness were treated in the past de-
pended then, as now, on their social position and their finan-
cial resources. It appears that many individuals who posed no
danger to themselves or others often had the support and care
of their families, were extended shelter by the religious com-
munity, or permitted to support themselves by begging.

Treatments accorded in the past must be compared not to
conditions today, but to the general conditions of those times.
Although past housing conditions for mentally ill people
were deplorable by modern standards, so were housing con-
ditions during the same time period for sane poor people.
Insane people were sometimes cruelly treated and sane per-
sons accused of heresy, witchcraft, treason, even petty thiev-
ery, were also subjected to great cruelties. Demons and other
supernatural causes were invoked when naturalistic explana-
tions were inadequate and rational treatments of no avail. We
tentatively suggest that before the invention of the micro-
scope, which enabled scientists to see germs, the belief that
demons inhabiting the body were responsible for serious
bodily and mental ills was not irrational.

Many of these mythical histories have a professional
or political agenda. The thesis that the times prior to the
eighteenth century were characterized by demonological
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explanations of mental illness and cruel mistreatment of the
mentally ill can be traced primarily to textbooks of psychia-
try that promulgated the value of Freudian ideas. The claim
that during the fifteenth century the mentally ill were placed
on “ships of fools” and sent out to sea derives from Michel
Foucault’s, Madness and Civilization: A History of Insanity
in the Age of Reason (1961/1965). Foucault presented his
speculations about the historical treatment of the mentally ill
to illustrate his conjecture that, in order to define themselves,
the dominant group in a culture must exclude others who do
not share the aspects they consider most important, reason, in
the case of the mentally ill. The fictitious nature of Foucault’s
ship of fools has been thoroughly demonstrated (Maher &
Maher, 1982).

No documentary evidence records prehistoric belief sys-
tems; nevertheless, the lack of evidence has not deterred writ-
ers of the history of psychopathology from making assertions
about the beliefs held by prehistoric peoples regarding the
cause and treatment of mental illness. Many such histories
open with the statement that prehistoric man believed that
deviant behavior was caused by demon-possession and so cut
a hole in the skull of a mentally ill person in order to let the
demon escape. A photograph of a prehistoric skull with a
roughly circular hole in it is presented as evidence for this
allegation. This popular myth of the trephined (or trepanned)
skull has in it all of the elements of guesswork plus ignorance
and indifference to actual evidence that characterize such
myths.

Archaeologists have unearthed a large number of such
skulls and dated them to the Neolithic period. The holes in
the skulls are usually symmetrical and are thought to have
been intentionally incised by the surgical technique of trepan-
ning. Thickening of the bone around the margins of the holes
in many of these skulls suggests healing and that the patient
survived the operation for some time. We do not know the
mental state of the patient and no direct evidence explains
why the hole was cut. (See MacCurdy (1924) for more on
trephining.)

Although we cannot prove wrong the assertion made
about the trepanned skulls, neither can we prove it correct.
It is based on an a priori assumption about prehistoric man
first advanced by the French neurologist, Paul Broca
(1824–1880), when Neolithic trepanned skulls were found
in the 1870s. Broca “felt that primitive man had made
these holes in skulls in order to liberate evil spirits who
might be causing headaches or epilepsy” (Ackerknecht,
1982, pp. 8–9). It is likely that Broca was influenced by a
widely accepted theory of stages advanced by Auguste
Comte (1798–1857), the French philosopher/sociologist
who founded the school of positivism. Comte (1830–1842),

proposed an inevitable progression in mental development of
peoples through three major stages. The first stage is the
superstitious theological stage, which progresses through
(1) animism (the belief that each object has its own will),
(2) polytheism (the belief that demons, spirits, and deities im-
pose themselves on objects), and (3) monotheism (the belief
that one God imposes his will on all things).

In the second metaphysical stage it is believed that natural
events are caused by occult physical forces. In the third sci-
entific stage, positive knowledge of natural causes replaces
superstition and metaphysics, and humans turn to the study of
laws “of relations of succession and resemblances” in order
to understand events in the natural world. It followed that
primitive humans at the animistic stage of reasoning about
the world would not react in the same way as civilized
humans. Subsequently, interpretations of Darwin’s theory of
evolution by natural selection published in 1859 reinforced
the assumption that prehistoric peoples would have been too
intellectually primitive to perform trepanation as a rational
surgical technique.

Early Attempts at Classification

For many centuries, the dominant view held that mental ill-
ness, although differing in symptoms and severity, is funda-
mentally one general disorder called melancholy. However,
in the seventeenth century, a view began to develop that
mental illness is an umbrella term encompassing a number of
distinguishable mental diseases. Robert Burton (1651/1927)
wrote, “Some confound melancholy and madness, others say
melancholy is madness differentiated not in kind but in extent
or degree, some acknowledge a multitude of kinds and leave
them indefinite.” This view became popular after the discov-
ery that mental illness as well as physical diseases differ not
only by symptoms but also by cause.

In the nineteenth century, attempts were undertaken to
identify and classify types of mental illness on the basis of
clusters of symptoms, etiology, course, and response to treat-
ment. The view that psychopathology is a general pathology
again emerged in the middle of the twentieth century when
learning theorists proposed that psychopathology represents
maladaptive responses to stress, and psychoses differ from
neuroses on a dimension of severity, unless the pathology had
been clearly determined to be caused by a demonstrable
lesion of the nervous system.

Today it is again generally held that diagnostically distinct
psychopathological disorders exist that differ in symptoms, eti-
ology, course, and response to different kinds of treatment. In
1952, the American Psychiatric Association published the first
edition of The Diagnostic and Statistical Manual of Mental
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Disorders (DSM), which listed 60 diagnostic categories. In
subsequent editions the categories have been revised and the
number enlarged; the 1968 second edition described 145 men-
tal disorders, the 1977 third edition described 230, and the
fourth 1994 edition described about 450.

Legal Views of the Mentally Ill

The legal system has classified psychopathology based on
different premises. They include the concept of responsibility
for one’s actions and the duty of society to protect those who
cannot protect themselves. The concept of responsibility is
the cornerstone of western law.

Throughout history legislation has been enacted to protect
the insane, as well as to protect society from those who are
disruptive or violent. Western law pertaining to the mentally
ill has its beginnings in the Roman law of Twelve Tables,
codified from traditional practices in the fifth century B.C.,
which provided for the appointment of guardians empowered
with authority over those regarded as incompetent to manage
their affairs. According to Neaman (1975), the Roman laws
of guardianship were designed to protect people and prop-
erty. The insane and the immature could not legally acquire
possessions, nor legally consent and dissent, because they
were presumed to lack the capacity to know what they were
doing. In cases where an insane person had committed a
crime, Roman law held that “an insane person, as well as an
infant, is legally incapable of malicious intent and the power
to insult, and therefore the action for injuries cannot be
brought against them” (p. 90).

Throughout recorded history, laws have been devised to
minimize the social impact of mental disorder. Legal records
dating from the earliest times indicate that throughout Europe
and Great Britain the family and, if family resources were
inadequate or unavailable, the community was responsible
for the care, maintenance, and supervision of incompetent or
deranged individuals. Such persons, if they were harmless to
themselves or others, were kept at home, allowed to roam
and beg, or were maintained by charity extended by members
of the community and the church. Some disruptive mentally
ill individuals may have been driven away by their families
or community—but we have no idea at all of their numbers.
In many places and times, the legal guardians of the insane
were held responsible for their actions and for conserving
their property. Insane persons considered likely to injure
themselves or others could be imprisoned. The antiquity of
such measures is indicated by the fact that mental disorders
were termed “surveillance diseases” in old Icelandic law
(Retterstol, 1975).

Laws that define culpability for criminal actions, as a mat-
ter of whether or not individuals are of sound mind and hence
responsible for their actions, are based on the doctrine of
“free will,” a concept developed by St. Augustine (354–
430 A.D.) and abandoned in scientific psychology. The doc-
trine held that the will is governed by the rational intellect,
which enables the individual to tell right from wrong, to make
judgments, and to choose to act based on rational considera-
tions. Without rational intellect, the individual is not free to
act responsibly. It was assumed that the rational intellect is
not developed in children before the age of seven, fails to
develop in “natural fools,” and is lost in the insane. Therefore,
children, “natural fools,” and the insane are incapable of free
will, and cannot be held responsible for the consequence of
their actions. Although children, natural fools, and madmen
could not be punished for their crimes, it was deemed neces-
sary to supervise and restrain them so they would not pose a
problem to society. The principle of diminished responsibility
was taken into consideration in assessing the guilt of insane
persons for criminal acts and in depriving them of certain
civil rights or obligations. Juries readily pardoned guilty per-
sons they considered demonstrably insane both before and
after the crime. Proofs of insanity most commonly used in
courtrooms were attempted suicide, violent or irrational be-
havior, and abnormal behavior accompanied by sickness.

Neugebauer (1978) reviewed extensive legislation en-
acted in medieval England intended to protect the person,
property, and civil rights of the mentally ill. The laws distin-
guished between persons suffering from congenital subnor-
mality and presumably incurable (“natural fools”) and those,
once normal, who became mentally deranged (non compos
mentis), for whom recovery might be possible. The Preroga-
tive Regis, dating from the thirteenth century, designated the
king as custodian of lands belonging to “natural fools” and
any profit therefrom rendered to the rightful heirs; the lands
of persons considered non compos mentis were to be con-
served and returned to the persons if they should come to
right mind. Judgment of mental disability relied on common
sense methods such as determining ability to perform simple
intellectual tasks.

In the nineteenth century the concept of responsibility, and
hence culpability in the case of crime, provided the basis for
England’s McNaughten Rules to handle the legal disposition
of criminals judged to be insane. These rules were estab-
lished after the 1843 trial of Daniel McNaughten in London,
which he was found McNaughten not guilty on grounds of
insanity for the murder of Edward Drummond, secretary to
Sir Robert Peel, the British prime minister. The rules hold
that persons who commit crimes while insane are not re-
sponsible for them because they lack the rational faculty
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for telling the difference between right and wrong, and, al-
though such persons must be restrained, they should be
treated for their insanity and not punished for the crime. The
McNaughten Rules are still applied in Great Britain and in
some states of the United States. (See chapter by Brigham &
Grisso in this volume.)

THEORY AND PRACTICE
IN THE CLASSICAL PERIOD

The humoral/pneumatic theory of disease, which originated
in fifth century B.C. Greece and was elaborated by Galen
in Rome in the second century, was the dominant medical
theory in the Western world until the eighteenth century—an
extraordinary longevity.

Classical Medical Theory

What we know about theories of medical practitioners in
ancient Greece we have derived from the Hippocratic Cor-
pus, a collection of 60 to 70 medical writings that includes
theoretical papers on the nature of disease in general and of
various illnesses in particular. It contains specifics of diagno-
sis, descriptions of therapies, case histories intended to teach
theory and practice to physicians, and papers apparently writ-
ten as lectures intended to publicize a physician’s work as
well as to present to laymen information about how to main-
tain health. The whole of the Corpus is often attributed to the
Greek physician Hippocrates (ca. 460–367 B.C.) but, varieties
of style of the papers make it evident that they were written
over a long time span by various people (Lloyd, 1978).

The theories of disease presented in the Corpus are bio-
logical and materialistic. No clear demarcation exists be-
tween “physical” and “psychological” disease; all disease
was attributed to some sort of imbalance in the natural state
of the body, which provided an explanation of the hidden
cause of diseases. Certain papers emphasized the importance
of the humors (fluids) in the body. They conjectured that by a
blending process called “pepis” or “coction,” various bodily
organs convert food into humors, but reached no consensus
as to the number or origin of the principal humors although
bile and phlegm were usually mentioned. Diagnosis was
based on close observation of specific symptoms, especially
of every secretion, and changes in the patient’s vital forces,
nutrition, body heat, mood, and memory.

The theory of humors, elaborated by Galen in the second
century, became the basis of medical theory and practice
until the eighteenth century. The four humors considered es-
sential for life were blood, phlegm, choler (yellow bile), and

melancholer (black bile). They were concocted by various
bodily organs from the primal elements taken into the body
from the heat of the sun, air breathed, and substances in-
gested. The humors varied in their qualities along the two
axes of hot–cold and moist–dry. Health required a balance of
the relative proportions of the humors, and anything that
interfered with proper coction of the humors resulted in dis-
ease. Three types of madness were distinguished—phrenitis,
mania, and melancholia. Phrenitis was diagnosed when fever
and delirium were present. Mania was characterized by ex-
treme excitement similar in the absence of fever. Melan-
cholia was differentiated from phrenitis by lack of either
excitement or fever and was usually attributed to an excess or
corruption of black bile (melancholer). Melancholia could
be engendered by psychological stress and could lead to
serious physical illness and even death. (The term melancho-
lia referred to a specific pathology now called depression.
The term melancholy evolved to denote a wide spectrum of
psychopathology.)

The Doctrine of Pneuma

Since living creatures die when they are deprived of air, it
followed that the life force must require a substance in the
air breathed, which led to the hypothesis of “pneuma,” a
superfine material essential to life and growth, in which
motion is inherent. It was conjectured that pneuma, distin-
guished from the psyche or soul, is present at the very begin-
ning of life, assists all physiological and psychological
functions, and is renewed by breathing and digestion. Because
blood pulses as if impelled by a vital force, it was assumed that
pneuma is transported by the blood throughout the body, and
further assumed that pneuma is stored in the ventricles of the
brain (Brett, 1963). The paper “The Sacred Disease” in the
Hippocratic Corpus states that the air breathed in leaves
behind in the ventricles of the brain “its vigour and whatever
pretains to consciousness and intelligence [and,] the move-
ment of the limbs” (Lloyd, 1978, p. 250)—for example,
pneuma. “Therefore, when the blood-vessels are shut off from
this supply of air by the accumulation of phlegm . . . the pa-
tient loses his voice and his wits” (Ibid, p. 243); hence, the
brain is the seat of the “sacred” disease (probably epilepsy).
Note that at the time, and for many centuries after, the brain tis-
sue itself was not believed to have any psychological function.

Medical and Other Treatments

Treatment consisted of bloodletting and herbal drugs with
emetic or purgative properties to remove excess or corrupt hu-
mors, and of herbal extracts, nourishing food, and stimulating
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drinks to augment depleted humors. It was generally believed
that opposites are cures for opposites, hence cold packs
and cooling drinks for fever, hot drinks and warm blankets
for chills, herbal extracts with narcotic properties (such as
opium) for agitation and excitement, and extracts with stimu-
lating properties for lethargy. If a disease is caused by a
morbid agent, the process of coction normally expels the
morbid agent in the feces, urine, and sweat, and the physician
helped by administering appropriate laxatives, diuretics, or
sudorifics. Diet, exercise, and adequate sleep, subsumed
under the concept of “regimen,” was considered of paramount
importance both in managing disease and maintaining both
mental and physical health (Lloyd, 1978).

Theories that attributed psychopathology to the failure to
use reason to control emotion, restrain impulse, and regulate
conduct date back at least as far as Plato (428–348 B.C.). He
is credited with having introduced the concept of the tripartite
soul, which, elaborated by Aristotle, persisted for centuries.
The function of the rational soul is to seek knowledge and
truth; it is intended to govern the spirited soul (mediating
sensation and movement), which in turn is intended to govern
the appetitive soul (the nutritive and reproductive functions).
Eros is the energetic force for all activity and, at its lowest
level, is sexual desire. The rational soul can seek knowledge
only if Eros is sublimated to higher ends (Plato, 1894a).

The soul, in this line of thinking, can become diseased as
a result of bodily disease: “For where the acid and briny
phlegm and other bitter and bilious humours wander about in
the body, and . . . mingle their own vapours with the motions
of the soul . . . they produce all sorts of diseases, and being
carried to the three places of the soul, whichever they may
severally assail, they create infinite varieties of ill-temper and
melancholy. . . .” In Plato’s view “excessive pains and plea-
sures are justly to be regarded as the greatest disease to which
the soul is liable . . .” and can cause madness (Plato, 1894b).
The intensity of sexual drive can cause mental disorder in
both men and women. The idea that sexual deprivation in
females is the cause of “all varieties of disease” served down
through the centuries to explain hysteria, accompanied by the
assumption that hysteria can be cured by sexual intercourse.
The view that the passions, or affective excitement (particu-
larly that arising from the sexual passion), are a significant
cause of psychopathology first described by Plato, was held
until the nineteenth century and appears in Studies on Hyste-
ria by Breuer and Freud (1895/1955).

As Rome became the center of power in the Mediter-
ranean world, the various schools of Greek medicine gradu-
ally transferred there from Alexandria. By the time the
Roman empire had been established, Greek physicians dom-
inated Roman medicine. Physicians separated into various

sects, each basing its system of treatment on a different
aspect of Greek medical philosophy. Some physicians re-
tained the theory of humors. The pneumatists believed that
disturbed pneuma flow in the body caused disease. The
methodists, who based their theory on atomism, attributed
disease to an abnormal constriction or relaxation of the solid
particles of the body. The empirical school renounced theory
in favor of devising treatments based on observation. The
eclectics took whatever seemed useful to them from the other
schools.

Aulus Cornelius Celsus, a first century Roman writer,
compiled an encyclopedia of which De Medicina, the portion
on medicine, survives. The work largely derived from the
Hippocratic Corpus. It was printed in 1478, translated into
English in 1756, and was used by physicians as a medical text
into the eighteenth century (Celsus, 1935).

Celsus made the usual distinction between insanity and
the delirium of patients suffering from high fever. Some
insane persons are sad, others hilarious; some are more read-
ily controlled and rave in words only; others are rebellious
and act with violence. Of the latter, some do harm only by
impulse whereas others, although appearing sane, seize the
occasion for mischief, and their insanity must be detected by
the result of their acts. Patients should have pleasant sur-
roundings, be provided with interesting but not overstimulat-
ing diversions, and should not be left alone or among people
whom they do not know. They should be agreed with, rather
than opposed, with the object of turning their mind slowly
and imperceptibly from irrational talk to something better.
For insane persons duped by phantoms, Celsus recommended
purging with black hellebore, a poisonous herb believed to
purge black choler. Those who are hilarious should be given
white hellebore (another poisonous herb) as an emetic. Mas-
sage should be used sparingly with patients who are over-
cheerful. Insane persons who are deceived by the mind may
benefit if forced by fear to consider what they are doing; for
example starvation or flogging might force the patient, little
by little, to fix his or her attention and learn. (Such treatments,
we note, suggest modern methods of aversive conditioning
and attempts to train attentional focusing.)

Galen of Pergamon (ca. A.D. 130–201) was considered
the greatest of the eclecticist physicians. (We note that
Hippocrates’ reputation is largely based on Galen’s frequent
citations as the authority of his own views.) He integrated the
doctrine of pneuma into an elaboration of the theory of four
humors in which different diseases are caused by different
imbalances of the normal equilibrium of the humors and their
specific qualities (“dyscrasia”). Galen emphasized that be-
cause individuals have characteristic patterns for metaboliz-
ing the elements of food, they differ in temperament, which
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accounts for individual differences in susceptibility to differ-
ent kinds of disease. Temperament is evident in body type,
and it follows that prognosis is improved if the body type is
identified.

By Galen’s time the existence of nerves had been recog-
nized. Herophilus (ca. 355–280 B.C.) and his contemporary
Erasistratus (ca. 330–250 B.C.) had traced some of the nerves
to the brain and concluded that nerves must provide the “con-
duits” for the passage of pneuma to and from the brain, hence
nerves must be hollow. They theorized that sensation occurs
when pneuma that conveys impressions of the external world
flows through the nerves toward pneuma stored in the ventri-
cles of the brain. The flow outward from the brain is directed
by the psyche through the nerves to various muscles, inflating
them to initiate action. Galen developed the final form of this
doctrine to construct a theory of psychophysiology that in its
general outline remained influential through the eighteenth
century.

According to Galen, pneuma, the basic principle of life,
and originates from the general “world spirit.” As pneuma
ascends through the body to the brain it is progressively re-
fined into natural spirit, vital spirit, and animal spirit. The
quality of pneuma could be adversely affected by a variety of
agents, including “vicious humors,” toxins, poor diet, inade-
quate sleep. Severe pain and, notably, excessive passions
(such as sexual lust, rage, greed, grief, fear, and great joy) in-
terfere with attention, memory, imagination and thought, and
could eventuate in melancholy or mania. As had Plato and the
Stoic philosophers before him, Galen viewed emotional
states as a form of mental disorder, and commented that “the
passions have increased in the souls of the majority of men to
such a point that they are incurable diseases” (Jackson, 1969,
p. 380). Hence a salubrious climate, proper diet, good diges-
tion, adequate sleep, proper exercise, and freedom from per-
turbation of the soul by the passions are essential to preserve
health. Galen recommended that those with mental health
disturbed by passions receive education designed to promote
self-understanding, governance of the expression of the pas-
sions, and capacity to delay acting when in a passionate state
in order to reflect and choose a rational course of action. Such
education ideally should be provided by a mature man, him-
self free from passion.

Galen identified three types of melancholia: one in which
the brain is directly affected by overheated blood and black
bile, one in which the brain is secondarily affected by blood
corrupted by black bile throughout the whole body, and one
(“hypochondriasis”), in which the brain is secondarily af-
fected by black bile in the abdominal organs (the hypochon-
drium), particularly in the stomach, which Galen believed to
be intimately connected to the brain. Hypochondriasis is

characterized by severe digestive disturbances and flatulence;
because proper coction of humors was assumed to depend on
good digestion, it followed that digestive disorders would be
a significant cause of melancholy. The notion of hypochon-
driacal melancholy was still current in the seventeenth cen-
tury (see Burton, 1654/1927) and being described in the
eighteenth century. By the twentieth century, hypochondria-
sis had come to mean a morbid concern about one’s health.

Melancholy tends to occur in individuals constitutionally
inclined to the disorder. Galen observed that melancholy
was more common in men but tended to be more serious in
women, and that it occurred sometimes in young persons,
was uncommon in persons in the prime of life, and was so
common in older people that it could be considered an almost
inevitable result of advancing age. Individuals who suffer
from melancholy are usually, but not always, sad and fearful;
some wish to die, others fear death. Symptoms of melancholy
described by Galen included incoherent speech, mutism,
amnesia, and elaborate delusions. A melancholy patient
might be delusional, yet be otherwise sane. Instances of delu-
sions mentioned by Galen include the conviction of a patient
that he was made of glass and feared being broken, the belief
of another patient that he had no head, and beliefs of being
poisoned or chased by demons. Galen’s case histories were
plagiarized throughout the course of medical and psychiatric
history—and were, perhaps, plagiarized by Galen from
others before him.

Galen recommended the traditional treatments of blood-
letting, purgations, herbal remedies, and a regimen of exer-
cise and nutritious diet, and suggested that sexual intercourse
could be beneficial. He is known for his emphasis on the use
of drugs (which came to be called “galenicals”) in the treat-
ment of disease, although most of the drugs he used were not
original with him. Galen discussed hysteria, believed caused
by disease of the uterus, which was not considered a form of
madness because psychological symptoms were not an es-
sential aspect of the disorder. Although Galen believed that
the uterus could be displaced from its normal position, he
rejected the ancient idea that the uterus could be freed from
its attachments to move about the body. Like earlier medical
theorists, Galen believed that hysteria was a disease of
unmarried women and widows as a result of their being
deprived of sexual intercourse.

Galen’s writings were synthesized and elaborated by later
Greek authors. Although the medical schools of Athens and
Alexandria continued to function at least until the seventh
century and some medical treatises, largely based on Galen’s
teaching were written, interest in scientific medicine de-
clined in Western Europe after the fall of the Roman Empire.
Waning interest may have derived from decreasing numbers
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of students going to medical school in Alexandria and the
dramatic increase in those entering the priesthood during the
early years of the spread of Christianity. After the fall of
Alexandria in 642, knowledge of Greek medicine and other
aspects of Greek learning were preserved by Byzantine and
Arab authors who translated and further elaborated them.
These writings were later translated into Latin in Europe, and
as a consequence Galen’s doctrines came to dominate med-
ical theory in the western world until well into the eighteenth
century.

The humoral theory provided a basis for understanding
individual differences in character and patterns of behavior.
Although Galen is credited with having emphasized the sig-
nificance of temperament, Leicester (1974) points out that he
did not name the temperamental types applied in the twelfth
century by Honorius of Autun who identified them as san-
guine, melancholic, choleric, and phlegmatic. By this time
temperament had come to refer to characteristic psychologi-
cal dispositions. Both bodily characteristics and personal
traits were believed to be determined within broad limits by
an individual’s characteristic balance of humors; therefore, to
assess body type was to obtain information usefully corre-
lated with character. Although the humoral theory was finally
abandoned, the concept of balance of bodily processes as an
explanation for a wide range of complex psychological and
physiological phenomena is still useful today. For example,
the concept of pneuma or animal spirits was a forerunner
of our current knowledge that the impulses of the brain are
electrical and transmitted by nerve fibers through the bio-
chemical substances known as neurohumors, most recently
called neurotransmitters. Classical ideas about melancholer
and its correlation with melancholia are precursors of current
hypotheses about the causes of serious depressive and schiz-
ophrenic disorders.

THE MIDDLE AGES TO THE
EIGHTEENTH CENTURY

Sometime in the sixth century, monks began copying and
translating available Greek manuscripts. Libraries of impor-
tant abbeys contained summaries of Galen and other Greek
physicians. Until approximately the twelfth century, monks
in some monasteries as well as local healers and itinerant
doctors provided any medical treatment in the Hippocratic-
Galenic tradition. From the eighth to the thirteenth century,
Arab and Jewish scholars were preeminent in medicine
and science. What came to be known as “Galenism,” was
based on Arabic syntheses and elaborations of his theories,

dominated Byzantine and Arabic medical theory. Many of
these treatises were translated into Latin in the twelfth cen-
tury and were used as medical texts in Western Europe uni-
versities established by the Roman Catholic Church. They
were, in fact, a major source of medical knowledge for
physicians in Western Europe through the seventeenth cen-
tury. In addition, many Middle Eastern doctors migrated to
Europe bringing knowledge of Arabic science with them.
Clark (1984) states that recent research has indicated that
by the late sixteenth century, with the tremendous increase
in literacy at the time (and, we add, by word of mouth) the
average European had at least a partial knowledge of the
accepted medical theory and practice.

A major tenet of Christianity was the importance of com-
passion and charity toward the unfortunate. Hospices were
established to provide shelter and succor for the destitute—
the orphaned, the aged, the disabled, the chronically ill
(including the mentally ill), and the destitute. Hospitals were
founded, originally attached to monasteries, where the in-
sane, who were usually regarded as sick, were accepted.

Many fundamental concepts of human nature, derived from
classical philosophy, were incorporated into the developing
Christian theology. St. Augustine (354–430), who was greatly
influenced by Neoplatonism, attempted to reconcile Plato’s
theories with Christian theology and St. Thomas Aquinas
(1225–1274), incorporated aspects of Aristotelian philosophy
into Christian theology. Christianity, gradually became a sin-
gle unifying ideology in Western Europe and its doctrines
came to have a pervasive influence on all aspects of human life.

The dualism of an immortal soul in a mortal body is cen-
tral to Christian theology. Christian doctrine held that salva-
tion of the soul requires renunciation of the pleasures of this
world, which are temptations to sin. Unpleasant and painful
experiences, including psychological suffering, could be in-
terpreted as punishment from God for sin. People with
clearly psychological disorders (“soul sickness”) were often
treated by a priest with prayers and counseling. Handbooks
were issued for priests with advice on how to deal with psy-
chological problems. They included guidelines for counsel-
ing, moral advice, recognition of responsibility.

Although faith healing and demonology increased with the
spread of Christianity, it did not replace medical treatment
among those who had access to and could afford it. The impor-
tance of demonological theories to the understanding of psy-
chopathology throughout the Middle Ages and Renaissance
has been greatly overemphasized. It was usually assumed that
demons could only cause symptoms indirectly by corrupting
the humors and animal spirits of the body. Demonology was
not invoked for most illness and deaths, including epidemic
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disease, but only when the usual theories were not adequate to
explain a particular illness (see Clark, 1984).

Hospitals

The London hospital of St. Mary of Bethlehem (later known
as Bethlem, or Bedlam) was founded in 1247. Originally
intended to provide accommodations for visiting clergy, it
later became a hospital, which, like most other hospitals,
cared for a certain number of mental patients. John Stow’s
1890 Survey of London stated that “. . . it was an Hospitall for
distracted people. . . . In this place people that bee distraight
in wits, are by the smite of their friends receyved and kept
as afore, but not without charges. . . .” (Clay, 1909, p. 31).
By the fourteenth century, the church had established
hospitals throughout Western Europe, some with limited ac-
commodation for the mentally ill. By the fifteenth century,
asylums for the mentally ill were founded. In the sixteenth
century, hospitals established by religious groups began to be
replaced by hospitals under secular management with the ob-
jective of providing for the sick and needy at public expense.
Affluent lunatics were boarded out with clergymen or physi-
cians, thus giving rise to the first private “madhouses.” In
England and Germany, insane persons considered not dan-
gerous wore badges that signified they were entitled to seek
alms. In England, at least as early as the sixteenth century, in-
mates confined in Bethlehem Hospital were released to beg
when they were considered no longer likely to harm them-
selves or others (Aubrey, 1813/1972).

Certain shrines became noted as centers for mental
healing. In Belgium, during the eleventh and twelfth cen-
turies, the shrine of St. Dymphna, which had been erected on
the site of Dymphna’s martyrdom at Geel, became particu-
larly known for miraculous cures of epileptics and other
“lunatics.” From the second half of the fourteenth century, the
shrine gradually became a place of pilgrimage specifically for
mental patients.

Europe’s population approximately doubled during the
sixteenth and seventeenth centuries. Poverty conditions wors-
ened and begging reached unprecedented levels, with large
numbers organized into gangs. This exacerbated a growing
resentment on the part of citizens expected to give charity to
those who asked for it. Almsgiving came to be considered the
promotion of a social evil and therefore immoral. Resources
were unified under the governance of local or national au-
thorities with the aim of eliminating begging by organizing
public assistance. In France, a royal edict issued in 1656 by
King Louis XIV ordained the confinement of beggars,
tramps, vagabonds, freethinkers, prostitutes, and the insane.

The Hôpital General of Paris was established to segregate
socially dependent or disruptive individuals from society.
La Bicêtre, for men, and the Salpêtrière, for women, often
described as asylums for the insane, were both large general
hospitals for the poor with only a few wards for the insane.
There were many paths into institutions other than that of
mental illness. A 1690 regulation decreed that children (up to
age 25) of artisans and other poor inhabitants of Paris who
“used their parents badly,” refused to work because of lazi-
ness, or, in the case of girls, were debauched, were to be
confined—the boys in the Bicêtre, the girls in the Salpêtrière
(Rosen, 1968).

The first European institutions specifically for lunatics
were established during the eighteenth century. The methods
of treatment were those traditional from the classical
period—bloodletting, emetics, purgatives, and blisters raised
on the patients’ bodies in order to draw off corrupted hu-
mors. St. Patrick’s Hospital was founded in 1746 in Dublin
with the legacy left by Jonathan Swift (1667–1745), dean of
St. Patrick’s. Swift, known for his satire Gulliver’s Travels,
was deeply concerned about the problems of mental illness.
He willed most of his estate for the foundation of a “House
for Fools and Mad.” Lunatic asylums were founded some-
what later in other large cities.

The Anatomy of Melancholy

Robert Burton (1577–1640), an English clergyman, wrote
The Anatomy of Melancholy, first published in 1621. Burton
undertook the task of “anatomizing” melancholy, a term that
embraced all kinds of madness. He compiled all the descrip-
tive and conjectural writings on the nature, causes, and cures
of melancholy, accumulated from the classical period to his
own time. His book, which went through numerous editions,
was highly regarded as a medical treaties into the eighteenth
century and is an invaluable source for information regard-
ing the history of ideas about mental illness and its treat-
ment. Largely derived from Galen and modified by Christian
theology, his work testifies to the longevity of the humoral/
pneumatic theory.

Burton, as had Galen, stated that the passions may be
called diseases, and are a frequent cause of melancholy.
Other causes include defective heredity; bad nursing in
infancy; too rigorous, severe, remiss, or indulgent education
by bad parents, step-mothers, and teachers; and loss of lib-
erty, servitude, poverty, and death of friends. He wrote that
although melancholy is difficult to treat, it may be cured or at
least mitigated if it is not hereditary, if it is treated early, and
if the patient is willing to be helped. The physician should
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seek to relieve the patient’s mind of worries, fears, and suspi-
cions, “for the body cannot be cured till the mind be satis-
fied . . . but if satisfaction may not be had . . . then . . . drive
out one passion with another, or by some contrary passion”
(Burton, 1651/1927, p. 476).

Mystical Bedlam by Michael MacDonald (1981) is an-
other source for information about concepts of abnormal
psychology in seventeenth century England. MacDonald
researched case histories recorded by Napier, a seventeenth-
century astrological physician, of some 2,000 “obscure
rustics” that Napier had treated. Napier’s diagnoses classified
mental disorders as types of sickness variously explained by
traditional cosmological and religious beliefs, and as results
of individual experiences and social actions.

Increasing city populations and sizes likewise increased
the importance attached to the physical consequences of
living in crowded urban environments and assumptions that
the humors are affected by toxins and miasmas. George
Cheyne’s The English Malady, published in 1734, refers to
depression or melancholy, then regarded as a peculiarly
British ailment not only by the English but also by the French.
Cheyne attributed the alleged prevalence of melancholy
among the English to the conditions of urban life with special
reference to London: “. . . the infinite number of fires, . . . the
clouds of stinking breaths and perspirations, . . . the stinking
butcherhouses, stables, dunghills . . . and mixture of such
variety of all kinds of atoms are more than sufficient to
putrefy . . . which in time, must alter, weaken, destroy the
healthiest constitutions of men. . . .” (quoted in Harms, 1967,
pp. 59–60). The recommendation that asylums be built in the
country comes as no surprise.

From Animal Spirits to Animal Electricity

In the sixteenth century Andreas Vesalius (1514–1564) re-
ported that nerves appear solid and therefore could not serve
as conduits for pneuma. In the seventeenth century, William
Harvey (1578–1657) discovered the circulation of the blood.
He demonstrated that the heart is a pump that propels blood
through the body by mechanical action. This ended the need
for the theory that vital spirits provide the impetus for the
pulsing of the blood. However, the concept of animal spirits
was not abandoned based on these discoveries, but continued
in use to explain psychological function and mental illness
beyond the seventeenth century. The neurology of the French
philosopher, René Descartes (1596–1650), depended on the
notion of animal spirits being shunted along tubular nerves
from the sense organs to the brain. In 1660, Highmore (cited
in Lopez-Piñero, 1983) described animal spirits as minutest
fiery particles, rarefied in the heart by fermentation and,

mixed with blood, transmitted through the arteries to the
brain where they are separated from the blood and stored in
the channels and ventricles of the brain for use under the di-
rection of the soul. Thomas Willis (1684) published a fairly
accurate description of nerves and his theories about convul-
sive diseases. He conjectured that animal spirits formed in
the brain produce motions by explosive action. When this ex-
plosive action is excessive, convulsions and mental disease
result.

After Isaac Newton (1642–1726) published his Philosophiae
Naturalis Principia Mathematica in 1687, the concept of ani-
mal spirits was redefined as a vital gravitational force (elan
vita). The Italian anatomist Luigi Galvani (1737–1798) reported
that electrical energy is propagated along the nerves and gener-
ates muscular movement, a discovery that finally led to the
abandonment of the belief that animal spirits move through
tubular nerves. However, the doctrine of animal spirits was not
wholly replaced as a physiological explanation for sensation
and action and the notion of “animal electricity” (vis nervosa)
replaced that of animal spirits. Clarke and Jacyna (1987) com-
ment as follows:

It is a remarkable fact that a concept of how a nerve functioned
should have survived almost intact from Greco-Roman antiquity
to the nineteenth century, but this was the case with the doctrine
of the hollow nerve. . . . The basic supposition was that messages
could travel along the lumen of the hollow nerve, and although
subjected to various modifications, the theory was still alive in
the early 1800s. Because it was universally accepted for so many
centuries, owing chiefly to the authority of Galen, we can con-
clude that it must have satisfied the majority of scientists and
physicians. (p. 160)

The theory was finally overthrown by research on animal
electricity first reported by Galvani in 1791.

The declining influence of the humoral theory was accom-
panied by an increasing interest in so-called nervous disease.
This rather loosely defined concept distinguished between
insanity and less disabling disturbances found with some fre-
quency in the general population.

In Britain, nervous diseases were assumed to be more
common in the leisured classes as a result of insufficient fresh
air, lack of exercise, adultery, abuse of medicine, excessive
study, and others previously listed by Burton (1651/1927) as
causes of melancholy. Robert Whytt (1765) complained,

. . . the disorders which are the subject of the following observa-
tions have been treated by authors under the names of flatulent,
hypochondriac, or hysteric. Physicians have bestowed the char-
acter of nervous on all those disorders whose nature and cause
they were ignorant of. (p. III)
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Despite Whytt’s caveat, William Cullen (1784), the influen-
tial nosologist, considered all diseases, but especially psychic
diseases, to be neuroses. For many years the term neurosis,
first coined by Cullen, referred to a biological disorder of the
nervous system, but one not localized to a specific part of the
nervous system. According to Cullen, life is maintained by
brain energy flowing from the central nervous system to
muscles and solid organs; disease results if the energy is
inadequate. The debate about the presence or absence of a
neurological disorder underlying the neuroses continued well
into the late nineteenth century.

From Magnetism and Mesmerism to Hypnosis

The sixteenth century saw the development of magnetism, a
theory and treatment of disease concurrent with, but outside
that of traditional medicine. William Gilbert (1544–1603),
English scientist and physician to the queen of England, dis-
covered the physical force of magnetism. Gilbert’s discov-
ery gave rise to the notion of a cosmic magnetic life force
that permeates the universe and controls psychological
and physiological functioning, and magnets gained popular-
ity as a means of manipulating this force to cure physical
and mental disease. During the eighteenth century this cos-
mic force was redefined as the force of gravity posited by
Newton and was regarded as a vital principle of life. The
practice of magnetism to treat disease, rationalized by
Newton’s theory, became particularly popular in Germany
and Austria. The notion relating magnetic force’s influence
on the balance of bodily spirits received renewed emphasis
with the popularity of Franz Anton Mesmer (1734–1815)
whose theory of disease and its cure combined century-old
notions from humoral theory with the idea of occult natural
forces borrowed from Newtonian physics. Mesmer identi-
fied a “subtle and mobile fluid” as the medium of the force
of universal gravity and the primeval agent of nature. He de-
scribed it as bathing the entire universe, surrounding and
penetrating all bodies that exist and particularly exercised
on the nervous system. All illness, physical and psychologi-
cal, results from an imbalance of the fluid’s distribution
within the body. Certain privileged individuals are capa-
ble of directing this fluid in the bodies of sick people to re-
store its balance. Mesmer established a medical practice in
Vienna and began using magnets to treat disease in 1774,
but soon discovered that he did not need magnets—he could
produce the same effects by passing his hands downward
over his patient’s body toward the feet, even at a distance.
He concluded that he, himself, must have an accumulation
of “animal magnetism” in his body that he could transmit to
the patient.

Mesmer moved to Paris and in 1778 established a treat-
ment salon. His famous tub, placed in the center of the
salon, contained wine bottles filled with “magnetized”
water covered with an iron lid pierced through with holes.
From each of the holes issued a long movable iron rod that
the patients applied to the parts of their body afflicted with
pain or disease. The patients sat in a circle around the tub
as close together as possible; they held each other by the
hand and pressed their knees together in order to facilitate
the passage of the magnetic fluid from one to another. Well
built, handsome young men circled the patients, pouring
onto them fresh streams of invisible “magnetic” fluid from
the tips of their fingers; they also rubbed the patients down
their spines and gazed into their eyes. All this passed in si-
lence except for occasional swelling notes from a glass
harmonica or a hidden singer. After an hour or two of this,
one or more of the patients began to convulse in epileptic-
like fits. At this point, Mesmer himself appeared, dressed
in a richly embroidered silk robe and waving a wand, and
the remaining patients, some sobbing, others laughing or
screaming, all subsided into somnambulistic trances. When
the patients regained consciousness, they described feeling
streams of cold or burning vapor passing through their bod-
ies and reported that their ailments were cured (Tinterow,
1970). Mesmer’s therapeutic technique, known as mes-
merism gained great popularity, but was vigorously criti-
cized by the leading members of the academic, scientific,
and medical establishments of the day, and by the clergy,
some of whom claimed he was in league with satanic forces
(Darnton, 1968).

In 1784, by order of King Louis XVI, a joint commission
was appointed from the Faculty of Medicine in Paris and the
Royal Academy of Science to investigate the claims of the
Mesmerists. Benjamin Franklin presided over the commis-
sion (chosen because of his investigations of electricity),
which included the French scientists Lavoisier and Guillotin.
The commission did not question Mesmer’s results but did
dispute the claim that Mesmerists could manipulate a mag-
netic fluid. They concluded that Mesmer’s claimed forces did
not exist and that the Mesmerists’ apparent successes could
be explained by suggestion and imagination.

Although the commission’s report invalidated the extrav-
agant claims made by Mesmer and his followers, the facts
of his apparent cures were left unexplained. James Braid
(1795–1860), a British surgeon, like most reputable physi-
cians, had dismissed the mesmerists’ practice as mere
chicanery and the behavior of their mesmerized subjects as
voluntary simulation. However, after attending several public
exhibitions of mesmerism he became convinced the phenom-
ena he was observing were real. Braid experimented with
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family members and friends and discovered that he was able
to induce a trance state. He identified a trance as nervous
sleep and coined the term hypnosis for the induced state (see
Braidism, Oxford English Dictionary).

Moral Management and the Association Model

Although Philippe Pinel is often credited with having initi-
ated reform in institutions for the insane, agitation for reform
had begun before him in many countries where general insti-
tutional conditions had been deteriorating. In 1796, in re-
sponse to widespread publicity generated by investigations of
deplorable institution conditions, the English philanthropist,
William Hack Tuke (1732–1822) persuaded the Society of
Friends, to found the Retreat at York, planned as a therapeu-
tic environment for mentally ill Quakers. Tuke instituted a
system known as moral management, based on humanitarian
care, moral (i.e., psychological) treatment, minimal restraint,
and constructive activities.

The principles of moral management followed the con-
cepts of eighteenth century moral philosophers, and the
British concept of “associationism,” that psychological states
and processes are sequentially determined by prior experi-
ence and governed by the laws of association. Individual
differences were explained as a consequence of differing par-
ticular sequences of experiences, especially those of educa-
tion. This view led to the optimistic belief that, based on
proper education, it would be possible to plan a utopian soci-
ety to achieve a universal social harmony.

Associationism owed a debt to John Locke (1632–1704)
who, in his An Essay Concerning Human Understanding
(1700) stated that all our ideas come from experience, first
from sensation and secondly from reflection upon the ideas
furnished by sensation. Locke believed that in ordinary
thought, one idea normally succeeds another by “natural” or
rational connections. But, according to Locke, occasionally
ideas become fortuitously associated by their contiguity,
which explains how even reasonable people may come to
hold unreasonable beliefs. Locke suggested that mental
disorders are extreme instances of such unreasonable beliefs.
Although this “association model” of psychopathology
attributed sensory defects and abnormalities of movement to
structural defects in the nervous system, it explained
insanity—peculiar ideas, aberrant and incoherent thought
processes, inappropriate emotions, and bizarre behaviors—as
attributable to chains of irrational associations established by
unfortunate learning situations. Sanity was considered a mat-
ter of coherent, rational thought processes and of self-control,
with the proper use of the will in the service of reason to
control emotions and to guide action. (This view has a long

history—Plato held it and stressed the importance of inner
governance.) Insanity results from unfortunate experiences,
lack of discipline, and self-indulgence, hence it can be cured
by reeducation (Plato, 1894a).

The association model provided the rationale for moral
management. People affected with insanity, according to this
view, should be removed from the pernicious influence of
their homes and environments. They should be placed in a
well-ordered social milieu designed to gently but firmly reha-
bilitate them to the norms of society by an orchestration
of therapeutic relearning experiences and provision of firm
moral guidance in order restore mental health.

Small asylums, modeled on the York Retreat, sprang up in
Britain and the United States. Managers were often physi-
cians but also ministers, because insanity was attributed to
psychological, not biological, causes. Persons who provided
therapy for the insane had come to be known as “alienists”
because they dealt with the problems of the alienated mind.
Physical restraint and drugs were minimized in favor of
kindly supervision and methods designed to reeducate and to
instill appropriate behavior and self-discipline. Religious ser-
vices were available, although patients who tended to reli-
gious brooding might not be permitted to attend. Practitioners
made little attempt to determine specific causes for the psy-
chopathology. These measures, intended to induce habits of
self-control, did not always work, as many patients were self-
destructive or violent to others, which made restraint neces-
sary at times.

William Battie (1704–1776), an English alienist and an
early advocate of moral management, was the first in Britain to
teach psychiatry to medical students. In his A Treatise on Mad-
ness (1758), Battie made a distinction between “original” (i.e.,
organic) and “consequential” (or acquired) madness. He be-
lieved that mental disorder could be cured if patients were
treated in an asylum where they were isolated from family and
friends, were attended by asylum staff rather than their own
servants, and were managed by efforts to check their “unruly
appetites” and divert their “fixed imaginations.”

Philippe Pinel (1745–1826), the French alienist, founded a
school of psychiatry at the Salpêtrière, where he trained a
generation of psychiatrists, including Esquirol, who spread
his ideas throughout Europe. Pinel has been considered
the founder of modern psychiatry because he wrote the first
textbook of psychiatry, Traité Médico-Philosophique sur la
Manie (Pinel, 1806). Pinel is also credited with having inau-
gurated the humane care of the institutionalized insane, based
the claim that he removed the chains from the insane patients
at the Bicêtre. Weiner (1979) points out that, in fact, this
was done by Pussin, who successfully replaced chains with
straitjackets for incurable mental patients at Bicêtre. Pinel
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subsequently had Pussin transferred to the Salpêtrière to help
him reorganize the hospital.

In Italy, Vincenzo Chiarugi (1759–1820), superintendent
of the hospital of Bonifazio published his three volumes,
On Insanity and its Classification (1793/1987). He issued
hospital regulations in which he stated that mental patients
should be given humanitarian care, restraint should be kept
to a minimum, physicians should visit the wards daily, and
a program of recreation and work should be initiated. He at-
tributed insanity to congenital factors and to environmental
influences. John Conolly (1794–1866), a British physician,
practiced enlightened treatment methods for the mentally
ill, including minimal use of restraints when he became res-
ident physician at the Hanwell Asylum in 1839 (Scull,
1985).

EIGHTEENTH TO MID-NINETEENTH CENTURY

Asylums of the Era

Early nineteenth-century British asylums, conducted accord-
ing to principles of moral management, offered cures for
madness and acquired a reputation for achieving them. During
the same period private madhouses multiplied that accepted a
few mentally ill patients for payment. Many were owned or
managed by clergymen or physicians and often remained in
the same family for generations. Some were owned by rep-
utable physicians, of whom William Battie was one.

However, many private madhouses and asylums were
badly managed, and complaints about the conditions in these
places led to a parliamentary inquiry. Findings of inhumane
treatment led to government legislation aimed at providing
proper care and treatment, and establishing an efficient sys-
tem of inspection and licensing of public and private institu-
tions. The belief that the social engineering that organized
and maintained a productive economy could solve the prob-
lems of human need engendered the hope that persons put in
hospitals (and prisons) could be cured, or at least improved,
and rehabilitated to society. These institutions were, in the
main, general hospitals and workhouses intended to provide
minimal housing and care for paupers, those unable to fend
for themselves or unwilling to work.

As it became obvious that mentally deranged or incompe-
tent persons presented special problems, institutions were
built to house them. The inmates of these “lunatic asylums”
included habitual drunkards, petty offenders, vagrants, suf-
ferers of organic diseases (in particular general paresis), as
well as the mad. Over time, the increasing number of indi-
viduals judged to require institutionalization resulted in enor-

mous expansion of these asylums. As a typical example, the
West Riding Asylum in Wakefield, England was built in 1818
to care for 150 patients but within 80 years, it held almost
1,500. Moves to provide help funded by the state were en-
cumbered by problems of indifference. Under pressure of in-
creasing admissions plus accumulation of hopeless cases,
asylum architecture, initially designed to provide environ-
mental stimuli calculated to rouse pleasant and ordered
emotions, was altered. The size of public institutions eventu-
ally reflected not patient needs but cost to the public, and the
institutions tended to become custodial warehouses. Harsh
measures were often used and asylum staff as well as patients
lived a dismal existence (Russell, 1988).

Advent of Nosological Systems

In the latter half of the eighteenth century, nosological sys-
tems organized diseases, described in detail, according to the
model of systematic botany established by Linnaeus, the
Swedish botanist, physician and founder of modern taxon-
omy. William Cullen (1710–1790), a professor of medicine at
the University of Edinburgh, was the most influential classi-
fier of disease of the time. The section on medicine in the first
edition of The Encyclopædia Britannica (1771), utilizes his
system. The discussion of neuroses or nervous diseases states
that melancholy and madness are related, melancholy being
the primary disease and madness an augmentation of melan-
choly. Both are caused by an excessive congestion of blood in
the brain.

Jean Étienne Dominique Esquirol (1772–1840), Pinel’s
student and successor at the Salpêtrière, was one of the first to
apply statistical methods to clinical studies and tabulate psy-
chological causes. He elaborated the concept of monomania,
a type of insanity that does not involve loss of reason, to
designate an abnormally active, garrulous individual with
“delirium” or disturbed thought process confined to a fairly
circumscribed cluster of ideas or interests. The condition
sometimes appears abruptly and abruptly ceases, and often
does not necessitate hospitalization (Esquirol, 1838). His stu-
dent, Jules Philippe Joseph Falret (1824–1902) published a
paper in 1854 on “circular insanity,” which he described as a
clinically coherent and diagnostically distinct illness, charac-
terized by an alteration between manic excitement and de-
pression, typically with brief periods of reason (Sedler &
Dessain, 1983). The DSM-III description of bipolar affective
disorder is remarkably similar to Falret’s description of cir-
cular insanity; it appears to be a specific disease with a clus-
ter of typical symptoms, a particular course and prognosis,
and a particular response to certain somatic treatments (such
as, lithium, or electrical shock treatment).
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Descriptive psychiatry with classification of data did not
develop until, with the growth of institutions and the increas-
ing professionalization of psychiatry, a sufficient number of
mental patients were gathered for observation over a period
of time. In the second half of the nineteenth century, more
than 15 national and international psychiatric societies were
organized and almost fifty journals of psychiatry appeared in
the United States and Europe. Classifying types of mental
illness began by establishing standard ways of describing
symptoms and symptom clusters.

Emil Kraepelin (1856–1926) developed the first widely
accepted classification of mental disorders and is considered
the founder of modern psychiatric nosology. Kraepelin sys-
tematically collected and described facts, on the basis of
which he classified types of severe mental disorder. His
Compendium der Psychiatrie went through eight editions
between 1883 and 1914, growing to a multivolume textbook
of psychiatry. Kraepelin divided the major psychoses into
manic-depressive psychoses and dementia praecox, and sub-
classified dementia praecox into three types: catatonia
(characterized by mutism and maintenance of a bodily pos-
ture for long periods of time), hebephrenia (characterized by
inappropriate, often silly, speech and behavior), and paranoia
(characterized by delusions of persecution and/or grandeur).
He concluded that persons suffering from manic-depressive
disorder can recover, whereas those with dementia praecox
deteriorate, and hence hypothesized that dementia praecox
may be of metabolic origin. Kraepelin emphasized the phys-
iological causes of mental disorders and considered the per-
sonal side of a patient’s illness as incidental to understanding
psychopathology. He presented ordered groups of obser-
vations, with clear detail and fully documented statistical
tables, in order to establish that serious mental illness, like
other diseases, has a predetermined course and outcome
(Kraepelin 1915). No consistent, central system of diagnosis
was established within the United States until the appearance
of the Diagnostic and Statistical Manual: Mental Disorders
(DSM), first published in 1952 by the American Psychiatric
Association. Although this was a step forward, criticisms
attacked its inherent inconsistency because the categories
included disorders defined on the basis of etiology, on the
basis of behavioral symptomology, and on the basis of pre-
sumed psychodynamics. However, the process of defining
classification had begun, and revisions have followed
throughout the latter half of the twentieth century. Eugen
Bleuler (1857–1939), a Swiss psychiatrist, professor, and
director of Burghölzli Asylum, Zurich, from 1898 to 1927,
originated the term schizophrenia (“split-mind”) in 1908 as
a generic label for the category of mental illnesses that
Kraepelin had called dementia praecox. Bleuler believed that
schizophrenia represents a split between a person’s emotional

life and faculty of reasoning that results from morbid thought
processes that disturb the emotional integrity of the self, and
that schizophrenia is amenable to psychotherapy.

By the 1870s, the field of medicine had entered the era of
modern scientific experimentation. Claude Bernard, French
physician and physiologist considered the founder of experi-
mental medicine, published his classic Introduction to Exper-
imental Medicine in 1865, which established the value of
experimental methods for determining mechanisms regulat-
ing the activity of bodily systems and their relation to physi-
cal pathology. Medical advances, such as Pasteur’s germ
theory were based on the use of the pathogen model of dis-
ease, sometimes loosely known as the “medical model.”

Knowledge of the role of pathogens and the accompanying
social benefits of immunological procedures established this
model as the most effective strategy and has profoundly influ-
enced approaches to psychopathology. In so doing it has cre-
ated vigorous controversy. Applied to the understanding of
psychopathology the model assumes that disordered behaviors
are symptoms of a particular pathology, the hidden cause of
which must be discovered. The first step is to sort mentally ill
people into groups based on clusters of symptoms (syndromes)
common to each group. The second step is to determine the
particular pathogen that has caused the disease in order to
solve the problem of etiology. The third step, once a psy-
chopathology has been diagnosed and its etiology established,
is to determine the appropriate treatment for the condition. The
hidden pathogen may be biological (genes, for example) or
may be past stressful experience. In the psychoanalytic model,
the pathogen is an unconscious conflict, hidden from the
patient and allegedly requiring the skill of the analyst to dis-
cover. The critical difference between this metaphorical use of
the term pathogen and its original meaning is that the analyst’s
discovery cannot be visibly demonstrated to all who look, but
its presence is inferred on theoretical grounds.

Brain Pathology Model of Psychopathology
and Nervous Diseases

By the end of the eighteenth century and during the early
nineteenth century, the development of new technologies to
study the brain and nervous system produced findings that
were to provide the foundations of modern neurology. The
medical community accepted the role of electrical impulses
transmitted within central nervous system tissue in the medi-
ation of behavior, and old beliefs about the role of the blood
and generalized vis nervosa faded from the scene. It had be-
come clear that the central nervous system integrates the sen-
sory and motor systems of the higher organisms. The brain’s
importance as the organ of human thought and behavior was
firmly established and led to the emphasis on disorders of the
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brain and nervous system to account for psychopathology.
Accumulating evidence of human psychological and physi-
cal variability also produced a shift in emphasis to neurolog-
ical causes of insanity. Such evidence, it was argued, could
not be attributed solely to different experiences in basically
similar human beings. The variety and extremes of mental
disorder exceeded the apparent explanatory capacity of the
associationist psychology.

These changes led to development of the brain pathology
model of psychopathology, which held that psychopathology
represents, not unfortunate psychological processes learned
by the individual in the social milieu, but malfunction and
morbidity of the central nervous system variously caused
by hereditary faults, disease, malnutrition, toxins, and stress.
For example, Moseley (1838) stated that “. . . disease in the
organ of the brain and not in the mind is the cause of nervous
complaints and insanity is now admitted.” He believed that
the brain could be affected by environmental and psycholog-
ical factors as well as by toxic agents (e.g., if not exercised,
the brain, like other organs, becomes relaxed and sinks into a
condition of incompetency). The predisposing causes of
insanity that he lists are similar to the causes of melancholy
suggested by Robert Burton in the seventeenth century. An
extreme of this view was to trace all psychopathology to
hypothetical lesions in the brain. Writing some 40 years after
Moseley, Henry Maudsley, whose major works appeared
between 1867 and 1879, believed all psychopathology was
caused by brain disease.

Franz Joseph Gall (1758–1828), whose major work was
published between 1822 and 1825, opposed the prevailing
view that the mind is a unitary thinking thing. He asserted
that it consists of interacting separate psychological faculties,
each with a separate locus in the brain, one of each in the two
cerebral hemispheres (a theory he called organology). He
agreed with the view that each side of the brain can serve as
a complete organ, one side providing a backup for the other.
He held that derangement of thinking and behavior are
caused by disease of particular parts of the brain, notably
gross under- or overdevelopment of particular cerebral or-
gans, or to an imbalance between cerebral organs. Gall main-
tained that all humans are vulnerable to malfunction of the
brain that can result in insanity, although some people have
a greater constitutional disposition to insanity than others
(Gall, 1825/1835, Vol. 1, p. 281).

Phrenology

Johann Gaspar Spurzheim (1776–1832) had begun to col-
laborate with Gall in 1800, but Gall later severed their rela-
tionship because of his objections to modifications that
Spurzheim began introducing in Gall’s theory. Spurzheim

called his variant phrenology, a term that Gall never used
(Clark & Jacyna, 1987, p. 222). Phrenology attracted numer-
ous adherents in both England and the United States, includ-
ing influential philosophers and physicians specializing
in psychiatry. Isaac Ray (1807–1881), an American physi-
cian and well-received writer on forensic psychiatry, was
for some years an advocate of phrenology. Spurzheim’s
phrenology was used to rationalize discrimination and pre-
judice on the basis of presumed biological racial and class
differences. Victor Hilts (1982) points out that, although Gall
did not use hereditarian arguments, phrenologists such as
Spurzheim began to promote the social policy of eugenics
well before the appearance of the social Darwinists. They
popularized hereditarian ideas in the conviction that social
progress depends on the improvement of human biological
endowment through selective breeding, and warned of the
possibility of racial degeneration if this were not accepted as
a moral duty.

Brain Hemisphere Theories

Discovery of the brain’s division into two hemispheres
led to an interpretation of psychopathology as caused by a
breakdown in the activity integration between the two 
hemispheres. Esquirol (1838) attributed impairment to the
duality of the brain, whose two hemispheres, “if not equally
activated, do not act simultaneously.” Benjamin Rush (1745–
1813) speculated that the mind, like vision, is a double
organ, which could account for cases of somnambulism in
which patients seemed to experience two independent states
of consciousness. And the French neurologist, Marie
François Xavier Bichat, explained that the brain has two
hemispheres because the organism must interact with the
external world in a unified way with both sides of the body
(Harrington, 1987).

In 1844, during the autopsy of an apparently normal man,
Arthur Ladbroke Wigan reported that the man possessed only
one cerebral hemisphere, evidence that a person requires only
one to function normally. Wigan concluded that “. . . each
cerebrum is a distinct and perfect whole,” capable of inde-
pendent thought and volition, and suggested that the healthy
brain synchronizes the actions of the two hemispheres, with
one of the two dominant and controlling the volitions of the
other. He speculated that in mental disease “one cerebrum
becomes sufficiently aggravated to defy the control of the
other,” and then the two hemispheres act independently, their
separate wills conflicting, and their separate thoughts being
confused. For such cases, Wigan (1844) suggested that
“a well-managed education” might serve to “establish and
confirm the power of concentrating the energies of both
brains on the same subject at the same time.”
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Neuroscience research overturned view that the cerebral
hemispheres are identical in the latter half of the nineteenth
century. Results of neurological research, including autopsies
performed on patients with psychological deficits related to
brain tumors and traumas, correlation of behavioral changes
with ablation of particular structures of the central nervous
system, direct electrical stimulation of areas of the exposed
brain in living subjects and the corresponding techniques of
measuring degree and locus of electrical activity of the brain
evoked by systematic stimulation of areas of the body, all lent
support for the theory that different psychological functions
are localized in separate areas of the brain.

LATE NINETEENTH INTO TWENTIETH CENTURY

Theory of the Evolution of the Brain
and Psychopathology

J. Hughlings Jackson (1835–1911), an English neurologist
who specialized in neuropathology, confirmed Broca’s dis-
covery of the speech center, finding in most cases that aphasia
in right-handed persons is associated with disease of the left
cerebral hemisphere. In 1863, he observed epileptic convul-
sions that progress through the body in a series of spasms;
such convulsions are now known as “Jacksonian epilepsy.”
He theorized that the lower functional levels of the human
mind are dynamically and unconsciously present in all
healthy individuals and are temporarily released from control
of the higher cortical centers whenever the cortex is relatively
inactive, as during sleep, and in cases of cortical damage.
Jackson concluded that the behavioral symptoms of brain
damage are determined by the functioning of one or more
lower centers that have been freed from the inhibitory control
normally imposed on them by the higher brain centers. He
pointed out that this evolutionary sequence can be observed in
individual mental development and suggested that in old
age, in various neurological diseases, and in most forms of in-
sanity there occurs a general reversal of this developmental/
evolutionary process (Jackson, 1887).

The Clinico-Anatomic Method

The discovery of cerebral localization of motor, sensory, and
even integrative psychological functions supported the thesis
that psychological functions are localized in the brain. If
particular psychological functions are localized in different
parts of the brain, it follows that various manifestations of
psychopathology might be caused by diseases of specific
parts of the brain. In this view, the domain of psychopathol-

ogy represents various specific diseases to be described in
order to establish descriptive categories. The diseases can
then be related to specific underlying diagnosable neurologi-
cal pathologies. This is conceptually a “pathogen model” of
psychopathology. This view was largely hereditarian but not
necessarily so, as organically based psychopathology could
be caused by innate or acquired brain dysfunctions.

General Paresis

By the late nineteenth century large numbers of mentally ill
persons were crowded in the large public institutions, some
suffering from alcoholism, others from old age and dementia,
and still others were probably “natural fools.” Still others suf-
fered from various metabolic and neurological diseases and
brain damage. Many suffered from general paresis (originally
called “general paralysis of the insane” or GPI). Autopsy of
the brains revealed widespread brain tissue destruction, but
no one knew that general paresis had a specific pathology
linked to syphilis until Krafft-Ebing established that this
form of insanity is the tertiary stage of syphilis, a delayed,
but not inevitable, result of a syphilitic infection. In 1897,
he inoculated with the syphilis spirochete nine individuals
with general paresis and no known history of syphilitic infec-
tion. None developed secondary symptoms. Researchers
concluded that they must have been previously infected,
although they had not developed the usual symptoms of
syphilis. This finding established that an early infection
with syphilis is the cause of general paresis. The symptoms,
which begin to appear 15 to 20 years after the initial infec-
tion, include manic-like behavior, with euphoria, delusions
of grandeur and persecution and depression, and disorders of
speech and locomotion, similar to those found in some major
psychiatric disorders. The hypothesis of syphilitic infection
was not fully accepted until Noguchi and Moore produced
definitive proof by finding evidence of the spirochete in the
brains of syphilitics (Moore, 1910).

Brain Lesions and Psychopathology

Throughout the second half of the nineteenth century, many
physicians attributed all mental derangement to cerebral
pathology. Technical limitations mostly prevented physicians
from establishing the nature and location of central nervous
system pathology until after the patient had died, and so med-
ical researchers turned to autopsies to confirm the supposi-
tion that brain pathology underlay psychopathology.

D. Hack Tuke (1881), in his presidential address to the
Medico-Psychological Association, reviewed autopsy re-
search into the physical correlates of mental pathology. He
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concluded that the morphological and histological study of
the brains of idiots by Mierzejewski, Luys, and others were

. . . sufficient to prove, had we no other evidence, the fundamen-
tal truth of cerebro-mental pathology—the dependence of
healthy mind on healthy brain. . . . We are surely justified in
expecting that by a prolonged examination of every part of the
brain structure, and the notation of the mental symptoms, we
shall arrive in future at more definite results; that the locality of
special disorders will be discovered, and that the correlation of
morbid mental and diseased cerebral states will become more
and more complete that the scientific classification of mental
maladies may be one day based upon pathological as well as
clinical knowledge, and psychology be founded, in part at
least, upon our acquaintance with the functions of the brain
(pp. 330–331).

Carl Wernicke (1848–1905), a German neurologist, also
assumed that pathology of the brain causes mental disorders,
the various symptoms being expressions of disorders of differ-
ent localized cerebral functions. Wernicke analyzed symptoms
of mental disorder as to whether their causes appeared to be
pathology in the sensory, the intrapsychic, or the motor sphere
of the brain. Meyer (1904) assessed Wernicke’s work as pure
empiricism with a rather artificial and not sufficiently founded
brain pathology and psychopathology. And in 1914, David C.
Thomson said, “The knowledge of the aetiology, pathology,
and therapeutics of insanity has advanced, and can only ad-
vance, on the fundamental view that the symptom-complex in-
sanity is a disorder or disease of the brain. I do not think this
can be asserted too often in these days of fads and ’isms, such
as faith-healing, Christian science, etc.” (p. 558).

However, various failures to relate specific psychopatho-
logical symptoms to specific loci of pathology in the brain
suggested that the cerebral problems in insanity were caused
by dynamic disturbances in function rather than lesions in the
brain structure. Nevertheless by the end of the nineteenth
century most members of the medical profession subscribed
to some variant of this view. They believed psychopathology
was caused by some biological disorder, inherited or ac-
quired, which affected the functioning of the central nervous
system, either by agency of the blood or because of lesions or
physiological malfunctioning, with increasing emphasis on
heredity.

Social Darwinism

Perhaps the most important nineteenth-century development
arose from the impact of Charles Darwin’s work. Evolu-
tionary theory and the conception of man as a descendant
of earlier animal forms were not totally unknown before

Darwin. However, the evidence he adduced was powerful
and his exposition was cogent. The clear consequences his
theory held for religious views of human nature and popular
views of man’s purpose in the cosmos created a dramatic and
disturbing departure from the thinking of earlier centuries.
Natural selection, with its message of competition and con-
flict was equally disturbing. Social Darwinism, a political in-
terpretation of the principle of natural selection, was to have
serious consequences for the public perception and treatment
of the mentally ill. Social Darwinism assumed that human
society was the product of inevitable and continuous conflict
and competition. As a result, individuals formed a continuum
of the “fit” (the intelligent, physically healthy, affluent, and
powerful) at one end and the “unfit” (poor, diseased, retarded,
insane, alcoholic, criminal, and powerless) at the other that
extended to the different “races” of man. The elimination of
unfit individuals or races was interpreted as part of man’s
inevitable process of progressive improvement with an ac-
companying moral imperative to eliminate any obstacles to
this improvement.

Degeneracy Theory

One theory that was compatible with Social Darwinism was
the theory of degeneration, which rested on the belief that a
wide variety of social ills were evidence of a unitary heredi-
tary defect. Physical disease (such as tuberculosis, deformed
bone development, etc.) and insanity, alcoholism, unemploy-
ment, poverty, and crime seemed to go hand in hand. In fam-
ilies and communities in which any of these were prevalent,
the others were likely to be found.

Dowbiggin (1985) reviewed the history of degeneracy
theory in France. The psychiatrist Jacques-Joseph Moreau
de Tours (1804–1884) asserted in 1859 that all insanity is
caused by an actual alteration of the central nervous system,
and that the major cause of insanity is genetic transmission
from parents to children of a neuropathic predisposition. He
argued that “large series of organs” such as the nervous
system, rather than “isolated traits,” are transmitted from
parents to offspring, and that susceptibility to disease, partic-
ularly mental derangement, is caused by a morbid deviation
from the healthy human type. However, autopsies of patients
with mental disease had failed to discover specific lesions
or pathological structures of the brain, suggesting that
the causes of insanity might not be biological. This led to the
theory that mental disease was caused by a hereditary degen-
eracy that results in a diffuse pathological functional disequi-
librium of the nervous system not detectable by autopsy.

Dowbiggin pointed out that the theory of morbid heredity
was compatible with the idea of free will. Dualism of soul and
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body was preserved by the thesis that madness results when
pathological functioning of the nervous system deceives the
mind of the patient, interfering with the exercise of his reason
and thus his moral liberty. The exercise of free will and ratio-
nality of the mind is possible only in a healthy body, the body
(specifically the nervous system) being the instrument of the
mind. The sane person possesses rationality and free will; the
insane patient lacks both as a result of a diseased body.

Not all proponents of the hereditary degeneracy theory
were clear about what exactly began the process of degen-
eration. A significant body of opinion held that the problem
lay in the unhealthy nature of city life. The steady movement
of rural dwellers into the large cities had exacerbated the
already intense overcrowding in city slums. Low standards
of nutrition, difficulties in maintaining cleanliness, poor or
nonexistent sanitation, promiscuity, heavy drinking, and
crime were endemic in the warrens of London, New York,
and the large cities of Europe. Many argued that all this weak-
ened the constitution and morals of the previously healthy
countryman, and that this acquired debility was somehow
transmitted by hereditary to offspring, getting more intense
with each succeeding generation.

During the second half of the nineteenth century, promi-
nent French psychiatrists such as Morel and Moreau not only
endorsed the belief that insanity was caused by hereditary
transmission of a predisposition to nervous system pathol-
ogy, but further proposed that this degeneracy, endemic
among the lower classes, was the cause of political unrest in
those strata. An ideal multipurpose theory that could account
for phenomena as diverse as psychopathology and social
unrest, degeneracy theory would form a central plank in the
eugenic and racist platform.

In Germany, Darwinian ideas found a reception so enthu-
siastic that it rapidly transformed into an all-encompassing,
mystical quasi-religious system of belief. The German biolo-
gist, Ernst Haeckel, a leading proponent of this movement,
proposed that forces in nature were moving always to the im-
provement of the species, affecting man in precisely the same
way as any other animal. It was the moral duty of the people
to further nature’s purposes and to take active steps to prevent
the decay of degeneracy. This notion of a moral imperative to
further the alleged purposes of nature would appear in the de-
velopment and spread of eugenic ideas in Europe and North
America, culminating in the murder of thousands of mentally
ill in the gas chambers of Nazi Germany (Düffler, 1996).

Eugenics

The concept of eugenics was first developed in England by a
cousin of Charles Darwin’s, Francis Galton (1822–1911),

who proposed that measures be taken to prevent the spread of
hereditary defect in society. Galton’s ideas included financial
allowances for children born to “superior” parents and dis-
couragement or prohibition of marriage and reproduction
among those of lesser quality (Galton, 1909). In one essay,
Galton proposed that the value of a prospective child might
be calculated in terms of its future economic contribution or
cost to society, and this would determine what amount might
be spent to encourage the potential parents to reproduce. In
the case of severe degenerate defect, sterilization might be
considered. As the presence of a degenerate taint might not be
visible in a particular individual, a history of disorder in one’s
ancestors would be adequate grounds for the application of
eugenic measures.

Galton’s ideas found a particular promoter in Karl
Pearson, a professor of eugenics at the University of London,
who opened a eugenics laboratory and became the driving
force in the eugenics society that Galton founded. Pearson
also presented the eugenics program in a series of publica-
tions (Pearson, 1909, 1910, 1911). These ideas found support
in the United States, where some states legalized sterilization
of mentally retarded people. Goddard’s (1912) then-famous
study of the Kallikak family reinforced the argument for
sterilization.

Early Role of Hypnosis

After Mesmer was discredited in 1784, reputable study of
hypnotic phenomena in France languished until the 1870s
and the work of Jean-Martin Charcot (1825–1893), a physi-
cian and director of research in neurological disorders at the
Salpêtrière. Harrington (1987) presents a history of neomes-
merism in late nineteenth century French psychiatry, and the
background to Charcot’s involvement with hypnosis.

In 1876, Victor Burq, a physician, sent to Claude Bernard,
then president of the Sociéte de Biologie of Paris, an account
of how he had cured women who suffered from hysterical
hemianesthesia by applying metallic discs to the afflicted side
of their bodies (a procedure known as “metalloscopy”), with a
request that Bernard arrange for his work to be investigated
and validated. Bernard appointed a committee, consisting of
Charcot, Jules Bernard Luys, and Amédee Dumontpallier. A
year later, the committee reported that they had confirmed that
Burq’s claimed metallic effects were genuine, although it was
not clear if these effects were lasting. Furthermore they had
found that the symptoms of hysterical hemianesthesia could
be transferred from one side of the body to the other with ap-
plication of metal disks (and later, magnets). When sensation
was restored to a region on one side of the body, symmetrical
regions on the healthy side lost normal sensibility. It was
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suggested that the metals effected a dynamic transfer of a
functional lesion responsible for the anesthesia from one
hemisphere of the brain to the other. These findings stimu-
lated further research by Alfred Binet, Charles Féré, Joseph
Babinski, and others, and led to Charcot’s interest in hypnosis.

Jean Marie Charcot

Charcot undertook research in the use of hypnosis with a
selected group of hysterical female patients. They were typi-
cally put in the first stage of hypnosis, a cataleptic trance, by
the use of a bright light or a sudden noise. The second stage,
lethargy, was induced by having the patients shut their eyes,
and the third stage, somnambulism, by instructing the patient
to move about. Charcot believed that hysteria was caused
by a morbid organization of the nervous system, and he de-
scribed the hysterical crisis as comprised of four stages: the
epileptoid phase, the large movements phase, the passionate
attitudes phase, and the termination stage of delirium and
muscular resolution. The similarity between symptoms of
hysteria and those that can be induced by hypnotic suggestion
led Charcot to theorize that hypnosis is a form of experimen-
tal hysteria, and that susceptibility to hypnotic suggestion can
only be found in hysterical patients. He conjectured that the
hysterical symptoms are a consequence of autosuggestions
generated within a region of the patient’s mind isolated from
waking consciousness.

Charcot repeatedly performed experiments on dozens of
hypnotically susceptible patients, some of whom were paid a
fee and maintained for this purpose in the hospital. One day a
week, his clinic, with lectures on and demonstrations of
hysterical patients, was open to the general public. His clinic
became a highly fashionable event attracting a variety of
socialites, actors, authors, and others who came to observe
patients presenting dramatic portrayals of the “classical”
states of lethargy, catalepsy, somnambulism, and seizures.
Charcot was criticized for exploiting sick patients; con-
versely, Charcot faced charges that the patients learned their
symptoms as they were rehearsed repeatedly in the sorts of
responses he expected, because their welfare depended on
their displaying the behaviors he sought to validate his theo-
ries. His patients have been described as vying with each
other to produce the classical symptoms to make themselves
more interesting.

One patient, Blanche Wittmann, nicknamed the Queen of
Hysterics because of her talent in reproducing the three stages
of hypnosis with a grand finale of a hysterical “crisis,” is said
to have confessed to Jules Janet, a brother of Pierre Janet, that
even during the throes of a hypnotic trance she was aware of
her “act.” It was said that Charcot’s interns and other assis-

tants organized the experiments and demonstrations, pre-
pared the patients, and conducted the hypnotic sessions, and
that, because Charcot failed to check the conduct of the ex-
periments, he was unaware of their inadequacies. Sigmund
Freud studied with Charcot for six months in 1889. Other stu-
dents of Charcot to achieve fame include Pierre Janet, Gilles
de La Tourette, and Joseph Babinski (Harrington, 1987).

Bernheim and the Nancy School

About 1885, criticisms against metalloscopy research by
Hippolyte Bernheim (1840–1919), a physician in Nancy,
France, led to its being discredited, and further investigations
were abandoned. At about the same time Bernheim learned
that A. A. Liébault, a country doctor, was successfully
using hypnosis to cure patients. Bernheim was impressed by
Liébault’s success in curing a case of sciatica by direct
hypnotic suggestion—a case that had failed to respond to
his conventional treatment. In 1882, they opened a clinic,
known as the Nancy School. In a textbook published in 1884,
Bernheim stated that susceptibility to hypnosis does not re-
flect a pathological functioning of a morbid nervous system;
it has a mental etiology. He suggested that Charcot’s “clas-
sic” three stages of hypnosis were artifacts of specific sug-
gestions made to the patient and that Charcot’s identification
of hypnosis with hysteria was mistaken.

Bernheim believed that the phenomena of hypnotism can
only be explained ideogenically; the hypnotist’s suggestions
to the hypnotized subject cause hypnotic phenomena and
reflect normal psychological processes in a state of increased
passivity-receptivity engendered by the suggestions. Hence
hypnosis cures when the patient—in a state of increased sug-
gestibility induced by the hypnotist—uncritically accepts
new attitudes and beliefs. Statistics were compiled at the
Nancy School to demonstrate the lack of marked difference
in the proportion of men and of women susceptible to hypno-
sis, that young children are hypnotizable, and that all subjects
are more or less influenced by hypnotic procedures, with only
about 10% of persons showing no influence at all. Freud
spent several weeks with Bernheim and Liébault in 1889 in
order to perfect his hypnotic techniques. He also translated
Bernheim’s textbook into German.

Pierre Marie Félix Janet 

Neurologist and psychologist Pierre Marie Félix Janet
(1859–1947) was known for his studies of hysteria and neu-
roses and for his application of psychological theory to the
clinical treatment of hysteria. He collaborated with Charcot
at the Salpêtrière in demonstrating that no signs of actual
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neuropathy can be found in genuinely hysterical patients. In
1890 Janet succeeded Charcot as head of the psychological
laboratory.

Janet assumed that mental pathology is determined by the
functional features of the brain and a weakened and poorly
integrated nervous system. In order to determine whether
sexual factors are important in the etiology of hysteria, he
examined 120 hysterical patients. He found a preeminently
erotic disposition in only four and concluded that hysterical
patients are generally too self-centered and emotionally re-
stricted to be preoccupied with sexual interests. Janet empha-
sized the importance of psychogenic or “ideogenic” causes in
the etiology of hysteria and criticize Freud’s insistence on a
universal psychosexual etiology of the neuroses. He traced
hysterical symptoms to a system of “fixed ideas” that con-
centrated in one field of consciousness and controlled the pa-
tient’s mental life. The fixed ideas “may develop completely
during the attacks of hysteria and express themselves then by
acts and words” (Janet, 1892/1977), and are also revealed in
dreams, “natural somnambulisms,” and hypnotic states. The
fixed ideas, over which the patient has no control, arise from
a persisting traumatic memory of a series of emotionally dis-
tressing events that the patient appears to have completely
forgotten, but that can be remembered in a hypnotic state.

Janet claimed that when the patient was able to express the
traumatic memories, the symptoms improved or disappeared.
One of his therapeutic techniques involved asking his pa-
tients, usually under hypnosis, to describe the circumstances
in which a symptom first occurred. Then, to eliminate the
symptom, he gave the patient a direct hypnotic suggestion
that the circumstances the patient recalled had not actually oc-
curred. His success in treating hysterical patients with a com-
bination of hypnosis and psychological analysis led him to
devise a treatment plan for various types of hysterical symp-
toms. He stressed that each patient must be treated as a unique
case, not in terms of a generalized psychological theory.

Sigmund Freud and Psychoanalysis

For most of the first half of the twentieth century, Sigmund
Freud (1856–1939) and his speculations on the origin of
psychopathology had perhaps a more pervasive influence on
both professional and popular opinion in the United States
than any other single theorist.

Freud received his medical degree from the University
of Vienna in 1881, later deciding to specialize in neurology.
In 1885 he studied for six months at Charcot’s clinic at
the Salpêtrière, where he was impressed by Charcot’s theory
that hysterical phenomena are generated by ideas isolated

psychically in some second region of the patient’s mind that
is separate from normal waking consciousness. In 1886, he
began private practice, specializing in nervous diseases
(predominantly hysteria). In this practice he used the con-
ventional treatments for neurosis: massage, hydrotherapy,
electrical stimulation, the rest cure, and hypnosis. Freud
used hypnosis primarily to suggest to the patient that specific
symptoms would disappear. He also used a “pressure tech-
nique” in which he placed his hand on the patient’s forehead
to elicit memories.

Breuer, Freud, and the First Version of the Psychoanalytic
Theory of Psychopathology

Early in the 1890s, Freud and his colleague, Josef Breuer,
began to collaborate in developing a psychoanalytic theory
to explain hysteria. Their collaboration produced the first
version of psychoanalytic theory, On the Psychical Mecha-
nism of Hysterical Phenomena: Preliminary Communication
(Breuer & Freud, 1895/1955), in which they identified an
unconscious memory or complex of memories of a psychical
trauma as the pathogen that causes hysteria. An event (or
series of events) that causes distressing affect, such as fright,
anxiety, shame, or physical pain, can result in a psychical
trauma in a susceptible person, and if memory of the event is
repressed it acts as a determining cause of hysterical symp-
toms. They hypothesized that if the distressing affect thus
generated is discharged by energetic involuntary and/or vol-
untary reaction, the memory of the event fades. However if
no appropriate reaction occurs, either because it is prohibited
by social circumstances or the patient voluntarily suppresses
(defends against) memory of affective ideas intolerable to the
ego, the memory persists, inaccessible to consciousness, and
retains its quota of affect, which is converted into pathologi-
cal somatic symptoms.

Because patients are reluctant to talk about the event that
originally precipitated a hysterical symptom or, much more
often, are genuinely unable to remember it, the event cannot
be discovered by questioning the patient. However, if the
patient is hypnotized, the memory can be recovered. Freud
and Breuer claimed that when the patient described the
event that had provoked a hysterical symptom and expressed
the affect that had accompanied it, the symptom immedi-
ately disappeared. They conceded that new symptoms may
replace those eliminated, but considered their method supe-
rior to attempts to remove the symptoms by means of direct
suggestion.

Much of this theory relied on one particular case. Breuer
treated a young woman identified by the pseudonym Anna O.,
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for numerous disabling somatic symptoms. He found that
Anna went readily and often spontaneously into trance states,
during which she recalled the circumstances in which a par-
ticular symptom first appeared, accompanied by an emotional
reaction that had not occurred at the time, after which the
symptom improved or even disappeared. Throughout his ca-
reer, Freud continued to claim that Breuer had achieved a
great therapeutic success with Anna O. However, research un-
dertaken by Ellenberger (1972) revealed that this was not the
case; almost immediately after Breuer ended her treatment,
Anna O. was hospitalized in a sanitarium where she spent
some time under medical treatment. She finally recovered and
subsequently achieved recognition in the feminist movement
in general and with her social work with unwed mothers in
particular.

In 1895 Breuer and Freud published Studies on Hysteria
(1895/1955), which included five case histories of hysteria (the
case ofAnna O. and four treated by Freud) and his Psychother-
apy of Hysteria. In the preface to the book’s first edition,
Breuer and Freud stated that “Our view is that sexuality seems
to play a principal part in the pathogenesis of hysteria as a
source of psychical traumas and as a motive for defense, that is,
for repressing ideas from consciousness” (p. xxix). But in
order to protect the confidentiality of their patients they did not
publish details of their observations in support of this view.

The Psychoanalytic Theory of Psychopathology,
Second Version—Freud’s Seduction Theory

In 1896, Freud published The Aetiology of Hysteria (Freud,
1896/1950a), in which he stated unequivocally that the un-
conscious memories that generate hysterical symptoms are
inevitably of one or more premature actual sexual experi-
ences in early childhood (stimulation of the genitals, coitus-
like activities, etc.). Freud asserted that he could recognize
the connection between an infantile sexual experience and
every symptom in 18 cases of hysteria that he had treated,
and that this was confirmed by therapeutic success with each
patient when he brought them to recall the pathogenic mem-
ory. His discovery that infantile sexual experience is the
origin of neuropathology, Freud claimed, was a revelation as
momentous as the discovery of the source of the Nile. The
alleged sexual experience was either an isolated instance of
abuse by strangers or, much more frequently, seduction by a
caretaker, near relation, or siblings who initiated the child
into sexual intercourse and maintained a regular love-relation
with him, often for years.

Freud had had great difficulty in eliciting memories of
early sexual experience from his patients. He referred to the

fact that his patients would reproduce the scenes only under
the strongest compulsion, trying to hide the most violent sen-
sations while doing so, and claiming that they had no real
feeling of recollecting these scenes. However, he asserted that
the incidents must have been real because the recollections by
different patients displayed uniformity in certain details that
must have followed identical experiences. Uniformity of rec-
ollection is, unfortunately, more consistent with the simple
explanation that Freud’s conviction of what the memory
ought to be was determining the content of the memory.

Not long after publishing his seduction theory, Freud
began to realize that some of his patients had not in fact
actually been seduced, and in 1897, he discarded both the
theory and his pressure technique. He substituted instead the
method of free association and the procedure of interpreta-
tion, including the interpretation of dreams. 

Freud claimed in his On the History of the Psychoanalytic
Movement (1914/1950b) that he knew of no influence
that drew “my interest to [dreams] or inspired me with any
helpful expectations.” He was, however, familiar with J.
Hughlings Jackson’s theory that during sleep, the higher men-
tal processes no longer “keep down” the processes of the lower
brain centers. He had quoted Jackson’s statement, “Find out all
about dreams, and you will have found out all about insanity.”
In Freud’s view, dreams, like neurotic symptoms, provide a
conduit for the indirect discharge of accumulated nervous ex-
citations. In sleep, although the body is no longer attuned to
external stimulation, internal stimulation continues since or-
ganic needs are always signaling their presence.

The Third Version of Freud’s Psychoanalytic Theory
of Psychopathology

When Freud discarded his seduction theory, he recognized
that his patients had been right in expressing their disbelief in
the recollections he had forced upon them. However Freud
did not relinquish his belief in a universal sexual etiology for
the neuroses; instead he modified his theory. “Analysis had
led by the right paths back to these sexual traumas and yet
they were not true. At that time I would gladly have given up
the whole thing . . . perhaps I persevered only because I had
no choice and could not then begin at anything else. . . .”
(Freud, 1914/1950b, p. 299). If Freud’s theory of the sexual
etiology of neurosis, with its accompanying concepts of re-
pressed memories and resistance to recovery of repressed
memories, was invalid, it followed that his psychoanalytic
method of treating patients by retrieving repressed memories
was invalid. In that event, Freud would have had to abandon
both his method of analysis and of therapy.
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Freud rejected the possibility that in his psychoanalysis
he might have led patients to report false memories of sexual
seductions. Instead he concluded that the memories he had
elicited were real—but not of real experiences. The memo-
ries were memories of infantile fantasies of sexual seduction
created because they had wished either to be seduced or to
seduce. Why, if the patients had fantasized sexual seduc-
tion in early childhood, had they repressed the memories
of these fantasies? Freud answered this question with the
further assumption that childhood sexual fantasies are always
incestuous—hidden behind the fantasies of seduction were
infantile wishes for erotic gratification with their parents that
led to fear of parental wrath and punishment, and so the
memories of the fantasies were repressed. Freud also had to
explain why neurotic patients had incestuous sexual fan-
tasies, and this he did with the generalization that all young
children create such fantasies. Mentally healthy individuals
would show the same resistances if presented with evidence
that they had once had such fantasies. To Freud, the only dif-
ference between patients and nonpatients was that the analyst
was in a position to bring pressure to bear on patients, so as
to induce them to realize and overcome their resistances. In
short, Freud claimed that criticism of his theory by others was
itself evidence for the validity of the theory.

The Psychoses

Psychoanalytic theory was least developed in the matter of
the major psychoses, especially schizophrenia and bipolar
affective disorder. However, the central theme of psychoana-
lytic thinking about the psychoses, and the schizophrenias in
particular, determined that they arise from a massive failure
of repression of unconscious material.

From this perspective, schizophrenia symptoms are like
dream-material intruding into and controlling consciousness
in the waking state. Freud referred to psychosis as a waking
dream. The central difference between the neuroses and the
psychoses, according to Freud, was that the neurotic did not
deny the existence of reality, whereas the psychotic did deny
reality and tried to substitute something else for it.

Freud’s extensive modifications were manufactured in
order to shore up the suppositions from which the theory had
originated. And for more than a hundred years, analysts in-
doctrinated with Freudian theory or its various modifications
directed the course of therapy to the elucidation of childhood
erotic fantasies and wishes. Freud elaborated his psychoana-
lytic theory, publishing extensively, until his death in 1939.
Freud died in London, where he had moved from Vienna
after the U.S. government intervened with the German Nazi
government to permit him to do so.

Empirical Studies of Psychoanalytic Theory and Practice

The years following Freud’s death saw increasing pressure
for empirical evidence both for the hypotheses that underlay
the theory and for the claims that psychoanalytic therapy
provided an effective treatment for the neuroses. In a now
famous, albeit controversial study, Hans Eysenck (1952),
using data from the work of Denker (1946), compared out-
comes of intensive psychoanalytic treatment, brief treatment
by general practitioners, and no treatment at all for neuroses.
Denker’s study had reported that, although psychoanalysis
had produced a 44% rate of significant improvement, other
psychotherapies had produced 64%, and general practitioners
had produced the best results with 72%. Eysenck’s analysis
implied that the more intensive and prolonged the therapy
(psychoanalysis being the best example of this) the less likely
was the patient to make a significant recovery.

Eysenck’s study left reasonable grounds for criticism, in
that he failed to match the groups for severity (or anything
else), and he left the definitions of cure unreported. In spite
of these criticisms, two key conclusions could reasonably be
drawn: (a) up to that time, no systematic, methodologically
adequate attempt had been made to test the efficacy of psy-
chotherapy, and (b) the rate of improvement of the patients in
Denker’s study vastly exceeded anything reported by psycho-
analysis. References to the reports of Freud himself on the
success of his efforts provided to be seriously unreliable. The
application of Freudian ideas to the major mental illnesses
was to come later, and came fraught with problems.

One consequence of the rise of psychodynamic ideas and
practices was that, given the avoidance of biological methods
of either diagnosis or treatment, no a priori reason justified
why the practitioner should have medical training. Freud
himself was to remark that medical training was unnecessary
for the practice of psychoanalysis. In the United States, how-
ever, until the second half of the century, psychotherapy was
carefully regulated and defined as a medical technique, only
to be provided by a psychologist or social worker under the
supervision of a psychiatrist. Indeed in some jurisdictions the
supervisor needed only to be a physician without formal psy-
chiatric qualifications. (See chapters by Benjamin, DeLeon,
Freedheim, & VandenBos and Routh & Reisman in this
volume.)

Morton Prince and Multiple Personality

Boston neurologist Morton Prince (1854–1929) adapted
the theories and methods of Freud and Janet to his own inter-
ests in the study of neuroses, the unconscious, and hyp-
nosis. Prince was interested in both conversion hysteria and
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multiple personality, and his paper, written at the end of the
nineteenth century and during the first several decades of
the twentieth century, provided examples of both. His case
history of Miss Beauchamp is cited as a classic example of
multiple personality (Prince, 1975). The essential diagnostic
feature of multiple personality is the apparent existence in the
individual of two or more distinct personalities that alternate
in dominance. Each personality appears complex and inte-
grated, has memories unique to that personality, and displays
patterns of behavior, emotional expression, and ways of in-
teracting socially that differentiate it from the other personal-
ities. The personalities seem often to be opposites; a retiring,
highly moralistic person may on occasion behave in a self-
advertising and outrageously amoral manner. The transition
from one to another of the personalities is often sudden and
associated with apparent psychosocial stress. The original
personality has no knowledge of the others, whereas the sub-
personalities are usually aware of each other.

The problem with all cases of multiple personality that
have been highly publicized is that the extra personalities are
initially brought forth by the psychotherapist, usually while
the client is in a hypnotic trance and therefore suggestible.
The names of the additional personalities may be suggested
by the therapist. It is unclear whether each personality pre-
existed or was constructed and shaped by the clinician.

Spanos (1986) suggested that multiple personality is not
a disease, but a role learned in response to situations in
which this behavior is useful and considered appropriate. He
attributes the astonishing increase in frequency of reported
multiple personalities to the increased use by mental health
professionals who encourage patients to adopt this role. We
note that the motivation to present multiple personality is par-
ticularly intense when a client has been accused of a serious
crime and hopes to transfer responsibility for the crime to an
alleged alternate personality.

THE TWENTIETH CENTURY

The twentieth century saw the development of major changes
in the treatment of psychopathology and in the understanding
of the biological and psychological processes that are invol-
ved in its development.

Treatment Approaches

One significant development involved attempts to treat the
patient by direct intervention in the structure and function of
the nervous system. Brain surgery was among the first of
these interventions.

Brain Surgery

In 1890, Swiss psychiatrist G. Burkhardt, assuming that the
causes of specific kinds of abnormal behavior were located
in particular parts of the brain, removed parts of the cortex in
patients with hallucinations and other symptoms, hoping to
eliminate symptoms. He claimed that the treatment improved
patients, but he came under criticism from his colleagues
and abandoned the technique (Goldstein, 1950). Others per-
formed surgery on mental patients, including an Estonian
neurosurgeon who, in 1900, cut the connections between the
frontal and parietal lobes, but with no detectable improve-
ment in patient condition (Valenstein, 1986).

Not until the 1930s did brain surgery occur to any signifi-
cant extent. In 1935, two Portuguese physicians, Egas Moniz
and Almeida Lima, performed an operation using a procedure
that came to be known as prefrontal lobotomy (Moniz, 1937).
Walter Freeman and James Watts (1948) later modified the
method in the United States. By 1950, more than 5,000
lobotomies had been performed in the United States. An esti-
mated tens of thousands of such operations were performed
worldwide between 1948 and 1952. The surgery was per-
formed initially on patients with chronic schizophrenia, but
was later extended to patients with other psychiatric disor-
ders, as well as to criminals (Valenstein, 1986) and to hyper-
active children (Masson, 1986). In the course of time other
related forms of brain surgery such as transorbital lobotomy,
and cingulotomy were developed.

These procedures, collectively referred to as “psy-
chosurgery,” became the focus of scientific and ethical
controversy. Ethical concerns centered on the irreversible
damage done to the psychological functioning of the patient
and extended as far as the actual circumstances under which
the operations were performed, sometimes in the physician’s
office on an outpatient basis, often by physicians who were
not qualified neurosurgeons. On one occasion Freeman
administered a transorbital lobotomy in a motel room, first
anesthetizing the patient by administering electroconvul-
sive treatment (ECT) to produce coma (Valenstein, 1986).
Freeman ultimately lost his surgical privileges at a California
hospital following the death of a patient during surgery. By
that time, psychosurgery was already in decline, partly be-
cause of the extreme ethical questions raised, and partly
because emerging new medications provided safer, more ef-
fective and humane alternatives.

Fever Therapies

In 1887, Austrian psychiatrist Julius Wagner-Jauregg pub-
lished a paper on the therapeutic effects of fever on cases of
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psychosis. For some years he conducted research on the
effects of various febrile illnesses (e.g., tuberculosis) on
patients with diagnosis of psychosis, reporting some suc-
cesses and many failures. In 1917 he treated some general
paresis patients with blood from a patient infected with
malaria. Three of them died, and not until 1919 was he able
to define the kind of malarial infection that would be benefi-
cial. Others quickly accepted his technique, and in 1924 he
received the Nobel Prize for this discovery.

The exact manner in which these effects occurred was a
matter of speculation, many physicians concluding that the
high heat of the fever itself killed the organisms causing the
syphilitic infection. Other methods of generating high heat
were employed, including hot baths, hot air, radiothermy,
electric blankets, and so forth. The general success of the
fever treatment prompted an attempt to apply it to cases of
schizophrenia, manic-depressive psychosis, and other psy-
chiatric syndromes. These were unsuccessful, and the use of
malarial fever treatment in GPI was abandoned with the dis-
covery of penicillin (Shorter, 1997).

Comas and Convulsions

The first extensive systematic use of treatments intended to
induce convulsions and/or coma was reported by Manfred
Sakel (1900–1957). While treating drug addicts in a Berlin
sanitarium, Sakel accidentally gave an overdose of insulin to
one patient who also had diabetes. The patient became
comatose, but on recovery appeared to have lost her craving
for drugs. Sakel began to apply insulin as a treatment for
addiction. A later accidental overdose was given to a patient
who was also psychotic. In this case, the patient’s psychosis
appeared to be much reduced, inspiring Sakel to develop
insulin coma treatment for schizophrenia. He reported that
he had observed many successful outcomes but, as usual, no
independent objective evaluation of the improvement was
conducted (Sakel, 1935). This procedure became widespread
until it was displaced by the use of the synthetic chemical
metrazol.

In 1935, a Hungarian physician J. L. Von Meduna
(1896–1964) reported that he had discerned subtle differ-
ences in the brain cells of epilepsy and schizophrenia
patients. He inferred that epilepsy and schizophrenia were
antagonistic and that schizophrenia might be treated by in-
ducing convulsions. On the basis of experiments with ani-
mals, Meduna (1935) decided to use camphor injections but
soon switched to metrazol and reported impressive improve-
ments in his patients. By the 1940s, metrazol shock (convul-
sion) therapy was widespread in the psychiatric hospitals of
the United States. Some evidence indicated that metrazol was

effective with depressed patients, but not with schizophrenia
patients, and it was ultimately replaced with electroconvul-
sive treatment (ECT). In the case of both insulin coma and
metrazol-shock the basic initial observations had been acci-
dental; no accepted theory existed regarding the biological
mechanisms that might account for the reported effects and
little appears to have been attempted to develop one.

In 1937 two psychiatrists, Cerletti and Bini (1938), pre-
sented an account of their use of ECT of sufficient strength to
produce convulsions and coma in psychiatric patients, some
of whom showed an improvement in clarity of thinking and
general reality contact. Although the procedure was applied
rather widely to psychotic patients and especially schizophre-
nia patients, the results were discouraging. Huston and
Locher (1948), for example, found no difference in the rate of
improvement in depressed patients treated with ECT com-
pared with untreated patients. In addition, improvement in
the untreated lasted longer than in the treated patients. Later
studies of damage attributable to ECT (Alpers & Hughes,
1942) showed destructive effects to brain tissue. Again, no
satisfactory theory accounted for the effects of the treatment.
Gordon (1948) listed no fewer than 50 hypotheses, ranging
from the belief that the patient had experienced the convul-
sion as death and rebirth, to the view that the shock acted as a
stressor and stimulated stress-resistance mechanisms in bod-
ily functioning (Maher, 1966, pp. 499–500). Today, ECT is
used sparingly and then mainly with certain kinds of affective
disorder.

Experimental Psychopathology

Experimental investigation of psychopathology was stimu-
lated by the methods that were being developed to measure
the psychological processes of healthy individuals in labora-
tories of experimental psychology in the latter part of the
nineteenth century. Although its beginnings were modest,
experimental investigations of psychopathology were to
expand throughout subsequent decades.

Kraepelin

Investigation of psychopathology using the methods of scien-
tific experimental psychology began with the work of Emil
Kraepelin (1856–1926), who established a laboratory in
Heidelberg in 1890, where he conducted experimental stud-
ies of psychiatric patients. His work attracted others to join
his laboratory, notably British psychologist/anthropologist
William Rivers, and American psychiatrist, August Hoch.
Rivers (1895) and Hoch (1904) published translations of some
of the work done at Heidelberg, but much of Kraepelin’s
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experimental work, which was published from 1895 onward
in his series of volumes Psychlogischen Arbeiten, still remains
untranslated (Kraepelin, 1915).

Kraepelin’s work was guided by the basic assumption that
all psychopathological behaviors arise from some defect in
nervous system function. The task was to measure nervous
system functions as carefully and quantitatively as possible.
The kind of defect discovered could help explain the clinical
phenomena that had led to the diagnosis. Measuring proce-
dures were limited to those that could be applied externally
(i.e., without invasion of tissue). The use of experimental
methods and quantitative measurement in medical research
generally was still in an early stage. It is noteworthy that
Kraepelin had no method for observing or measuring brain
functions in the living human being. Modern methods of
electroencephalography and brain imaging lay far in the fu-
ture. Postmortem examination of the brain provided opportu-
nity to measure structure, but not function.

Kraepelin and his colleagues regarded experimental psy-
chology and experimental physiology as a unitary domain of
study. The functions examined included motor movements,
reaction time to various kinds of stimulus, memory, word
associations, and mental work (simple calculations). Control
comparisons were made between patients and nonpatients.
The diagnostic categories of the patients involved included
paresis, dementia praecox (schizophrenia), neurasthenia, and
epilepsy. Although Kraepelin emphasized quantitative mea-
surement, no statistical tests available could assess the relia-
bility of the differences that he found, which limited him to
reporting absolute differences. In this respect, too, his situa-
tion was the same as that generally prevalent in medical
research at that time.

The investigation of psychophysical and physiological
factors in mental illness became a continuing theme in the
ensuing decades. Psychological laboratories were estab-
lished in the early twentieth century at McLean Hospital in
Massachusetts, the Worcester State Hospital, and the New
York State Psychiatric Institute. Some laboratories were situ-
ated in academic institutions, notably at Yale University,
where Edward Scripture conducted studies on reaction time
in various diagnostic groups. Hunt (1936) and Shakow
(1971) include useful reviews of the development of experi-
mental psychopathology during this period.

With increasing hegemony of psychoanalysis in American
academic psychiatry in the period immediately following
World War II, experimental research into psychopathology
experienced a decline. One triumphant analyst chronicled
this change with the assertion that “psychological apparatus
had found its way to the lumber rooms of psychiatric clinics,
covered with dust and rusting away without having left

behind any gap in the resources of the research worker and
the practitioner” (Maher & Maher, 1979).

The Conditioned Reflex

Russian physiologist Ivan Pavlov (1849–1936) was one of
the most influential scientists of his time. Although his work
was almost exclusively concerned with animals, he made sig-
nificant contributions to human psychopathology. In 1914, in
the course of conducting an experimental investigation of
discrimination in a dog, Pavlov made a finding of signifi-
cance to the understanding of neurosis. While investigating
the dog’s capacity to discriminate between different shapes,
the shapes were progressively altered until no discrimination
could be made. When the hitherto quiet dog was brought
back into the laboratory room, it struggled when harnessed in
its stand, whined, and bit at the apparatus. “In short,” wrote
Pavlov, “it presented all of the symptoms of a condition of
acute neurosis.” (Pavlov, 1927/1960, p. 291). Further re-
search was undertaken with dogs differing in temperament,
one type being extremely excitable, the other type extremely
inhibitable. The results led Pavlov to conclude that experi-
mental neurosis develops only in animals of extreme types,
and the symptoms of neurosis differ in the two types and
relate to the characteristics of the animals’ different nervous
organizations.

Coincidentally, a violent storm flooded Petrograd, and the
dogs had to swim from the kennels to the laboratory. After
this experience some of them displayed disturbed behavior
similar to the “experimental neuroses” obtained in the labo-
ratory. Pavlov concluded that “. . . a development of a
chronic pathological state of the hemispheres can occur
from . . . first a conflict between excitation and inhibition
which the cortex finds itself unable to resolve; second the ac-
tion of extremely powerful and unusual stimuli.” (Pavlov,
1957, p. 318). Pavlov linked the phenomena seen in labora-
tory studies of animals with those seen in human psy-
chopathology in a manner that was to influence experimental
psychopathology for several decades to come.

Much later, Howard Liddell at Cornell University investi-
gated the adaptive behavior of sheep and goats in which the
thyroid had been removed. Using a mild shock, Liddell was
interested in how long the animal would require to make a
conditioned anticipatory response. Both animals with and
without thyroid glands learned this quite readily. Because of
time pressure to complete his experiments, he increased
the number of trials at each testing session. This had the
unexpected effect of producing an experimental neurosis in
certain sheep. They showed excitement, alarm, struggled to
escape, showed rapid heart rate and breathing, micturation
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and defecation, and so forth. The sheep from which the thy-
roid gland had been removed, however, did not show these
effects. Liddell (1944) concluded that the critical element in
the experimental neurosis was not the difficulty in making
discriminations, but the emotional reaction to the threat
posed by the electric shock. Although Liddell performed no
human studies, he made the theoretical link with human neu-
roses explicit in his reports of his animal work. W. H. Gantt
(1953) performed similar studies on dogs.

Experimental Neurosis and Approach-Avoidance Conflict

Other animal behavior studies were conducted within a
Freudian framework. They centered on the hypothesis that
a conflict between a motive toward pleasure (a “drive”) and a
fear of punishment (another “drive”) constituted the core
element of the psychodynamics of animal—and human—
neurosis. Clark Hull at Yale performed much of the initial
work. Hull took basic tenets of Pavlovian psychology and
sought to integrate them with certain Freudian concepts, with
a view to understanding how such conflicts might be reduced
by suitable environmental manipulations (Miller, 1944).
Within this framework other experimenters studied the effect
of variables designed to reduce the anxiety component of the
conflict, thereby permitting the emergence of the positive
(approach) component. These studies were attempting to dis-
cern “therapeutic” factors that might be applied to neurotic
human patients. Investigations using animals included the
effects of displacement and escape, Berkun (1957), Elder,
Noblin, and Maher (1961), Taylor and Maher (1959), and
many others. The paradigm was applied to many aspects of
human behavior, including verbal statements in psychother-
apy (Murray & Berkun, 1955), and neurotic behavior in gen-
eral (Phillips, 1956).

After 1960, this approach declined, partly because of
developing doubt about Freudian explanations of psy-
chopathology. Another reason was methodological con-
straints involved in generalizing from animals to humans and
increasing criticisms of the approach-avoidance model itself
(e.g., Atthowe, 1960; Maher, 1964). Although laboratory
animal research of this kind declined, the application of these
ideas to humans was to become one of the main themes of
behavior therapy.

Typologies of Mental Illness

The notion, embodied in the humor theory, that mental illness
proceeded from an imbalance of some internal biological
factor, survived for centuries. Its decline did not lead to the
abandonment of typology. New ones followed, each sharing

the assumption that normal personality included basic types,
each with specific biological balance, and each more liable to
a specific kind of psychopathology should the balance be
disturbed.

Pavlov

Pavlov provided one such typology. He theorized that behav-
ior, both normal and pathological, is determined by the inter-
action of three basic properties of the nervous system. These
are the strength of the excitatory and inhibitory processes, the
equilibrium of these processes, and their mobility. Pavlov ini-
tially based the typology upon observations of dogs in his
laboratory, but later extended it to humans.

Kretschmer and Sheldon

German psychiatrist and neurologist Ernst Kretschmer
(1888–1964) presented a theory of personality in which he at-
tempted to link psychological disorders to physical build. In his
1921 Körperbau und Charakter (published in English in
1925), he proposed three main body types: the asthenic (thin),
the athletic, and the pyknic (stout). Based on observations of
patients in mental hospitals, he concluded that schizophrenia is
linked to the asthenic, and manic-depression to the pyknic
body type.Although, some studies of psychiatric groups found
some support for the classification, significant criticisms pointed
to different reactions of others to people of varying body types,
and the effect of these reactions upon later behavior.

The basic idea behind his typology was developed more
quantitatively in the United States by William Sheldon
(1942). Sheldon also proposed a threefold classification
of components of body form derived from stages of embry-
ological development: the endomorphic component, with a
prominence of intestines and other visceral organs; the meso-
morphic component, with a prominence of bone and muscle;
and the ectomorphic, with delicacy of skin, fineness of hair,
and sensitivity of the nervous system. In an individual, each
component is measured on a scale of three and a body type
assigned by the three digits for each component. Sheldon
proposed temperamental classifications to correspond to the
morphological types. He published on this theme from 1927
to 1971, and in his later publications he reported findings
based on a study of patterns of psychosis as related to physi-
cal constitution.

Eysenck

Hans Eysenck (1947) developed a typology of personality
based in large part upon the Pavlovian model, together with
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some elements of Jung. His typology was framed within the
statistical factor-analysis approach then common in Britain,
whereby temperamental factors were defined as continua.
Eysenck recognized three major independent continua or
axes. The most basic was extraversion-introversion, in which
extraversion was defined as a balance where inhibitory
activity dominated excitatory processes, and introversion
was the reverse. The position of any individual on this axis
could be determined by various laboratory measures and
questionnaires. The other two axes were psychoticism and
neuroticism, each of which was scaled from low to high. Any
given disorder could be produced by the combination of mag-
nitudes of the three axes. Thus, antisocial personality (the
psychopath) was located in the high extraversion, moderate
psychoticism, and low neuroticism; schizophrenia was
located in the high psychoticism, high introversion, and
moderate neuroticism combination. Most of the laboratory
measures tested sensory and/or motor performance such as
critical flicker fusion, reactive inhibition in motor pursuit
tasks, and the like.

Nervous Diseases—Neurosis and Neurasthenia

The debate about neurological disorders underlying nervous
diseases, in particular hysteria and hypochondria, continued
well into the late nineteenth century. One important event in
the debate was the introduction of the concept of neurasthe-
nia (literally weakness of the nerves) by George Beard
(1880). The term had already found it way into medical lit-
erature (e.g., Kraus, 1831). Charcot’s 1888–1889 modifica-
tion (as cited in Lópes-Piñero, 1983) mentioned two major
neuroses, hysteria and neurasthenia. Both terms passed into
the twentieth century, each carrying the implication of a sep-
arate hereditary biological basis. Many psychopathologists
claimed a gender difference in these two disorders, hysteria
being a female neurosis and neurasthenia a male neurosis.

Organic versus Functional Psychoses

As brain studies of psychotic patients failed to reveal charac-
teristic patterns of neuropathology in most psychoses, re-
searchers began to recognize two kinds of psychosis. One
type, the organic psychosis, arose from demonstrable biolog-
ical origins, such as direct injury, toxic damage, or other
destructive processes acting on the brain; the other type, it
was suggested, arose from intrapsychic conflicts essentially
similar to those that produce the neuroses. By the end of
World War II, psychoanalytic conceptions had begun to dom-
inate psychiatric thinking and practice in the United States.
Although applied mainly to treatment of neuroses, some

practitioners attempted to treat psychotic patients on the as-
sumption that themajorpsychoticsyndromes—schizophrenia,
depression, and manic-depressive psychosis—were the out-
comes of severe intrapsychic conflicts and might therefore
yield to intensive psychoanalytic treatment. Freud had been
pessimistic about the possibility of such treatment, not be-
cause he thought these disorders primarily organic in nature,
but because he judged the patient to have regressed so far to
an infantile level of psychic development that the analyst
could notmake the interpersonal contactnecessary forpsycho-
analytic treatment. Nonetheless many followers of psychoana-
lytic doctrine did attempt to apply psychological treatments.
These included milieu therapy, group therapy, individual psy-
chotherapy, occupational therapy, and recreational therapy
(Shapiro, 1981).

In this context the fundamental distinction between the
“organic” psychoses and the “functional” psychoses arose.
Organic psychoses included paresis, Alzheimer’s disease,
the toxic psychoses, and other psychotic syndromes asso-
ciated with undeniable biological damage. The functional
were those for which no biological basis had been found and
included schizophrenia, manic-depressive psychosis (now
bipolar affective disorder), and psychotic depression. By de-
fault, these were regarded as having intrapsychic origins.

However, techniques to detect brain pathologies in the
living patient were crude. One was electroencephalography
(EEG), another x-ray. By midcentury, Hill and Parr (1950)
concluded that the EEG’s practical value was to enable us to
know something about organic cerebral disorder but little
else. Information also came from cases of patients who had
suffered externally inflicted damage to the brain and where
the locus of the injury could be relatively easily identified.
(German neuropsychiatrist Conrad Rieger employed a bat-
tery of such tests as early as 1888.) It was time-consuming to
administer, consisting of forty different tests (Benton, 1991).
In the aftermath of each of the two world wars much research
into brain-damaged patients provided a knowledge base
about the effects of injuries to specific psychological func-
tions. World War I gave rise to numerous neuropsychological
tests, mostly from German sources. A second major wave oc-
curred after World War II, primarily in the United States.

German psychologist Kurt Goldstein made an impor-
tant contribution to this research. In a seminal monograph,
Goldstein and Scheerer (1941) reported studies of brain-
damaged patients. Their results had led them to formulate the
hypothesis that substantial brain damage produced a loss of
“abstract attitude.” Schizophrenia patients tested with the
same tests used on brain-damaged patients performed in sim-
ilar ways, supporting the view that the functional psychoses
were essentially organic.
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By the 1940s, neuropsychological assessment of psy-
chotic patients employed a range of tests for the assessment
of brain damage (Benton & Howell, 1941). They largely fo-
cused on cognitive functions such as memory, attention, and
other components such as the subtests of general adult
intelligence tests. The combination of neuropsychological
tests, EEG and its derivatives, and clinical neurological
examination provided the main tools for investigating brain
psychopathology connections until well into the second half
of the twentieth century. After that, new techniques of brain
imaging were to revolutionize the strategies of research.

Theories of Origin and Research
in Antisocial Personality 

Much experimental research has been generated by clinical
assumptions about the characteristics and etiology of antiso-
cial personality disorder. Keep in mind that most of these
studies have been restricted to subjects in prisons or in psy-
chiatric facilities. Such subjects are not only more likely to be
extreme in their manifestation of sociopathy, but the effect of
imprisonment of hospitalization may have influenced the
obtained results.

Early theories of motivation postulated that all organisms
are driven by a need to reduce sensory stimulation. In 1949,
Hebb suggested instead that behavior can be motivated to
increase sensory stimulation. Quay (1965) hypothesized that
sociopaths, compared to normal people, have a lower basal
reactivity to stimulation and so need more intense sensory
input in order to maintain a level of cortical function ade-
quate for the subjective experience of pleasure. Hence, they
require more intense levels of stimulation.

It has also been suggested that the antisocial behavior of
sociopaths reflects their inability to delay gratification of
emotions and inhibit their impulses to action. Research re-
sults are inconsistent in their support of this hypothesis.

Behaviorism and Behavior Therapy

Neopavlovian behaviorism, in the forms developed by Hull
at Yale and Eysenck in the United Kingdom, devoted much
effort to the understanding of the processes associated with
disordered behavior. The logic underlying the application of
behavioral principles to the task of changing behavior were
relatively straightforward. Maladaptive behavior was ac-
quired (i.e., learned) and maintained in the same way that any
other behavior is learned, namely by the circumstances sur-
rounding when it first occurred and its consequences. The
maladaptive behavior was either followed by some desired
consequence (a reward), or served to avert some undesirable

consequence (a punishment). This general principle war-
ranted the deduction that treatment should consist of extin-
guishing the maladaptive behavior by removing its rewards
while, at the same time, giving rewards to the patient when-
ever normal behavior was displayed. When the behavior was
primarily avoidant, the principle was that repeated exposure
to the feared stimulus without any aversive consequences
would ultimately lead to extinction of fear and the emergence
of more adaptive behavior.

The effectiveness of these techniques had been demon-
strated in the animal laboratory, but their application to ac-
tual patients was another matter. Psychoanalytic doctrine
had asserted that the overt behavior was a “symptom” of an
underlying intrapsychic conflict, and that removing the
symptom without solving the conflict could not be curative.
Thus, it was claimed, the symptom might disappear when
treated by behavioral methods, but that a new symptom
would emerge to take its place. This hypothesized phenome-
non was called “symptom substitution.” From the behavioral
perspective, the so-called symptom was the problem, not
just an indicator of an invisible problem. Although later
studies were to show that the psychoanalytic claim was un-
founded, the hegemony of psychoanalysis in psychiatric
practice effectively prevented any extensive use of behav-
ioral methods with patients. Although Salter (1949) pub-
lished his classic Conditioned Reflex Therapy in 1949, not
until the deficiencies of psychoanalytic treatment had been
demonstrated did the way open for applying behavioral
treatment. This development did not occur until after mid-
century, and occurred at first more widely in the treatment of
children’s behavior problems in the classroom and the home,
where psychiatric influences were usually minimal.

Recent Approaches

The half century that spanned the period 1950 to 2000 saw
major changes in almost every aspect of theory and practice
in psychopathology. One of the first was the decline of
psychoanalysis.

The Decline of Psychoanalysis

It is important to note that the influence of psychoanalysis
within psychiatry in the United States far exceeded its influ-
ence in psychiatry in other countries. The combined member-
ship of the psychoanalytic societies of Austria, Denmark,
France, Germany, The Netherlands, Italy, Sweden, and
Switzerland by 1961 amounted to only 250 people (Szasz,
1961). In these countries and Great Britain, the psychoana-
lyst need not have had medical training, whereas in the
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United States psychoanalysis became a medical specialty and
also the predominant theoretical viewpoint of psychiatrists.
Theories generally do not so much decline because of their
inherent defects as because they have been replaced by better
alternatives. Psychoanalysis declined as an influence in psy-
chology for several reasons. One was the rise in psychophar-
macology, another was the spread of behaviorist techniques,
and a third was the increasingly evident defects of the theory
itself.

The Rise of Psychopharmacology

Public hospitals provided the most dramatic evidence for the
development of medications that could effectively alleviate
the symptoms of both the neuroses and the psychoses. Wortis
(1959) reported a survey of the world’s medical literature be-
tween 1930 and 1959. Before 1953, reports of pharmacolog-
ical treatments comprised less than 10% of published papers.
By 1959, they comprised more than 70%, and the number
was rising rapidly. The World Health Organization (1958) is-
sued a classification of psychopharmacological compounds
that covered seven categories, of which the most significant
category, the major tranquilizers chlorpromazine and reser-
pine, were effective with psychoses. Psychoanalysts com-
plained that medication merely removed the symptoms
without curing the patient. Because they believed that the
basic cause was psychological, they asserted that biological
treatments were therefore inherently limited to palliative
effects. As psychoanalysis itself was not achieving even pal-
liative effects with psychotic patients, the argument was
unimpressive. A more important problem with the early med-
ications was their frequent and unpleasant side effects. These
included dryness of mouth, involuntary motor movements of
the tongue and lips (tardive dyskinesia), occasional episodes
of dizziness, and such. When the psychotic symptoms sub-
sided, patients often discontinued taking the medication
because of the side effects, and relapsed into their previous
psychotic condition. Improved drugs and techniques of su-
pervised administration and/or injection of long-lasting
timed release compounds have been developed to eliminate
this cyclical effect.

The Rise of Behavior Modification 

The first to report extension of behavioral methods to hospi-
talized psychosis patients were Allyon and Haughton (1962).
Their approach consisted primarily of controlled application
of rewards to patients when they behaved in an adaptive (i.e.,
“normal”) manner. The underlying concept was that tradi-
tional treatment gave attention and care when a patient’s

behavior was maladaptive but ignored the patient when be-
havior was adaptive (“normal”) thereby serving to reinforce
symptomatic behavior and to extinguish normal behavior.
Rewarding normal behavior would provide a more rational
approach to eliminating symptoms. Studies directed toward
eliminating eating problems, mutism, and other symptoms,
reported successes (e.g., Allyon, 1963, Allyon & Haughton,
1962) and led some public hospitals to develop large-scale
“token reinforcement” programs.

Behavioral methods of this kind ran into criticism. One
criticism was that they turned the professional ethical imper-
ative to provide care and attention to the sick on its head and
therefore compromised patients’ rights. Another was that pa-
tient improvements often were specific to the hospital setting
and failed to persist after the patient was discharged. But the
main factor in limiting the spread of this approach was the
success of the new medications.

Behavior therapy proved broadly successful in treating
nonpsychotic problems such as systematic desensitization of
phobias, eliminating fear of flying, smoking reduction, and
training mentally retarded patients and passed into the reper-
toire of psychiatric practice.

The Rise of Anti-Psychiatry

A point of view arose that opposed the medical definition
of psychopathological disorders. Known as “anti-psychiatry,”
it drew inspiration from several sources. One source was
Erving Goffman’s (1961) Asylums, which described the ef-
fects of hospital rules and disciplines on patient behavior,
finding their behavior similar to the inmates of other “total in-
stitutions” such as convents, the military, and prisons. Scheff
(1966) argued that the distinction between sane and insane is
not a scientific one, but essentially a matter of social judg-
ment and social labeling of the deviant.

Perhaps the single most influential book was The Myth of
Mental Illness (Szasz, 1961), in which Thomas Szasz as-
serted that the mental illnesses had no established biological
basis and that they were not really a proper subject for
medical diagnosis and treatment. Terms such as disease,
symptom, diagnosis, therapy, and the like were therefore
metaphorical when applied to psychopathology. In support of
his contention, he pointed out the failure to find a biological
basis for the various mental illnesses. Instead, he said, the
“patient” suffers from problems of living in a stressful world,
and his behavior may be best understood as a form of both
communication and coping. While much of the work was
centered on the problematic status of hysteria as a disease,
his criticisms were addressed to the medicalization of de-
viant behavior generally. He alleged that the diagnosis that
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somebody was “mentally ill” served to limit that person’s
freedom of action and to prevent his communications from
being taken seriously. His argument went on to point out that
the practice of involuntary hospitalization meant that individ-
uals were being incarcerated against their will when they had
not committed crimes. Taken together, these were charges
that contemporary psychiatry was bad science, unreliable
practice, and an abuse of civil rights.

In this context, civil rights issues of the mentally ill at-
tained the same kind visibility as civil rights issues for mi-
norities and for women. The first redress for discrimination
against the mentally ill was deinstitutionalization. Patients
were discharged from hospitals in large numbers, some to
return to their families, but many to live as welfare recipients
or, in some cases, to live homeless on the streets. The scale of
deinstitutionalization was large, and the results varied from
striking improvements in the functioning of some patients to
tragedies of death from neglect in some of the homeless men-
tally ill. Discharge from the hospitals had become feasible
mainly because of the efficacy of the new medications. The
focus of caring for the mentally ill then shifted to problems of
medication maintenance outside the hospital and provision of
some degree of supervisory care in halfway houses or other
residential arrangements that provided transitional care be-
tween the hospital and the private home. Training in the vo-
cational and social skills necessary to obtain employment and
to get along in society outside the hospital emerged as a more
practical goal for psychological techniques than had been the
case with psychotherapy.

The Third Force and the New Therapies

One component of the antipsychiatry viewpoint was devel-
opment of therapies based upon avowedly nonscientific
principles. A spectrum of therapeutic techniques, known
sometimes as the “Third Force,” and sometimes as “human-
istic” arose. These included transactional analysis (Berne,
1961); rational psychotherapy (Ellis, 1958, 1962), logother-
apy (Frankl, 1953), gestalt psychotherapy (Perls, 1969), and
client-centered therapy (Rogers, 1951).

These approaches in general rejected the concept that
human behavior could be studied scientifically. Many hu-
manistic therapists followed the lead of Carl Rogers in aban-
doning the use of the medical term patient preferring instead
to use client. He, and they, did however retain the use of the
medical term therapy, and defined themselves as “therapists.”
These methods were not often applied to seriously disturbed
clients. The more usual clientele were primarily persons with
minor neuroses, mild anxieties, self-esteem problems, and
the like.

The Return of Diagnosis

One consequence of the hegemony of psychoanalysis in U.S.
psychiatry was the diminution of interest in formal diagnosis.
Patient evaluations typically oriented to a description of the
hypothesized psychodynamics supposed to underlie the clin-
ically manifest behavior. The decision as to what diagnostic
label to attach to the patient’s case was often considered a bu-
reaucratic requirement for statistical reports but of no great
significance in patient treatment. In 1952, the American Psy-
chiatric Association published the first Diagnostic and Statis-
tical Manual of Mental Disorders (DSM-I). The categories
employed conceived of mental disorders largely as personal-
ity reactions to various factors; biological, psychological, and
social. It was replaced in 1968 by DSM-II, to bring it into line
with the Eighth edition of the International Classification of
Diseases (ICD-8).

In later years, further revisions included DSM-III in 1980,
DSM III-R (revised) in 1987, and DSM-IV in 1994, and
DSM IV-TR in 2000. These successive versions included an
increasing number of disorders and increasingly detailed cri-
teria for definition of diagnostic categories. Research into
various forms of psychopathology based upon this classifica-
tion system has permitted more confident comparison of pa-
tient samples from different hospitals and from different
countries, an essential requirement if independent replication
of findings is to be established.

Progress in the Biological Understanding
of Psychopathology

Certainly the most significant advances in the study of psy-
chopathology have occurred in the closing decades of the
twentieth century. Progress has been made in developing tech-
niques for measuring the structure and function of the living
brain and in our understanding of the complexities of genetics.

Brain Measurement

At midcentury observation of the structure and function of
the living brain was confined to measuring the electrophysi-
ology of brain activity with the electroencephalogram (EEG)
and x-ray photography. These were replaced by various kinds
of brain imaging that depended on the availability of high-
powered computers and upon new ways of scanning the
brain’s metabolic activity. The major forms of brain imaging
(brain “scanning”) are positron emission tomography (PET),
computerized tomography (CT), single photon emission
computed tomography (SPECT) and magnetic resonance
imaging (MRI). All of these methods rely on the fact that
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brain activity requires energy and this energy comes from in-
creased metabolic activity in the brain area doing the work.

PET and CT scans begin with an injection of briefly acting
radio-active material into the blood stream to mark changes
in blood flow and blood concentration, thereby indicating
where the increased metabolic activity is taking place. These
scan methods require keeping radioactive material in the lab-
oratory, and the injections are somewhat intrusive. These
methods also are expensive and are limited as to the clarity of
the images of brain structure they provide.

For all of these reasons, use of these scans has been gen-
erally superseded by magnetic resonance imaging. Not until
1959 was MRI used for medical diagnosis, and not until the
1970s did it came into general use for body imaging. MRI
could detect natural changes in blood oxygen levels (an index
of metabolic activity) without using radioactive materials.
High-speed scanning of the whole brain in a few milliseconds
enabled the investigator to study rapid localized brain activ-
ity changes during mental activity. Additionally, improve-
ments in EEG made it possible to study the rise and fall of
electrophysiological activity at specific points in the brain in
real time. 

The New Genetics

With the discovery of the double-helix DNA, the genetics of
psychopathology passed from dependence upon inference
from studies of twins to direct identification of genetic anom-
alies. One of the first outcomes of genetic studies of the
psychoses was the evidence that no one-gene–one-disorder
relationship existed. In the case of schizophrenia alone,
Gottesman and Moldin (1998) reported on several studies be-
tween 1994 and 1997 that implicated seven different chro-
mosomal regions in the genetics of schizophrenia. 

Paradoxically, the increased sophistication of method
provided by brain imaging and genetic analysis has not
suggested that we are nearing a clear answer to the historic
questions about the biology of mental illness. Instead it has
gradually revealed the complexity of interactions between
brain areas, the heterogeneity of brain anomalies in the psy-
choses, and the heterogeneity of the genetic factors in what
appear to be unitary diagnostic categories.

Experimental Psychopathology 

Experimental psychological work in psychopathology in the
tradition of Kraepelin, Shakow, and others had also dwindled
by midcentury. Much of this reflected the influence of psy-
choanalysis, which asserted that the answers to questions of
etiology were already known and that experimental research

was not only irrelevant to the question but antithetical to the
analytic method. Experimental research in psychopathology
revived from the 1950s onward, extending in various direc-
tions, both behavioral and biopsychological. Progress of ex-
perimental work in psychopathology mirrored ongoing
changes within general psychology and the neural sciences.
Experimental work itself was greatly facilitated by the devel-
opment of desktop computers, which replaced earlier bulky
equipment. Computer portability made it possible to bring
the laboratory to the patient rather than vice versa, thereby
extending the kinds of sample that could be obtained. 

By the final decade of the twentieth century, experimental
investigations of psychotic patients focused mainly on the as-
sociation between brain structure and function, on one hand,
and cognitive and emotional processes on the other. As an il-
lustration of the changing emphases, we might note that by
1991 biological research on schizophrenia—a previously
“functional” psychosis comprised four of the five volumes of
the Handbook of Schizophrenia (Nasrallah, 1991). It was
now regarded as an obviously biological disorder.

INTO THE TWENTY-FIRST CENTURY

Looking backward from the vantage point of the new millen-
nium, we see certain themes recurring in cyclical form. The
dilemma posed by the need to care for persons unable to care
for themselves versus the need to respect individual rights and
liberties to make personal decisions leads to a cycle in which
society creates institutions to provide the necessary care and
later discharges the patients on civil rights principles. Ad-
vances made in technologies for other purposes prove to have
significant effects in forwarding our understanding of psy-
chopathology investigations and treatments. The microscope,
the x-ray, electroencephalography, and brain imaging are ex-
amples of this. The emphasis on genetics and brain function
shifts in time to an emphasis on social/environmental factors
in the genesis of behavior. Themes within psychology in gen-
eral, mostly significant but sometimes faddish, find reflection
in psychopathology research trends. What is clear is that with
progress our questions are becoming more sophisticated, and
our answers more complicated.
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Clinical psychology may be defined as “a scientific and pro-
fessional field that seeks to increase our understanding of
human behavior and to promote the effective functioning of
individuals” (Reisman, 1991, p. 3). Clinicians share with
other psychologists a valuing of truth and a commitment to
its determination, which they believe is best done through
scientific methods. However, they are also committed to
being of help to people, who often present urgent problems
that require immediate assistance. They emphasize the value
and uniqueness of each individual and so strive to provide
services to all populations. Thus, they have faced, and no
doubt will continue to face, the dilemma of addressing insis-
tent and pressing human needs with measuring instruments
and methods of treatment whose validities are questioned by
others, as well as by clinicians themselves.

In this chapter, we are going to consider the history of
clinical psychology through its various phases of develop-
ment. We will view the field in the context of the changing
milieu of attitudes and professional approaches that have
characterized the area known as mental health. Throughout
the relatively short history of the field, there have been dif-
fering views as to the roles of science and “art,” as well as
both favorable climates (which we have titled zeitgeists) and
resistance within the field. We shall also review the changing
requisites for training and qualifying clinicians and treatment
approaches and take a brief view of current and possible fu-
ture developments.

Surprisingly, the history of clinical psychology is almost
as long as the history of scientific psychology itself. Scien-
tific psychology is often said to have begun when Wilhelm

Wundt founded the first psychological laboratory at the Uni-
versity of Leipzig in 1879; clinical psychology can be said to
have originated when Lightner Witmer, who earned his doc-
torate under Wundt established the first psychological clinic
at the University of Pennsylvania in 1896 (Routh, 1996;
Routh & DeRubeis, 1998; Witmer, 1897). Since at that time
psychology itself was still in an early stage of gaining aca-
demic, scientific, and public acceptance, many psychologists
had misgivings about the prudence of establishing an applied
field of their discipline. In fact, almost a century later many
clinicians believe such misgivings continue to remain
detectable.

The early clinical psychologists thought of themselves as
researchers, psychometricians (or measurers), and reeduca-
tors in the areas of individual differences, the ways in which
people differ from one another, such as intelligence (see the
chapter by Sternberg in this volume), personality (see the
chapter by Sternberg, the chapter by Barenbaum & Winter,
and the chapter by Weinstein & Way, all in this volume), and
abnormal behaviors (see the chapter by B. Mayer & A. Mayer
in this volume). Because the histories of those topics are ad-
dressed in those and other related chapters within this volume
(e.g., see the chapter by Mandler, the chapter by Morawski &
Bayer, and the chapter by Marecek, Kimmel, Crawford, &
Hare-Mustin) our task is made easier than it might have been.
Yet it must also be pointed out and acknowledged that clini-
cians draw, more or less, from almost every area of psy-
chology, and thus every chapter is of some relevance to the
history of clinical psychology. So, recognizing the arbitrari-
ness of what we are about, let us begin.
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Wundt and many of the early psychologists regarded psy-
chology as the scientific study of consciousness. As empiri-
cists, they believed that all that we know comes to us through
our senses. Accordingly, they were interested in how we ex-
perience the world through our senses, in the acuity of our
senses, and so on. When, in about 1884, Galton sought to
measure intelligence, it seemed reasonable to do so by means
of reaction time, sensory discrimination, height, weight, and
other anthropometric indices. James McKeen Cattell, who
was among the first Americans to receive a doctorate from
Wundt, was most interested in Galton’s work and elaborated
upon it.

Cattell (1890) introduced the term mental test and sug-
gested administering a standardized battery of 10 tests, such
as Least Noticeable Difference in Weight, Reaction-Time for
Sound, and Judgment of Ten Seconds. Subsequently, in 1921,
Cattell went on to found the Psychological Corporation,
which has since become one of the world’s largest suppliers
of psychological tests, but before he did that he had as one of
his students at the University of Pennsylvania a fledgling psy-
chologist by the name of Lightner Witmer (1867–1956).

Prior to studying psychology, Witmer was teaching
English at Rugby Academy, a prep school in Philadelphia,
where one of his pupils had an articulation problem. Witmer
had been considering a career in law or business, but this
youngster’s difficulties with speech aroused his interest.
Upon investigating further, he concluded the problem derived
from a head injury suffered at the age of 2 and speculated that
with proper diagnosis and treatment, this youngster could
have avoided years of frustration and embarrassment. That
psychology might be of help to those who had such problems
was a factor in leading Witmer to major in the new science.

After he received his doctorate in 1892, Witmer returned to
the University of Pennsylvania and took over the psychology
laboratory from Cattell, who left to assume a similar position
at Columbia University. While teaching a course in psychol-
ogy at Pennsylvania, Witmer was challenged by one of his
students, Margaret Maguire, a teacher in the Philadelphia
public schools, to use psychology to be of help to children
with learning problems. Specifically, she asked Witmer to
help a 14-year-old who seemed to be of normal intelligence
yet was three grades retarded in spelling. Witmer put the ado-
lescent through a diagnostic process and found a visual anom-
aly that was partially corrected by glasses. Then, by having
the child tutored, some improvement was effected, though the
situation was considerably more complex than originally pre-
sented (McReynolds, 1997; Witmer, 1907a).

Witmer was sufficiently encouraged by this success and
sufficiently convinced that psychology could be helpful to
persuade the university administration to back the creation of
a psychology clinic in 1896. Later that year, at the American
Psychological Association (APA) convention, he reported to
his colleagues what he had done and urged them to do like-
wise. He spoke of a “clinical method,” which would educate
students through demonstrations and contacts with those who
required the services of psychologists. Thus, the psycho-
logical clinic would be an agency for instruction, original
research, and service to the community (Reisman, 1991;
Witmer, 1897).

The treatments Witmer practiced and taught were essen-
tially pedagogical. In so doing, he carried on in the tradition
of such pioneers as J. Rodriguez Pereira, who taught the deaf
to speak; J. M. G. Itard, who attempted to educate and civi-
lize Victor, the Wild Boy of Aveyron; and Edouard Seguin,
who set up the first school to train those with mental retarda-
tion (Routh, del Barrio, & Carpentero, 1996). However, it
should also be recognized that Witmer, in common with
many clinicians today, believed that a broad range of prob-
lems indicated the need for remediation and training. To
Witmer, a juvenile delinquent was deficient in moral training
or proper conduct, and he thought of a child who might be re-
garded as psychotic today as developmentally arrested in a
variety of behaviors that required correction. 

In assessing the person, Witmer at first relied upon obser-
vation and whatever psychometric devices were available,
which were then not very many. He also availed himself of
the services of social workers, teachers, and any other pro-
fessional who might be indicated, such as neurologists,
optometrists, and physicians. A few years after Alfred Binet
developed the first age scale for measuring children’s intelli-
gence in France (Binet & Simon, 1905), Witmer incorporated
a version of it into his clinical assessment procedures. An-
other important aspect of how Witmer viewed assessment
was that he saw the attempted remediation of a problem as an
opportunity to test his understanding of it. Thus, he regarded
treatment as part of assessment and to be often decisive in de-
termining the validity of one’s diagnosis.

About a decade after the founding of the clinic, Witmer ap-
pealed to Philadelphia philanthropist Mrs. J. Lewis (Mary L.)
Crozer for funds to establish a clinical journal. By then, Wit-
mer was offering courses and a training program in this new
field of psychology and appeared to be successfully serving
the community. She agreed to give him the money, and in
1907, a journal called The Psychological Clinic began publi-
cation. For the next 30 years, until it ceased publication in
1937, Witmer served as its editor, frequent contributor, occa-
sional book reviewer, and gossip columnist. In its first issue,
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Witmer (1907b) wrote what is perhaps the most significant
article in the history of clinical psychology (McReynolds,
1997).

Witmer called for the creation of the field of clinical psy-
chology as an independent profession, though grounded in
the science of psychology. While his experiences had been al-
most exclusively with children, he made it clear in the last
paragraph of the article that clinical psychology could help
others as well:

I would not have it thought that the method of clinical psychol-
ogy is limited necessarily to mentally and morally retarded
children. . . . The methods of clinical psychology are necessarily
invoked wherever the status of an individual mind is determined
by observation and experiment, and pedagogical treatment ap-
plied to effect a change, i.e., the development of such individual
mind. Whether the subject be a child or an adult, the examination
and treatment may be conducted and their results expressed in
the terms of the clinical method. (Witmer, 1907b)

Witmer also recognized that clinical psychology en-
croached to some extent upon the field of psychiatry. How-
ever, he believed that given the proper training, the clinical
psychologist could make contributions that were distinctive
and valuable. Such training was being provided under
Witmer’s direction in the psychological clinic and through
formal graduate-level course work in developmental psy-
chology, abnormal psychology, and mental and physical
defects of school children. 

By 1909, the staff of the psychological clinic consisted of
Witmer as director, an assistant director, five trained PhDs as
examiners, a social worker, and three assistant social work-
ers. They were no longer alone. The Iowa Psychological
Clinic was founded in 1913 by Carl Seashore and R. L.
Sylvester (Routh, 1984), and a psychological clinic was also
established at Clark University in 1913. Moreover, there
were courses in clinical psychology and there would soon be
clinics at the University of Minnesota and the University of
Washington (Reisman, 1991).

Also by 1909, Witmer was urging a broader goal for clin-
icians and “orthogenics” as a new designation for the field.
Orthogenics included all that is now meant by the terms
primary, secondary, and tertiary prevention, as well as the
human potential movement. This was to be a profession con-
cerned with human development, both of the individual and
the species. Whatever was determined to impede or distort
development, including social conditions and public policies
that might be damaging, was grist for the clinician’s mill and
should be identified and remedied. With regard to the nutri-
tional, intellectual, and emotional deprivations of poor chil-
dren, Witmer (1909–1910) stated, “The problem calls for

preventive social action. . . . We should offer the slum parent
something better than a choice between race suicide and child
murder.”

He began to subtitle The Psychological Clinic as A Jour-
nal of Orthogenics, and each issue thereafter carried that
subtitle and a definition of orthogenics: “While orthogenics
concerns itself primarily with the causes and treatment of
retardation and deviation, it is by definition the science of
normal development, and comprehends within its scope all
the conditions which facilitate, conserve, or obstruct the nor-
mal development of mind and body” (Witmer, 1925). Obvi-
ously, in view of the title of this chapter not too many people
warmed up to orthogenics as a new designation, but Witmer’s
vision for the scope of the field he began has gained in
acceptance over the years.

A SCIENTIFIC ART?

Scientific psychiatry is probably best regarded as originating
around the nineteenth century, though like scientific psy-
chology it can trace its origins back over 2,000 years to the
philosophers and medical practitioners of ancient Greece.
Hippocrates spoke of mania, melancholia, phrenitis, hysteria,
and paranoia and thought of these as medical disorders, prob-
ably brought about by an excess of one type or another of
humor, or bodily fluid (Routh, 1998). By and large, however,
he recommended that patients with mental disorders be
treated with kindness, soothing music, and rest. The Roman
physician Galen (A.D. 129–198), promoted the view that the
etiology of specific disorders lay with excess humors, such as
black bile, yellow bile, blood, and phlegm, which led to the
treatment of the mentally ill with purges, vomits, bleeding,
and expectorants; these were the treatments widely used in
Western societies to the end of the eighteenth century.

During the eighteenth century, there emerged on several
fronts a different way of looking at people. The philosopher
Jean-Jacques Rousseau (1712–1778) argued that people are
naturally good but that they are corrupted by their society. If
allowed to develop naturally, or freely to experience the
world and the consequences of their behaviors, a natural
goodness or nobility would be expressed. Rousseau argued it
was the artificialities of the social order that drove people
to despair and that a simple life, close to nature, was best.
Clearly Rousseau’s influence can be seen today in natural
remedies and holistic medicine.

Moral treatment, treating the mentally disturbed with kind-
ness and respect rather than with physical force, restraints, or
harsh medications, began to be practiced toward the end of the
eighteenth century. In France, Philippe Pinel (1745–1826),
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called the father of scientific psychiatry because he introduced
case histories and maintained records for his patients and
because he tried to develop a nosology, advocated humane
treatment for the mentally ill.Afamous picture of Pinel “strik-
ing off the chains” of an unfortunate patient is depicted in
many books on abnormal psychology and psychiatry. Con-
trary to legend, Pinel was not the first to unchain the insane.

In England, a Quaker tea merchant, William Tuke (1732–
1822), established the York Retreat, where kindness and de-
cency in a rural setting were provided for the disturbed. In
Italy, Vincinzo Chiarugi opposed restraints and cruel mea-
sures, and in the United States, Eli Todd urged physicians
to practice moral treatment and established the Retreat in
Hartford. Social reformers, such as Dorothea Dix, advocated
the building of mental hospitals to provide humane care for
the mentally ill, and during the nineteenth century more than
30 state institutions, as well as asylums in Europe, were
erected as a direct result of her efforts.

By the middle of the nineteenth century, moral treatment
was being employed at a number of mental hospitals amid
enthusiastic reports of high recovery and discharge rates.
During this same period, the profession of psychiatry was
also growing. The Association of Medical Superintendents of
asylums for the insane, the precursor of the American Psy-
chiatric Association, was founded in 1844, about the same
time as similar organizations were founded in France and
England. Its major publication was the American Journal of
Insanity, which became the American Journal of Psychiatry,
now in 2002 is in its 159th consecutive year of publication. 

Breakthroughs were occurring in the scientific determina-
tion of the etiologies of a variety of mental disorders. In
1826, the French physician Antoine L. Bayle found an asso-
ciation between general paresis of the insane, a psychotic
condition that led to dementia and paralysis, and chronic
inflammation of the meninges. Richard von Krafft-Ebing’s
experiments demonstrated that paresis was caused by
syphilis. Sergei Korsakov reported the harmful effects of
chronic alcoholism on brain functioning. Karl Wernicke stud-
ied the effects of lesions in different areas of the brain and
different forms of language disturbances or aphasias. It
seemed to Emil Kraepelin, and to many other psychiatrists,
that what was needed was the determination of the syn-
dromes of specific disorders, research into their etiologies
and their natural courses, and the development of their spe-
cific treatments. For a detailed review of this period, see
Alexander and Selesnik’s History of Psychiatry (1966).

Therefore, toward the end of the nineteenth century, the at-
titude toward moral treatment changed. Mental hospitals
began to be seen mainly as custodial institutions for the men-
tally ill, who required further scientific study until appropriate

treatments could be determined. It was suggested that the
improvement rates for moral treatment had not been scientif-
ically determined and were probably grossly exaggerated.
Lower rates of improvement with moral treatment were
reported, and its defenders attributed these to a more intransi-
gent and difficult patient population and to a newer genera-
tion of psychiatrists who lacked the zeal and conviction of
earlier practitioners (Levine, 1981). Sound familiar? Addi-
tional research, it was generally agreed, for this and other
questions, would soon settle matters.

The major neurosis at this time was hysteria, whose symp-
toms had an annoying similarity to those of many neurologi-
cal disorders. Jean-Martin Charcot, a leading neurologist
of his day, used a cast of hysterics who had been previ-
ously hypnotized to demonstrate to his colleagues that all
the various symptoms of hysteria—paralyses, crying spells,
anesthesias—could be produced and modified under hypno-
sis. Charcot concluded, incorrectly, that there was an intimate
relationship between hysteria and hypnosis and thus those
who could be hypnotized either had hysteria or were predis-
posed to develop this neurosis (Goetz, Bonduelle, & Gelfand,
1995). An interested spectator at some of Charcot’s demon-
strations in 1885 was the Viennese neurologist Sigmund
Freud (1856–1939).

Freud had gone to Paris to learn the latest thinking about
the treatment of hysteria. An older colleague of Freud’s, Josef
Breuer, had become involved in an interesting case, in which
the patient suggested talking about problems. This talking
seemed to be of help, and Charcot’s hypnotic demonstrations
supported Freud in his belief that whatever the etiology of
hysteria, the symptoms could be treated and reduced by ver-
bal means. By 1892, Freud abandoned hypnosis in favor of a
“concentration” technique, in which the patient was directed
to try to recall all memories in connection with a symptom.
By 1895, Freud was talking about “psychical analysis,” or
“psychoanalysis,” and his relationship with Breuer was close
to an end (Breuer & Freud, 1895/1955; Gay, 1988).

Within the first decade of the twentieth century, Freud was
rapidly developing psychoanalysis as a theory of personality,
which he regarded as his contribution to psychology; as a
method of treatment, which he believed was of limited use
because of its expense, duration, and the few analysts avail-
able; and as a way of doing research. He had achieved inter-
national recognition and had adherents throughout Europe
and in the United States. In 1909, the eminent developmental
psychologist G. Stanley Hall invited Freud to come to Clark
University to address a gathering of American psychologists
who would be participating in the celebration of the school’s
20th anniversary. One of the members of that audience was
William James.
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AN ARTISTIC SCIENCE?

William James (1842–1910), like many of the other early
psychologists such as Wundt, had originally trained to be a
physician. For 12 years, he labored to produce a psychology
text that would serve to help him appraise the field, and in
1890 his magnum opus, Principles of Psychology, was pub-
lished. It quickly became a classic, and despite the early stage
of development of scientific psychology when it was written,
much within it would be of interest to clinicians today. There
was a chapter on the unconscious mind and the evidence for
its existence: that ideas or thoughts that are seemingly forgot-
ten must be existing somewhere if they can be recalled;
sleepwalkers who have no memory for what they did; our
ability to sense the boundaries of our beds while asleep and to
awaken close to a desired time; posthypnotic suggestions and
movements carried out automatically by hysterics. In con-
trast, the unconscious mind as it would soon be conceived by
Freud affected human functioning all through the day and
night, in dreams as well as in neurotic symptoms, in daily
accidents and thoughts and memory lapses and decisions.

There was a lengthy discussion of the Self, which in
James’s view was the sum total of all that the person owned:
a Material Self consisting of the person’s clothing, property,
body, and family; a Social Self composed of the many roles
people played in different kinds of interactions; and a Spiri-
tual Self, consisting of the person’s conscience and will, val-
ues, and psychological faculties. And there was often conflict
between these different aspects of self, which had to be re-
solved by simply deciding what should be given expression
and what should be suppressed. According to James, it was
simply impossible to give expression to all aspects of oneself.

James had a much more rational view of human behavior
than Freud. In his own life, prior to becoming a psychologist,
James had overcome feelings of depression by sheer strength
of resolve. He asserted that people could control their emo-
tions if they determined to do it and by exhibiting character-
istics of the feeling they wished to have. In other words, to be
happy, smile and act happy, and you will begin to experience
happiness . . . or as Shakespeare eloquently put it in Henry V
in exhorting troops to do battle bravely: “Stiffen the sinews,
summon up the blood, Disguise fair nature with hard-favor’d
rage” (act 3, scene 1).

An equally straightforward approach was recommended
to build good habits and break bad ones. Just go to it, and
allow no exceptions to the doing of the habit you wish to
achieve and immediately stop doing the habit you want to
break. For James, it made no sense to try to gradually wean
yourself from doing what you supposedly wanted to stop
doing.

Similarly, James argued in his discussion of the self that
people had it in their power to raise their self-esteem. He rea-
soned that our feelings about ourselves are determined by our
accomplishments divided by our aspirations. If we wished to
feel better about ourselves, we could raise our self-esteem by
achieving more of our goals or—and this was the easier
course—by lowering our aspirations and pretensions.

These practical suggestions made sense to James, who
was shortly to become a leading proponent of pragmatism, a
philosophical system that stresses that the value or merit of a
truth or undertaking lies in its practical consequences. How-
ever, in the opinion of those who favored psychology as a
“pure” science, these practical matters were totally extrane-
ous to the field. James was not so sure psychology was
headed in the right direction, and in 1907 he became a pro-
fessor of philosophy. Within six years, a movement called be-
haviorism was launched against the prevailing psychology of
Wundt and introspection.

It was in 1913 that John B. Watson proclaimed psychol-
ogy to be “a purely objective experimental branch of natural
science. Its theoretical goal is the prediction and control of
behavior.” Using as his model the reflex, Watson argued that
all psychology needed to be concerned about were stimuli
and responses: given the stimuli, to determine the responses;
given the responses, to discover the stimuli. Research using
introspection was best avoided, and psychologists should en-
deavor to put their findings to practical use (Watson, 1913).
In 1915, Watson became president of the American Psycho-
logical Association (APA), while the numbers of psycholo-
gists who regarded themselves as behaviorists grew with
each year. Their focus was not on sensation or perception but
on learning, and they were not averse to seeing the process of
learning in all areas of human functioning.

A SUSTAINING ZEITGEIST

Another way of looking at the fact that Witmer was success-
ful when he approached his university looking for funds for a
psychology clinic and when he contacted a philanthropist for
money to start a journal in clinical psychology is to say the
zeitgeist was favorable. We have already considered a num-
ber of events that during the eighteenth and nineteenth cen-
turies prepared the way for the development of this field, and
here we shall note others that promoted its advance during
the early part of the twentieth century.

However, it would be incorrect to suggest the going was
smooth and easy. The APA, founded in 1892 with 31 mem-
bers, had only about 300 by 1917; its purpose was solely to
promote the advance of psychology as a science, and it was
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reluctant to become involved in what many of its members
considered extraneous issues, such as what the qualifications
of a psychological examiner were and whether clinical psy-
chologists should be supported when their expertise was
challenged by psychiatrists. Not surprisingly, while there
may have been a need for the services of clinical psycholo-
gists in the society at large, at this stage in the development of
the field there was little demand. 

Accordingly, the training of clinicians was haphazard and
without any uniformity.Afew universities provided education
for clinicians, but most professionals had to take what courses
they could in college and seek further training on the job in
mental hospitals and clinics. In the former setting, they
thought of themselves as primarily researchers in abnormal
functioning; in the latter, they regarded themselves as mainly
psychometricians and educators with children. (It should be
remembered that the first individually administered intelli-
gence scale standardized on adults, theWechsler-Bellevue, did
not become available until 1939.) With these sobering qualifi-
cations stated, let us note some of the positive influences.

Morton Prince (1854–1929), a neurologist at Tufts Med-
ical College, founded the Journal of Abnormal Psychology in
1906 and served as its editor for many years. He was particu-
larly interested in hysteria and multiple personalities and
thought that the same processes that govern learning can be
used to explain abnormal behaviors. Neuroses, for example,
were often perversions of associations, because neurotics
often had difficulties in recalling the past. Psychotherapies,
he concluded, are actually different ways of educating people
to associate differently and thus adjust better to their environ-
ments (Prince, 1909–1910). While working in Boston, Prince
met with a congenial circle of physicians and psychologists,
including Boris Sidis and William James, to discuss psy-
chopathology and its treatment. He was sympathetic to psy-
choanalysis and through his journal helped to make it known.
In 1927, he founded the Harvard Psychological Clinic, and
by making it a unit of the Department of Psychology, he
sought to ensure that the study of personality and psy-
chopathology was regarded as part of psychology rather than
psychiatry.

William James received a visit in 1906 from a former
mental patient who had written a book about his experiences
in treatment. The book was titled A Mind That Found Itself,
and its author was Clifford Beers (1908). James read the
manuscript and wrote a letter of endorsement, which be-
came part of the book’s introduction and which served to
bring others to Beers’s support. Clifford Beers (1876–1943)
wanted to establish a movement that would make the public
aware of mental illness and willing to provide for its allevi-
ation and treatment. This became known as the mental

hygiene movement, and Beers founded the first of its many
societies in Connecticut in 1908.

That same year a prominent social worker, Julia Lathrop,
met with a psychiatrist, William Healy (1869–1963), in
Chicago to consider what new approaches to juvenile delin-
quency might be of help. At that time, judges disposed of
delinquents with nothing more than the results of a physical
examination to guide them. Certainly their decisions could be
better informed, and as a first step, research might be con-
ducted to determine the causes of delinquency. Healy went
off to get ideas by meeting with James and other psycholo-
gists and by visiting the clinics of Witmer and Goddard. In-
fluenced by the favorable recommendation of William James,
Julia Lathrop asked Healy to be the director of the new clinic,
which, when it opened in 1909, was called the Juvenile Psy-
chopathic Institute and today is known as the Institute for
Juvenile Research. Its original staff consisted of Healy; a
clinical psychologist, Grace Fernald (who later moved to
California, where she developed innovative practices for
remediating reading disorders in children and where a school
was named in her honor by UCLA); and a secretary. Many
consider it the first child-guidance clinic in the world.

A number of judges visited Healy’s clinic, with the idea in
mind to assess whether a similar operation could work with
their courts. During the summers of 1912 and 1913, Healy
taught a course at Harvard describing his work, and in 1917
he and Augusta Bronner, a clinical psychologist whom he
married, moved to Boston to establish the Judge Baker Guid-
ance Clinic. The focus of these clinics affiliated with the
courts was to evaluate children by means of psychological
tests, mainly intelligence tests, and other means in order to
make recommendations to juvenile-court judges regarding
the disposition of their cases. Healy, it should be added,
thought of himself not only as a psychiatrist but also as a clin-
ical psychologist; he developed two performance measures
of intelligence, one of which, the Healy Picture Completion
Test, was quite popular in its day.

During World War I, Robert Yerkes (1876–1956), a com-
parative psychologist at Yale (who later had primate labora-
tories, now at Emory University, named in his honor) and
also a clinician who made the Binet into a point scale (Yerkes,
Bridges, & Hardwick, 1915), chaired a committee of psy-
chologists that was asked to develop a group-administered
scale of intelligence for the army. This committee produced
the Army Alpha, a verbal scale; the Army Beta, which was
nonverbal and intended for those who could not read English;
and the Personal Data Sheet, a neurotic inventory designed
by Robert Woodworth that was one of the earliest personality
questionnaires (Yerkes, 1919). Almost two million men were
assessed with the Army Alpha and Beta tests, and Yerkes
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believed the prestige of psychology had been enhanced by its
contributions to the war effort. (See Weiner’s chapter on as-
sessment in this volume for further details on the testing
movement at this time.)

On December 28, 1917, an organization known as the
American Association of Clinical Psychologists (AACP) was
founded by J. E. Wallin, Leta Hollingworth, Rudolf Pintner,
and three others. Aside from conviviality, the AACP came
into being because clinicians wanted a group that would be
forceful in addressing their concerns, such as mental tests
being administered by nonqualified examiners and clinicians
gaining legal recognition as experts in the determination of
mental retardation and psychopathology. 

Robert Yerkes, the president of the APA at the time and
also a member of AACP, negotiated with the dissidents and
convinced them their interests would be best served through
the APA. Accordingly the AACP went out of existence in
1919 and became the Clinical Section of the APA, the first of
what were to become the many divisions of that organization.
About the only activity of the AACP during its brief life was
to sponsor a symposium at the 1918 APA convention. The
room was so jammed with people that it was not possible to
present this program, but the papers were published the next
year in the Journal of Applied Psychology. David Mitchell is
regarded as the first to earn his living through private prac-
tice; he obtained his PhD from the University of Pennsylva-
nia (Meltzer, 1966; Mitchell, 1919, 1931) and reported that
his treatment approach involved strengthening and eliminat-
ing habits.

The number of child-guidance clinics began to grow dur-
ing the 1920s with the support of the Commonwealth Fund,
established by the Harkness family which also funded the
National Committee for Mental Hygiene to seek the causes
and prevention of juvenile delinquency. These clinics, usu-
ally staffed by psychiatrists, clinical psychologists, and social
workers and concerned with the diagnosis and treatment of
child problems of all sorts, from infancy through adoles-
cence, served as additional sources of employment for clini-
cians. By 1930, there were about 500 clinics in the United
States offering psychiatric services, of which about 125 were
child guidance; by 1936, there were 676 psychiatric clinics
and 87 psycho-educational clinics, the latter mostly affiliated
with colleges and directed by psychologists.

In 1924, the psychiatrist Karl Menninger met with a group
of colleagues at the Institute for Juvenile Research to form
the American Orthopsychiatric Association. Its first president
was William Healy. Although voting membership in the
group was initially restricted to psychiatrists, this restriction
was dropped within 2 years. Among the clinical psycholo-
gists in this organization were Lightner Witmer, Augusta

Bronner, Shepherd Franz (one of the first clinical neuropsy-
chologists), Henry Goddard, and Edgar Doll (1920). The as-
sociation soon began publication of a journal, The American
Journal of Orthopsychiatry, which still focuses on interdisci-
plinary research and advocacy regarding the mental health
problems of children and families.

John B. Watson returned from service in World War I and
set about to determine what unconditioned stimuli produce
what unconditioned emotional responses in infants. He was
particularly interested in fear and was aware that Freud
(1909/1959) had presented a case of a boy who had a phobia
of horses, which through analysis was discovered to be a fear
of his father. Watson found that loud noises and sudden loss of
support elicit fear in infants and that by pairing a loud noise
with a white rat, a fear response could not only be conditioned
to the rodent but could be generalized to other furry objects
(Watson & Raynor, 1920). Unfortunately the infant, Albert,
became unavailable for Watson to extinguish the response.
However, Mary Cover Jones (1924), subsequently a promi-
nent developmental psychologist, did demonstrate that a
child’s fear of rabbits could be reconditioned by bringing a
rabbit closer and closer while the boy ate lunch. Here was ev-
idence, Watson believed, to suggest that some irrational fears
in children might be brought about and treated through condi-
tioning and without any need to invoke unconscious conflicts.

Nevertheless, psychoanalytic concepts were winning the
day. They were gaining in popularity among mental health
professionals. Morton Prince was moved to remark: “Freudian
psychology had flooded the field like a full rising tide and the
rest of us were left submerged like clams in the sands at low
water” (quoted by Hale, 1971, p. 434). In 1924, William
Alanson White, then president of the American Psychiatric
Association, urged psychiatrists to incorporate psychoana-
lytic concepts into their thinking and to use analysis to gain
fresh insights into mental illness. Psychologists were im-
pressed not only by Freud’s ideas but by the ideas of those
who disagreed with Freud, such as Alfred Adler and his no-
tions about the significance of birth order and the inferiority
complex, and Carl Jung and his introvert/extrovert personal-
ity types. Moreover, there were new tests of personality, like
the Rorschach and the TAT, which relied upon an apprecia-
tion and an understanding of unconscious functioning to be
administered and interpreted. Further, there began to be a
new way of looking at neurosis, as illustrated in the analyst
Karen Horney’s (1937) book, The Neurotic Personality of
Our Time. Neuroses, Horney argued, are brought about by
disturbances in interpersonal relations, and their symptoms
are determined by their culture and period. The conditions
that existed for Freud differ from those that are current. Were
we to analyze our culture, we would find different kinds of
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confusion and conflict from those of turn-of-the-century
Vienna. Therefore, we see fewer hysterics and more neuroses
of character, whose symptoms involve difficulties in relating
to people effectively. Similar ideas were being expressed by
Franz Alexander, Erich Fromm, and Wilhelm Reich (see
Munroe, 1955).

ORGANIZATIONAL STRUGGLES AND
TRAINING MODELS

Clinicians persisted in trying to get the APA to address their
professional concerns, but the APA still wavered. In 1931, the
Clinical Psychology section of the APA tried to set standards
for a training program in clinical psychology. A committee
was appointed and within 4 years issued its report: Clinical
psychology was defined as “that art and technology which
deals with the adjustment problems of human beings”; it re-
quired of its practitioners the PhD and a year of supervised ex-
perience; an MA and a year’s experience would qualify one to
be an assistant psychologist (Report of Committee, 1935).
Then considering its task finished, this committee disbanded.

Evidently tiring of frustration, in 1937 the Clinical Psy-
chology section of the APA dissolved itself and became in-
stead a section of a new organization known as the American
Association of Applied Psychology (AAAP). This clinical
section had 229 members at its founding (Routh, 1994,
1997). When the clinical section had first affiliated with APA,
part of the agreement had been that the section would be al-
lowed to continue its focus on the professional as well as the
scientific aspects of the field. As time went on, the APA did
not live up to this agreement, and the section’s annual meet-
ing became merely a place to read scientific papers. Also, the
APA had agreed to set up a system for certifying “consulting
psychologists” as qualified to offer their services to the
public. Only 25 persons were ever so certified before the sys-
tem was discontinued in 1927. The AAAP also incorporated
the Association of Consulting Psychologists, which had been
founded in 1931, and began publishing its Journal of Con-
sulting Psychology. (It continues to enjoy a fine reputation as
a premier publication for clincians’ research as the Journal of
Consulting and Clinical Psychology.)

With all this unrest and with all the excitement psycho-
analysis and its offshoots were generating in psychiatry and
in the culture, it is small wonder that clinicians began to want
to become more involved in treatment and saw their roles as
researchers, psychometricians, and educators to be somewhat
lacking in prestige, status, and pizzazz. Could treating enure-
sis by a bell and pad apparatus (Mowrer & Mowrer, 1938)
compare in sophistication with determining why a child

unconsciously resisted the toilet-training efforts of parents?
World events would shortly push that question a bit to the
side and afford clinicians an unprecedented opportunity for
the growth of their profession. But before we consider the
momentous events that happened—U.S. participation in the
Second World War from 1941 to 1945—let us take a closer
look at the training of clinicians in the prewar period.

If we examine those clinical psychologists who achieved
eminence in the field, as indicated by recognition from their
colleagues through awards or election to office in profes-
sional organizations, we find that many of them earned their
doctorates from only a handful of schools. A list of schools
whose graduates became prominent clinical psychologists is
shown in Table 16.1. As this table shows, the University of
Pennsylvania, Columbia, and Harvard had large numbers of
successful graduates, with Columbia alone accounting for
more than twice as many as any other school (Routh, 2000).
Yet even at many of these universities, such as Harvard, there
was no prescribed course work or training to become a clini-
cal psychologist. David Shakow, for example, took what rel-
evant courses and training he could, which he described as a
“do-it-yourself program” (Shakow, 1976), and his experi-
ences were more the rule than the exception.

TABLE 16.1 Officers and Awardees of Clinical Psychology
Organizations with Doctoral Degrees Prior to 1946

University Number Well-Known Examples

Columbia 25 S. J. Beck (1932), John E. Bell (1942),
Augusta Bronner (1914), S. I. Franz 
(1899), Leta S. Hollingworth (1917), 
Anne Roe (1933), Carl R. Rogers (1931),
David Wechsler (1925), Joseph Zubin
(1932).

Harvard 9 Robert R. Holt (1944), James Grier Miller
(1943), Saul Rosenzweig (1932),
R. Nevitt Sanford (1934), David Shakow
(1942), Robert W. White (1932).

Pennsylvania 9 Francis N. Maxfield (1912), David Mitchell
(1913), Herman H. Young (1916).

Ohio State 6 Victor C. Raimy (1943).
Iowa 5 George A. Kelly (1931), Boyd R.

McCandless (1941), Marie Skodak
(1938).

Stanford 5 Robert G. Bernreuter (1931), E. Lowell Kelly
(1930), Catherine Cox Miles (1925).

Clark 5 Arnold L. Gesell (1906), Frederick
Kuhlmann (1903), Seymour B. Sarason
(1942).

Minnesota 4 Starke R. Hathaway (1932), Carney Landis
(1924), Paul E. Meehl (1945).

Note: The data is from Clinical Psychology since 1917: Science, Practice,
and Organization (pp. 237–255), by D. K. Routh, 1994, New York: Plenum.
Copyright 1994 by Kluwer Academic. Reprinted with permission. This table
is reproduced from D. K. Routh (2000), p. 238.
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The internship is generally regarded as one of the most
significant experiences in the training of clinicians (Doll,
1920). The Training School at Vineland, an institution for
persons with mental retardation, is considered the first non-
university institution to offer an internship, beginning in
1908. Routh (2000) identified 26 psychology internships that
were established before 1946. According to Morrow’s (1946)
personal communication from William Healy, psychology in-
terns would stay “for at least a year, the tenures sometimes
overlapping for considerable periods. These students en-
gaged in psychometric examinations and in research and at-
tended all staff meetings” (p. 168). What is of significance
about this description is that prior to 1946, training in psy-
chotherapy for clinical psychologists was more the exception
than the rule.

A NURTURING ZEITGEIST

World War II represents a watershed in the history of clinical
psychology. In its aftermath, clinical psychology received
something it had not received before: enormous institutional
support from the federal government, from universities, and
from the APA for the training of clinical psychologists. In
1942, Robert Yerkes chaired a committee of the National Re-
search Council, which sought to unite the AAAP and the APA
by drafting a new constitution that would be acceptable to
both groups. Such a constitution was drafted and provided for
an APA dedicated “to advance psychology as a science and as
a means of promoting human welfare.” Henceforth, the APA
would be involved in professional and scientific issues, and a
new journal, American Psychologist, would give coverage to
both concerns. In 1944, the APA accepted the new constitu-
tion, the AAAP transferred its membership of about 600 psy-
chologists to the APA, and the dues went up. American
Psychologist began publication in 1946. The new APA had a
divisional structure, in which psychologists with similar in-
terests could affiliate. Division 12 was the division (now
known as the Society) of Clinical Psychology, and it for a
time became APA’s largest division.

Even before America’s entry into the war, oppressive dic-
tatorships in Europe had brought about an influx of psycholo-
gists to the United States who did much to invigorate and
enrich American psychology. Many of the leading Gestalt
psychologists, such as Max Wertheimer, Wolfgang Kohler,
Kurt Koffka, Kurt Lewin, and many lay analysts (that is, those
without MD degrees), such as Erik Erikson, Erich Fromm,
and Hanns Sachs, immigrated to this country. Many who were
recognized psychoanalysts in Europe found their practices
impeded by the American Psychoanalytic Association, which

had a long history of opposition to lay analysts, despite
Freud’s precepts to the contrary (Freud, 1927). At training in-
stitutes under its aegis, the American Psychoanalytic Associ-
ation would admit only physicians, unless a nonphysician first
agreed to use his or her education only for purposes of re-
search or self-enlightenment and not to train nonphysician
colleagues in psychoanalysis. European psychologists such as
Theodore Reik did not accept these restrictions. Instead, Reik
founded his own psychoanalytic training institute in the
United States, which welcomed psychologists and other men-
tal health professionals.

As the war drew to a close, it was recognized that there
were going to be enormous demands for clinical psycholo-
gists to provide their services to veterans. There were 16 mil-
lion veterans of World War II and 4 million veterans of
previous wars. The Veterans Administration (VA) estimated it
alone would need 4,700 clinical psychologists and vocational
counselors, and there was nothing close to that number of clin-
icians.AjointAPAandAAAP committee, with David Shakow
as chairman, began meeting in 1944 to address the problem.
That committee decided that rather than develop new profes-
sional schools, it would be better to use existing universities
and programs. A 4-year graduate course of instruction leading
to the PhD degree was proposed: the first year to ground the
student in psychology as a science, research methodology,
and theory; clinical courses, practicums, and an internship
would be in the second and third years; and the fourth year
would involve finishing the doctoral dissertation.

All the planets and stars seemed to be in the proper
alignment. The chief of the Division of Clinical Psychology
and Neuropsychiatry at the VA was James G. Miller, who
earned simultaneously both a PhD in psychology and an
MD at Harvard; he recognized the value of clinical
psychologists, supported their training in psychotherapy,
and sought to give them equal status with psychiatrists
(Hilgard, 1987). The APA endorsed the graduate program
recommended by the committee and agreed to evaluate and
monitor schools and training facilities to ensure they were
meeting standards. Robert Felix, a psychiatrist who was the
first director of the newly created National Institutes of
Mental Health (NIMH), was also friendly toward psychol-
ogy; in 1946, the NIMH began its program of training
grants and was soon awarding over $200,000 a year to stu-
dents in clinical psychology and making funds available for
psychological research. Also in 1946, the APA published its
first list of acceptable schools for graduate training in clini-
cal psychology, realizing there was much more to be done
in setting standards.

In 1947, Carl Rogers, as president of the APA, appointed
David Shakow to chair yet another Committee on Training in
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Clinical Psychology (Shakow, 1965). This committee rec-
ommended that courses for clinicians should include psy-
chotherapy and psychodynamics, with coursework in related
areas—for example, anthropology, medicine, and sociology—
germane to the particular student. These recommendations ap-
peared to extend the duration of graduate education beyond
the bounds of what was seemly, so in 1949 the APA held a con-
ference in Boulder, Colorado, to discuss training policies in
clinical psychology.

The Boulder Conference had 73 attendees, most of whom
were intimately involved in the graduate education of clini-
cians. It was the first national meeting to consider standards
for their doctoral training. Basically, the conference decided
to endorse a solid grounding in science and practice, and this
scientist-practitioner role for the clinical psychologist came
to be called the Boulder model. (It reflected David Shakow’s
own background, which included a lengthy research-clinical
apprenticeship at Worcester State Hospital in Massachusetts,
a personal psychoanalysis undertaken in part to prepare for
research in that area, and a career dedicated largely to studies
of motor performance and attentional deficits in schizophre-
nia, both before and after he became chief psychologist at
NIMH.) Despite its endorsement of the scientist-practitioner
model, the Boulder Conference also urged graduate schools
to be flexible and innovative in their training (Benjamin &
Baker, 2000; Raimy, 1950). Of most significance was that
psychotherapy or treatment became an essential component
in the training of the clinical psychologist.

Since it is rare to find unanimity about anything, not all
clinicians welcomed this change in their profession. Hans
Eysenck (1949), for one, spoke against it. He gave three rea-
sons why it would be better for clinicians not to become ther-
apists: Treatment is a medical problem; training in therapy
reduces the time available for training in research and diagno-
sis; and becoming a psychotherapist biases the clinician from
studying its effectiveness objectively. His comments, how-
ever, had little immediate impact, and most students of clini-
cal psychology saw the learning of psychotherapy as the sine
qua non of their graduate education.

While there was concern about standards and models,
there was explosive growth in the profession. From a handful
of universities offering graduate training in clinical psychol-
ogy before the war, the number grew to 22 by 1947, 42 by
1949. Each of these programs reported it had far more appli-
cants than it could accommodate. This interest in clinical
psychology was spurred by a growing interest in psychologi-
cal matters in the culture through movies, literature, news-
paper accounts, art, self-help books, and so on. At the same
time, clinical psychologists were beginning a national drive
for legal recognition and protection of their field.

Within the states, legislators were being asked to enact
licensing and certification laws for psychologists. A certifica-
tion law restricts the use of the title “psychologist” by speci-
fying the criteria that must be met by those who wish to use
it. A licensing law restricts the performance of certain activi-
ties to members of a specific profession. Because some of the
activities of clinicians overlap with some of the activities of
other professions, the APA favored certification over licens-
ing legislation. The first state to enact a certification law for
psychologists was Connecticut in 1945; it restricted the title
of psychologist to those who had a PhD and a year of profes-
sional experience. In 1946, Virginia enacted a certification
law for clinical psychologists that required the PhD and
5 years of professional experience.

The passage of this legislation often encountered stiff re-
sistance from the medical profession. Many psychiatrists,
such as William Menninger, respected clinical psychologists
and felt they had a major contribution to give to the psychi-
atric team through their diagnostic testing and research. Ac-
cording to this view, clinical psychologists could even do
psychotherapy under medical supervision, but they should be
barred from the private practice of treatment because they
lacked the keen sense of responsibility felt by physicians for
their patients (Menninger, 1950). 

Recognizing that certification or licensure by the states
would be a difficult, lengthy process, it was decided in 1946
to establish a kind of certification by the profession, and thus
was created the American Board of Examiners in Profes-
sional Psychology (ABEPP). The board consisted of nine
APA fellows who served 3-year terms, set and administered
standards for professional competence, and awarded diplo-
mas that signified professional recognition of the quali-
fications of the applicant. At its inception, these standards
required the applicant to have: a doctorate in psychology;
APA membership; satisfactory moral, ethical, and profes-
sional standing; 5 years of professional experience; and pass-
ing scores on written and oral evaluations that included
samples of the applicant’s diagnostic and therapeutic skills.
In 1949, the first ABEPP written examinations were held.
(Subsequently, in 1968, this group became the American
Board of Professional Psychology, or ABPP).

By 1949, it was generally accepted that the roles of the
clinical psychologist were psychotherapy, diagnosis, and re-
search. Since the VA had been involved in so much of the
training of clinicians and was a major employer, clinical psy-
chology had gone from being largely a provider of services to
children to being largely a provider of services to adults, of
whom the majority were males. The membership of the APA
had increased to 6,735, and there were 1,047 in the clinical
division alone. About 149 graduate departments offered some
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training in clinical psychology to about 2,800 clinical majors.
The profession was growing at a rapid and exhilarating pace.

SUBSEQUENT PROFESSIONAL DEVELOPMENTS

In 1918, Leta Hollingworth suggested the creation of a new
doctoral degree, the PsyD, which could be awarded to psy-
chologists who sought not to be scientists but practitioners of
psychology (Hollingworth, 1918). A similar suggestion was
made by Crane (1925–1926) with a similar imperceptible
response. In 1947, a commission appointed by Harvard Uni-
versity published a report recommending that Harvard estab-
lish a PsyD program for clinical psychologists (University
Commission to Advise on the Future of Psychology at
Harvard, 1947). The report included the following statement,
which proved to be somewhat prophetic and a bit comical: “If
the best universities deliberately dodge the responsibility for
training applied psychologists, the training will be attempted
in proprietary schools but under conditions so deplorable that
the universities will either be begged to assume responsibility
or blamed for not doing so” (p. 33). However, by the time this
report was published, the Harvard psychology department
had already acted by spinning off a new Department of Social
Relations, which included the psychology clinic and its staff
and which continued to offer the PhD.

The first institution to offer a PsyD degree was the Uni-
versity of Illinois (Peterson, 1992). It began its PsyD program
in 1968 as an alternative for clinical graduate students who
might find it more appealing than its PhD program. The PsyD
program had a greater focus on training for practice and did
not require experimental research; instead, the student could
present a detailed case history or a documented attempt at
clinical intervention and be prepared to discuss its theoretical,
practical, and research implications. Eventually this program
was dropped at Illinois and its leading proponent, Donald Pe-
terson, went to Rutgers University to become dean of its
Graduate School of Applied and Professional Psychology.
(One of the illustrious PsyD graduates of the Rutgers pro-
gram was Dorothy W. Cantor, president of the APA in 1996.)

In the meantime, the California School of Professional
Psychology opened its doors in 1969, offering a 6-year PhD
program. Other universities, such as Baylor and Yeshiva,
began to offer PsyD programs, and a number of proprietary
schools of professional psychology were established, most of
which offered the PsyD. 

What seemed to spur the growth of PsyD programs was the
Vail Conference held in Colorado in 1973 (Korman, 1974).
That conference endorsed the practitioner-training model as
an alternative to the scientist-practitioner one. But of course

there was more to it than that. After the first burst of post-
war growth had waned, some universities (e.g., Chicago and
Northwestern) had dropped their clinical programs and almost
all colleges had far more applicants than they could accept; this
alarmed some clinicians into thinking their profession would
not be viable until there were independent schools for the train-
ing of clinical psychologists. The alarm proved unjustified, as
the number of graduate training programs in clinical psychol-
ogy at universities has continued to increase. As of June 2001,
some 50 years after APA approval began, 202 programs were
approved or regularly monitored for approval. (Courtesy of
Tia Scales at the Education Directorate of the American Psy-
chological Association.) In addition, 53 free-standing schools
were producing clinicians (two were counseling programs). In
August 1976, these schools banded together into an organiza-
tion of their own, the National Council of Schools of Profes-
sional Psychology, in order to ensure that their interests were
pursued and protected (Stricker & Cummings, 1992).

The trend toward state certification and licensure of psy-
chologists reached something like a conclusion when
Missouri in 1977 became the last state to enact licensing
legislation—though concerns remained about the revocation
of laws and legal challenges to them. Clinicians themselves
used legal suits to gain admission privileges in hospitals and
to be counted as part of medical staffs. Their goals were to
compel medical insurance companies to reimburse them for
their services and (in 1988 in Welch et al. v. American Psy-
choanalytic Association et al.) to force an end to the restric-
tions imposed on lay analysts and their training and practice.
Often the APA was involved in this litigation, attesting to a
growing involvement in professional issues both within that
organization and among clinical psychologists.

In the days of NIMH training grants to PhD programs in
clinical psychology, it was considered a policy failure for
graduates to enter into independent private practice. Indeed,
most of those PhDs took public-sector jobs, whether in teach-
ing, at the VA, or in community mental health centers. That is
no longer the case. More and more clinical psychologists are
in private practice, and they have promoted the passage of
freedom-of-choice legislation, mandating that if insurance
companies pay psychiatrists for psychotherapy, they must do
the same for clinical psychologists. In a world of managed
care, clinical psychologists find themselves competing vigor-
ously for their share of the market. To aid third-party payers
in determining which psychologists merit reimbursement, a
National Register of Health Service Providers was developed
by Carl Zimet and others. To be listed in the register, a psy-
chologist must hold a state license or certification, have suc-
cessfully completed at least 1 year of internship, and must
have 2 years of supervised experience in a health setting.
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During the 1970s, the APA was forced to become defini-
tive about what constituted a psychological training program.
This came about when graduates of guidance or counseling or
sundry other programs demanded to be certified or licensed
as psychologists and brought suit if their qualifications were
questioned. They asserted, unfortunately correctly, that the
courses that went into a psychology education were unspeci-
fied. Therefore, the APA made it known that as of 1980 all
graduate programs in psychology must require courses in the
history and systems of psychology; the biological, social,
developmental, and learned bases of behavior; and statistics
and research design. Moreover, clinical students were also
required to have instruction in psychological assessment and
intervention, individual differences and psychopathology,
practicum training, and a 1-year full-time internship.

So, what does all this suggest, aside from more regulation
and specification than anyone would have thought possible
or desirable a few years before? First, clinical psychologists
were increasing their numbers and becoming a dominant
force within American psychology and perhaps elsewhere as
well. They were evident in Canada, the United Kingdom, and
Scandinavia. Norway, for instance, was training about 100
psychologists a year at the doctoral level. These countries,
unlike the United States, had publicly supported health sys-
tems, which were major employers of clinical psychologists.

Although the United States has continued to emphasize a
rather lengthy, and somewhat indefinite, period of graduate
education leading to the doctorate for clinical psychologists, a
variety of other models exist elsewhere. In the United
Kingdom, a 3-year program leading to a doctor of clinical
psychology degree (D.Clin.Psy.) has emerged. In Germany,
Hungary, Mexico, and Spain, the PhD is usually reserved for
academicians and/or researchers; practitioners of clinical psy-
chology study in undergraduate-graduate programs lasting
up to 6 years, perhaps supplemented by postgraduate training
in psychoanalysis or behavior therapy (Donn, Routh, &
Lunt, 2000). Believing that it was about time that the largest
psychological field of specialization had its own international
organization, Routh (1998) and colleagues founded the Inter-
national Society of Clinical Psychology in 1998. This organi-
zation holds its meetings with various larger international
groups, such as the International Association of Applied Psy-
chology, the International Council of Psychologists, the Inter-
national Union of Psychological Science, or the European
Federation of Professional Psychology Associations. (See the
chapter by David & Buchanan in this volume for a full de-
scription of the international contacts in psychology.)

Second, with increasing numbers come divisions and
splits. When there are few psychologists, the interests of one
or two can be regarded as idiosyncrasies. When there are

thousands of psychologists, the interests of 1% or 2% may
constitute the beginning of a new field of specialization or a
new social grouping. APA membership has increased from
about 7,250 in 1950 to 16,644 in 1959 to 30,830 in 1970 to
50,933 in 1980 to about 150,000 in 2000. At one time, a
school psychologist was a clinical psychologist who worked
in a school setting, but eventually school psychology became
a field of specialization in its own right (Fagan, 1996, and the
chapter by Fagan in this volume). Similarly there are more
and more areas of specialization within clinical psychology
that could become separate fields, such as clinical neuropsy-
chology, clinical child psychology, and health psychology.
This differentiation is probably inevitable, but it is not with-
out the possible consequence of fostering less unity among
clinicians unless care is taken to ensure cohesiveness.

Third, there has been an increasing professionalization
within clinical psychology. Until World War II, very few
clinical psychologists were involved in private practice. The
role of the clinician changed from one of diagnosis and re-
search to diagnosis, treatment, and research. Correspond-
ingly, along the way from its inception in 1892, the APA’s
aim—“to advance psychology as a science”—has changed:
“to advance psychology as a science and as a means of pro-
moting human welfare” and “to advance psychology as a sci-
ence, as a profession, and as a means of promoting human
welfare.” As this is being written, the APA membership is
being polled on whether “health” should be inserted into the
aim of the association. Since many psychologists who ob-
jected to the growing professional interests of the APA left it
in 1989 to form a more exclusively scientific American Psy-
chological Society and since clinical psychologists constitute
more than half the APA membership, the professionalization
of the APA is not likely to be reversed. (See the chapter by
Benjamin, DeLeon, Freedheim, & VandenBos and the chap-
ter by Pickren & Fowler, both in this volume.) A concern
here is that clinicians not become divorced from their scien-
tific roots and function.

Treatment interventions can serve to illustrate much of
what we have discussed, and it is to that topic that we turn.

TREATMENT INTERVENTIONS 

By World War II, many of those who had broken with Freud
(such as, Adler, Jung, and Rank) established personality the-
ories, schools, and therapeutic systems of their own that were
unified by the importance they ascribed to unconscious moti-
vation in determining psychopathology. These “psychody-
namic” psychotherapies were augmented by those of Horney,
Sullivan, and Fromm, who, impressed by social forces and
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relationships, did much to make psychotherapy responsive to
changing conditions. Among those just mentioned, Rank and
Fromm were not physicians, and both had been trained in
Europe. As time went on, Erik Erikson’s (1950, 1959) inte-
gration of a psychosocial theory of development with Freud’s
psychosexual theory opened psychoanalysis to the concepts
of many of the rebels: an oral stage of trust versus mistrust;
an anal stage of autonomy versus shame and doubt; a phallic
stage of initiative versus guilt; a latency stage of industry ver-
sus inferiority; an adolescent stage of identity versus identity
diffusion; a young-adult stage of intimacy versus isolation; a
middle-adult stage of generativity versus stagnation; and an
old-age stage of integrity versus despair.

The first American psychologist to develop a form of
psychotherapy that was highly influential was Carl Rogers
(1902–1987), who received his PhD in 1931 from Teachers
College, Columbia University, where Leta Hollingworth su-
pervised his clinical experiences with children. He continued
clinical work with children until 1940, when he left to be-
come a professor of psychology at Ohio State University and
later the University of Chicago. By then his clinical work was
mostly with college students. Rogers was heavily influenced
by social worker Jesse Taft and especially by child psychia-
trist and former school psychologist Frederick Allen, who in
turn were much affected by what they had learned from Otto
Rank. Originally, Rogers called his system of psychotherapy
“nondirective” (Rogers, 1942). Later he called it “client-
centered therapy” (Rogers, 1951), and eventually he and his
followers referred to it as “person-centered.” No matter what
it was called, it was distinguished by Rogers’s willingness to
subject it and its practitioners to scientific scrutiny.

Rogers pioneered the recording of therapy sessions so that
they could be analyzed in detail for purposes of research, su-
pervision, and training. He argued that psychotherapy could
become a science and believed there was a discoverable
orderliness as the sessions continued to a successful end.
Hypothesis testing was one of the hallmarks of his approach,
and he tried to make explicit what conditions were essential
for personality change: the therapist’s possession and mani-
festations of unconditional positive regard, accurate empathy,
genuineness, and congruence (Rogers, 1957). A consider-
able research effort was undertaken to measure these attrib-
utes and determine if they indeed were related to effective
therapy. The results of 20 years of research led to the conclu-
sion that the relationship between these attributes and
positive change in patients remained in doubt (Parloff,
Waskow, & Wolfe, 1978).

This period, extending from the 1930s through the 1950s,
was the high-water mark in the prestige of psychotherapy,
especially psychodynamic psychotherapy. In the 1960s,

psychotherapy came under attack from four “revolutions” or
“movements”: (1) community psychology, which argued that
psychotherapy was futile and not provided to those most in
need of it, and that clinicians should direct their efforts to-
ward preventing psychopathology through bringing about
changes in deleterious social policies and conditions (see
the chapter by Wilson, Hayes, Greene, Kelly, & Iscoe in this
volume); (2) humanistic psychology, which emphasized
the importance of present experiences, ongoing events, and
confrontational approaches in groups, as contrasted with
traditional approaches to the individual’s exploration and inte-
gration of the past; (3) the increasing use of drugs, by physi-
cians and by free spirits, to alter moods, regulate behaviors,
and enhance self-esteem and experiences; and (4) behavior
therapy.

It was the English clinician Hans Eysenck who was less
than enthusiastic about clinical psychologists becoming psy-
chotherapists and raised the question of whether scientific
studies had demonstrated the effectiveness of psychotherapy
(Eysenck, 1952). Culling the research and pulling together a
motley group of studies, he concluded that they failed to
demonstrate that control groups were significantly less likely
to improve than groups that received psychotherapy. Al-
though psychotherapists strongly disagreed with his conclu-
sion and manner of arriving at it, the fact remained that it was
their responsibility to prove otherwise.

In South Africa, psychiatrist Joseph Wolpe made use of
Hullian concepts and learning principles to develop proce-
dures that would reduce neurotic symptoms. In essence, he
sought to elicit responses, such as relaxation, that would be
incompatible with or inhibit a symptom, such as anxiety or
fear. (This is similar to the previously discussed decondition-
ing or reconditioning approach of Mary Cover Jones.) After
coming to the United States to spend a year at Stanford Uni-
versity’s Center for Advanced Study in the Behavioral Sci-
ences, Wolpe (1958) published a book, Psychotherapy by
Reciprocal Inhibition, which was hailed by Eysenck as a
promising advance in effective treatment.

Wolpe took a position at the University of Virginia Med-
ical School, and in 1962, along with Salter and Reyna, spon-
sored a conference there that got the behavior therapy ball
rolling (Wolpe, Salter, & Reyna, 1964). The clinical journals
were soon filled with a variety of studies, many of them quite
ingenious, demonstrating the effectiveness of behavioral
approaches.

One of the first of these studies was one by Peter Lang and
David Lazovik (1963) of college students who were identi-
fied by a questionnaire, the Fear Survey Schedule, as being
afraid of snakes. The students were then given a Behavioral
Avoidance Test (BAT) in which they were placed in a room
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with a nonpoisonous snake and encouraged to go as close as
they could to it and, if they were willing, to pick it up. Each
student completed a Fear Thermometer, a rating of how much
fear was experienced. The therapy consisted of devising a
hierarchy of imagined scenes involving snakes, with scenes
arranged from neutral to the most fear arousing. Then the stu-
dent was taught to relax, asked to imagine the least fear-
arousing scene, asked to relax, and so on until the student
became able to imagine scenes higher and higher in the
hierarchy without feeling anxious, a procedure known as
“systematic desensitization.” Finally the BAT and Fear Ther-
mometer were readministered, and it was found that these
students had become significantly less afraid of snakes than
randomly assigned students in a control group. Critics of
such analogue studies noted that the results might have been
less impressive had neurotic patients and their fears been
tested.

Nevertheless, later research supported the effectiveness of
desensitization procedures of various kinds in dealing with a
variety of symptoms. For example, exposure with response
prevention (allowing a patient to experience what happens
when a compulsion is not permitted) is a kind of in vivo de-
sensitization that has come to be regarded as appropriate
in the treatment of obsessive-compulsive disorders (Foa &
Goldstein, 1978). 

Another major behavioral approach to treatment is behav-
ior modification, or applied behavior analysis, which comes
from the experimental work and writing of B. F. Skinner
(1938).Although Skinner’s experimental work was almost ex-
clusively with animals, neither he nor his followers have been
reluctant to apply his principles to humans, including clinical
populations (Skinner, 1971). Sidney Bijou, who served as di-
rector of clinical training when Skinner chaired the psychol-
ogy department at Indiana University, pioneered in the use of
operant conditioning with persons with mental retardation
(Bijou, 1996). Applied behavior analysis has become a main-
stay of psychological treatment of persons with mental retar-
dation and pervasive developmental disorders such as autism.
It has been used to teach social and self-help skills like dress-
ing, toileting, and proper table manners, as well as dealing
with defiant, aggressive, and self-injurious behaviors.

Nathan Azrin at Anna State Hospital in Illinois demon-
strated the utility of behavior modification with adult mental
patients (Ayllon & Azrin, 1968) and the usefulness of token
economies, in which the performance of desired behaviors
earns tokens that can be exchanged for rewards (much as oc-
curs in our society where money is given for work). Exten-
sive research on token economies in mental hospitals was
done by Gordon Paul and his colleagues (e.g., Paul & Lentz,
1977). Their research with long-term, regressed, and chronic

schizophrenics focused on developing such practical behav-
iors as making their beds, behaving well at mealtime, partic-
ipating in the classroom, and socializing with others during
free time. Paul’s research showed that his program of behav-
ior therapy and milieu therapy (moral treatment) improved
symptoms when compared with the results of routine hospi-
tal management, and that behavior therapy was more effec-
tive than milieu therapy alone in bringing about the desired
changes.

The principal assessment procedure advocated by Skin-
nerians is the functional analysis of behavior: a determination
of what may be rewarding or maintaining undesirable behav-
iors and what may serve to reward or establish the perfor-
mance of behaviors that are desired. A functional analysis
requires observation, preferably in the setting where the
behaviors are to be modified, in order to assess the frequency
of their occurrence and their consequences. Gerald Patterson
(1974) pioneered in the use of direct behavioral observations
in natural settings to record the behavior of aggressive chil-
dren and their families in their homes. His research led to a
theory of coercion in which the child is seen as both the de-
terminer and victim of episodes of escalating violence in the
family and to controlled research on the behavioral treatment
of child aggression.

Another major category of behavior therapy is cognitive
therapy or cognitive behavior therapy. Two pioneers in this
area were George A. Kelly and Albert Ellis. Kelly (1955)
viewed his clients as resembling scientists in their attempts to
make sense of the world around them. He used a diagnostic
procedure called the Role Construct Repertory Test to ascer-
tain their beliefs about themselves and others. The therapist
then negotiated with the client about what changes might be
desired and how these could be accomplished. Using fixed
role therapy, the client was encouraged to rehearse or play-
act the new role, first with the therapist, then with others.
Albert Ellis (1958) developed rational emotive therapy; here
the patient’s opinions and attitudes are explored for irrational
beliefs (“I can’t make a mistake and must be perfect. My feel-
ings are out of my control”), which the therapist then at-
tempts to make more reasonable and rational.

Martin Seligman (1975) stimulated much research on the
treatment of depression. Based upon previous research with
dogs that were prevented from avoiding or escaping an elec-
tric shock, he noted that when they were in a situation where
the shock could not be avoided, such animals simply gave up
and endured the pain. They had learned to be helpless, and
perhaps, he reasoned, the same process of ineffectiveness and
feeling unable to cope occurred among humans who were
depressed. This had obvious treatment implications, but fur-
ther study indicated the need for the concept of attribution
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(Abramson, Seligman, & Teasdale, 1978): Persons who are
likely to become depressed attribute their failures to their
own personality characteristics, while those who are not at
risk for depression attribute failures to external, transitory,
specific circumstances. Accordingly, the cognitive therapist
might help a person to be less depressed by coming to see
how failures occur in certain situations and dealing with
those events more effectively.

Cognitive behavior therapy for treating panic disorders in-
volves teaching the patient to interpret symptoms of acute
anxiety as relatively harmless rather than as indications of a
pending heart attack or psychotic episode (Craske, Brown, &
Barlow, 1991). This was found to be more beneficial than
treatment with the anti-anxiety drug Xanax (alprazolam).
More recently, Marsha Linehan (1993) developed a proce-
dure, called dialectical behavior therapy, that shows promise
in the treatment of borderline personality disorder.

Social learning is yet another major approach in behavior
therapy, which owes much to the work of Albert Bandura
(1977). The emphasis here is on learning that occurs without
obvious rewards, as when we learn what to do by observing
the consequences of behaviors performed by others (vicarious
learning); or when we imitate the behaviors of those we like,
respect, or admire (modeling); or when we have internalized
values and standards and reward or punish ourselves for our
successes or failures in living up to them, a self-regulating
process.

Susan Mineka and her colleagues (Mineka, Davidson,
Cook, & Keir, 1984) demonstrated the acquisition of fears in
rhesus monkeys through vicarious or observational learning.
When adolescent monkeys were allowed to watch their par-
ents, who had an intense fear of snakes, interact with toy
snakes and real ones, they soon exhibited the same fear, even
though they did not do so originally. Even at a 3-month
follow-up, the fear was strongly evident. Similarly, much
research was devoted to the consequences of watching
violence in movies and television, particularly for produc-
ing antisocial, aggressive behaviors in children, which are
apt to lead to such behaviors in adulthood (Huesmann,
Eron, Lefkowitz, & Walder, 1984). A final example, Peter
Lewinsohn’s research (Lewinsohn, 1975, 1988; Teri &
Lewinsohn, 1986), demonstrated a correlation between de-
pression and a reduced number of rewards: Losses of any and
every kind are risk factors for depression and frequently
involve losses of rewards, and a depressed person is less
affected by and is less apt to engage in behaviors that elicit
social rewards. By helping the person to perform behaviors
that generate social rewards, the depression can be alleviated.

Behavioral approaches in treatment have obviously in-
creased rapidly in number and applications. It was not until

1955 that the first course in behavior modification was
offered by Arthur Staats, and by the early 1970s about two-
thirds of the psychology departments in the United States of-
fered behavior therapy courses. It would be rare today for
instruction in this topic to be neglected. Equally significant
has been its acceptance in medical, psychiatric, and psycho-
dynamic settings. This acceptance has come about because
for almost any purpose—reducing stress (Lazarus, 1966),
overcoming shyness, modeling appropriate behaviors in the
hospital, or applying for a job—training procedures can be
helpful. In some circumstances, such as teaching people with
retardation or autism, behavioral techniques are among the
few means available to provide assistance.

Considerable interest was generated in the study of Smith
and Glass (1977), who through a relatively new statistical
procedure, meta-analysis, sought to determine if psychother-
apy was effective. By reexamining the data from 375 con-
trolled studies of psychotherapy and counseling, they found
that typical patients receiving therapy were rated higher than
75% of those in the control groups. They concluded this was
evidence for the effectiveness of psychotherapy, though they
did not find any support for the superiority of one type of psy-
chotherapy over another.

An alternative or supplement to psychotherapy and behav-
ior therapy is drug treatment. The first neuroleptic medications
for the treatment of psychosis were introduced in France in
1952, and by the 1960s they had revolutionized psychiatric
treatment. Psychiatry went from shock therapies and custodial
care to a “revolving door” policy in mental hospitals that sent
patients into halfway houses, where they could be maintained
on drugs. This drug revolution—this change in emphasis from
“warehousing” patients to avoiding the effects of institutional-
ization, from isolating them to returning them to society—
stimulated the field of community psychology, which was also
invigorated by the Community Mental Health Centers Act of
1963. The drugs, particularly chlorpromazine (Thorazine) and
other phenothiazines, became widely used all over the world
and led to great reductions in the numbers of patients requiring
hospitalization. Such medications did not necessarily elimi-
nate the psychosis, but they did reduce the severity of symp-
toms and so helped patients to be more acceptable to others.
Some clinicians have been involved in the study of the long-
term effects of taking neuroleptics, for example, tardive dysk-
inesia, a neurological syndrome that involves involuntary
movements of the lips and tongue (Sprague, Kalachnik, &
Shaw, 1989). Other clinical psychologists have conducted re-
search on the use of both traditional neuroleptics and the newer
drugs of this type, for example, risperidone, in the treatment of
self-injurious behaviors and aggression in individuals with
mental retardation (Schroeder, Rojahn, & Reese, 1997).
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A second category of frequently used medications is anti-
depressants, including tricyclics (Tofranil) and selective
serotonin reuptake inhibitors (Prozac). These medications
have proven to be effective in many double-blind studies,
though not more so than cognitive behavior therapy or man-
ualized interpersonal psychotherapy, according to NIMH
clinical trials. Nevertheless, they have brought about a funda-
mental change in the practice of outpatient psychiatry, which
is much more involved with adjusting drug regimens and less
involved with psychotherapy than it used to be (Shorter,
1997). Lithium seems an effective treatment for manic states
and also has prophylactic value in managing bipolar disorder.
Again, while clinicians have made contributions to this area
(Jamison, 1992; Jamison & Akiskal, 1983), its administration
was a medical responsibility. The same thing can be said
about methylphenidate or Ritalin, the most frequently pre-
scribed drug for children, used in the treatment of attention
deficit hyperactivity disorder (ADHD). Clinical psycholo-
gists have been involved in evaluating the effects of stimu-
lant drugs (Conners, Sitarenios, Parker, & Epstein, 1998) and
in determining whether behavior therapy can be an effec-
tive treatment. Barkley (1990) used Ritalin to examine the
parent–child relations in children with ADHD. The parents of
these children tend to be overcontrolling but are less so when
their child is on Ritalin, thus indicating they are responsive
to their child’s level of hyperactivity. However, not all clini-
cal psychologists were content with restricting their role to
research with drugs.

During the 1980s, a movement began to permit clinical
psychologists with proper additional training to prescribe
these medications. The government sponsored a demonstra-
tion project to show its feasibility, and with that accom-
plished a few university training programs began to offer
courses that would prepare clinical psychologists to assume
that role. Although the majority of clinical psychologists
showed little interest in gaining prescription privileges
(Piotrowski & Lubin, 1989), that interest may be more
broadly kindled in the coming generations. An APA division
for psychologists who do have an interest in prescribing psy-
chotropic medications has been recently established. In 1995
APA Division 12, the Society of Clinical Psychology, set up
a task force to identify empirically supported psychological
interventions for various types of psychopathology. Such an
identification has decided implications for health service in-
surers, who can use it to determine if practitioners are entitled
to be reimbursed for their services. A listing of such treat-
ments tends to endorse behavior therapy approaches more so
than psychotherapy, which has led to understandable anguish
among psychotherapists, who believe their effects are not
fairly evaluated when overt symptoms are the major focus.

The criteria used for selecting empirically supported treat-
ments has been much discussed (Chambless & Hollon,
1998), and an interdiciplinary movement is under way, in-
cluding representatives of psychiatry, psychology, other men-
tal health fields, managed care executives, and consumers, to
develop treatment guidelines so that health care dollars can
be rationally allocated.

CONCLUSIONS AND FUTURE TRENDS

It should be apparent that clinical psychology has come a long
way since 1896. Its growth was slow during the early years of
its development when it essentially focused on psychomet-
rics, research, and pedagogical services to children. Although
this was made clear in the chapter by Parke and Clarke-
Stewart in this volume, we should at least mention that the
major contribution of clinical psychologists at that time was
in the measurement of intelligence. The age scale of Binet-
Simon led to the revisions of Lewis Terman (the Stanford-
Binet), longitudinal studies of gifted children (Terman, 1925)
that are still being pursued, infant and adult scales that have
contributed to our understanding of intellectual functioning
throughout the life span, and fairly reliable and valid predic-
tors of success in school, work, and psychotherapy.

Following World War II, clinical psychology grew rapidly
until it became a dominant force in American psychology and
an established and legally recognized profession with a re-
spected place among the mental health disciplines. Its major
contribution in the postwar period has been in treatment for-
mulations, especially behavior therapy approaches.

Clinical psychology is now perhaps the most popular field
of psychological specialization in the world (Sexton &
Hogan, 1992). With increasing numbers of clinicians has
come a trend toward more and more areas of specialization
(e.g., school psychology, health psychology, clinical child
psychology, pediatric psychology, clinical geropsychology,
clinical neuropsychology, family psychology, psychological
hypnosis, rehabilitation psychology), many of which have
developed into fields of their own (Fagan, 1996; Wallston,
1997). In addition, the practices within the field have ex-
panded, with more sophisticated evaluation techniques (see
the chapter by Weiner in this volume), various therapeutic ap-
proaches (including use of the electronic medias), and the
possibility of prescribing psychotropic medications (see the
chapter by Benjamin, DeLeon, Freedheim, & VandenBos in
this volume).

Such growth in numbers and differentiation is to be ex-
pected. Nevertheless, care should be exercised to ensure that
psychologists are aware of their commonalties—their origins
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from a common history and their beliefs in a common set of
values. That awareness, we hope, has been enhanced by the
reading of this volume.
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Beginnings, for the most part, tend to be arbitrary. Whether
chosen for historical precision, maintenance of myth, conve-
nience, or necessity, beginnings tell us something of how we
want our story to be told. For the purposes of this chapter, the
genesis of counseling psychology is viewed through the con-
text of the Progressive Era of the early twentieth century. For
purposes of convenience the chapter will start at the begin-
ning of the twentieth century; the reader is asked to consider
that the substantive story of the history of counseling psy-
chology is a story of the twentieth century.

THE MODERN AGE

America in 1900 was embracing the modern. There was no
longer a frontier but rather a growing industrial base that
drove the economy. The technology of travel, the making of
fuel from oil, and the building of structures from steel trans-
formed the continent and the culture. The national industrial
machine cleared a path east and west, north and south, trans-
forming native lands and displacing and frequently extermi-
nating wildlife and native peoples.

The culture of change brought many to the new urban cen-
ters of the industrial Northeast and Midwest. City life amazed
with a dizzying array of new technologies, including tele-
phones, radios, movies, electricity, and automobiles. Most
believed these would improve individual lives and the collec-
tive good. Information, goods and services, and people could
move more rapidly, and processes could be mechanized.
Progress was synonymous with precision and efficiency, a

belief that became associated with the Progressive political
movement (Mann, 1975; Watts, 1994).

Achieving precision meant avoiding waste, a concept that
could be applied to products as well as people. In industry,
efficiency was embodied in the work of Frederick Taylor,
whose scientific study of jobs was designed to streamline
human performance and increase production. Taylor believed
his system would benefit management and the worker. The
better-trained worker was likely to be more productive, thus
increasing the possibility of promotion and improved wages.
Gains in productivity would translate into greater profit for
management, and at the end of the cycle, the consumer would
benefit from a better and more cost-efficient product (Taylor,
1911).

Alongside industrial efficiency was a belief in the per-
fectibility of the individual and society. The search for per-
fectibility began with the young, and America, a young nation
itself, became increasingly concerned with the promise of
youth as the hope of the nation. Child saving, as it came to
be known (Levine & Levine, 1992), was a movement that
worked to protect children from the ravages of poverty, abuse,
and neglect. The impulse toward child saving propelled the
beginnings of the vocational guidance movement, a major
precursor to the development of counseling psychology.

The city, while offering modern conveniences, was also
a place of wretched poverty and deplorable conditions.
Millions who sought refuge in America could find work in
the industrial city, although it was low paying, low skilled,
and frequently dangerous. Immigrants new to the culture and
the language could easily be exploited, and this applied to all



358 Counseling Psychology

members of a family. Children from poor families were espe-
cially vulnerable, frequently leaving school before the age of
12 to do menial labor. Within the culture of child saving,
these conditions created a strong rallying cry that resulted in
greater protections for some of society’s most at-risk people
(Davidson & Benjamin, 1987).

What many wanted most was a chance for children to re-
ceive an adequate education, one that would last beyond the
primary grades. Children’s leaving school to drift aimlessly
was seen as a tremendous waste of human potential and an
inefficient use of human resources. The concern over leaving
school was embedded within the larger context of the place
of public education in American society, a debate that gave
rise to a variety of visions for the future of the nation and its
youth. Many saw the school system as failing the students it
was charged with serving. They called for public education to
complement the world outside of the classroom and provide
tools for success in the new American urban industrial cen-
ters. For immigrant children, the system struggled to provide
thoughtful alternatives; for Native American, Hispanic, and
African American children, the system was and would re-
main limited, segregated, and largely indifferent.

Avariety of alternatives were offered. BookerT.Washington
called for national programs of industrial education for African
American children, psychologist Helen Thompson Woolley
conducted scientific studies of school leaving, and philan-
thropic reformers like Jane Addams established settlement
homes (Baker, in press).

In Boston, Chicago, New York, and Philadelphia, settle-
ment homes were a common feature of the progressive land-
scape at the start of the twentieth century (Carson, 1990).
Wanting to respond to the plight of poor inner-city families,
socially minded students, professors, clergy, and artists
would take up residence in working-class neighborhoods, be-
coming part of and an influence on the social, educational,
political, artistic, and economic life of the community. In this
setting, the vocational guidance movement in America began
in earnest.

THE GUIDANCE MOVEMENTS

In Boston, the Civic Service House opened in 1901. Funded
by Pauline Agassis Shaw, a philanthropist with a strong com-
mitment to children, the Civic Service House served the edu-
cational needs of immigrant adults. One goal of the Civic
Service House was to provide a semblance of a college edu-
cation to the working poor of the neighborhood (Brewer,
1942; A. F. Davis & McCree, 1969). Helping in this effort
was a frequent guest of the Civic Service House, Boston at-
torney Frank Parsons. Well educated and socially minded, he

was an advocate for the rights and needs of those he believed
were exploited by industrial monopolies.

A Plan for Guidance

Parsons was very much interested in how people chose their
life’s work, viewing vocational choice as a form of individual
and social efficiency, a part of the Progressive ideal. Talking
of the subject to students at the Civic Service House, Parsons
found many who wanted personal meetings to discuss their
vocational futures, so much so that in January 1908, he
opened the Vocational Bureau at the Civic Service House
under the motto “Light, Information, Inspiration, and Coop-
eration” (Brewer, 1942; Watts, 1994).

Parsons’ (1909) own words reflect the spirit of the times
and the themes that would come to be associated with voca-
tional psychology and guidance:

The wise selection of the business, profession, trade, or occupa-
tion to which one’s life is to be devoted and the development of
full efficiency in the chosen field are matters of the deepest mo-
ment to young men and to the public. These vital problems
should be solved in a careful, scientific way, with due regard to
each person’s aptitudes, abilities, ambitions, resources, and limi-
tations, and the relations of these elements to the conditions of
success than if he drifts into an industry for which he is not fitted.
An occupation out of harmony with the worker’s aptitudes and
capacities means inefficiency, unenthusiastic and perhaps dis-
tasteful labor, and low pay; while an occupation in harmony with
the nature of the man means enthusiasm, love of work, and high
economic values, superior product, efficient service, and good
pay. (p. 3)

Parsons’ beliefs were actualized in a program of indi-
vidual guidance that he developed based on the triadic
formulation of (a) knowledge of oneself, (b) knowledge
of occupations, and (c) the relationship between the two.
Parsons had to develop many of the methods he used or bor-
row from questionable practices such as physiognomy and
phrenology. The matching of self and job traits retained pop-
ular appeal, and Parsons earned a place of historical distinc-
tion (Baker, in press). The legacy was shortened by Parsons’
premature death in 1908.

Guidance in Education and Psychology

The institutionalization of vocational guidance began in 1917
with the transfer of the Vocational Bureau to the Division of
Education at Harvard. Here educators and psychologists
would frame some of the earliest debates about the nature of
guidance and counseling, debates that have echoed through-
out the history of counseling psychology.
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Some on the Harvard faculty, such as John Brewer, saw
vocational guidance as an educational function; others, such
as Hugo Münsterberg, saw it as a province of the new applied
psychology. Brewer argued that guidance was a part of the ed-
ucational experience, a process by which the student is an ac-
tive agent in seeking out experiences that help determine the
appropriate choice of an occupation (Brewer, 1932). Psychol-
ogists such as Münsterberg (1910) viewed guidance as an ac-
tivity well suited to the new applied psychology. Münsterberg,
director of the psychological laboratory at Harvard and an
early progenitor of applied psychology, was familiar with and
supportive of Parsons’ work but offered a warning:

We now realize that questions as to the mental capacities and
functions and powers of an individual can no longer be trusted to
impressionistic replies. If we are to have reliable answers, we
must make use of the available resources of the psychological
laboratory. These resources emancipate us from the illusions and
emotions of the self-observer. The well-arranged experiment
measures the mental states with the same exactness with which
the chemical or physical examination of the physician studies the
organism of the individual. (p. 401) 

Münsterberg was joined by colleagues such as Harry
Hollingworth and Leta Hollingworth, psychologists who had
advocated for the scientific study of vocational guidance.
Like Münsterberg, they were wary of pseudoscientific means
of assessing individual traits. They were so concerned with
the problem that in 1916, Harry Hollingworth published the
book Vocational Psychology. Designed to debunk such
character-reading techniques as physiognomy, it promoted
the benefits the new science of psychology could lend to the
assessment of individual abilities. Leta Hollingworth, an
early advocate for the psychological study of women and
women’s issues, added a chapter on the vocational aptitudes
of women. The purpose of the chapter she wrote was 

to inquire whether there are any innate and essential sex differ-
ences in tastes and abilities, which would afford a scientific basis
for the apparently arbitrary and traditional assumption that the
vocational future of all girls must naturally fall in the domestic
sphere, and consequently presents no problem, while the future
of boys is entirely problematical and may lie in any of a score of
different callings, according to personal fitness. (p. 223) 

Reflective of much of her work on gender differences and
mental abilities, she concluded that “so far as is at present
known, women are as competent in mental capacity as men
are, to undertake any and all human vocations” (p. 244).

The new applied psychology fit well with the Progres-
sive Era theme of social efficiency. The scientific study of
mental life encouraged greater understanding of adaptation

to everyday life. Psychologists such as Lightner Witmer, E.
Wallace Wallin, G. Stanley Hall, Augusta Bronner, William
Healy, Maude Merrill, Lewis Terman, and Helen Woolley in-
vestigated various aspects of the childhood experience, each
contributing in his or her own way to the child-saving move-
ment and helping to create a body of knowledge that helped
to shape social-science policy in the early decades of the
twentieth century (Baker, 2001).

While psychologists were busy with the study of individ-
ual difference in mental abilities, educators continued to de-
velop a national program of vocational guidance. Although
Frank Parsons was well regarded for developing a system of
vocational guidance, his was an individual method. In public
education, greater numbers of students could and would be
reached through the provision of group guidance. In 1907,
Jesse B. Davis became principal of Grand Rapids High
School in Michigan. Davis attempted to expose students to
vocational planning through English composition. He rea-
soned that having high school students explore their voca-
tional interests, ambitions, and character would empower
them to make informed choices about their place in the flux
of the new social order (J. B. Davis, 1914). Soon his ideas
about vocational and moral development would be translated
into a complete program of guidance (Brewer, 1942).

Between 1890 and 1920, vocational guidance would come
of age in American culture and establish itself as a permanent
fixture of the twentieth-century landscape. Individual efforts
of people like Parsons and Davis were eclipsed by the forma-
tion of national organizations concerned with vocational
guidance. In 1906, the National Society for the Promotion of
Industrial Education (NSPIE) was formed largely through the
efforts of progressive labor leaders and settlement home ad-
vocates, many with ties to the Civic Service House and its
Vocational Bureau. The NSPIE provided an organized means
of lobbying the federal government for changes in public
schooling that would accommodate industrial education and
vocational guidance (Stephens, 1970). In 1913, the National
Vocational Guidance Association was founded and provided
a clear identity for those associated with vocational guidance.
With powerful political support and an impressive set of ad-
vocates, vocational guidance found its way into most educa-
tional systems in America by 1920.

THE RISE OF PSYCHOLOGICAL TESTING

The First World War saw much less interest in the choice of a
meaningful career and much more interest in the selection of
able soldiers. The role and influence of psychologists ex-
panded greatly during this period as the new tools of the trade
were offered to the testing and classification of recruits.
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Shortly after the United States entered World War I in 1917,
American Psychological Association (APA) president Robert
Yerkes organized psychologists to assist with the war effort.
Offering the services of psychology to the nation, Yerkes es-
tablished a number of committees, including an examining
committee that he headed and a committee on the classifica-
tion of personnel under the direction of Walter Dill Scott. Scott
was not new to the venture; as a member of the Division of
Applied Psychology at the Carnegie Institute of Technology,
he was a leader in the development and evaluation of selection
methods. The program he introduced into the armed services
proved to be highly successful in classifying recruits and bol-
stered the place of psychology, especially applied psychology,
in America (Benjamin & Baker, in press; Napoli, 1981).

More than anything else, American psychologists demon-
strated the efficacy of group testing. Measures of aptitude,
adjustment, interest, and ability, while less publicized than
the development of group measures of intelligence, soon
found applications in guidance and counseling. Indeed, the
1920s and 1930s were witness to a testing craze in public ed-
ucation that provided work for secondary school counselors,
educational psychologists, and test publishers. The scientific
management of the student extended into higher education,
and soon student personnel work would flourish on college
campuses alongside the faculty who were developing the in-
struments of the new science (Baker, in press).

For all the possibilities, there were also limitations. Group
testing, still in its infancy, had problems, none more apparent
than the question of the reliability and validity of intelligence
tests that failed to recognized cultural bias. The questionable
use of questionable tests led to numerous claims of racial
differences in intelligence and education that contributed
to continued perpetuation of racial stereotyping and bias
(Guthrie, 1998).

Like the First World War, the Great Depression of the
1930s provided hardships for American citizens and opportu-
nities for applied psychology. With high rates of unemploy-
ment and the success of the classification work of Walter Dill
Scott and colleague Walter Bingham at Carnegie Tech, fed-
eral assistance was available for large-scale studies of selec-
tion procedures in industry and education. The 1930s were a
time of incredible development in the psychometrics of se-
lection. Test of interest, aptitude, and ability were developed
and studied by such well-known figures as E. K. Strong Jr.,
L. L. Thurstone, and E. L. Thorndike. The vocational guid-
ance of the early century was transforming and branching out
into areas such as student personnel work and industrial psy-
chology (Super, 1955; Paterson, 1938).

The prototype of what eventually became counseling psy-
chology can be found in these early activities and programs.

Of particular relevance was the Minnesota Employment Sta-
bilization Research Institute at the University of Minnesota. A
depression-era project, it was an early model of integration of
science and practice, designed to scientifically study occupa-
tions and employment while simultaneously finding jobs for
its unemployed subjects. The director of the program, Donald
G. Paterson, would soon merge all the branches of vocational
guidance, applied and scientific, into a program of counseling
and guidance that would serve as a model for the later formal-
ization of counseling psychology (Blocher, 2000).

The 1930s also saw a rise in the number of psychologists
interested in applying testing and counseling to those with
more severe forms of maladjustment. Most often these
psychologists were found in hospitals and clinical settings,
where they worked under the direction of a psychiatrist.
Many were linked to clinical work with children like those
associated with Lightner Witmer and his psychological clinic
at the University of Pennsylvania (Baker, 1988; McReynolds,
1997). With the aid of psychometrics (largely measures of in-
telligence, individually administered) and the clinical labora-
tory, these psychologists sought to establish an identity for
themselves, often defined in terms of clinical psychology.
Indeed, they bore a resemblance to what we would now call
school psychologists or clinical psychologists (Routh, 1994).
However, in the 1930s and 1940s such labels were not in
popular use, nor were there organized and systematic training
programs for mental health professionals. All was about to
change.

WAR AND THE TRAINING OF PSYCHOLOGISTS

The role of psychologists during the Second World War
would greatly expand. Classification and other assessment
activities remained an integral part of the work, but unlike
during the First World War, when intellectual function was
stressed, the concern shifted to the mental health of the fight-
ing force. Mental health screening of new recruits indicated
alarming rates of psychopathology, about 17% of draft-age
men (Deutsch, 1949). When anticipated casualties from the
war were added and when counts of occupied Veterans Ad-
ministration (VA) beds were made, it was clear that psychi-
atric problems were the leading cause of casualty among
soldiers. The United States Public Health Service (USPHS)
and the Veterans Administration quickly realized that there
were not enough trained mental health professionals to meet
the burgeoning need. Through joint action, the USPHS and
the VA developed a national plan of mental health. First and
foremost was the establishment of a recognized mental health
profession. The Mental Health Act of 1946 provided federal
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funds to the USPHS for an aggressive campaign of research,
training, and service to combat mental illness, and in the
process it created the National Institute of Mental Health
(NIMH). The VA offered significant financial and organiza-
tional support to psychology by supporting the creation of
accredited doctoral training programs in clinical and counsel-
ing psychology (Baker & Benjamin, in press).

The coordination of academic psychology, the APA, the
VA, and the USPHS was swift and best represented by the con-
vening of the Boulder Conference on Graduate Education in
Clinical Psychology in 1949. For 15 days, 73 representatives
of academic and applied psychology, medicine, nursing, and
education debated and discussed the establishment of the pro-
fessional psychologist. For many the most memorable out-
come was the endorsement of the scientist-practitioner model
of training. The conference, though, was about much more. In
very broad terms, it gave national policy makers the assurance
that professional applied psychology was prepared to meet the
mental health needs of the nation (Benjamin & Baker, 2000).

It is important to note that few distinctions were made be-
tween specialty areas in psychology, and if anything the call
was for an inclusive view. According to the report of the
Boulder Conference (Raimy, 1950), 

the majority of the conference was clearly in favor of encourag-
ing the broad development of clinical psychology along the lines
that extend the field of practice from the frankly psychotic or
mentally ill to the relatively normal clientele who need informa-
tion, vocational counseling, and remedial work. Specialization in
any of these less clearly defined branches has now become an
open issue that must be faced sooner or later. (pp. 112–113) 

The conferees went so far as to offer a vote of support for the
recommendation that 

the APA and its appropriate division should study the common
and diverse problems and concepts in the fields of clinical psy-
chology and counseling and guidance with a view to immediate
interfield enrichment of knowledge and methods. Consideration
should also be given to the possibility of eventual amalgamation
of these two fields. (p. 148)

Obviously such an amalgamation never occurred. The
reorganization of the APA in 1945 brought clear divisions be-
tween those who identified themselves with clinical psychol-
ogy and those who identified with counseling and guidance.
Division 17, first known as the Division of Personnel and
Guidance Psychologists (quickly changed to the Division of
Counseling and Guidance), came into existence with the
reorganization, due in large part to many faculty members
at the University of Minnesota, including Donald Paterson,
E. G. Williamson, and John Darley (Blocher, 2000).

Soon after Boulder, substantial federal dollars went to
supporting the establishment of doctoral training programs
in clinical and counseling psychology at universities across
America. The Boulder vision of the professional psychologist
was most closely associated with clinical psychology, and
clinical training programs would be the first recognized by
the USPHS and VA. Counseling psychologists eager to make
their contribution and get their share of the funding windfall
received support for training conferences of their own with
funds supplied by the USPHS.

AN IDENTITY FOR COUNSELING PSYCHOLOGY

A conference titled “The Training of Psychological Coun-
selors” was held at the University of Michigan in July 1948,
and again in January of 1949. Under the direction of
Michigan faculty member and counseling center director
Edward Bordin, the participants sought to provide a training
model that would address the unique contributions that
counseling and guidance could make to a national program
of mental health. The proposals offered at the Michigan
meeting were passed along to Division 17, which along with
the APA sponsored the Northwestern Conference in 1951. In
an effort to produce a formal statement on the training of
counseling psychologists, the participants at Northwestern
University reviewed the recommendations of the Ann Arbor
group and the Boulder Conference. Upon deliberation, they
upheld the primacy of the PhD degree and advocated train-
ing in the fashion of the scientist-practitioner. In addition,
they identified those aspects of counseling and guidance that
made it unique. It was decided to change the name of the
division from “counseling and guidance” to “counseling
psychology,” a move no doubt in concert with a desire to
have the division look more similar to clinical psychology
than educational guidance. In addressing the roles and func-
tions of the counseling psychologist, the report (APA, 1952)
stated:

The professional goal of the counseling psychologist is to foster
the psychological development of the individual. This includes
all people on the adjustment continuum from those who function
at tolerable levels of adequacy to those suffering from more se-
vere psychological disturbances. Counseling psychologists will
spend the bulk of their time with individuals within the normal
range, but their training should qualify them to work in some
degree with individuals at any level of psychological adjustment.
Counseling stresses the positive and the preventative. It focuses
upon the stimulation of personal development in order to
maximize personal and social effectiveness and to forestall psy-
chologically crippling disabilities. (p. 175)
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Northwestern brought important dividends. The VA re-
sponded by creating two new positions for psychologists,
Counseling Psychologist (Vocational) and Counseling Psy-
chologist (Vocational Rehabilitation and Education). Under
the leadership of Robert Waldrop, the VA sought to help uni-
versities establish counseling psychology doctoral training
programs that would complement existing clinical psychol-
ogy training programs. The APA followed suit and began to
accredit counseling psychology doctoral training programs in
1951. Along with this would come the need for counseling
psychologists to pass through those rites of passage that de-
fine a profession, including issues of professional ethics, li-
censure, and the like. All in all, it seemed that counseling psy-
chology was starting to come into its own.

Diversification

Not only did the federal government help to create the pro-
fession of counseling psychology, it also supported students
entering the field through training stipends provided by the
VA and the USPHS and through benefits under provisions of
the GI bill (Baker & Benjamin, in press). As counseling psy-
chology moved closer to clinical psychology, it distanced
itself from its earlier identification with the National Voca-
tional Guidance Association, which together with others in-
terested in guidance and student personnel work formed the
American Personnel and Guidance Association (now known
as the American Counseling Association). Many members of
Division 17 shared membership in these associations, often-
times serving as officers in each (Pepinsky, Hill-Frederick, &
Epperson, 1978).

The number of settings and activities that counseling
psychologists concerned themselves with seemed to ex-
plode. Many pursued the opportunities available through the
VA, others remained closer to student personnel work, and
still others, such as Donald Super, Anne Roe, and David
Tiedeman, vigorously pursued programs of research centered
around vocational development (Blocher, 2000).

The launch of the Russian satellite Sputnik on October 4,
1957, provided new opportunities for counseling psychology.
Passage of the National Defense Education Act (NDEA) of
1958 again focused considerable attention upon the nation’s
schools. There were widespread concerns that the public
schools were not producing enough students interested in
math and science. The finger of blame pointed directly at pro-
gressive education, which was faulted for failing to provide a
demanding enough curriculum that would bring out the best
in American youth. Among other things, the NDEA autho-
rized funds to identify public school students who might
show promise in math and science. To identify those

students, a national program of testing would be necessary, a
program that at its core would require significant numbers of
school counselors who could identify and direct students
with potential. Just as World War II had identified shortages
of mental health professionals, NDEA identified shortages of
school counselors and quickly supplied funding to colleges
and universities to conduct counseling and guidance insti-
tutes. Approximately 80 institutes per year were conducted.
These could be summer institutes of 6 to 8 weeks or yearlong
sequences. Participants were generally drawn from the ranks
of high school guidance counselors, who were attracted to the
opportunities and the stipends the institutes offered (Tyler,
1960).

Institute staffs were mostly educational psychologists,
counseling psychologists, and developmental psychologists.
Topics of study included tests and measurement, statistics,
and individual and group counseling methods. The use of
group experiences was common, as was supervised practicum
experience. The institutes were supported for 8 years from
1958 to 1966, at which time they continued under a variety
of educational acts. The institutes provided employment for
counseling psychologists and helped to increase the visibility
of counseling psychology, but by and large the program
increased demand for counselor educators, enhancing the
presence of such programs on university campuses and mak-
ing training requirements for graduate degrees in counseling
and guidance more concrete. In the 8 years of the program,
some 44,000 counselors were trained (Baker, 2000; Tyler,
1960).

The Question of Identity

Counseling psychology was perhaps moving along too many
paths, and in 1959, the APA’s Education and Training Board
called for an evaluation of the status of the field. The initial
report, authored by three counseling psychologists (Irwin
Berg, Harold Pepinsky, and Joe Shobin) was not flattering.
Criticisms were made about the lack of a research emphasis
and the broad meaning of counseling (to read the report see
Whitely, 1980). It was recommended that consideration be
given to dissolving Division 17 and moving it under the aus-
pices of Division 12, Clinical Psychology. This was not the
sort of amalgamation the Boulder participants had envi-
sioned. The report was never released, and after much protest
on the part of Division 17, a new report was commissioned
and published (also in Whitely, 1980). It presented a more en-
couraging view of counseling psychology and provided data
to demonstrate that the profession was alive and well.

The whole affair contributed to serious questions of iden-
tity and the place and direction of counseling psychology.
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In response, the division set about regrouping and taking
stock. The result was the convening of the Greyston Confer-
ence. Named for the Greyston Mansion, a gift to Teachers
College, Columbia University, the meeting was held over a
3-day period in January 1964. In an interview (Baker, 2001),
one of the organizers and authors of the conference report,
Albert S. Thompson, describes the nature and significance
of the meeting:

We wanted a group that would be representative of counseling
psychologists. There were 60 and it certainly was an interesting
group. When you think of it, they were a terrific group, 10 were
previous presidents of Division 17 and 11 of them later became
presidents. The conference was well organized and Don Super
really gets the most credit for that. At the end of the conference
we came up with 32 recommendations. Some were for Division
17, some for APA, some for universities, some for practicum and
internship settings, and some for employers. Most were designed
to be practical. I would like to go record to say that the recom-
mendations did stimulate further developments such as American
Board of Examiners of Professional Psychologists (ABEPP) cer-
tification, a brochure put out by Division 17 on what counseling
psychology is, and criteria for internship. There was general
agreement that counseling psychology had a special substance
and emphasis in training, which were not necessarily included in
the current preparation. (p. 318)

Greyston if nothing else helped to unite counseling psy-
chologists in a spirit of shared mission. After Greyston, there
was less talk about disbanding and more talk of identity.
The brochure that Thompson referred to appeared in 1968
(Jordaan, Myers, Layton, & Morgan, 1968). The document,
affirming the tenets of the Northwestern Conference, de-
fined the counseling psychologist in terms of three central
roles: the remedial/rehabilitative, the preventative, and the
educational/developmental.

Moving Ahead

However, it was not that simple. The expansion of private
practice, a decline in federal support of training and research,
and retrenchment in academia contributed to continued self-
doubt and a lingering unease about the future and direction of
counseling psychology. Whiteley and Fretz (1980) invited a
distinguished cohort to comment on the future of counseling
psychology, and the forecast was gloomy. Counseling psy-
chology’s lack of a clear identification with a particular role,
function, or setting made it difficult for many of the contri-
butors to see a future that made any sense. But in spite of
decades of an entrenched identity crisis, the division has
grown. There are over 2,500 members (APA, 2001), 67 active

APA-accredited doctoral programs (APA, 2000), and two
major journals (The Journal of Counseling Psychology and
The Counseling Psychologist). Counseling psychologists are
found in higher education, industry, government, and health
care (private and nonprofit). As an organization, counseling
psychology has a unified existence within Division 17, which
provides a forum for debate, sets policy through coordinated
meetings and conferences, reorganizes itself to the demands
of the times, and recognizes its members through a variety of
awards and honors (Blocher, 2000; Meara & Myers, 1999).

Since its inception, the division has worked on the issue of
identity, the most recent definition of counseling psychology
appearing in 1998 (APA, 1999):

Counseling psychology is a general practice and health service-
provider specialty in professional psychology. It focuses upon
personal and interpersonal functioning across the life span and
on emotional, social, vocational, educational, health-related, de-
velopmental and organizational concerns. Counseling psychol-
ogy centers on typical or normal developmental issues as well as
atypical or disordered development as it applies to human expe-
rience from individual, family, group, systems, and organiza-
tional perspectives. Counseling psychologists help people with
physical, emotional and mental disorders improve well being,
alleviate distress and maladjustment, and resolve crises. In addi-
tion, practitioners in the professional specialty provide assess-
ment, diagnosis and treatment of psychopathology. (p. 589)

SUMMARY

Perhaps it is most important to know that counseling psy-
chology does have a history, one that is embedded in the
American experience of the twentieth century that stressed
the triumph of turning raw materials into finished products
with precision and efficiency. The application of this to the
human experience, while a desired goal, was a messier
proposition.

The genesis of counseling psychology can be found in the
vocational guidance movement, a Progressive Era develop-
ment that sought to add a humane element to the science of
efficiency. Its adherents and practitioners saw in the progres-
sive ideal a chance for a better and more satisfying life for all
people of all ages.

Embracing the applied study of individual difference,
these prototypes of the professional psychologist found their
calling in the theory and practice of measurement of human
abilities, aptitudes, and interests. Their work had applications
in all corners of society, especially in those areas concerned
with education and rehabilitation. Over time, these coalesced
into an identify as a health service profession, aligned with a
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training model for professional psychology espoused by the
American Psychological Association.

Psychotherapy continues to grow as an area of emphasis
within counseling psychology, and counseling psychologists
have long served as active contributors to theory, research,
and practice. The same is true for vocational psychology and
career development.

Like any organization or institution, counseling psychol-
ogy has molded itself to the demands, challenges, changes,
and opportunities of the times. It is interesting to note that as
the new century begins, counseling psychology finds itself
defining as a value the priority of multicultural inclusiveness.
The template of inclusiveness is now laid over all aspects
of counseling psychology research, teaching, training, and
service. It is a point of view that expresses a concern for
the well-being of all people, a concern much like that of
100 years ago.
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The scope and present status of the science [Industrial Psychol-
ogy], the rapidity of its development, can only be fully under-
stood by considering economic, social, and psychological
factors which have contributed to this development. (Viteles,
1932, p. 5)

While studying great discoveries and individuals in the his-
tory of industrial-organizational (I-O) psychology in the past
several years, I found myself frequently asking, “Why were
psychologists studying behavior in work settings and apply-
ing psychology to improve the workplace?” To answer this
question, I realized that the evolution of I-O psychology must
be examined within the overall social, cultural, and political
contexts of the times, an approach referred to as a new his-
tory of psychology (Furumoto, 1988). Pate and Wertheimer
(1993), for example, stated, “The history of a discipline such
as psychology involves describing major discoveries, illumi-
nating questions of priority, and identifying ‘great individu-
als’ in the context of a national or international Zeitgeist”
(p. xv). This chapter is a nascent effort to describe the zeit-
geist or social-historical context of I-O psychology by identi-
fying various dynamic forces that shaped the rise of the
discipline during the past 100 years in the United States.

The history presented in this chapter is not intended to be
a comprehensive description of I-O psychology content or a
duplication of historical accounts previously written (e.g.,
Austin & Villanova, 1992; Baritz, 1960; Colarelli, 1998;

Farr & Tesluk, 1997; Ferguson, 1962–1965; Hilgard, 1987;
Katzell & Austin, 1992; Koppes, 1997; Landy, 1992, 1997;
Meltzer & Stagner, 1980; Napoli, 1981; Thayer, 1997; Van De
Water, 1997; Zickar, 2001). Katzell and Austin (1992) pro-
vided the most comprehensive review of I-O psychology’s his-
tory, and I rely heavily on their work to present the rise of I-O
psychology and to examine why I-O psychologists embraced
various issues and questions. This chapter consists of two main
sections. The first encapsulates I-O psychology’s growth; the
second describes the dynamic forces that shaped I-O psychol-
ogy and reveals that the discipline’s evolution was the result of
confluences of several external and internal forces.

THE RISE OF INDUSTRIAL-ORGANIZATIONAL
PSYCHOLOGY

The growth of I-O psychology can be ascertained from ex-
amining changes in labels and definitions, scope of content,
education, employment, and organized I-O psychology.

Labels and Definitions

During the early years, I-O psychology was labeled economic
psychology (Münsterberg, 1914) or business psychology
(Kingsbury, 1923; Münsterberg, 1917). Industrial psychol-
ogy was used infrequently before World War I but became
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more common after the war (Viteles, 1932). Other labels
were employment psychology (Burtt, 1926) and psychotech-
nology (Jenkins, 1935). When the American Association of
Applied Psychology (AAAP) formed in 1937, a section
was created and labeled Industrial and Business Psychology
(Section D). In 1945, the AAAP merged with the American
Psychological Association (APA), and Division 14, Industrial
and Business Psychology, was established. “Business” was
dropped from the division’s name in 1962. In 1973, “Organi-
zational” was added to the name, and APA Division 14
became the Division of Industrial and Organizational Psy-
chology. This label remained when Division 14 incorporated
in 1982 as the Society for Industrial and Organizational
Psychology, Inc. (SIOP), Division 14 of the APA.

In recollection of these name changes, APA-Division 14
(now SIOP) past president (1972–1973) Robert M. Guion
recalled,

In the late 1960s (the decade of the youthful revolt), youthful in-
dustrial psychologists . . . demanded a Division 14 name change
to indicate a change in the focus of the field. They opted for the
name “Division of Organizational Psychology.” Vocal adherents
did not want to eliminate the heritage. . . . There were enough
traditionalists and enough “young Turks” to make compromise
necessary. One name that was considered as more descriptive
than any of the others was “Division of the Study of the Psy-
chology of Behavior at Work.” It was never seriously considered
(it defies acronym), and thus I/O was born. I think this may have
been the most important name-change debate in I/O history dur-
ing the last half of the century. First of all, its abbreviation of
general choice was I/O. The slash, /, is a printers’ symbol for
“or.” Most of the next couple of decades were times of division,
with people being either “I’s” or “O’s”—there is still not much
real communication between the two components of the field.
The name of the division and the subsequent Society, however,
used the conjunction “and,” implying integration of these two
components. (Robert M. Guion, personal communication, July
27, 2000)

Renewed interest in renaming SIOP to accurately reflect the
scope of the science and practice recently materialized (i.e.,
Church, 2000).

During the early years, definitions described the field al-
most exclusively as a technology with a focus on practical
issues. For example, Kingsbury (1923) stated that business
psychology or psychotechnology is “interested in acquiring
facts and principles only in so far as they can be turned di-
rectly to account in the solution of practical problems, in
industry, selling, teaching, or other fields of human behavior”
(p. 5). Forty-five years later, Blum and Naylor (1968) defined
the discipline as “simply the application or extension of psy-
chological facts and principles to the problems concerning

human beings operating within the context of business and
industry” (p. 4).

Over time, definitions included science (theories and re-
search) and practice, and a wide range of work-related topics.
In both editions of the Handbook of Industrial and Organiza-
tional Psychology, Dunnette stated,

Industrial and Organizational Psychology is today an academic
discipline, an emerging blend of research, theory and practice.
The blend offers great promise, in the years ahead, for further de-
veloping and extending our knowledge of those behavioral
processes which are critical to an understanding of interactions
between persons and the institutions and organizations of a soci-
ety. (Dunnette, 1976, p. 12, 1990, p. 23)

Although the definition has expanded, a common underly-
ing theme persists: improving the workplace and work lives.

Scope of Content

A discipline is defined by the kinds of questions that are
asked, which can be determined by examining the content of
the field at different points in time. Changes in scope are evi-
dent from reviewing textbooks (e.g., Viteles, 1932) and chap-
ters in the Annual Review of Psychology and the Handbook of
Industrial and Organizational Psychology (Dunnette, 1976;
Dunnette & Hough, 1990–1992; Triandis, Dunnette, &
Hough, 1994). Table 18.1 contains the contents of Viteles’s
book. Table 18.2 contains a list of topics from the chapter
titled “Industrial Psychology” in the first volume of the An-
nual Review of Psychology (Shartle, 1950). Similar topics
were covered in chapters for the next 10 years. In 1961 and
subsequent years, multiple chapters on related areas, such as
personnel management, industrial social psychology, con-
sumer psychology, personnel selection, program evaluation,
group dynamics, and engineering psychology, were included.
In 1964, the first chapter devoted to organizational psychol-
ogy was published. Table 18.2 displays the broad range of
topics related to I-O psychology from 1961 to 2000.

Dunnette (1976) provided several observations about
changes in content by comparing the 1950 Handbook of Ap-
plied Psychology (Fryer & Henry, 1950) and the 1976 Hand-
book of Industrial and Organizational Psychology (Dunnette,
1976). He noted that the 1950 Handbook consisted of tech-
niques and applications; scant attention was given to re-
search, research methodology, or theories of individual or
organizational behavior. In contrast, the 1976 Handbook con-
tents, shown in Table 18.3, emphasized research strategies
and methods, theories of behavior, and the psychological
influences and forces of organizational characteristics on
individuals. The earlier handbook covered all areas of applied
psychology, whereas the latter included only I-O, reflecting
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TABLE 18.1 Industrial Psychology (Viteles, 1932)

Table of Contents

Section 1: The foundations of industrial psychology.
Introduction to a study of industrial psychology.
The economic foundations of industrial psychology.
Social foundations of industrial psychology.
The psychological foundations of industrial psychology.
The rise and scope of industrial psychology.
The nature and distribution of individual differences.
The origin of individual differences.

Section 2: Fitting the worker to the job.
Basic factors in vocational selection.
Job analysis.
The interview and allied techniques.
Standardization and administration of psychological tests.
Standardization and administration of psychological tests

(continued).
Tests for skilled and semiskilled workers.
Tests in the transportation industry.
Tests for office occupations, technical, and supervisory

employees.

Section 3: Maintaining fitness at work.
Safety at work.
Psychological techniques in accident prevention.
Accidents in the transportation industry.
The acquisition of skill.
Training methods.
Industrial fatigue.
The elimination of unnecessary fatigue.
Machines and monotony.
Specific influences in monotonous work.
Motives in industry.
The maladjusted worker.
Problems of supervision and management.

an increase in specialization in the domains of applied psy-
chology (Dunnette, 1976).

From 1990 to 1994, four volumes were written for the
second edition of the Handbook of Industrial and Organiza-
tional Psychology (Dunnette & Hough, 1990–1992; Triandis,
Dunnette, et al., 1994), compared to one volume in 1976. The
content of the second edition, presented in Table 18.3, reveals
significant advances in the field. Particularly noteworthy is the
increased attention given to theory (e.g., motivation, learning,
individual differences, judgment, and decision making) and re-
search methods and measurements. Additional chapters on or-
ganizational psychology (e.g., leadership, groups, productivity,
stress, conflict, organization development) are included. Most
notably, an entire volume on cross-cultural topics was included.

The scope of the field has changed significantly since
Morris Viteles wrote his first textbook. During the early years,
the discipline’s objective was to improve organizational goals
(i.e., productivity and efficiency) primarily by applying
psychology (i.e., practice) with an emphasis on individual
differences. Later, the objective was to improve both organiza-
tional goals/efficiency and employee goals/efficiency by
applying psychology and by theorizing and researching

psychology in the workplace (i.e., science), with consideration
for individual and organizational factors. Today, many com-
plex issues are addressed, and consequently, specializations
have developed in the discipline. The I-O psychologist’s im-
pact has broadened, and currently the discipline pervades
almost every aspect of organizations.

TABLE 18.2 Topics Related to Industrial and Organizational
Psychology Covered by Annual Review of Psychology in 1950
and 1961–2000

Number of
Topics Chapters

I. (1950). “Industrial Psychology” 1
Broader studies.
Interview.
Test procedures and norms.
Job analysis and evaluation.
Criteria of performance.
Training.
Motivation and morale.
Communications and advertising.
Human engineering.

II. (1961–2000). Annual Review of Psychology
Attitudes, attitude change, opinions, and motivation. 22
Attribution theory and research. 2
Behavioral decision theory. 5
Cognition (social cognition/cognitive science). 13
Community intervention. 7
Consumer psychology. 9
Counseling psychology, career development. 10
Culture/cross-cultural psychology. 6
Engineering psychology. 6
Environmental psychology. 5
Group dynamics/study of small groups/teams/intergroup relations. 13
Human abilities and individual differences. 5
Instructional psychology. 9
Judgment and decision/decision behavior. 3
Organizational behavior. 10
Organization development. 6
Organizational psychology. 3
Personality and personality measurement. 28
Personnel/human resource management. 4
Personnel selection, classification, test validation. 18
Personnel training and human resource development. 6
Psychology of men at work. 2
Program evaluation/research. 5
Scaling and test theory. 10
Statistics/statistical theory/data analysis. 14
Miscellaneous other topics (one chapter each). 13

Group awareness training.
Industrial social psychology.
Moral judgment.
Motivation and performance.
Performance evaluation in organizations.
Psychology of deception.
Psychology of law.
Psychometric methods.
Sex and gender.
Sport psychology.
Survey research.
Test validation.
Trust and distrust in organizations.
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I. Handbook of Industrial and Organizational Psychology (1976) (1 vol.)
Theory development and theory application.
Research strategies and research methodology.
Theories of individual and organizational behavior.
Job and task analysis.
Attributes of persons.
Taxonomies.
Engineering psychology.
Occupational and career choice and persistence.
Individual and group performance measurement (development of criteria).
Validity and validation strategies.
Attributes of organizations.
Communication in organizations.
Organizational socialization processes.
Behavioral responses by individuals.
Job attitudes and satisfaction.
Problem solving and decision making.
Assessment of persons.
Selection and selection research.
Strategies for training and development.
Strategies of organization change.
Consumer psychology.
Cross-cultural issues.

II. Handbook of Industrial and Organizational Psychology, Second Edition
(1990–1994) (4 vols.)

Volume 1
Blending the science and practice of industrial and organizational

psychology: Where are we and where are we going?
The role of theory in industrial and organizational psychology.
Motivation theory and industrial and organizational psychology.
Learning theory and industrial and organizational psychology.
Individual differences theory in industrial and organizational psychology.
Judgment and decision-making theory.
Research methods in the service of discovery.
Research strategies and tactics in industrial and organizational psychology.
Quasi experimentation.
Item response theory.
Multivariate correlational analysis.
Modeling the performance prediction problem in industrial and

organizational psychology.

Volume 2
Cognitive theory in industrial and organizational psychology.
Job analysis.
The structure of work: Job design and roles.
Human factors in the workplace.
Job behavior, performance, and effectiveness.
Personnel assessment, selection, and placement.
Recruitment, job choice, and post-hire consequences: A call for new

research directions.

Adaptation, persistence, and commitment in organizations.
Training in work organizations.
Utility analysis for decisions in human resource management.
Physical abilities.
Vocational interests, values, and preferences.
Personality and personality measurement.

Volume 3
Aptitudes, skills, and proficiencies.
Developmental determinants of individual action: Theory and practice

in applying background measures.
Theory and research on leadership in organizations.
Group influences on individuals in organizations.
Group performance and intergroup relations in organizations.
Organization-environment relations.
Consumer psychology.
Organizational productivity.
Employee compensation: Research and practice.
Stress in organizations.
Conflict and negotiation processes in organizations.
Organizational development: Theory, practice, and research.
Behavior change: Models, methods, and a review of evidence.
Alternative metaphors for organization design.
Strategic decision making.
Strategic reward systems.

Volume 4
Contemporary meta-trends in industrial and organizational psychology.
Cross-cultural industrial and organizational psychology.
Selection and assessment in Europe.
Technological change in a multicultural context: Implications for

training and career planning.
An underlying structure of motivational need taxonomies:

A cross-cultural confirmation.
Action as the core of work psychology: A German approach.
Time and behavior at work.
Cross-cultural leadership making: Bridging American and Japanese

diversity for team advantage.
Aging and work behavior.
Age and employment.
Toward a model of cross-cultural industrial and organizational

psychology.
The Japanese work group.
The nature of individual attachment to the organization: A review of

East Asian variations.
Culture, economic reform, and the role of industrial and organizational

psychology in China.
Culture embeddedness and the developmental role of industrial

organizations in India.
Workplace diversity (in United States).

TABLE 18.3 Comparison of Major Areas of Coverage in the Handbook of Industrial and Organizational Psychology, First Edition (1976) and the
Handbook of Industrial and Organizational Psychology, Second Edition (1990–1994)

Table of Contents

Education

Issues about training and education in I-O psychology were
raised as early as 1918 when methods of technical training
for consulting psychologists were discussed (Geissler, 1918).
During those early years, most psychologists were trained in
general experimental psychology; education in specialized
industrial psychology was not possible. The first university

program to train in the field was established in the 1920s at
Carnegie Institute of Technology (now known as Carnegie-
Mellon University), and Bruce V. Moore is credited with the
first doctorate from this program in 1921 (Farr & Tesluk,
1997). Lillian Moller Gilbreth was acknowledged for com-
pleting the first dissertation related to industrial psychology
at Brown University in 1915. She applied psychology and
scientific management principles to the work of classroom
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teachers (Koppes, 1997; Koppes, Landy, & Perkins, 1993;
Perloff & Naman, 1996).

In 1919, H. E. Burtt joined the faculty at Ohio State
University, and along with psychometric specialist H. Toops
formed the first doctoral specialization in industrial psy-
chology after the one at Carnegie Institute of Technology
(Katzell & Austin, 1992). In addition to Ohio State and
Carnegie Tech, institutions that produced industrially ori-
ented doctorates during the 1920s included the University of
Minnesota and Stanford University. In 1930, Pennsylvania
State College (now University) offered a doctorate in I-O
psychology under B. V. Moore. Throughout the 1930s, addi-
tional universities trained students who were oriented toward
I-O careers, including Purdue University, Columbia Univer-
sity, and New York University. Katzell and Austin (1992)
noted that specialization in I-O psychology during these early
years consisted mostly of a student’s choice of a principal
mentor and associated research and dissertation topics.

Immediately after World War II, the number of specialized
I-O training programs escalated, including the creation of
terminal master’s programs. Existing programs, such as the
one at Ohio State University, were expanded, and new pro-
grams were created (George Washington University in 1948,
University of Maryland in 1961, Michigan State University
in 1951) (Katzell & Austin, 1992). Additional new doctoral
programs were established during the 1960s, such as those at
Bowling Green State University in 1965, North Carolina
State University in 1966, and the University of Akron in 1968
(Katzell & Austin, 1992).

Programs in specialized I-O psychology and related fields
have proliferated in the past 30 years, which indicates contin-
ued progression in the discipline. The 1989 SIOP Graduate
Training Programs in Industrial/Organizational Psychology
and Organizational Behavior (Society for Industrial and
Organizational Psychology, Inc., 1989) lists 51 doctoral pro-
grams and 36 master’s programs in psychology departments,
and 46 doctoral programs and 8 master’s programs in busi-
ness or related departments. The 1998 SIOP Graduate Train-
ing Programs in Industrial-Organizational Psychology and
Related Fields (Society for Industrial and Organizational Psy-
chology, Inc., 1998a) lists 62 doctoral programs and 70 mas-
ter’s programs in psychology departments, and 35 doctoral
programs and 9 master’s degree programs in business and re-
lated departments.

SIOP members have discussed several education and
training issues, such as standards, accreditation, master’s
education/training, postdoctoral training, internships, and
continuing education for licensure. Programs in I-O psychol-
ogy are not accredited; however, SIOP created competency-
based guidelines according to a scientist-practitioner model.
The documents are titled the Guidelines for Education and

Training at the Master’s Level in Industrial/Organizational
Psychology (Society for Industrial and Organizational Psy-
chology, Inc., 1995) and the Guidelines for Education and
Training at the Doctoral Level in Industrial/Organizational
Psychology (Society for Industrial and Organizational Psy-
chology, Inc., 1998b). Challenges about maintaining the
scientist-practitioner model in a highly diverse and special-
ized field were expressed recently (Downey, 2000). In addi-
tion, concerns were raised about the future of I-O psychology
programs because many academic I-O psychologists are
seeking employment in business schools rather than psychol-
ogy departments due to higher salaries for business-related
faculty appointments (DeNisi, 2000; Downey, 2000).

Employment

When I-O psychology emerged, almost all psychologists
were employed in academia, and psychologists who did ap-
plied work did so on a part-time basis. Some academic psy-
chologists pursued part-time consulting work to supplement
their meager academic salaries (Goodwin, 1999). Others
sought applied work because the number of psychology
doctoral graduates quickly outgrew the number of positions in
psychology departments and laboratories. Cattell (1946)
estimated that as late as 1917 only 16 of the more than
300 members of APA were working primarily in the various
applications of psychology. Napoli (1981) revealed no full-
time I-O psychologists from 1913 through 1917; how-
ever, there were individuals practicing I-O psychology,
although their work was not labeled as such. In 1916, Walter
Dill Scott was appointed professor of applied psychology at
Carnegie Institute of Technology, the first appointment by that
title in academia (Landy, 1997).

After World War I, additional employment opportunities
became available in academia, the military, government, pri-
vate industry, and consulting organizations (e.g., the U.S.
Civil Service Commission, Kaufman Department Store,
Macy’s department store, Aetna Life Insurance, U.S. Rubber
Company, Procter & Gamble, Milwaukee Electric Railway
and Light Company) (Katzell & Austin, 1992). These oppor-
tunities paved the way for employment of women psycholo-
gists who faced barriers gaining employment in academia
(Koppes, 1997). Katzell and Austin (1992) estimated that the
total number of industrial psychologists by the end of the
1920s was approximately 50.

Employment in academia slowed during the 1930s, but
employment in other areas improved. Between 1916 and
1938, the number of APA members in teaching positions in-
creased fivefold, from 233 to 1,299; however, the number of
members in applied positions grew almost 29 times, from 24
to 694 (Finch & Odoroff, 1939). In 1940, Darley and Berdie
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(1940) found that those reporting to work in industry did not
call themselves industrial psychologists.

After World War II, employment opportunities outside of
academia exploded. Each branch of the armed services cre-
ated centers of research activity to continue the benefits of
World War II efforts. A number of psychological research or-
ganizations, consulting firms, and university research centers
were formed. Private industry continued to hire I-O psychol-
ogists, and some companies established their own research
groups. Areas of activities included job analysis and job eval-
uation, salaries and wages, selection and placement, promo-
tions, training, performance appraisal, job satisfaction and
morale, counseling and guidance, labor relations, industrial
hygiene, accidents and safety, and equipment design (e.g.,
Canter, 1948). In 1959, McCollom found at least 1,000 psy-
chologists who were employed full-time industry in the
United States (McCollom, 1959).

Thirty years later, Howard (1990) reported that of the
1,739 SIOP members who responded to her survey and were
employed full-time, 36% were employed in academic settings
and 57% reported working in industry, including private or-
ganizations (21%), public organizations (7%), and consulting
(29%). Eight percent responded that they worked in other set-
tings (e.g., health service, research organizations). O’Connor
and Ryan (1996) reported that of the 1,873 SIOP members
who responded to their survey and were employed full-time,
39.1% indicated they worked in academic settings and 54.9%
were employed in industry, including private organiza-
tions (15.1%), public organizations (7.1%), and consulting
(32.7%). Six percent responded that they worked in other set-
tings (e.g., health/clinical). Recently, the SIOP Administra-
tive Office (Lee Hakel, personal communication, August 4,
2000) reported that of the 3,286 SIOP members (89.9% of
total members) providing information about their employers,
36.1% were in academic positions, 17.1% held full-time posi-
tions in private organizations, 6.3% were in public organiza-
tions, 34.3% were in consulting, and 5.9% worked for health
care or other employers (e.g., research organizations). Two
notable shifts between 1990 and 2000 can be observed: (a) a
decrease in the relative percentage of individuals employed in
private organizations, and (b) an increase in the relative per-
centage of individuals working in external consulting. One
possible explanation is the outsourcing of work and down-
sizing of private organizations (O’Connor & Ryan, 1996).
Eminent I-O psychologists recently expressed concerns about
the multitude of inexperienced consultants (C. H. Lawshe Jr.,
personal communication, June 1, 2000; Locke, 2000).

A prodigious number of employment opportunities in
I-O psychology are apparent from examining the SIOP-
APA Division 14 membership. This data, however, may

underestimate the actual number of individuals and positions
because many I-O psychologists, especially practitioners, do
not join APA or SIOP (Finch & Odoroff, 1939; Katzell &
Austin, 1992). A perusal of the job openings on the SIOP Web
site and published in The Industrial-Organizational Psychol-
ogist (TIP) reveals a plethora of options, especially in the
past decade. London and Moses (1990) observed that the role
of I-O psychologists has evolved from that of technician-
analyst to change agent or strategist.

Organized Industrial-Organizational Psychology

As applied psychology expanded and the demand for applied
psychologists increased, interest in professional organiza-
tions flourished. Early organizations for I-O psychologists
and their dates of formation can be found in Katzell and
Austin (1992). Benjamin (1997) traced the development of
professional groups for I-O psychologists, with specific atten-
tion to the evolution of SIOP. AAAP Section D: Industrial and
Business was the professional organization for psychologists
in industry during the early years. In 1945, the AAAP merged
with APA, and Division 14, Industrial and Business, was
formed with 130 members (fellows and associates). In 1985,
shortly after SIOP incorporated in 1982 to achieve some in-
dependence from APA (Hakel, 1979), there were 2,499 mem-
bers (fellows, members, and associates). When this chapter
was written, there were 3,655 professional members (fellows,
members, and associates) (Lee Hakel, personal communica-
tion, August 4, 2000). The overall purpose of the current soci-
ety is not significantly different from the purpose established
by the AAAP Section D in 1937; clear linkages between
SIOP’s and AAAP’s objectives are obvious. The society
changed with regard to structure, membership, and activities,
primarily because of the expansion of the discipline and the
growth of membership (Benjamin, 1997). For example, the
organization evolved from one that was totally managed by
volunteers to one now staffed professionally (Koppes, 2000).

Summary

I-O psychology shifted from a simple, narrowly defined tech-
nical field focused on individual issues for accomplishing
organizational objectives to a complex, broad scientific and ap-
plied discipline emphasizing individual and organizational is-
sues for achieving both individual and organizational goals. A
challenge of the discipline is to maintain an identity as a rigor-
ous scientific discipline while at the same time providing a
growing range of professional services and applications.

A science–practice dichotomy has characterized the disci-
pline since its inception. The roots of this dichotomy can be
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traced to the founders of psychology in the late 1800s and
early 1900s, when tension existed between individuals want-
ing psychology to be a pure science (basic) separate from prac-
tical concerns and individuals wanting to apply psychology to
practical matters (Hergenhahn, 1997). Applied psychologists
did not advocate for an applied psychology instead of a pure
psychology. These psychologists, along with their scientific
contemporaries, viewed science as being first and applications
as being second (Hergenhahn, 1997). The pure psychologists
disapproved of applying psychology, however. Benjamin
(1997) noted, “The purists railed against such premature ven-
tures and warned these purveyors of suspect psychological
knowledge to stay home and perfect their science” (p. 102).

One explanation for the tension between scientists and
practitioners was the reward structure of the American scien-
tific community during 1906–1944 (Sokal, 1995). James
McKeen Cattell used a star system, in which asterisks were at-
tached to the names of individuals he identified as the preemi-
nent American scientists of the day in his American Men of
Science, first published in 1906. Ten leading representatives,
who were members of the National Academy of Science and
contributors to Science, selected these individuals. This re-
ward structure placed a high value on being a scientist. A sec-
ond explanation was the questionable scientific integrity
of applied research funded by corporations for legal and
commercial gains. Results from these studies were often dis-
credited (Benjamin, Rogers, & Rosenbaum, 1991).A third ex-
planation for the tension was the incompatible values between
scientists (pure psychologists), who pursue the advancement
of knowledge, and practitioners (applied psychologists), who
apply knowledge to solve problems (Hergenhahn, 1997).

During the early years, a prevalent distinction between
science and practice within industrial psychology did not
exist, as most industrial psychologists consulted part-time
while working full-time in university positions and con-
ducted research in field settings for the purposes of solving
problems. The dichotomy gradually emerged as the number
of individuals employed in universities, research institutions,
and applied positions grew. In the published version of her
APA Division 14 (now SIOP) presidential address entitled
“Our Expanding Responsibilities,” Marion Bills (1953) fore-
saw the developing gap between scientists and practitioners.
She argued that psychologists working in industry were not
given sufficient credit for their contributions to science. Bills
stated,

Perhaps our [psychologists in private industry] real function is
that of a liaison officer between our experimental workers and
management under which function our chief duty would be
to keep them very well informed on both sides, and display the

ingenuity to connect them, even when in many cases the connec-
tion is far from obvious. (Bills, 1953, p. 145)

On several occasions, Bruce V. Moore, the first president
of APA Division 14 (now SIOP), espoused his belief that in-
dustrial psychology as an applied discipline values equally
research and implementation (Farr & Tesluk, 1997). Moore
stated,

[The] pure scientist has no basis for intellectual snobbery or con-
tempt for the applied scientist. What both should avoid is busy
work without thinking, or activity without relating it to theory, or
the quick answer without adequate facts or basic research. . . .
The extreme applied practitioner is in danger of narrow, myopic
thinking, but the extremely pure scientist is in danger of being
isolated from facts. (Cited in Farr & Tesluk, 1997, p. 484)

The scientist-practitioner tension prevails today, as evident
by the attention it continues to receive (e.g., Dunnette &
Hough, 1990; Holland, Hogan, & Sheton, 1999; Klimoski,
1992). Hackman (1985) identified factors that contribute to the
current gap between I-O scientists and practitioners. These in-
clude corporate reward systems that compensate I-O psychol-
ogists for performing as professional practitioners rather than
as scientists, differences in the conceptual and research para-
digms of scientists and practitioners, and the failure of labora-
tory and field experiments to guide practice. J. P. Campbell
(1992) noted, however, that the latent needs of the two par-
ties are actually more similar than their surface dissimilarities
would suggest. When he was 93 years old, Morris Viteles
stated, “If it isn’t scientific, it’s not good practice, and if it isn’t
practical, it’s not good science” (cited in Katzell & Austin,
1992, p. 826). The two poles must blend in order to address the
complex work issues of organizations today.

CONFLUENCE OF DYNAMIC FORCES

Many historians contend that the rise of I-O psychology was
the result of external forces. Psychologists were pulled by the
demands and expectations of industry and of an ever-changing
society and economy (e.g., Baritz, 1960). As early as 1913,
Hugo Münsterberg, who is often referred to as the father of
I-O psychology, stated, “Our aim is to sketch the outlines of a
new psychology which is to intermediate between the modern
laboratory psychology and the problems of economics: the
psychological experiment is systematically placed at the ser-
vice of commerce and industry” (Münsterberg, 1913, p. 3).
More recently, Katzell and Austin (1992) observed, “The
field’s history reveals a proclivity for science and practice in
I-O psychology to be shaped more by external forces than by
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theories, foresight or imagination. In short, I-O psychologists
tend to be more reactive than proactive . . .” (p. 824).

Scholars also recognize that the discipline’s progression re-
sulted from internal forces or individual visionaries within the
field who advocated and pushed for the application of psy-
chology (e.g., Koppes, 1997; Landy, 1997; Van De Water,
1997). Entrepreneurial efforts by independent investigators
moved the discipline forward because of their develop-
ments in theory, research, and practice. Most historians agree,
however, that both internal and external influences shaped the
discipline. For example, Van De Water (1997) noted, “A com-
bination of internal and external forces helped transform in-
dustrial psychology from a few individuals’ visions into a
larger, self-perpetuating institution” (p. 487). To fully under-
stand the sociohistorical context of I-O psychology, both
external and internal forces must be considered.

Socioeconomic Forces

Socioeconomic forces refer to indicators of the economy
(e.g., income, the gross national product, unemployment),
societal views (e.g., with regard to workers, organizations,
environment, health) and ideologies (e.g., social Darwinism
and eugenics), and population demographics. Katzell and
Austin (1992), for example, observed that I-O topics seem to
be correlated with cycles of social or political concerns (e.g.,
labor relations with labor–management conflicts, job analysis
with fair employment issues).

In the late nineteenth century, American society experi-
enced rapid changes and developments because of industrial-
ization, immigration, a high birth rate, education reform,
and urban growth. A progressive drive for reform prevailed
(Minton, 1988), and Americans were ready for the practical
and useful. Multiple changes created problems for humanity
(Napoli, 1981), and society looked toward science for practi-
cal solutions. In addition to these societal demands, institu-
tional pressures and the desire to improve their institutional
status to keep their discipline alive forced psychologists to
popularize their science and demonstrate the value of psy-
chology in solving problems and helping society (Burnham,
1987; Goodwin, 1999). Taking psychology outside academic
laboratories and increasing psychological research on practi-
cal applications in education, medicine, criminology, busi-
ness, and industry were expressions of psychologists’ intense
desire for social recognition and support (Camfield, 1973).
One proponent of applied research stated that progress toward
the development of an applied psychology offered “the hope
of seeing greater socio-economic values placed upon the sci-
ence in American community life” (cited in Camfield, 1973,
p. 75). The intellectual, social, cultural, and economic milieu
engendered the formation of an applied psychology.

As psychology’s popularity increased, society and the
business community became skeptical and disenchanted with
the discipline because individuals not trained in psychology
began practicing to gain financial rewards. Psychologists felt
compelled to combat society’s images of psychology as com-
mon sense or as occultism and superstition (Burnham,
1987) and society’s stereotype of the psychologist as an
“absent-minded professor, preoccupied with abstruse man-
ners” (Burnham, 1987, p. 92). One response was to use ex-
perimentation to invalidate the claims of pseudoscientists
(Van De Water, 1997). Methodological developments in-
cluded measurement methods (mental tests, observations,
case studies) and statistics for measuring and analyzing indi-
vidual differences (regression, simple correlation, partial
correlation) (Cowles, 1989). Furthermore, Gillespie (1988)
noted that the decision to undertake social scientific research
in the workplace during the 1920s was a political process,
and “social and behavioral scientists believed that experi-
mentation would guarantee objectivity of their findings and
recommendations, and ensure their professional standing on
an intellectual and moral plane above that of capitalists and
workers” (p. 133).

During the 1920s, euphoria and prosperity swept the United
States. Despite a short recession in 1921–1922, the gross na-
tional product rose 39% between 1919 and 1929 (Cashman,
1989). The growth of employment associated with the rise in
the gross national product provided opportunities for indus-
trial psychologists as full-time employees or consultants in
industry. Companies were interested in psychological applica-
tions used during the war (i.e., selection and placement), and
the primary concern was finding the right employee for the job.
Articles and books on various aspects of personnel psychology
described developments and issues (e.g., Link, 1919; Pond,
1927; Scott & Hayes, 1921).

Viteles (1932) noted a shift in the social philosophy of
workers during the early part of the twentieth century.Apolicy
of noninterference shifted to a policy that emphasized the em-
ployee’s welfare. This policy of employee’s welfare was rein-
forced during the economic depression, when 25% of the
workforce was unemployed (Manchester, 1973–1974). The
depression’s adverse effects on individuals led to heightened
sensitivity to and concern for the human condition and the hu-
manization of work. Organizations and the U.S. government
felt responsible for employee welfare; thus, social issues such
as unemployment and adjustment of workers became preva-
lent. The greatest need was to find jobs for people to fill, so
there was less need for and interest in personnel selection
and training. More than 16% of the companies that had
used personnel tests dropped them during the Great De-
pression (Katzell & Austin, 1992). None of the studies cited in
an extensive review of the psychological literature on training
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in industry were published during the 1930s (Katzell &Austin,
1992; McGehee & Thayer, 1961). The social aspects of indus-
trial psychology began to emerge as industrial psychologists
developed an interest in improving an individual’s well-being
at work. According to Viteles (1932), “They [psychologists]
have definitely accepted the viewpoint that industrial practices
are to be judged not only by the criterion of economic return,
but in terms of their effects on human beings” (p. 25).

The Minnesota Employment Stabilization Research Insti-
tute (MESRI) was established in 1931 to study the psycholog-
ical and economics effects of unemployment (e.g., Paterson,
1932). The idea that individual differences could be shown by
special aptitude tests, not just intelligence tests, was formu-
lated; thus, aptitude tests (e.g., the Minnesota Clerical Test and
the Minnesota Paper Form Board) were designed.AMinnesota
perspective was created, which eventually developed into a
theory of work adjustment (Dawis & Lofquist, 1984).

The U.S. Employment Service (USES), founded in
1917, was renewed with the Wagner-Peyser Act of 1933
(Lowenberg & Conrad, 1998). Along with the Minnesota In-
stitute, this program tried to eliminate the crevasses between
the unemployed and the few available jobs. The USES is
known for developing the General Aptitude Test Battery
(GATB) and completing the first large-scale systematic
analysis of jobs, the Dictionary of Occupational Titles, pub-
lished in 1939. This project moved I-O psychologists further
toward realizing the importance of matching individual abil-
ity profiles with different job requirements (Lowenberg &
Conrad, 1998). Various methods were used to achieve this
match, such as selection and placement, vocational guidance,
and a combination of processes called differential job place-
ment (Dunnette, 1966).

A few early research studies on attitudes and morale were
conducted during this time (e.g., Hoppock, 1935), and the
measurement of attitudes was improved by the scaling
techniques of Thurstone (1927) and Likert (1932). Attitude
surveys and structured interviews were popular tools for man-
agement consulting (Houser, 1938). Kurt Lewin, a researcher
at the University of Iowa Child Welfare Research Station from
1935 to 1944, commenced research on various psychological
aspects of work such as leadership, productivity, satisfaction,
group dynamics, employee participation, and resistance to
change (Katzell & Austin, 1992).

During the depression, President Franklin D. Roosevelt’s
reform programs provided a favorable climate for organized
labor; thus, corporate America had to respond to new labor
laws and the growing muscle of unions. According to
Gillespie (1988),

The calm of the 1920s and early 1930s had been shattered by the
militancy of new industrial unions of mass-production workers

and industrial relations had been reshaped by New Deal legisla-
tion that protected workers’ rights to organize and bargain
collectively with their employers. Personnel management flour-
ished in this environment, and a function that had previously
been the responsibility of middle managers was transformed
overnight into the province of executives; henceforth, no man-
agerial decisions could be made without considering their impact
on labor relations. (p. 132)

Early efforts to minimize the distance between labor and
management were made by psychologists employed by the
Scott Company in 1919 and 1920, and some I-O psycholo-
gists were concerned with the labor-relations movement dur-
ing the 1930s and after World War II (Gordon & Burt, 1981).
The relationship between I-O psychology and labor unions
has been described as one of mutual indifference, however
(e.g., Gordon & Burt, 1981). One explanation for psychol-
ogists’ limited involvement is that I-O psychologists are
perceived as being aligned with management (Baritz, 1960;
Gordon & Burt, 1991). APA Division 14 (now SIOP) past
president (1970–1971) Herbert H. Meyer who worked nu-
merous years in industry, offered another perspective:

Unions have a vested interest in maintaining an adversarial rela-
tionship between workers and management. Thus instead of
being cooperative and committed to organizational goals, union
members are inclined to regard management as the enemy. And,
incidentally, in unionized plants, I have found that managers are
inclined to regard union employees as the enemy—a rather poor
situation in which to engender cooperation and commitment. . . .
[T]he desire of many progressive companies to stay non-union
because of the costly work rules often associated with unionism
provided for many opportunities for the employment of I/O psy-
chologists. (Herbert H. Meyer, personal communication, July 20,
2000)

Unions are important in I-O psychology’s history because
they affected organizations’ structures, policies, and the man-
agement of employees. Thus, the impact of labor unions on the
development of I-O psychology needs further investigation.

The emphasis on employee welfare during the depression
led to the development of personnel counseling as a popular
organizational intervention for helping employees solve
personal problems. Once viewed as the “new industrial psy-
chology” (Cantor, 1945), personnel counseling programs dis-
appeared from the domain of applied psychology and were
dropped by several organizations by the 1960s (Highhouse,
1999). Highhouse suggested that industrial psychologists
may have distanced themselves from personnel counseling
because of poorly trained counselors employed by organiza-
tions. Reasons for the decline of personnel counseling pro-
grams include the questionable effectiveness of the programs
and the lack of managerial support for programs addressing
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employees’ personal problems (Highhouse, 1999). A re-
newed interest in worker adjustment, work–family conflicts,
and other personal issues (e.g., mental health) has emerged in
the past decade (e.g., Zedeck, 1992).

After World War II, the economy provided for prosperity,
leisure, pleasure, affluence, education, and a heightened
awareness of the good life. A new generation of American
workers increasingly valued noneconomic outcomes and per-
sonal rewards (satisfaction, personal growth, self-fulfillment,
actualization, self-expression) instead of traditional bread-
and-butter rewards (Katzell, 1958). An increased emphasis
on workers’ attitudes and motivations and ways of improving
life in organizations became salient, with particular attention
to social and organizational contexts. The focus shifted to
topics other than those directly tied to bottom-line perfor-
mance, including the effects of work on individuals, motiva-
tion, job attitudes, life and job satisfaction, challenges of the
job, and job characteristics (Katzell & Austin, 1992).

The postwar economy provided for an explosion of psy-
chological applications and research opportunities. The focus
was on both fitting people for the job and fitting the job for
people. Military research centers were formed, psychological
research organizations were created (e.g., American Insti-
tutes for Research), consulting firms were established (e.g.,
Richardson, Bellows, Henry, & Company), and research
groups were formed within private companies (e.g., General
Electric, Standard Oil of New Jersey) (Katzell & Austin,
1992). In addition, universities organized research centers to
investigate aspects of I-O psychology. For example, in 1944,
Lewin established the Research Center for Group Dynamics
at Massachusetts Institute of Technology (MIT), where he
collaborated with a similar group in London, the Tavistock
Institute of Human Relations. Together the organizations cre-
ated the journal Human Relations in 1947. Because of the
work of Lewin and his colleagues, emphasis shifted toward
human relations rather than the technical aspects of produc-
tion. Shortly after Lewin’s death in 1947, the Research Cen-
ter for Group Dynamics was relocated to the University of
Michigan. The center joined the Survey Research Center,
which had been in existence since 1946 under the direction of
Rensis Likert (Hilgard, 1987). Other university research cen-
ters that partially devoted their efforts to I-O psychology
were located at Ohio State University with its leadership
research program, Cornell University with its studies of satis-
faction in work and retirement, Western Reserve University
with its emphasis on personnel problems and occupational
guidance, and Purdue University with its occupational
research (Katzell & Austin, 1992).

Unrest surfaced in America’s society during the 1950s
and 1960s because of changes in values and attention to

discriminatory and unfair practices. Society demanded equi-
table practices in organizations. As it had during the depres-
sion, the government intervened, and civil-rights legislation
was created. The unrest and chaos continued throughout the
1960s and 1970s as the United States entered the Vietnam
War, baby boomers entered the workforce, and international
and foreign competition became a threat. According to
Dipboye, Smith, and Howell (1994), the fabric of the
American society was disintegrating. A new generation of
employees was questioning the authority of organizations,
and a general revulsion against fascism and authoritarianism
stimulated interest in democracy and autonomy in the work-
place (Dipboye et al., 1994). These changing societal views
influenced organizations to rethink their way of dealing with
employees. How the organization could best serve the indi-
vidual became important. Theories about organizations as
open, sociotechnical systems were developed, which stimu-
lated research in areas of communication, conflict manage-
ment, socialization, and organizational climate and culture.
The development of interventions for facilitating organiza-
tional change and development (OD) resulted in an interface
of I and O approaches. During the 1980s, known as the health
decade, research was initiated on worker stress, health, and
well-being (e.g., Ilgen, 1990).

Society’s unrest and questioning raised consciousness
about many social issues, which led to additional research
and applications concerning job involvement, organizational
commitment, antisocial behaviors, the psychological con-
tract, and organizational citizenship behaviors. Muchinsky
(2000) noted, “In the past 10–15 years, we have had to ad-
dress new aspects of organizational behavior about which we
had little knowledge. The depth and magnitude of these
issues in the psychology of work have had a profound impact
on the profession of I-O psychology” (p. 295).

A socioeconomic factor that affects the work of I-O psy-
chologists is the demographics of the workforce. Two recent
changes in the workforce are worth noting: diversity and
quantity. The increasing diversity of the U.S. population cre-
ates a diverse workforce in terms of gender, age, ethnicity,
race, and culture. There are now various subgroups of em-
ployees, with minority groups increasing as a proportion of
the workforce, the bulk of the workforce (baby boomers)
aging, and life expectancies increasing (Briggs, 1987; Cohen,
1995). Diversity in the workforce can also be attributed to a
global marketplace because multinational organizations are
hiring employees from an international labor market. A di-
verse workforce has implications for both practice and re-
search in I-O psychology (see Triandis, Kurowoski, &
Gelfand, 1994). For example, organizations need to identify
ways to individualize reward systems and recruit and retain
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diverse employees. Theories, research methods, and applica-
tions will need to include individual differences with regard
to age, gender, ethnicity, race, and culture.

In addition to diversity, the supply of workers is shrinking
(Cascio, 1995; Cohen, 1995). The birth rate has declined for
the past 20 to 30 years, and individuals are retiring earlier be-
cause of the prosperous economy during the 1990s (Aiman-
Smith & Koppes, 2000). The shrinking labor force, record
low unemployment associated with a strong economy, and
accelerated global competition has engendered new topics for
I-O psychologists (e.g., acquisitions/mergers, employee re-
tention, work/family balance) and a revisiting of traditional
issues (e.g., job analysis, selection, training and develop-
ment, performance appraisal) (Cascio, 1995). I-O psychology
does not exist in a vacuum; societal forces will continue to
influence the discipline. Thus, additional research on socio-
economic forces is warranted.

Business Forces

Organizations must change their structures, technologies,
and processes to adapt to their environments and to survive
(Huber, 1984). Because I-O psychologists historically re-
sponded to business problems (e.g., Baritz, 1960), changes
in business directly affected I-O psychology. I-O psycholo-
gists provided employers techniques and information for im-
plementing an explicit scientific approach and developed
techniques to help employers make decisions (Dipboye
et al., 1994). When asked to identify an influence on the
field, SIOP past president (1991–1992) Richard J. Klimoski
responded,

The changing nature of organizing—favoring large manufactur-
ing enterprises right after the war, the rise of the large multi-
divisional firm, to the conglomerate, to the rise of service
providers, to the multinational firm, to the development of vir-
tual organizations. These affect such things as the need for I/O
services, the kinds of problems studied, the kinds of job venues
I/O types hold. (Richard J. Klimoski, personal communication,
August 27, 2000)

The Industrial Revolution at the end of the nineteenth cen-
tury created a prevailing faith in capitalism (Katzell &
Austin, 1992). The primary business objectives were to im-
prove efficiency, increase productivity, and decrease costs
through standardization and simplification (Dipboye et al.,
1994). Scientific management advocates addressed these ob-
jectives by designing work to improve efficiency (Taylor,
1947). Frank and Lillian Gilbreth, known for their time-and-
motion studies, were concerned with individual needs in
work settings. They believed that scientific management was

more than machines, tools, procedures, and inventory con-
trol. “It meant, first of all, the people who did the jobs”
(Gilbreth, 1970, p. 103). The primary importance of scientific
management for I-O psychology was the study of work
(Baritz, 1960) and the establishment of a precedent for scien-
tists to enter organizations.

The emergence of capitalism and emphasis on efficiency
forced companies to hire the most qualified employees; thus,
selection and training were critical issues. Industrial psychol-
ogists used mental tests that had been successful in education
and in the armed forces to select hardworking and committed
employees (Katzell & Austin, 1992). According to Van De
Water (1997), mental tests were the field’s first technical
product.

An emphasis on productivity during the late nineteenth
and early twentieth centuries influenced organization leaders
to explore ways to advertise, sell, and distribute their goods.
Psychologists recognized the value of their discipline to these
business issues as well. For example, Scripture (1895) wrote
in his book Thinking, Feeling, Doing that advertisers could
benefit from psychology with regard to attention and mem-
ory. A young psychologist, Walter Dill Scott, was approached
by a group of businessmen to present a speech about the
value of psychology for advertising in 1901. He did so on the
condition that his name not be published because he feared
the disdain of his colleagues. This concern soon dissipated, as
Scott in 1903 published a book titled The Theory of Advertis-
ing (Ferguson, 1962–1965).

Interest in applying psychology to business problems
provided opportunities for businesses and academic psy-
chologists to collaborate. An important program for the
development of I-O psychology was the Division of Ap-
plied Psychology at Carnegie Institute of Technology (now
Carnegie-Mellon University), which was established in 1915
with Walter VanDyke Bingham as the director (Hilgard,
1987). In 1916, a new department was formed, the Bureau of
Salesmanship Research, headed by Scott. Scott and his col-
leagues devised a multiple-component selection system for
sales personnel that included a personal history blank (bio-
data), a standard interview, a reference form, and a mental
alertness test (Katzell & Austin, 1992). Later, the bureau was
renamed the Bureau of Personnel Research. Bingham created
another program, the School of Life Insurance Salesmanship,
which trained several thousand life insurance salesmen
(Hilgard, 1987). Following World War I, the Carnegie Insti-
tute of Technology expanded its work to include sales train-
ing, with the establishment of the Research Bureau of Retail
Training. Vocational interests were researched, and E. K.
Strong along with Karl Cowdery eventually developed the
Strong Vocational Interest Blank, now known as the Strong
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Interest Inventory. The Carnegie program trained and pre-
pared future applied psychologists, especially women, and
paved the way for research, applications, and collaborative
efforts with industry (Hilgard, 1987). Despite its success, the
Division of Applied Psychology was dissolved in 1924 by a
new university president who did not support the enterprise
(Hilgard, 1987).

Following World War I, opportunities for psychology pro-
liferated because of a heightened awareness of psychological
applications and an increased concern for personnel issues by
management (Baritz, 1960; Hilgard, 1987). Forward-looking
executives wanted to extend techniques and programs devel-
oped for the army into private industry (Katzell & Austin,
1992). Consequently, consulting firms formed to respond to
the needs of business and industry. Scott and colleagues at the
Army’s Committee on Classification and Personnel formed
The Scott Company in 1919. The consultants used techniques
such as mental ability group tests, “job standards for career
progression and personnel planning, a performance rating
system, oral trade tests and apprentice training materials, and
a program of personnel administration” (Katzell & Austin,
1992, p. 807). The company advocated a future-oriented
philosophy of cooperative labor relations that was adopted in
the men’s garment industry (Gordon & Burt, 1981). Mary
Holmes Stevens Hayes, a psychologist, was hired as a con-
sultant (one of the first woman professional consultants)
(Koppes, 1997), and she collaborated with Scott in writing a
book for professional personnel managers entitled Science
and Common Sense in Working with Men (Scott & Hayes,
1921). The Scott Company disbanded in the early 1920s
because of financial difficulties and because its founder left to
become president of Northwestern University.

James McKeen Cattell organized the Psychological
Corporation in 1921. Twenty influential psychologists
were directors, and approximately 170 psychologists held
stock (Cattell, 1923). The organization was formed for the
“advancement of psychology and the promotion of the useful
applications of psychology” (Cattell, 1923, p. 165). Accord-
ing to Burnham (1987), the Psychological Corporation was
created to popularize psychology, and the founders tried to
set standards for applied psychology. The corporation failed
miserably under Cattell’s leadership, however. Although
Cattell espoused the application of psychology, he had never
himself been an applied psychologist. Consequently, he pro-
vided little direction to those who worked under him (Sokal,
1981). Sokal (1981) noted that both Cattell’s ineffective lead-
ership and the context in which the corporation existed ex-
plain the company’s failure. By the end of the 1920s, several
applied psychology endeavors and the mental-testing move-
ment had failed. Subsequent leaders (e.g., Bingham) of

the Psychological Corporation were successful in sharing
and implementing psychological techniques for 50 years
(Katzell & Austin, 1992). For example, the Differential Apti-
tude Test and the Bennett Test of Mechanical Comprehension
are widely used today.

Private companies hired full-time psychologists to handle
personnel problems (e.g., Kaufman Department Store, Aetna
Life Insurance, Procter & Gamble, Milwaukee Railway
and Light Company, Scoville Manufacturing Company)
(Katzell & Austin, 1992). In 1919, R. H. Macy and Company
in New York hired psychologist Elsie Oschrin Bregman to ex-
amine the company’s personnel processes. Bregman (1922)
wrote about disputes over the use of psychological tests for
personnel purposes in industry. She described how the com-
pany took the lead in researching tests in the field: “[A]bout
three years ago, an almost unprecedented experiment was
begun. Almost never before had a psychological laboratory
been equipped in an industrial organization, certainly not a
department store, and a psychologist commissioned to exper-
iment in his own field of science” (Bregman, 1922, p. 696).
Research on personnel issues (e.g., selection, placement, fa-
tigue, safety) in organizations flourished during the 1920s
(e.g., Bregman, 1922; Pond, 1927). The Personnel Research
Federation was created in 1921 under the auspices of the
National Research Council to advance “scientific knowl-
edge about men and women in relation to their occupations”
(Bingham, 1928, p. 299).

A widely publicized research study conducted in an orga-
nization was the Hawthorne studies (e.g., Gillespie, 1988;
Roethlisberger & Dickson, 1939). The original purpose of the
study was to examine the relationship between illumination
levels and productivity. A serendipitous finding was that work
groups and attitudes had an effect on performance. (A detailed
description of the study is presented by Roethlisberger and
Dickson, 1939, and Gillespie, 1988.) These studies were im-
portant to the evolution of I-O psychology for several reasons.
The researchers demonstrated the feasibility of conducting
scientific research in organizational settings. Personnel man-
agement as a specialized function was recognized and legit-
imized (Gillespie, 1988). Supervisory personnel training as
an important management activity was discovered (Gillespie,
1988). In addition, a human-relations movement arose in in-
dustrial psychology because of these studies. When Viteles
revised his 1932 textbook, he found that the field had changed
dramatically and in 1953 had to rename his book Motivation
and Morale in Industry to better represent the discipline
(Katzell & Austin, 1992).

Beginning in the 1950s and through the 1960s, the nation’s
manufacturing-based economy evolved into a service-based
economy, changing the economic/business objective from
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efficiency to one of quality or customer service. During the
late 1950s, more than 50% of the workforce consisted of ser-
vice employees (Katzell & Austin, 1992). This shift created
changes in the organization’s structure and the nature of work,
increasing attention to organizational characteristics and their
impact on employee attitudes and behaviors. The socioeco-
nomic forces described in the previous section combined
with business changes inspired researchers to investigate job
satisfaction, motivation, leadership, intergroup and intra-
group relations, communication, and influence and power.
The Research Center for Group Dynamics created the journal
Administrative Science Quarterly in 1955 so researchers
could share their work on various social topics.

Although numerous long-range research programs were
conducted in several organizations, an important one worth
noting here was begun at the American Telephone and Tele-
graph Company (AT&T) in 1956. The basic purpose of the
study was to discover qualities related to managerial success
and advancement in the company. Results revealed that
test and inventory scores as well as staff judgments on
several dimensions predicted salaries and advancement to
middle management over several years (Howard & Bray,
1988). This research effort by Bray and his colleagues
“stands out as one of the most carefully designed and com-
prehensive longitudinal studies ever conducted” (Dunnette,
1998, p. 140).

Flagging productivity in the 1960s and 1970s forced com-
panies to look at new ways of managing. They examined their
foreign competitors’ successes and consequently changed
from individualistic, authoritarian systems to structures em-
phasizing groups, teamwork, employee participation, and
total quality management (1986–1987 SIOP past president
Sheldon Zedeck, personal communication, July 6, 2000).
With the advent of organization development (OD) as an at-
tempt to better understand the process of group dynamics, the
assumption that developing people would create healthier and
more effective organizations changed to the assumption that
developing organizations would create healthier and more
effective people (Mirvis, 1988).

In the 1980s, stagnant productivity, threats to economic
well-being, and American companies’ failure to adapt to eco-
nomic circumstances raised concerns about productivity, util-
ity, and quality. Although the foundations for utility analyses
had been offered earlier (e.g., Brogden, 1946), it was not until
the 1980s that serious attention to utility analysis surfaced
(Cascio, 1991). In addition, a renewed interest in OD reestab-
lished the relationship between employees and organizations
(Muchinsky, 2000). Some I-O psychologists view OD as a
symbiosis of scientists and practitioners (e.g., Lowenberg &
Conrad, 1998).

For the past two decades and for the next century, the
external environment for organizations has been and will be
turbulent because of globalization, increased competition,
and rapid change. To survive, flexible organizations’ re-
sponses include restructuring, mergers and acquisitions,
downsizing (e.g., elimination of management positions in
order to reduce size and costs), and new product lines. To be
competitive, strategies for managing change and for creating
a committed and satisfied workforce will need to be devel-
oped and implemented. Cascio (1995) suggested that training
and development will emerge as the essential activity for
companies in the twenty-first century. As they did at the be-
ginning of I-O psychology, I-O psychologists will continue to
respond to business needs. Some senior SIOP members re-
cently expressed concerns that top management issues and
business demands (e.g., strategic planning, financial incen-
tives) rather than the pursuit of science will drive the work of
I-O psychologists (Locke, 2000).

Legal Forces

There is no question that the legal and political climate in the
United States influenced the evolution of I-O psychology.
According to SIOP president (2001–2002) William H. Macey,
“there were some clear watershed events in the last 35–40
years in the form of particular legislation . . . that clearly are
singular in their impact on our discipline/profession” (William
H. Macey, personal communication, August 19, 2000).

During the depression, the U.S. government strengthened
its influence by creating New Deal legislation and programs
to help the downtrodden employee. Both business leaders
and psychologists became cognizant of worker issues; thus,
attention to the social aspects of industrial psychology in-
creased. Psychologist Mary Holmes Stevens Hayes was di-
rectly involved with the New Deal. In 1935, she conducted a
research study (requested by the U.S. Congress) on problems
of the unemployed, which served as the basis for the National
Youth Administration (NYA), one of several New Deal pro-
grams created within the Works Progress Administration
(Cashman, 1989). Hayes first led the Division of Guidance
and Placement, one division of the NYA, and then in 1940,
when the NYA was placed under the auspices of the Federal
Security Agency, she was promoted to director of the
Division of Youth (Koppes, 1997).

The civil-rights movement began in the early 1950s when
the separate-but-equal doctrine in education was struck
down in the case of Brown v. Board of Education (1954).
Congressional hearings led to publications dealing with stan-
dards of testing, such as the Technical Recommendations of
Psychological Tests and Diagnostic Techniques (American
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Psychological Association, 1954) and the Ethical Principles
of Psychologists (American Psychological Association,
1953). Antidiscrimination legislation, executive orders, and
agency regulations ensued in the 1960s. Specifically, the
Civil Rights Act (CRA) of 1964, Title VII, prohibited dis-
crimination in employment because of race, color, religion,
sex, or national origin (Gutman, 2000). In 1972, the CRA
was amended to include educational institutions and state
and federal agencies (Gutman, 2000).

During the 1970s, the social and legal emphasis was on en-
suring that employers did not blatantly discriminate against
minorities and women. In 1971, in the case of Griggs v. Duke
Power Co. (1971), the Supreme Court ruled that selection
devices must be job-related. Arvey (1979) noted that this
ruling “opened the door for statistical methods in reviewing
the consequential effects of employment practices” (p. 68).
The Equal Employment Opportunity Commission (EEOC)
and the Office of Federal Contract Compliance reacted by is-
suing guidelines that included validation standards defined by
the American Psychological Association. Three key standards
documents were written: Uniform Guidelines on Employee
Selection Procedures (1978), Standards for Educational and
Psychological Testing (American Educational Research As-
sociation, American Psychological Association, & National
Council on Measurement in Education, 1999), and Principles
for the Validation and Use of Personnel Selection Procedures
(Society for Industrial and Organizational Psychology, Inc.,
1987). Other legislation was subsequently passed to address
discrimination based on age, gender, service in the Vietnam
War, disability, and others (Barrett, 1996).

It was much harder for an aggrieved party to sue and win
in the 1980s (Potter, 1989), which resulted in a succession of
changes in the legal climate. I-O activities associated with
fair employment practices generally declined because of less
aggressive enforcement. Interests in test fairness and fair em-
ployment practices were renewed, however, with the passage
of the American with Disabilities Act in 1990 and the Civil
Rights Act of 1991, along with a continued increase in the
number of lawsuits in the United States. The first executive
order of the twenty-first century, issued by President Bill
Clinton, forbids federal departments and agencies from dis-
criminating in personnel decisions based on protected genetic
information. Legislation was presented to implement similar
protections in private organizations (Fox, 2000).

The legal requirements that emerged during the past
40 years and the increase in the number of lawsuits in the
1980s and 1990s contributed to the rapid growth of I-O psy-
chology during these decades. Tenopyr (1992) noted that the
civil-rights movement and criticisms of employee selection
tools significantly advanced research in I-O psychology.

Science and scientific practices were reinforced, developed,
and further refined (Lowenberg & Conrad, 1998). When
asked to identify influences and related developments in the
field, SIOP past president (1999–2000) Angelo S. DeNisi
commented,

Without a doubt I would include the passage of the Civil Rights
Act of 1964. Before this Act, I/O psychologists were interested
in test validity, but their interest was a scientific one, not a legal
one. The CRA began a tidal wave of work on test validation, be-
ginning with discussion of criterion issues, and culminating in
the work on validity generalization and utility. Once we realized
how important it was to be able to validate tests, the race was on
to discover factors that led to lower than desired validities, and
ways to validate tests more efficiently. This was really the impe-
tus behind the VG [validity generalization] research program.
Eventually, the line of research led to more serious discussions
of intelligence and intelligence tests (i.e., the role of “g”);
searches for alternatives to intelligence tests (e.g., research on
the Big 5 Personality Factors); and research on alternative
methods for delivering tests. (Angelo S. DeNisi, personal
communication, August 15, 2000)

The emphasis on validity led to further development of
meta-analysis, refinement of job analysis methods, and re-
search on legally defensible performance appraisal systems.
In addition, a new employment opportunity for I-O psychol-
ogists emerged: as expert witnesses in court. Other legisla-
tion, court cases, and congressional hearings have influenced
I-O psychology research and practice. For example, the
Senate confirmation hearings for Supreme Court Justice
Clarence Thomas, marked by accusations by Anita Hill that
he had sexually harassed her, stimulated research on sexual
harassment in organizations, and the Occupational Safety and
Health Act, instituted in 1971, raised awareness about safety
and health issues in the workplace.

Although many I-O psychologists believe that legislation
positively impacted the evolution of I-O psychology science
and practice, some colleagues believe that legal forces inhib-
ited the discipline’s growth. Guion, for example, stated that
the Civil Rights Act constrained selection research and prac-
tice (Locke, 2000). Further discussion of legal forces is neces-
sary to better understand the legal context of I-O psychology’s
history.

Military Forces

The two world wars provided occasions for psychologists to
demonstrate psychology’s value to society during times when
skepticism about the science existed (e.g., Capshew, 1999;
Hill, 1955; von Mayrhauser, 1987). During both wars, the
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greatest need was to find people to fill jobs, so the emphasis was
on recruitment, selection, and placement. G. Stanley Hall first
suggested the use of psychology in the military in 1916 while
addressing a joint session of theAPAand theAmericanAssoci-
ation for the Advancement of Science (Hergenhahn, 1997).
When the United States declared war on Germany in April
1917, a group of psychologists led by Robert M. Yerkes (then
president of APA) and others (from the National Academy of
Sciences, the American Association for the Advancement
of Science, and theAPA) formed thePsychologyCommitteeof
the National Resource Council to evaluate a psychological ex-
amining program for recruits (von Mayrhauser, 1987). At the
same time, W. D. Scott and W. V. Bingham, faculty at Carnegie
Institute of Technology, formed the Committee on Classifica-
tion and Personnel to aid the army in the selection of officers
(von Mayrhauser, 1987). Douglas Fryer worked with a small
program in the Morale Branch of the Surgeon General’s Office
to ease the adjustment of soldiers to army life.

Although many psychologists were involved with World
War I, Yerkes and his colleagues received the most publicity
for developing the Army Alpha and Army Beta group mental
ability tests. These tests paved the way for large-scale intelli-
gence testing and for later expansion of psychological testing
into government, industry, and education (Katzell & Austin,
1992).  After the war, the military increased spending to iden-
tify ways to improve the efficiency of the fighting forces, thus
creating opportunities for psychological research and appli-
cation under the auspices of the armed forces. In addition, the
success of psychological applications during the war stimu-
lated the interests of corporate leaders to use psychology in
their businesses.

The Second World War, like the First World War, created
the opportunity for psychologists to apply their techniques.
The army sought the assistance of psychologists, who were
ready to be involved (e.g., Capshew, 1999). Significant
accomplishments included the Army General Classification
Test (AGCT), situational stress tests, assessment centers, and
simulation training. One of the first comprehensive applied
psychology programs was the Aviation Psychology Program
directed by J. C. Flanagan and published in 19 volumes
(Flanagan, 1947–1949). APA Division 14 (now SIOP) past
president (1976–1977) Paul W. Thayer recalled,

World War II had an interesting effect on I/O. . . . It threw to-
gether a number of psychologists, some industrial, some experi-
mental, some measurement, etc., in a variety of places. Wallace
and Flanagan worked with some experimental types in the Army
Air Corps (later the USAF), while McGehee and others were in
the Navy. Wherry worked with the Army in D.C., and Shartle
continued his work on job classification. . . . Experimental psy-
chologists learned to respect what applied psychologists could

do, and vice versa. (Paul W. Thayer, personal communication,
June 5, 2000)

After World War II, the economic and political division of
the world along capitalistic-communist lines, the emergence
of the Soviet Union as a superpower, and the threat of nuclear
war increased military spending (Dipboye et al., 1994). Psy-
chological research benefited from this spending as the mili-
tary sought behavioral means to improve the effectiveness of
the armed forces. Several research centers were created, such
as the Army Research Institute (ARI), the Navy Personnel Re-
search and Development Center (NPRDC), and the Air Force
Human Resources Laboratory (AFHRL). Although military
spending on research has decreased in the past 20 years, some
projects prevailed. For example, J. P. Campbell (1990) de-
scribed Project A, a large-scale project for the U.S. Army. This
effort involved several psychologists over a 10-year period to
research the selection and classification of military personnel
and develop the Armed Services Vocational Aptitude Battery
(ASVAB). Another example of military research is the exten-
sive investigation of teams completed by the U.S. Navy’s
Training Systems Center (e.g., Swezey & Salas, 1992).

One outcome of the wars that indirectly influenced I-O
psychology was the creation of the G.I. bill (e.g., Haydock,
1996). This bill allowed funded military personnel to attend
college, increasing the number of students entering graduate
programs. At 92 years of age, APA Division 14 (now SIOP)
past president (1957–1958) Charles H. Lawshe Jr. recalled,

Tiffin’s book . . . was adopted by the U.S.A.F.I. (Armed Forces
Institute) in a correspondence course for G.I.’s and was sent to
them all over the world. With the cessation of hostilities these
G.I.’s, now familiar with the book and with pockets full of cash
applied for admission to graduate schools in drones. [sic] Purdue
alone admitted 23 or 24 each year. . . . The result, a tremendous
influx of many, many very bright students, all who eventually
became available to be hired by industry. While it is no longer
true, it seemed that almost every industry had its own “in house”
industrial psychologist. (Charles H. Lawshe, Jr., personal com-
munication, June 1, 2000)

The significant impact of the two world wars and the military
on the development of I-O psychology has been documented
(e.g., Britt & Morgan, 1946; Ferguson, 1962–1965; von
Mayrhauser, 1989). The impact of other wars (e.g., Korea,
Vietnam, the Gulf War) and military efforts on I-O psychol-
ogy needs investigation.

Technological Forces

Technological forces include new processes and hard-
ware revolutions with regard to computers, transportation,
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communication, medicine, administrative systems, and the
like. Work may be redesigned or a job may become obso-
lete because of technological advances. For example, when
the typewriter was introduced in the late 1800s, the occupa-
tion of copyist became obsolete and typist emerged as a new
job (Dipboye et al., 1994). Recently, I-O psychologists
(Howard, 1995) examined the influence of computer tech-
nologies on the functioning of organizations, which in turn
affects the fundamental nature of work.

Craiger (1997) described two paradigm shifts in the his-
tory of computer technology and organizations. The first shift
occurred from the 1950s to the 1980s when computers used
for military purposes were converted to business purposes.
Initially, only the most technically skilled individuals could
use the complex technology; thus, computers were typically
housed in management information systems departments.
After IBM introduced the first stand-alone desktop personal
computer in 1981, computers appeared at a rapid rate and al-
lowed all employees to work directly with the technology;
however, employees still worked in isolation, as the comput-
ers were not connected. The second paradigm shift occurred
in the early 1980s when computer technology was installed
throughout organizations. The ubiquity of computer technol-
ogy inspired organizational leaders to reevaluate their busi-
ness practices and organizational structures (Craiger, 1997).
Then, the local area network (LAN) and client-server net-
works were introduced, allowing workers to share hardware,
software, and information. Organizations adopting this net-
work technology were called open-networked organizations.
The primary work unit was transformed from individuals
and typical department work groups to empowered work
teams (Tapscott & Caston, 1993). The rise of information
technology permitted organizations to (a) “have a high-
performance team structure,” (b) “function as integrated
businesses despite high business unit autonomy,” and (c) “to
reach out and develop new relationships with external orga-
nizations—to become an ‘extended enterprise’” (Tapscott &
Caston, 1993, p. 14).

These changes in organizational functioning affect I-O
psychology research and practice in several ways. Technol-
ogy innovations have grown rapidly in human resources
practices (Downey, 2000). More sophisticated selection tools
have been developed, validated, and implemented (e.g., in-
terview kiosks, computerized adaptive testing). New perfor-
mance criteria and methods for evaluating performance
(computer-aided performance appraisal) will need to be
generated as a result of the open-networked organization
(Craiger, 1997). Computer monitoring of efficiency and
accuracy of employees (e.g., keyboard operators) and

surveillance technologies are currently in use (Dipboye et al.,
1994). Computer-based training (CBT), Web training, and
multimedia instructional formats have become a standard in
college education and several organizations. Implications of
technology on the design of jobs and teams will need investi-
gation. With these technological advances, training for learn-
ing and adapting to changes in technology will become
essential (Cascio, 1995).

Changes in technology also impact the research and statis-
tical methods I-O psychologists use. Sophisticated statistical
methodologies blossomed with the availability of computers
and software in the 1980s and 1990s. SIOP past president
(1995–1996) Michael A. Campion noted, “The advent of
computers is certainly partially responsible for the advanced
statistics we use” (Michael A. Campion, personal communi-
cation, September 22, 2000). Examples include item re-
sponse theory, structural equation modeling, meta-analysis,
event history analysis, and other methods for the study of
change (Katzell & Austin, 1992). In addition, the Internet has
changed communication patterns and research methods by
making correspondence and information accessible. Most re-
cently, SIOP leaders recognized the importance of technol-
ogy for the discipline by devoting a portion of SIOP’s 2001
annual conference to technological issues for the first time
(SIOP Executive Committee Meeting Minutes, September,
24, 2000).

Psychological Forces

Psychological forces are developments in thought, theories,
research, and practice in psychology generally. I-O psychol-
ogy can trace its roots to the inception of psychology as a
discipline at the end of the nineteenth century, the period de-
scribed as the flowering of science (Roback, 1952). The intel-
lectual zeitgeist consisted of positivism, materialism, and
empiricism; consequently, scientists became interested in em-
pirically investigating the mind and behavior. In his Germany
laboratory, Wilhelm Wundt used the experimental method to
control observations for studying objectively mind and be-
havior in order to separate psychology from philosophy as a
scientific discipline (Hergenhahn, 1997).

During this time, functionalism, which is based on
Darwinism and individual differences, was formulated. This
school of thought emphasized the importance of adaptations,
functions, and fitness as keys to survival (Angell, 1907). Psy-
chologists became interested in how and why the mind adapts
the individual to its environment. Functionalism served as the
foundation for the mental-testing movement that took place
at the turn of the twentieth century and the birth of a second
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psychology, or applied psychology. In addition to functional-
ism and the mental-testing movement, great emphasis was
placed on empirical methods because psychologists felt com-
pelled to legitimize their science and to address society’s
skepticism of the profession. Industrial psychology evolved
from these developments in psychology (see Goodwin, 1999,
or Hergenhahn, 1997, for a lengthier discussion of the devel-
opment of American psychology).

Connections are apparent between I-O psychology and psy-
chology perspectives such as behaviorism, neobehaviorism,
gestalt, humanistic, and cognitive psychology. Behaviorism
was a catalyst for conducting objective studies of behavior,
developing practical applications, and including environmen-
tal or situational variables in theories of work behavior. For
example, I-O theorists identified behaviors and situational
conditions for effective leadership and developed behavioral
measures for evaluating performance. One manifestation of
Skinner’s neobehaviorism was organizational behavior modi-
fication (Katzell & Austin, 1992). Similarities exist between
the systems view of organizations and gestalt theory. The
humanistic perspective inspired theorists and researchers to
consider self-actualization and noneconomic motivators in
the workplace. Lord and Maher (1991) described several
developments in I-O psychology derived from the cognitive
revolution. For example, cognitive theory has helped I-O psy-
chologists understand cognitive processes in evaluating per-
formance and designing jobs. Further exploration of the links
between psychology and I-O psychology is needed.

Intradisciplinary Forces

In addition to external forces, individuals within I-O psychol-
ogy contributed to the sustained growth of research and prac-
tice. According to SIOP past president (1986–1987) Sheldon
Zedeck, “I-O psychologists have an intrinsic interest in solv-
ing problems” (Sheldon Zedeck, personal communication,
July 6, 2000). Early in the history of I-O psychology, Hugo
Münsterberg, James McKeen Cattell, Walter Dill Scott,
Walter VanDyke Bingham, Frank and Lillian Gilbreth, Kurt
Lewin, and others had the vision and initiative for developing
ways their young, evolving discipline could be applied to
business and societal needs (Koppes, 1997; Landy, 1997)
and for identifying relevant topics for scientific research
(Katzell &Austin, 1992). Münsterberg, for example, provided
the foundation for every major development in industrial psy-
chology in his books Psychology and Industrial Efficiency
(1913) and Business Psychology (1917) (Moskowitz, 1977).

Too many individuals influenced I-O psychology to men-
tion all the names here. Reviewing reference lists or the

indexes of I-O textbooks and specialized I-O books reveals
the vast number of contributors. Presidents of organized I-O
psychology (APA Division 14 and SIOP) are elected be-
cause of their significant contributions, which are described in
their autobiographies available on the SIOP Web site (www.
siop.org). SIOP members are given the distinction of fellow
because of their outstanding contributions to the discipline.
SIOP awards are named after influential individuals (Koppes,
1999), and award recipients are recognized for their contribu-
tions. Other contributors are recognized in biographies and
obituaries, which are published in TIP. In addition to individ-
ual accomplishments, I-O psychologists created ways to work
together. For example, many I-O psychologists formed pro-
fessional groups, such as the Dearborn Conference Group
(Meyer, 1997) and the No-Name Group (Benjamin, 1997), to
address concerns, discuss issues, and share research. I-O psy-
chologists have also established consulting firms, which pro-
vide for collaborations between individuals and subsequent
developments in research and practice (e.g., Center for Cre-
ative Leadership, Development Dimensions International,
Jeanneret and Associates, Inc., Personnel Research Associ-
ates, Inc., Personnel Decisions Research Institute).

An indicator of developments in the field is the number of
periodicals, books, and other sources that contain I-O-related
research and applications. In addition to the resources men-
tioned in this chapter, over 25 different journals were formed,
handbooks on related topics were created (e.g., Lorsch, 1987),
two annual series were generated (e.g., Research in Organiza-
tional Behavior and Research in Personnel and Human Re-
source Management), and two series were established by
SIOP to publish cutting-edge research and applications:
Organizational Frontiers of Industrial and Organizational
Psychology and The Professional Practice Series.

Numerous advances have been observed within the disci-
pline. Katzell and Austin (1992) and Katzell (1994) identified
metatrends such as the predominant use of sophisticated
statistical analyses (e.g., structural equation modeling, meta-
analysis) and more attention to outcomes not directly linked
to the bottom line (e.g., stress and career development).
Dunnette (1998) recognized accomplishments in his recent
review of trends and emerging issues in I-O psychology:

Most significant has been an increasingly fruitful blending of as-
pects of the science and practice of this field. Special attention
has been directed towards systematic study of issues related to
fair employment practices, and to broader recognition of the im-
portance of meta-analysis for advancing knowledge as opposed
to such simplistic approaches as statistical significance testing.
Increased attention has been focused on the importance of ge-
netic influences in areas of work behaviour. . . . Several important
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trends in the field are . . . increased use of personality measures,
360° feedback instruments, and expanding the work performance
domain to include aspects of contextual performance such as cit-
izenship behaviours. (Dunnette, 1998, pp. 129–130)

Along with the discipline’s successes, several criticisms
have been made (e.g., Dunnette, 1966). Some I-O psycholo-
gists believe that practice has outstripped research. Others
state that too much attention has been given to precision and
objectivity. Researchers disagree with respect to how to ana-
lyze, define, measure, design, and evaluate research. Excess
research has been conducted on predictors and validation
techniques; a paucity of research exists on criteria. Theories,
research methodologies, and data analyses are less applicable
for dynamic issues and thus do not account for change. Few
longitudinal studies have been conducted because they are
cumbersome and expensive. A gap is increasing between I-O
psychology and psychology (Highhouse & Zickar, 1997). In
addition, progress has been slow because of reporting to peo-
ple who are not in positions of authority (Locke, 2000) and
being too close to the client (Baritz, 1960).

One specific criticism plaguing the discipline throughout
its history is that I-O psychologists practice “dustbowl em-
piricism,” which is the process of researching relationships
between variables with scant or no attention to the logic or
theory underlying those relationships. Landy (1997) noted,
“As a sub-discipline, I/O psychologists have long had prob-
lems with theory development” (p. 472). One explanation is
that the field’s primary focus during the early years was to de-
velop solutions to practical problems to legitimize applied
psychology (Dunnette, 1976). Dustbowl empiricism may
have characterized the discipline in the early years, and some
psychologists may continue to believe that theory and re-
search have not progressed; however, since the 1960s, a
stronger orientation toward theory development and theory-
related research can be observed. One explanation is that I-O
psychologists demonstrated their usefulness, so their time
and energy could be directed toward theory (Katzell &
Austin, 1992). Other explanations for strides in theory and re-
search include (a) a growing distinction between science and
practice, (b) an increased use of laboratory experiments
because of academic pressures to publish, (c) the growth of
organizational psychology that has a theoretical slant, and
(d) unsupported theories that led to revised theories.

SUMMARY

This analysis of I-O psychology’s history demonstrates that
the rise of the discipline during the past 100 years was the

result of confluences of dynamic external (socioeconomic,
business, legal, military, technology, psychology) and inter-
nal forces (individuals, theories, and applications) at various
times. These forces, along with other influences (e.g., inter-
disciplinary fields), interacted in shaping both science and
practice. Several trends from then to now can be summarized:
(a) I-O psychologists are more proactive and less reactive,
(b) both employee goals and organizational goals are now
considered rather than only organizational goals, (c) the dis-
cipline is a blending of science and practice, (d) intricate
and integrated approaches are used to understand humans in
the workplace (i.e., broad theories and models take into
consideration the complexity of cognition and behavior in or-
ganizations) instead of a simple view, (e) specialties within
the discipline now exist, (f) an increasing objectivity and
greater accuracy of measurement (statistics) are emphasized,
(g) more and better trained I-O psychologists and teachers are
available, (h) more research is conducted on employee be-
haviors (personality traits, organizational citizenship behav-
iors) and contexts (work teams, international contexts) rather
than on theoretical constructs (e.g., motivation), and (i) the
underlying theme, improving the workplace and work lives,
remains steadfast in the discipline.

CONCLUSION: WHAT HAVE WE LEARNED?

A better understanding of what I-O psychologists did and
why they did what they did was obtained from examining the
sociohistorical context of the discipline. Have I-O psycholo-
gists made a difference in the workplace? According to
Katzell and Austin (1992),

I-O psychology has become a viable scientific discipline that has
added much to society’s knowledge about work behavior. . . .
I/O psychology has become an important contributor to manage-
ment. . . . I/O psychology has been contributing to the general
well-being of American society. It has done so by helping to
select people for work for which they are suited, training and
developing them to be more effective in their work and careers,
reducing bias in the employment of the disadvantaged, improv-
ing safety and comfort at work, and enhancing the quality of
work life. (pp. 822–823)

What can the past teach about the future of I-O psychol-
ogy? External and internal forces will continue to affect the
work of I-O psychologists. Cascio (1995) identified several
rapid changes relative to the world of work (e.g., global com-
petition, explosion of information technology, reengineering
of business processes) that have important implications for
the science and practice in I-O psychology (i.e., job analysis,
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employee selection, training and development, performance
appraisal, organizational development). When asked to iden-
tify factors that will influence future developments in I-O
psychology, SIOP president (2001–2002) William H. Macey
remarked,

Technology is an easy answer. The shift in work (and educational)
interpersonal relationships occurring because of technology
implementation may be another. Also, in a related sense, the
meaning of work itself will change and by definition so will our
practice and science. . . . [A] disproportionate degree of our at-
tention may change from science to technology. Also, the hard
part of our profession will be in maintaining the scientific
integrity of our work as we move quickly to apply new technol-
ogy and media. (William H. Macey, personal communication,
August 19, 2000)

These remarks indicate that I-O psychology may come full
circle (from primarily technology to science and research,
then back to technology), and the scientist-practitioner dis-
tinction will continue to prevail. Thus, it is imperative that for
I-O psychologists to continue to make a difference, they need
to know their history to understand what was done, what was
not done, and why. After reviewing the first 50 years of the
journal Personnel Psychology, editor John R. Hollenbeck
(1998) stated, “the impact that one has on the future seems to
be closely related to one’s appreciation of the past. This
makes it all the more fitting, therefore, to reflect on and study
our past. . . .” (Editorial).
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WHAT IS FORENSIC PSYCHOLOGY?

There are two ways to ask the question “What is forensic psy-
chology?” One is to inquire about its current boundaries, and
the other is to ask when it began. Both questions can be an-
swered with a broad or a narrow perspective.

Concerning what forensic psychology is now, one per-
spective takes a broad view, equating the field roughly with
what is often termed psychology and law. Consistent with
this broad perspective, we can note that forensic comes from
the Latin forum (a place of assembly, a court of law) and
is defined as “pertaining to or employed in legal proceedings
or argumentation” (American Heritage Dictionary, 1982).
Taking this broad approach, forensic psychology began
whenever psychological concepts were first applied to the
legal system.

This broad definition is contained in the Specialty Guide-
lines for Forensic Psychologists, created by the Committee
on Ethical Guidelines for Forensic Psychologists of the
American Psychology-Law Society in 1991. The guidelines
define the field as covering “all forms of professional conduct
when acting, with definable foreknowledge, as a psychologi-
cal expert on explicitly psychological issues in direct assis-
tance to courts, parties to legal proceedings, correctional and
forensic mental health facilities, and administrative, judicial,

and legislative agencies acting in a judicial capacity” (Com-
mittee on Ethical Guidelines, 1991, p. 657 ). In a similar vein,
the American Board of Forensic Psychology on its Web site
in 1998 gave a broad definition: “The application of the
science and profession of law to questions and issues relating
to psychology and the legal system.” In The Handbook of
Forensic Psychology, Bartol and Bartol (1999, p. 3) stated,
“Forensic psychology is viewed broadly here. It is both
(a) the research endeavor that examines aspects of human
behavior directly related to the legal process . . . and (b) the
professional practice of psychology within, or in consultation
with, a legal system that encompasses both civil and criminal
law and the numerous areas where they intersect. Therefore,
forensic psychology refers broadly to the production and
application of psychological knowledge to the civil and crim-
inal justice systems.” Later, these authors suggested that
forensic psychology is “an umbrella term for psychology and
law, correctional psychology, police psychology, and the
psychology of juvenile and adult offending” (Bartol &
Bartol, 1999, p. 19).

A similarly broad perspective was provided by Hess, a
coeditor of The Handbook of Forensic Psychology (Hess &
Weiner, 1999), who asserted that a functional definition of
forensic psychology encompasses three ways in which psy-
chology and law interact: “(a) the practice of psychology in
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legal settings, (b) the effects of the law on the practice of psy-
chology, and (c) research and scholarly inquiry as applied to
legal issues” (Hess, 1999, p. 24). Elsewhere, Hess noted the
difficulty of defining forensic psychology, as he asked, “Is
there a forensic psychology? Or, Is there a set of associated
forensic psychologies? This is a crucial issue facing us”
(Hess, 1996, p. 239).

The second popular definition of forensic psychology is
more circumscribed, focusing on the clinical aspects. Many
psychologists define forensic psychology more narrowly to
refer to clinical psychologists who are engaged in clinical
practice within the legal system. The distinction here is be-
tween psychologists who bring scientific information to the
courts for their consideration in cases and psychologists who
evaluate individuals and testify about them in reference to a
legal question.

The second question, concerning when forensic psychol-
ogy began, also has a broad and narrow definition. A broad
perspective would see the starting point as that time when
psychological concepts—that is, notions of psychological
functioning—were first applied to address forensic questions.
One might qualify this by requiring that these concepts were
offered to courts by professionals. This definition would date
forensic psychology at least back to the eighteenth century
when physicians and neurologists testified in insanity cases.
The narrower view would contend that forensic psychology
cannot be said to have existed until there was a field called
“psychology.” It was not until the mid-twentieth century that
psychologists were routinely allowed to testify about insanity
and competency, roles that were the exclusive purview of
psychiatrists until then (Bartol & Bartol, 1999).

If one adopts the broad perspective, where and when did
forensic psychology begin? The beginnings of forensic
psychology could be identified at least as far back as the an-
cient Greeks, as Hippocrates (ca. 480 B.C.E.) identified two
forms of mental illness, melancholia and mania. The ancient
Romans also wrote about “madness” as a medical and legal
problem. Similarly, ancient Hebraic law stated that “idiots”
and “lunatics” should not be held criminally responsible for
their acts because they could not distinguish right from
wrong (Maeder, 1985). The issue of madness received in-
creasing scrutiny over the centuries. By the thirteenth cen-
tury, the policy in England was to use the regular system of
prosecution to determine guilt and then use “the King’s
mercy” as a possible basis for avoiding the execution of an
insane convicted person. By the sixteenth century, in England
the idea that a madman should be acquitted, not convicted,
was widely accepted (Weinreb, 1986). The evolution of this
linkage between the law and the psychological concept of
insanity will be briefly outlined in the next section.

Where does all of this leave us? For historical complete-
ness, we will begin our analysis with an overview of the early
ideas about insanity held by legal systems. We leave it to the
reader to interpret this as either the early beginnings of foren-
sic psychology or a historical precursor to the later emergence
of forensic psychology as a subfield within psychology.

EARLY ATTEMPTS TO APPLY PSYCHOLOGICAL
OR PSYCHIATRIC KNOWLEDGE TO THE
LEGAL SYSTEM

Conceptualizations of Insanity

While the ancient Greeks and Romans pioneered the use of
notions of insanity in the law, later several widely publicized
cases in Great Britain laid the groundwork for the treatment
of insanity in the American and Canadian courts. Rex v.
Arnold in 1723 involved the trial of Edward Arnold, also
known as “Mad Ned” Arnold, who shot and wounded Lord
Onslow, a nobleman closely aligned with the new British
king, George I. Justice Tracy elucidated what has become
known as the “wild beast” test, stating that in order for a per-
son to be found not liable for an offense, he must be “a man
that is totally deprived of his understanding and memory, and
doth not know what he is doing, no more than an infant, than
a brute, or a wild beast . . .” (Walker, 1968, p. 56). Arnold was
found guilty and sentenced to death, but Lord Onslow inter-
ceded and Arnold remained in prison for life. Although the
defense did not call any medical witnesses, the judge ruled
that evidence about the defendant’s behavior after the crime
was admissible, thus paving the way for medical testimony
in future trials about the results of examinations of the de-
fendant performed after the crime. Finkel (1988, p. 3) as-
serted that this case was “the Anglo-American benchmark
case most commonly cited as the historical beginning of the
insanity defense.”

In 1800, James Hadfield attempted to assassinate King
George III. Hadfield had suffered a serious head wound while
fighting for the British against the French six years earlier. As
a result of his injury, part of his skull was missing, the
membrane of his brain was exposed, and he had been dis-
charged from the army due to insanity. Now he believed that
he had been instructed by God to kill the “evil” king, and he
stated that he knew he would be executed for his act. Since
he knew what he was doing and the consequence that would
follow, he was not insane according to the “wild beast” test.
However, Hadfield’s defense attorney, Thomas Erskine, ar-
gued instead that Hadfield was a “lunatic” whose actions
were caused by a “morbid delusion.” Given the grievousness
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of his grotesque injury, and the fact that all of the witnesses’
testimony supported the notion of insanity, both sides agreed
to stop the trial and invite the jury to find Hadfield not guilty
due to insanity. The jury did so, and Hadfield was committed
to an institution. This case overturned the “wild breast” stan-
dard by finding that one did not have to be totally devoid of
reason to be found not guilty due to insanity. It showed that a
person whose behavior is controlled by a delusion, even if he
knows the difference between right and wrong, may be found
insane. The principles established in the Hadfield case were
used in the United States in 1835 in the Washington, DC, trial
of a man who had shot at President Andrew Jackson (Rieber
& Green, 1981).

In 1843, Daniel McNaughten (or M’Naghten), a wood-
turner and shopkeeper from Glasgow, Scotland, attempted to
assassinate British prime minister Robert Peel. Instead, he
mistakenly shot and killed the prime minister’s secretary,
Edward Drummond. In his only public statement about his
motives, McNaughten said, “The Tories in my native city
have compelled me to do this. They follow, persecute me
wherever I go and have entirely destroyed my peace of mind.
They followed me to France, into Scotland, and all over
England. In fact they follow me wherever I go. I cannot sleep
nor get no rest from them. I shall never be the man I was.
I used to have good health and strength, but I have not now”
(quoted in Moran, 1981, p. 10). McNaughten’s statement
formed the basis for an insanity defense at his trial.

When arrested, McNaughten had in his pocket a deposit
slip for 750 pounds, a huge sum for a man in his position.
These funds were used to hire what might be called the first
legal defense “Dream Team,” 150 years before the O. J.
Simpson murder trial. McNaughten was defended by four
barristers; they called nine medical experts who testified that
he was insane or “partially insane.” The prosecution did not
attempt to counter the defense’s medical testimony, and the
prosecutor withdrew the Crown’s case against McNaughten
after the medical testimony had been given. Not surprisingly,
the jury quickly came to a verdict (in less than 2 minutes!) of
not guilty by reason of insanity (Finkel, 1988).

Queen Victoria, who had herself been shot at by an assas-
sin three years earlier, was not amused, and neither was the
House of Lords, which discussed the issue further. The even-
tual result was the “McNaughten rule” as established by the
House of Lords, which specified that, “To establish a defense
on the ground of insanity it must be clearly proved that, at
the time of committing the act, the party accused was labor-
ing under such a defect of reason, from disease of the mind,
as not to know the nature and quality of the act he was doing,
or if he did know it, that he did not know he was doing what
was wrong” (Finkel, 1988, p. 21). This “McNaughten rule”

remains the standard for defining insanity in about half of the
U.S. states.

A fascinating sidelight to this case concerns the chaotic
political situation of the day and the mysterious 750 pounds.
Where did a lowly shopkeeper get such a huge sum of money?
Apparently, neither the defense nor the prosecution was
overly curious at the time. Much later, Moran (1981, p. 4)
suggested that the verdict was mainly the result of political
considerations rather than McNaughten’s mental state, con-
trary to the court’s stated basis for the decision. McNaughten
was not insane, Moran asserted. Given the great political tur-
moil of the times in McNaughten’s home area (riots, general
unrest and political intrigue, Tory spies and agents throughout
England and Scotland), and McNaughten’s known status as
an orator and antigovernment sympathizer, his statement may
have had the ring of truth to it. Finkel (1988, p. 18) suggested,
“Perhaps he was striking back, defending himself against a se-
ries of escalating harassments that might, if unstopped, lead to
his own murder? Was it an act of self-defense? A much-
provoked reaction? Or was the unexplained 750 pound note a
payment for a political assassination that simply did in the
wrong man?” How ironic if this landmark insanity verdict
was based upon a false premise!

Shortly before this incident, Isaac Ray (1838/1983) had
written A Treatise on Medical Jurisprudence of Insanity,
which was regarded in England and the United States as the
most influential book in this area at the time (Rieber & Green,
1981). Often described as the “father of forensic psychiatry,”
Ray wrote that no act done by a person in a state of insanity
can be punished as an offense. This approach asserted that it
was not necessary to show that the insanity caused the act or
that the act was the product of an “irresistible impulse.” This
perspective was later incorporated in the definition of insan-
ity introduced in the case of Durham v. United States (1954).
However, this approach is now used in only one U.S. state,
New Hampshire (Wrightsman, 2000).

The McNaughten rule had been adopted by the federal
courts and most U.S. state courts by 1851 (Simon, 1983).
While the McNaughten rule focused on cognitive factors
(knowing, understanding), another approach recognized a
volitional factor: whether or not the person, due to a mental
disorder that produced an “irresistible impulse,” was unable
to prevent himself from committing an act. The irresistible
impulse test was used in the United States just one year after
the McNaughten case in England and was endorsed by
the U.S. Supreme Court in 1897 in Davis v. United States
(Garrison, 1998).

With respect to psychology’s role in such proceedings, it
was not until the mid-twentieth century, a half century after
the establishment of psychology as a scientific discipline, that
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psychologists were regularly called as expert witness in such
proceedings. Until this period, in cases involving the ques-
tion of insanity, only licensed medical doctors were allowed
to testify as experts. Finally, in 1940 the Michigan Supreme
Court ruled in People v. Hawthorne that the trial court had
erred in refusing to qualify as an expert a well-credentialed
psychologist. The Court opined that a psychologist’s ability
to assess insanity should not be assumed to be inferior to that
of a medical doctor (Bartol & Bartol, 1999).

Early Enthusiasts for Applying Psychology to the Law:
Freud and Münsterberg

The early years of the twentieth century saw several signifi-
cant attempts to inject the young discipline of psychology into
the legal system. Two early leaders with very different per-
spectives, Sigmund Freud and Hugo Münsterberg (neither of
whom was shy about asserting the value and applicability of
his nascent field), argued that psychology, even in its present
early state, had important applications for the law. In a 1906
speech to Austrian judges, Freud (1906/1959) asserted that
knowledge of psychological processes was very important for
their jobs. Freud suggested that procedures adapted from psy-
choanalysis, especially the word-association technique, could
establish a “new method of investigation, the aim of which is
to compel the accused person himself to establish his own
guilt or innocence by objective signs” (p. 103). Freud sug-
gested further that “The task of the therapist . . . is the same as
that of the examining magistrate. We have to uncover the hid-
den psychical material; and in order to do this we have in-
vented a number of detective devices, some of which it seems
that you gentlemen of the law are now about to copy from us”
(p. 108). Freud’s optimism about the eagerness with which
the law would embrace psychological principles and methods
was not borne out, however.

In the early years of the twentieth century, another strong
voice asserting that psychology was of great value for the law
was that of Hugo Münsterberg. Münsterberg, a Harvard pro-
fessor, had emigrated from Germany in 1892 at the invitation
of William James. He became president of the American Psy-
chological Association (APA) a decade later. Münsterberg
had an arrogant manner and often adopted a pugnacious,
somewhat sensationalized, self-promoting stand in his writ-
ings. In his controversial book, On the Witness Stand (1908),
which was actually a collection of previously published
magazine articles, Münsterberg argued in strong terms
that lawyers should pay close attention to psychology.
Münsterberg’s arguments that psychology had much to offer
the legal system, and the legal system’s generally negative
reaction to this assertion, illustrate the often acrimonious

debate between psychologists and the legal community that
continued intermittently for the rest of the century. He as-
serted that “the lawyer alone is obdurate” in failing to recog-
nize the importance of applied psychology.

Münsterberg’s assertions were so arrogant that they pro-
voked a scathing response from legal scholar John Wigmore
(1909), who created “transcripts” of a mythical libel trial in
which Professor Münsterberg was sued for libel by the legal
field for his assertions and was found guilty of claiming
more than he could offer. The plaintiffs’ lawyer, Mr. Tyro,
criticized the lack of relevant research publications available
(none had yet been published in English when Münsterberg’s
book was published), and noted that eminent European psy-
chologists such as Sigmund Freud and Wilhelm Stern had
cautioned against overzealous application of psychological
findings. In 1906, Stern had written, “It is not yet time to
speak of the practical use of this method; neither too great
optimism nor too great skepticism is fitting. Thus far it has
not yet passed beyond the laboratory stage. An extensive
series of purely methodological work will be required before
it can be thought of for application to the larger field of
practice. . . . It is still premature to discuss its forensic use”
(quoted in Wigmore, 1909, p. 414). Mr. Tyro accused Profes-
sor Münsterberg of committing “the whimsical mistake of
bearing testimony against our innocent profession . . . for ne-
glecting to use new and ‘exact’ methods which were and are
so little ‘exact’ and so incapable of forensic use that even
their well-wishers confess that thousands of experiments and
years of research will be required before they will be practi-
cable, if ever” (Wigmore, 1909, p. 415).

It should be noted that Wigmore criticized his own field as
well. In his article, the trial judge, after receiving the jury’s
verdict in favor of the plaintiffs, pointed out that “No country
in the world was probably so far behind in the scientific study
of the criminal law as affected by the contributory sciences of
sociology, anthropology, psychology, and medicine. In no
[other] country had the legal profession taken so little interest
in finding out or using what those other sciences were doing”
(p. 433). Mr. Tyro expressed the desire that “their whole pro-
fession would expect and hope to go forward hereafter with
the other profession [psychology] in joint endeavor to fruitful
ends. They would put aside mutual distrust and public fault-
finding.” He urged the “friendly and energetic alliance of
psychology and law, in the noble cause of justice” (p. 432). 

After Wigmore’s devastating critique, American psychol-
ogists “left the law rather severely alone,” in the words of
Hutchins (1927, p. 678) two decades later. Many years later,
Bersoff (1999, p. 375) suggested that Münsterberg’s work
was so vilified by legal scholars “that it almost irreparably
damaged the nascent attempt to apply the behavioral sciences
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to the law.” Although it has been suggested (Kuna, 1978) that
Münsterberg was more an opportunist than a trailblazer,
some (e.g., Bartol & Bartol, 1999, p. 7) suggest that he still
made a major contribution by drawing attention to the possi-
bility of applying psychology to legal issues.

Amicus Curiae Briefs

At about the same time, the first legal amicus curiae (“friend
of the court”) brief that contained then-current social science
(extralegal) knowledge about an issue was submitted to
the Oregon Supreme Court by attorney (and later U.S.
Supreme Court justice) Louis Brandeis, in Muller v. Oregon
(1908). The brief argued that Oregon’s statute limiting
women to 10-hour workdays should be upheld because social
science knowledge showed that longer workdays would be
deleterious to women’s health and well-being. The court’s
decision upheld the position taken in the brief. Subsequently,
such briefs have been called “Brandeis briefs” or science-
translation briefs. The original Brandeis brief remains the
source of some controversy because of its references to
“general ‘female weakness’” and to “the periodical semi-
pathological state of women” (quoted in Monahan & Loftus,
1982, p. 463). The “evidence” presented consisted largely of
value statements and casual observations. This brief did not
instantly start a trend, as presenting extralegal information to
the courts did not become common until the late 1930s
(Hafemeister & Melton, 1987).

The Muller (1908) case is generally recognized as the first
historical example of using social science data as social
authority (Monahan & Walker, 1987) in order to create or
change a legal rule. The most famous case of this sort is prob-
ably Brown v. Board of Education (1954), the landmark
ruling that made school segregation illegal. This was also the
first application of social science to attack, rather than sup-
port, the actions of the state (Hafemeister & Melton, 1987).
The science-translation brief was known as the “Social Sci-
ence Statement.” Because this was a case with extraordinary
social, political, and societal ramifications, we will discuss it
in some detail. 

In the early 1950s, lawyers from the National Association
for the Advancement of Colored People’s Legal Defense and
Education Fund, led by Thurgood Marshall (who later be-
came a Justice on the U.S. Supreme Court), were working on
several segregation cases that they hoped would reach the
Supreme Court. Within psychology, a committee on inter-
group relations, formed by the Society for the Psychological
Study of Social Issues (SPSSI) shortly after World War II,
prepared a statement on this issue for four school segregation
cases that were moving toward the U.S. Supreme Court. The

Court agreed to hear the first two of the school segregation
cases in 1952. Three members of the committee, Kenneth B.
Clark, Isidor Chein, and Stuart Cook, drafted a statement
submitted to the Supreme Court. This appendix to the plain-
tiffs’ legal briefs, labeled the Social Science Statement, did
not discuss specific research studies but referred to the rele-
vant research in 35 footnotes. The Statement made three
central arguments (Kluger, 1976): (a) Segregation was psy-
chologically damaging to minority group children. It pro-
duced low self-esteem, self-hatred, frustration, and increased
chances of delinquency. (b) Segregation was also harmful to
majority group children, who experienced a distorted sense
of reality, confusion, and “moral cynicism.” (c) Desegrega-
tion could proceed smoothly if it were done quickly and
firmly. The third argument relied heavily on studies of
beneficial interracial contact in housing and employment sit-
uations. The Statement framed the argument strictly in scien-
tific terms rather than political, legal, or moral ones. The
Statement was subsequently signed by 32 other prominent
social scientists. Included among the signatures were those of
14 past or future presidents of SPSSI (Jackson, 1998) and
most of the psychologists who had been studying social prej-
udice since the 1930s.

During deliberations, the Supreme Court justices asked
both sides to prepare new arguments on the issue of whether
desegregation should be immediate and complete, or whether
“an effective gradual adjustment” would be better. Psychol-
ogy’s response, written by Kenneth B. Clark (1953), con-
cluded that immediate desegregation could be effective when
imposed swiftly and with firm authority from above. Five
conditions that would ensure effective desegregation were
described: (a) a clear and unequivocal statement of policy by
prestigious leaders; (b) firm enforcement of the new policy;
(c) a willingness to deal strongly with violations; (d) a refusal
to allow subterfuge or delay by local authorities; and (e) an
appeal to individuals based on their religious principles of
brotherhood and the American tradition of fair play and
justice.

On May 14, 1954, the Supreme Court ruled unanimously
that school segregation was a violation of the Fourteenth
Amendment. This was the court’s first major decision under
its new chief justice, Earl Warren. Warren wrote that “modern
authority” showed that the assumptions implicit in the 1896
Plessy v. Ferguson decision that had upheld so-called “sepa-
rate but equal” facilities were not valid. All seven sources
cited in support of this point (in footnote 11) had been dis-
cussed in the Social Science Statement.

But the psychologists’ job was not yet over. After its 1954
Brown decision, the Court asked for yet another round of
arguments focusing on the issue of immediate versus gradual
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desegregation. The resulting Social Science Memo, drafted
by Clark, Cook, and others, urged a strict 1-year deadline for
desegregation, although this point was troubling to several
group members (Jackson, 1998). The Memo also pointed out
that “There is a considerable body of evidence indicating that
where the situation demands that an individual act as if he
were not prejudiced, he will do so in spite of his continued
prejudice” (quoted in Jackson, 1998, p. 170). The Supreme
Court did not make a clear choice between “immediate” and
“gradual.” Instead, in May 1955, the court remanded the
cases back to the federal district courts, which were ordered
to desegregate the public schools “with all deliberate speed”
(Brown v. Board of Education, 1955).

Although the Social Science Statement has been widely
lauded as one of psychology’s greatest contributions to soci-
ety, it has remained controversial. Some observers argued
that the Statement really had little or no effect on the
Supreme Court; others criticized the uneven research support
for the Statement (e.g., Cahn, 1955; Karst, 1960). The attacks
on the validity of the Social Science Statement reminded one
observer (Bersoff, 1986, p. 154) of Wigmore’s (1909) rejoin-
der to Münsterberg (1908) more than four decades earlier.

Later, other psychologists (e.g., Gerard, 1983), perhaps
frustrated by the uneven results of desegregation in the two
decades after the Brown decisions, questioned whether the
points made in the Statement were valid. In reply, Cook
(1979, 1984) noted that the mixed nature of subsequent re-
search results pertaining to the effects of desegregation were
not surprising, because rarely did desegregation occur under
conditions conducive to favorable outcomes for the children
participating. Cook (1984, p. 831) suggested rather that there
had been “an evident increase in the credibility of the social
sciences as reflected by the extraordinary range of policy
questions to which social science research is now being
applied. This suggests that the social science role in public
policy has been steadily growing and will continue to do so in
the future.”

Early Research and Expert Testimony on
Eyewitness Memory

One area that Münsterberg (1908) touted as an important
field of expertise was the study of witness memory and testi-
mony. One of the first studies in this area was conducted in
1893 by J. McKeen Cattell at Columbia University, who
asked students a series of memory questions similar to those
that might be asked in a court of law. Cattell (1895) was sur-
prised at the degree of inaccuracy that his respondents
showed and by the tenuous relationship between their accu-
racy and their own certainty that they were correct. It has

been suggested that “Cattell’s study probably was the genesis
of modern forensic psychology” (Bartol & Bartol, 1999, p. 4)
because it sparked the interest of other researchers, particu-
larly those in Europe, in the psychology of testimony. Alfred
Binet in France (e.g., Binet, 1900, 1905) and Wilhelm Stern
in Germany (e.g., Stern, 1906, 1910) carried out a number of
empirical studies on memory and testimony. In Belguim in
1911, psychologist J. Varendonck presented in court the
results of several experiments indicating that children were
inaccurate in their memory of important events (Bartol &
Bartol, 1999). In the United States, Guy Whipple wrote a se-
ries of articles in the Psychological Bulletin that summarized
(mostly European) research on observation and reported
memories (Whipple, 1909, 1912, 1915, 1918). In the initial
article in this series, Wigmore (1909, p. 154) lamented “the
fact that English and American investigators are conspicuous
by their absence” in studies of the psychology of testimony.
The first recorded instance in which an American psycholo-
gist was proffered as an eyewitness expert was in Criglow v.
State, a 1931 Arkansas case (Fulero, 1993). There was a
resurgence of interest in the study of eyewitness memory and
in expert testimony on the issue by research psychologists,
beginning in the 1970s. We will briefly summarize that re-
search later.

Psychologists as Expert Witnesses: Historical Trends

It was not until 1921 that an American psychologist served as
an expert witness in a criminal case. In State v. Driver, a West
Virginia trial court qualified a psychologist as an expert on
juvenile delinquency, although the court rejected his testi-
mony, which was based on results of psychological tests. The
first psychologist to testify as an expert in a civil trial was
Karl Marbe in Germany in 1922. Marbe discussed the result
of reaction-time experiments in offering an opinion on the
effect of alcohol on an engineer’s responsibility in a train
wreck (Bartol & Bartol, 1999). As a rule, psychological ex-
pert testimony was rejected in criminal cases involving the
defendant’s mental state. The lone area in which psycholo-
gists’ observations seemed to be valued by the courts, even as
far back as the early 1900s, was in the juvenile justice sys-
tem; we will discuss this issue subsequently.

In the decade after World War I, the person most widely
known in American psychology and law was probably
William Marston, a student of Münsterberg’s who was ap-
pointed professor of legal psychology at American Univer-
sity in 1922. Marston, who had both a law degree and a PhD,
initially discovered a relationship between systolic blood
pressure and lying and subsequently developed the polygraph
(e.g., Marston, 1917, 1925). An attempt to introduce expert
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testimony based on polygraph results in 1923 was rejected,
and the decision by the District of Columbia Circuit Court
in Frye v. United States produced the venerable “Frye test”
for the admissibility of scientific expert testimony. The court
ruled that the proposed testimony must represent a position
that is generally accepted within the relevant scientific
community.

Marston (1920) also studied reaction times as indicators of
deception and reported that there was a type of person whose
reaction times during deception were shorter than while
telling the truth. Marston consulted with police and attorneys
on such matters, leading Bartol and Bartol (1999) to suggest
that he was one of the first consultants to the criminal justice
system, especially to law enforcement. Further, Marston
(1924) conducted some of the first research on the jury system.
In this research, he studied reactions to eyewitness testimony
by staging a series of events, after which witnesses reported
their memories in front of mock juries under conditions of free
narration, direct examination, and cross-examination. In dis-
cussing such research, Marston made a point that would still
be relevant to eyewitness research 75 years later. He noted that
“Experimentation upon the completeness and accuracy of
testimony, and of the findings of fact which might be based
upon the testimony, probably had its origin in an unconscious,
scientific wish to prove that our present juristic system is
incapable of achieving a decent degree of justice.” He added
that “For such observations and reports, therefore, we must
continue to depend upon human testimony. In light of this un-
deniable conclusion, it seems to me that the most profitable
subjects of psychological discussion and experiment are to be
found in the various possibilities of practical improvement in
the elicitation and use of normal, average testimony, rather
than in over-emphasizing its futility” (p. 29).

As we have seen, psychologists began to appear in some
western European courtrooms as expert witnesses at the
beginning of the twentieth century. There was some use of
psychologists as expert witnesses in the United States from
1921 to 1950; they testified mostly about cognitive processes
involved in witness memory or the psychology of crime and
criminal personality. The 1950s was labeled the “forensic
stage” by Loh (1981), because there was a dramatic increase
in the involvement of psychologists in the legal system, testi-
fying as expert witnesses in civil rights cases, about mental
disorders, and on the effects of pretrial publicity (Greenberg,
1956). The regular use of clinical psychologists as expert wit-
nesses on individual assessments of issues such as compe-
tency (to stand trial, to plead guilty, to waive rights), parental
competency, insanity, child custody, and the like became
commonplace only in the latter half of the twentieth century.
In a 1956 American Psychologist article, McCary asserted

that “An important problem in psychology today is the
legal status of the psychologist and his relationship to the
courts. . . . The use of the expert witness is a fairly modern
innovation in the field of legal evidence” (McCary, 1956,
p. 8). McCary supported moves toward the certification or li-
censing of psychologists, noting that “As long as any quack
can call himself a psychologist there is going to be resistance
to granting the mantle of the expert witness to psychologists
as a class” (p. 12).

The caution with which many courts regarded psycholo-
gists at the time may be illustrated by a 1955 decision of the
Texas Court of Criminal of Appeals in Watson v. State. The
judge wrote, “A psychiatrist is certainly best qualified to pass
upon a question of mental illness. However, we have consis-
tently accepted the testimony of medical doctors as experts.
We think that also of those qualified to give an opinion, supe-
rior to that of a layman, would be a practicing psychologist”
(p. 879). In addition to clinical psychologists making individ-
ual clinical judgments, social psychologists in this period
began to appear as experts in cases involving pretrial public-
ity and civil rights (Greenberg, 1956; Loh, 1981).

The involvement of psychologists in the legal system had
been only sporadic until the 1960s, when the social-political
activism of the times, with its emphasis on “social relevance,”
encouraged many psychologists to focus their research efforts
on the legal system. Interest in conducting legally relevant re-
search accelerated in the early 1970s, when it grew at an even
greater pace; indeed, in 1981 Loh (1981, p. 327) asserted that
since 1974, “there have been more psychologists doing more
empirical research on law-related matters that in all the pre-
ceding years combined.” The rate of law-related empirical
research has not slowed in the ensuing decades.

During this period, the scope of empirical inquiry ex-
panded beyond the traditional areas of eyewitness testimony
and evidence rules to encompass several fields relevant to
procedural justice. Loh (1981) posited that there were four
major areas: the effect of pretrial influences on the jury (e.g.,
pretrial publicity and pretrial identifications), selection of the
jury, presentation of testimony and of the law to the jury (e.g.,
judicial instructions), and decision making by the jury.

Pre-1955 Psychological Writings about Psychology
and Law

By about 1930, nearly 50 articles relating to forensic psychol-
ogy (broadly defined) had appeared in American professional
journals; about one-third were written by German psycholo-
gists. A survey of these “legal psychology” articles by
Slesinger and Pilpel (1929) found that the psychology of testi-
mony (11 articles) and the detection of deception (10 articles)
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were the most popular topics. Hutchins and Slesinger (1928a,
1928b, 1928c, 1929) carried out a series of studies on the law
of evidence, looking at “consciousness of guilt,” memory,
spontaneous exclamations, and hearsay.

The first textbook in the area written by a psychologist
was Legal Psychology by Howard Burtt (1931), also a
student of Münsterberg’s. In 1935, psychologist Edward
Robinson wrote Law and the Lawyers, in which he argued
that “every legal problem is at bottom a psychological prob-
lem and . . . every one of the many legal traditions about
human nature which are to be found in legal training needs
to be gone over from the standpoint of modern psychologi-
cal knowledge” (Robinson, 1935, p. 51). This controversial
book, like Münsterberg’s, was received negatively by legal
reviewers (e.g., Mechem, 1936), who asserted that psychol-
ogy did not have the necessary knowledge to provide “plain
psychological facts” (Robinson’s term) that would be useful
to the legal system. Robinson also recommended that psy-
chological researchers investigate the behavioral premises
implicit in legal doctrines. Loh (1981, p. 319) later pointed
out that “This modest and sensible proposition, embedded as
it was in his more impassioned diatribes against the conser-
vatism of the law, was lost on his legal critics.”

EMERGENCE OF FORENSIC PSYCHOLOGY
AS A RECOGNIZED SUBFIELD

Signs of Maturation

Among the early signs that a field is beginning to mature is
the emergence of professional organizations and publications
that provide a source of intellectual support for the field, the
identification of a specific knowledge domain that constitutes
the field, and the development of professional training pro-
grams. The 1970s and 1980s saw significant development in
all of these areas for forensic psychology and for psychology
and law.

Professional Organizations

The American Psychology-Law Society was chartered in
1969, and it soon became the organizational support for enor-
mous growth in psychology and law research and for forensic
psychology practitioners (Grisso, 1991). From an initial
12 founders, the organization grew to over 100 members
within its first year. Although most of its early members spe-
cialized in clinical forensic practice, during the 1970s the
focus of the organization swung primarily to research and ap-
plications of social, developmental, and experimental psy-
chology to legal issues.

When a number of members wished to develop a way to
certify clinical forensic psychologists, the society provided
the financial support for the development of a separate
organization, the American Board of Forensic Psychology, in
1976. This board developed a process of examination leading
to a diplomate in forensic psychology, and the board eventu-
ally became a specialty board of the American Board of
Professional Psychology.

Led by John Monahan, several psychologists in the soci-
ety successfully petitioned the American Psychological As-
sociation for a Division of Psychology and Law, which began
in 1980. Within a few years the American Psychology-Law
Society merged with the division, which is now formally
named APA Division 41—the American Psychology-Law
Society.

Journals and Textbooks

The 1970s saw the development of the first journals in
law and psychology. The American Psychology-Law Society
began publishing Law and Human Behavior, and the
American Association of Correctional Psychologists devel-
oped Criminal Justice and Behavior. They were joined by the
Law and Psychology Review, then in the 1980s by Behavioral
Sciences and the Law, and finally the APA’s new journal,
Psychology, Public Policy, and Law, in the 1990s. Several
new journals also appeared in Great Britain in the 1990s:
Criminal Behaviour and Mental Health, Legal and Crimino-
logical Psychology, and Psychology, Crime and Law.

One of the first forensic psychology texts in this modern
era of forensic psychology was Brodsky’s Psychologists in
the Criminal Justice System (1973). Few texts in psychology
and law were available until the American Psychology-Law
Society developed a book series in the mid-1970s, but by the
1980s the field had spawned enough texts to provide the field
with a body of recognized knowledge that began to forge the
field’s identity.

Basic Knowledge Domain

As the field evolved, the question of what constituted the
knowledge domain that defines forensic psychology became
more salient. This was particularly important from the per-
spective of training forensic psychologists. A National Con-
ference on Education and Training in Law and Psychology,
popularly known as the Villanova Conference, addressed this
issue in 1995. The conference participants identified five areas
crucial for properly educating a competent scholar of psy-
chology and law. The first was substantive psychology, a core
knowledge of basic areas of psychology (e.g., developmental,
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social, cognitive, and abnormal psychology), as well as an un-
derstanding of important ethical and professional issues. The
second area was knowledge of research design and statistics.
Third was basic legal knowledge, the ability to “think like a
lawyer,” learning the basic tools of law and the core substance
of the law itself. The fourth area was labeled substantive legal
psychology, which involves an understanding of how social-
scientific evidence is used in law. The final area, called
scholarship and training, included the experience of conduct-
ing original dissertation research. The conference participants
also noted that it would be especially helpful if additional
opportunities were provided for students to obtain appropriate
real-life experience in legislative, administrative, and judicial
settings. It has been asserted that the competent psycholegal
scholar must be “trilingual,” familiar with scientific psychol-
ogy, the law, and the psychology-law interface. This would
seem to be a most challenging training situation (e.g.,
see Bersoff, Goodman-Delahunty, Grisso, Hans, Roesch, &
Poythress, 1997).

Training

The 1970s and 1980s saw a proliferation of psychology and
law training programs. The prototype was developed at the
University of Nebraska by Bruce Sales in 1974, offering joint
PhD and JD degrees in a blended graduate program involving
the university’s psychology department and law school. Sev-
eral other joint-degree programs followed, but even greater
was the increase in clinical graduate programs that allowed
students to specialize in forensic psychology either formally
or informally. By 1980, about one-third of the clinical
psychology graduate programs in the United States in-
cluded courses in psychology and law or forensic psychology
in their curricula (Grisso, Sales, & Bayless, 1982). Shortly
thereafter, postdoctoral programs in psycholegal studies as
well as forensic clinical psychology began to evolve.

Currently a number of doctoral programs offer training in
“forensic psychology,” “psychology and law,” or “social sci-
ence and law.” The latter two concentrations, which Brigham
(1999) suggested could be called “legal psychology,” may be
located within social psychology programs, stand alone as an
area in psychology, or serve as a specialty within a general
psychology and law track. In contrast, graduate training
labeled as “forensic” typically is located within a clinical
psychology program. A survey of graduate student members
of the American Psychology-Law Society in the late 1990s
found that almost half (48%) of those who replied were in
clinical programs, while 18% were in social psychology pro-
grams, 10% were in joint degree programs, and 8% were in
applied graduate programs (Baldwin & Watts, 1996).

The way that forensic psychology is conceptualized will
have a strong impact on the way graduate training programs
are set up (e.g., see Bersoff et al., 1997; Ogloff, Tomkins, &
Bersoff, 1996: Roesch, Grisso, & Poythress, 1986). As the
twenty-first century began, there were at least five joint JD/PhD
programs at universities in the United States. But while joint
degree programs may represent the most direct route to achiev-
ing integration of psychology of law (Tomkins & Ogloff,
1990), such programs require from students massive amounts
of time, effort, and tuition costs (to two schools within the uni-
versity). Psycholegal scholars continue to debate whether it is
necessary to achieve terminal degrees in both psychology and
in law in order to be a competent psycholegal scholar, or
whether this represents an instance of overkill. Another issue
involves whether there are sufficient numbers of well-trained
scholars to staff joint-degree programs or general psychology-
law programs. Although such broad-based training seems to
presuppose the presence of several faculty members with var-
ied knowledge, it has been pointed out that it is a “cold fact that
most departments have only one, if any, faculty member inter-
ested in social science applications to law” (Bersoff et al.,
1997, p. 1304). Nevertheless, as has been stated elsewhere
(Brigham, 1999), there is a growing need for well-trained
psycholegal scholars to conduct policy development work, to
train law-enforcement personnel, lawyers, and judges, to
work on legislative committee staffs, and, as we discuss
below, to work in various phases of the legal process (e.g.,
jury selection, expert testimony, trial consultation, dispute
resolution).

As noted above, most training programs that call them-
selves “forensic psychology” are housed in clinical psychol-
ogy graduate programs. Presumably, these programs are
oriented toward applying the scientist-practitioner model to
psycholegal issues. A survey by a working group from the
Villanova Conference found that slightly over half of clinical
internship programs offered major forensic rotations, mostly
inpatient experiences with adult criminal forensic popula-
tions. Turning to the postdoctoral level, the working group
was able to identify only about a dozen postdoctoral forensic
training programs. They noted, though, that these programs
should be oriented toward producing the future leaders in
(clinical) forensic psychology (Bersoff et al., 1997).

Elsewhere, Brigham (1999) argued that it appears neces-
sary to maintain two, or perhaps three, categories to describe
psychologists involved in legal matters. A typology suggested
by Heilbrun (in Brigham, 1999) includes three basic areas:
clinical forensic psychology, experimental (researchers who
consult with attorneys and/or give expert testimony in their
research specialty), and legal psychologists (those with train-
ing in law and social science who work on broad psycholegal
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issues). At the level of ethical guidelines and professional
responsibilities, the broadest definition of “forensic psychol-
ogy” applies best. Any psychologist (e.g., clinical, social,
cognitive, developmental) who works within the legal system
should be held to the same high ethical and professional stan-
dards that are presented in the APA Code of Ethics and the
AP-LS Specialty Guidelines. But the clinical/nonclinical dis-
tinction is still a meaningful one. For example, education,
training, and licensing issues that are pertinent to clinical
forensic psychologists may be irrelevant or inapplicable to
nonclinical forensic psychologists (e.g., a one-year clinical
internship). Further, clinicians and nonclincians differ in their
orientation to the legal process and in the role they are likely
to play in the courtroom. Clinicians are more likely to present
assessments of specific individuals, while nonclinicians are
more likely to present research-based social-fact evidence
that applies to people in general.

Forensic Clinical Evaluations

Today many psychologists are employed full-time or part-
time to provide clinical evaluations to courts and attorneys in
addressing forensic issues. These evaluations are requested in
criminal cases (e.g., competence to stand trial, insanity, sen-
tencing), civil cases (e.g., disability claims, civil commit-
ment, competence to consent to treatment, personal injury),
and cases before juvenile, child and family, and probate
courts (e.g., child abuse and neglect, parental competence, di-
vorce custody, and various issues in delinquency cases).

The earliest involvement of psychologists in forensic clini-
cal evaluations for courts, at least in significant numbers, was
with regard to child and family cases that were before the
courts. When the American system of juvenile justice began in
the early 1900s, the original juvenile courts had court clinics at-
tached to them to serve judges in understanding youths’needs.
The earliest of these clinics was an institute developed in 1909
by William Healy, a neurologist, and Grace Fernald, a psychol-
ogist, to serve the Cook County (Chicago) Juvenile Court
(Schetky & Benedek, 1992). Using a team approach, they pro-
vided comprehensive, multidisciplinary “studies” of youths to
assist the court in arriving at rehabilitation plans. Psycholo-
gists’evaluation services to juvenile courts have continued rel-
atively unabated to the present time. In the latter half of the
twentieth century, psychologists have been the most frequent
professional providers of evaluations for disposition recom-
mendations and transfer to criminal court in delinquency cases,
as well as parental capacities in divorce custody cases.

The evolution of clinical psychology in the mid-twentieth
century brought many psychologists in contact with criminal
populations through their employment in correctional pro-

grams (Brodsky, 1973). In addition, in their clinical roles in
forensic inpatient hospitals, they began to perform psycho-
logical testing in forensic evaluation cases under the auspices
of psychiatry. At least by the 1960s, some attorneys and
courts were increasingly recognizing psychologists’ potential
as evaluation experts in criminal and civil cases. In Jenkins v.
United States (1962), the Supreme Court decided that a psy-
chologists’ testimony should not be excluded as evidence re-
garding mental illness in cases involving competence to stand
trial. The issue, the Court said, was not the individual’s degree,
but whether the person had adequate training and experience
to form an expert opinion. This ruling opened the way for psy-
chologists to step into that role as independent examiners. 

This opportunity was seized by the founders of the
American Psychology-Law Society (AP-LS), most of whom
had primary interests in promoting forensic psychology as an
evaluation resource for attorneys and courts (Grisso, 1991).
No sooner had the group of 101 charter members convened,
however, than they found that they were radically divided in
their views of psychology’s future as providers of forensic
evaluations. The majority felt that psychology’s empirical
foundation and tradition of psychological testing offered the
courts much more than did psychiatry and that psychologists
should forge ahead in their efforts to provide evaluations for
the courts. But a vocal minority (including the first president
of the AP-LS, Jay Ziskin) urged restraint until the field could
perform some research to support psychological experts’
testimony. These dissenters pointed out that psychologists
knew no more about the validity of their opinions—for
example, about predictions of dangerousness or mental states
related to criminal responsibility—than did clinicians in any
other mental health profession (Grisso, 1991).

The more conservative minority was correct. At that time,
only one major research study had been conducted on the
evaluation of competence to stand trial (directed not by a psy-
chologist, but a psychiatrist) (Laboratory for Community
Psychiatry, 1973). There was no standard way to perform an
evaluation for competence to stand trial, and the quality of
most such evaluations in must states was woefully inade-
quate by today’s standards. By the mid-1970s data were
beginning to appear that indicated that when mental health
professionals predicted that someone was going to engage in
a violent behavior, they were wrong two out of three times
(Monahan, 1981). Psychological and psychiatric analysis
of the definition and assessment of criminal responsibility
(insanity) offered no particular advances beyond those that
could be found in medical treatises of the nineteenth century
(Quen, 1994). And until the 1980s, the field had not a single
textbook on forensic psychology, much less a textbook on the
performance of specific forensic clinical evaluations.
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Despite psychology’s inability to make any claim of relia-
bility or validity for most of its forensic evaluations, it re-
quired only two decades beyond the founding of AP-LS for
psychologists’ independent forensic evaluations to be com-
monplace in all areas in which clinical expertise was needed
in criminal, civil, and juvenile courts. In many states, by
the 1990s psychologists outnumbered psychiatrists as public-
sector providers of forensic clinical evaluations for com-
petence to stand trial and criminal responsibility (Grisso,
Cocozza, Steadman, Fisher, & Greer, 1994). As we shall dis-
cuss later, the field also witnessed significant growth in re-
search that eventually allowed psychologists to correct many
of the inadequacies inherent in their forensic evaluations
before the 1980s.

New Roles for Psychologists: Expert Witness

Standards of Admissibility for Expert Testimony

Three important court decisions, separated by over 50 years,
and a federal evidence code introduced in 1975 have pro-
vided the basis for evaluating the admissibility of proposed
scientific testimony. As noted earlier, in Frye v. United States
(1923), the District of Columbia Circuit Court ruled that the
results of an early polygraph test were not admissible because
there was not general agreement within the relevant scientific
community about the validity of polygraph results as an indi-
cator of truthfulness. In the court’s words, there was not a
“commonly accepted explanatory theory” that applied to the
polygraph. Hence, the “Frye test” of admissibility depends
upon the general acceptance of a technique or finding within
the scientific community. Over the ensuing years, other psy-
chological expert testimony that has failed the Frye test has
included more complex polygraph techniques and the use of
hypnosis as a memory “refresher.”

The Frye test was one of four criteria that were applied to
proposed expert testimony in an influential decision by the
Ninth Circuit Court of Appeals in United States v. Amaral
(1973). The main issue in this case was whether the jury
would receive “appreciable help” from proffered expert testi-
mony on eyewitness research. (It should be noted that not
much solid eyewitness research had been conducted up to this
point.) The Amaral decision set out four criteria to determine
helpfulness of the proposed expert testimony: (1) whether the
expert was deemed qualified; (2) whether the testimony prof-
fered was a “proper subject matter” for expert testimony,
meaning that it would provide information that is not already
part of jurors’ “common knowledge” and would not invade
the province of the jury; (3) whether the testimony conformed
to a “generally accepted explanatory theory” (the Frye test);

and (4) whether the probative value of the testimony out-
weighed its possible prejudicial effect. Most subsequent deci-
sions based on the Amaral criteria have come down against
the admittance of expert testimony on the reliability of eye-
witnesses (Brigham, Wasserman, & Meissner, 1999).

A new evidence code for federal cases, the Federal Rules
of Evidence, was enacted in 1975 after extensive considera-
tion by a prominent advisory committee, the U.S. Supreme
Court, and both houses of Congress. The Federal Rules
describe the criteria for admission of evidence for the entire
federal court system; many states subsequently adopted sim-
ilar codes. The central theme, as summarized by Woocher
(1986, p. 48), is: “Only relevant evidence is admissible, and
all relevant evidence is admissible in the absence of some
countervailing policy” (italics in original). These relatively
liberal criteria for admissibility are established in Rule 702,
which declares that if scientific, technical, or other special-
ized knowledge would assist the trier of fact (judge, jurors) to
understand the evidence or to determine a fact in issue, then a
qualified expert may deliver expert testimony about the mat-
ter (Federal Rules of Evidence, 1975).

The U.S. Supreme Court dealt with the issue of the admis-
sibility of scientific evidence in Daubert v. Merrill Dow
Pharmaceuticals, Inc. (1993). In addressing the differences
between the Federal Rules of Evidence and the more restric-
tive Frye test, the Court faced questions central to the poten-
tial conflict between science and the law. To what extent
should judges be gatekeepers, screening out “junk science”
from naive jurors who might otherwise be misled or overly
awed by its scientific appearance? Conversely, to what extent
should juries be permitted to serve their traditional role as
fact finders by having access to any evidence that is poten-
tially relevant?

In its decision, the Court focused on the acceptability of
the techniques used to gather the scientific evidence rather
than on its “general acceptance” within the scientific commu-
nity (as in the Frye test). The Court discussed the importance
of establishing that the testimony is based on research that
adheres to the “scientific method” and is “not only relevant,
but reliable” (what is described as “reliable” by the justices
would be called “valid” by psychologists). The Court’s deci-
sion discussed several standards for evaluating the research,
including peer review of published work, its testability (or
“falsifiability”), whether it has a recognized “rate of error,”
and whether it is consistent with recognized professional
standards in the area.

Under this decision, judges must evaluate not only the
conclusions but also the methods used by scientific experts.
The Court opined that Rule 702 assigned to the trial judge the
task of ensuring that the expert’s testimony was both reliable
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and relevant to the case at hand. The Court stressed that the
“overarching subject is the scientific validity” of the research
in question rather than its general acceptance within the rele-
vant scientific community. Thus, trial judges were assigned
the role of gatekeeper, whose task is to decide, in effect,
whether the proposed testimony represents methodologically
sound research or is “junk science.”

In Kumho Tire v. Carmichael (1999), the Supreme Court
reaffirmed this aspect of the Daubert decision, ruling that
trial judges should be granted broad latitude in determining
which factors are applied in assessing the reliability of a
given expert’s testimony. The court also extended Rule 702 to
include all expert testimony, whether it is “scientific,” “tech-
nical,” or represents “other specialized knowledge.”

Because Daubert was a federal case rather than a state
case, it has been left up to nonfederal jurisdictions whether to
apply the Daubert standards or to retain the Frye test as the
arbiter of admissibility. At present it is unclear what effect the
Daubert decision will have on scientific psychological testi-
mony or on clinical expert testimony. Regarding scientific
testimony, it has been pointed out that, while the decision
may open the door to innovative, valid new evidence that has
not yet received widespread acceptance within the relevant
scientific community, it also potentially opens the door for
testimony based on questionable techniques that are unrecog-
nized by the scientific community for good reasons, reasons
that are not necessarily discernible by persons who are not
trained in scientific methodology. Other observers have wor-
ried about whether the decision may be used to exclude the
testimony of clinical psychologists expressing opinions
about specific issues, especially on such controversial foren-
sic issues as predicting dangerousness, rape, trauma, the pres-
ence of sex stereotyping, and child sexual abuse. Because
interpretations of the Daubert standards have varied widely
in the years since it was handed down, the question of its
eventual impact remains open (Grove & Barden, 1999; Mark,
1999; Shuman & Sales, 1999).

Ethical and Professional Issues in Expert Testimony

As psychologists have appeared as expert witnesses with in-
creasing frequency in recent years, attention to the ethical is-
sues involved in such testimony has increased as well. When
psychologists work in legal contexts, they may find them-
selves in situations involving unanticipated ethical or legal is-
sues. Indeed, ethics complaints against psychologists who
work in forensic contexts are among the most common made
to licensing boards (Ogloff, 1999, p. 403). The Ethical Code
of theAmerican PsychologicalAssociation applies to forensic
psychologists in all of their professional activities. However,

it was not until the 1992 revision of the Ethical Code that
issues pertaining to forensic psychology were directly ad-
dressed (Ethical Standards 7.01–7.06). The Specialty Guide-
lines for Forensic Psychologists (Committee on Ethical
Guidelines for Forensic Psychologists, 1991), formulated by
the American Psychology-Law Society, contain a more com-
prehensive analysis of ethical issues that forensic psycholo-
gists may face. However, while psychologists are obligated to
adhere to the APA’s ethical principles (American Psychologi-
cal Association, 1992), the Specialty Guidelines do not repre-
sent an official statement of the APA and are “aspirational in
nature” (Ogloff, 1999, p. 405).

The Specialty Guidelines are meant to apply to all psy-
chologists within any subdiscipline of psychology (e.g., clin-
ical, cognitive, developmental, social, experimental) who are
engaged regularly as forensic psychologists. The guidelines
discuss the issue of competence (i.e., the need to maintain
current knowledge of scientific, professional, and legal de-
velopments within the area of claimed competence), types
of relationships and potential conflicts of interest, and is-
sues regarding confidentiality and privilege. The guidelines
also note: “Forensic psychologists are aware that hearsay
exceptions and other rules governing expert testimony place
special ethical burden upon them” and they should “seek to
minimize sole reliance upon such evidence” (Committee
on Ethical Guidelines for Forensic Psychologists, 1991,
p. 662). Further, the guidelines stress the importance of
ensuring that forensic psychologists’ public statements and
professional testimony are communicated in ways that will
promote understanding and avoid deception. The guidelines
assert: “Forensic psychologists realize that their public role
as ‘expert to the court’ or as ‘expert representing the profes-
sion’ confers upon them a special responsibility for fairness
and accuracy in their public statements. . . . When testifying,
forensic psychologists have an obligation to all parties to
legal proceeding to present their findings, conclusions, evi-
dence, or other professional products in a fair manner. This
principle does not preclude forceful representation of the data
and reasoning upon which a conclusion or professional prod-
uct is based. It does, however, preclude an attempt, whether
active or passive, to engage in partisan distortion or misrep-
resentation” (p. 664).

As several writers have pointed out (e.g., Keith-Spiegel &
Koocher, 1985; Ogloff, 1999), psychologists working in the
legal system may encounter ethical situations for which their
training has not prepared them. One issue is: Who is the
client? If the psychologist has been hired to examine a job ap-
plicant as part of an employment screening process, for ex-
ample, the employer, not the job applicant, is the client. In
such a case, the employer “owns” the confidentiality, and the
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psychologist must share the results with the employer
(Ogloff, 1999, p. 407). Another issue of concern is the scope
of the psychologist’s competence and the danger that may
arise from the temptation (perhaps encouraged by an attor-
ney) to testify or work outside of the boundaries of one’s
competence. The APA Ethics Code declares that psycholo-
gists must provide services only within the boundaries
of their competence, and the Specialty Guidelines note that
“forensic psychologists have an obligation to present to
the court, regarding the specific matters to which they will
testify, the boundaries of their competence” (Specialty
Guideline III[B]).

The politically charged issue of the use of intelligence
tests with different ethnic groups is an instance where values,
psychological data, and expert opinions have clashed in the
courts. In a California case, Larry P. v. Riles (1972), the trial
court heard expert testimony from many eminent psycholo-
gists and measurement experts. Some of the experts argued
that the tests upon which school determinations were based
were racially and culturally biased, while other experts con-
curred with the school system that there was no evidence that
tests disfavored minorities because of an inherent bias in their
construction. The trial judge ruled that individual intelligence
tests discriminate against minority children and restricted
their use in California. In contrast, in the later case of PASE v.
Hannon (1980), in which many of the same experts testi-
fied, the trial judge found that such tests did not discrimi-
nate against minorities. What was particularly troubling to
some (e.g., Bersoff, 1986) was the apparently questionable
nature of the expert testimony. The judge in Hannon was very
critical of the experts’ testimony and wrote that “None of the
witnesses in this case has so impressed me with his or her
credibility or expertise that I would feel secure in basing a
decision simply on his or her opinion” (quoted in Bersoff,
1986, p. 161). Bersoff asserted that “This perception of the
behavior of the expert witnesses who testified before Judge
Grady raises some formidable and disturbing, if not painful,
ethical issues. If he is correct in that perception, each of the
psychologists who offered opinions out of a ‘doctrinaire
commitment to a preconceived idea’ rather than as a ‘result of
scientific inquiry’ may be guilty of violating several impor-
tant provisions of the Ethical Principles of Psychologists.” 

Another ethical issue that has received considerable atten-
tion in the past three decades is the duty to disclose informa-
tion in order to protect or warn third parties. The California
Supreme Court’s final decision in Tarasoff v. Regents of
the University of California (1976) may be the single court
decision that is best known to psychologists. In this case, a
therapist and university clinic were found liable for failing to
protect an identifiable third party, Tatiana Tarasoff. She was

the sometime girlfriend of a therapy client at the clinic who,
during therapy, made serious threats toward her. The therapist
told the campus police, who talked to the young man and
concluded that he was not dangerous. Ms. Tarasoff was never
told of the man’s threats; two months later he stabbed her to
death. The court ruled that the therapist “bears a duty to exer-
cise reasonable care to protect the foreseeable victim of that
danger [of violence]” (Tarasoff, 1976, p. 345). Tarasoff and
related court decisions place some limitations on the therapy
client’s right to complete confidentiality. The legal test for
knowing whether to report a threat is whether the psycholo-
gist knew or should have known (in a professional capacity)
of the client’s dangerousness (Keith-Spiegel & Koocher,
1985). All psychologists have an affirmative duty to report
suspected cases of child sexual abuse and, in many jurisdic-
tions, elder abuse as well. As a consequence, the necessity
of being able to accurately assess risk for violence has as-
sumed great importance to many forensic psychologists
(Applebaum, 1985; Ogloff, 1999). For some, the fear of
adverse legal complications or of malpractice litigation may
have produced changes in practice, such as conducting
“defensive psychotherapy” (Applebaum, 1988).

New Roles for Psychologists: Trial Consultant

Psychologists acting as trial consultants (who also may be
called litigation consultants or jury consultants) are hired
most often in civil cases, where substantial amounts of money
may be involved, although their use is increasing in criminal
cases as well. Probably the most visible trial-consultant role is
as a jury consultant who attempts to aid one side to select a
jury that is favorable to its position. The role of jury consul-
tants in the murder trial of O. J. Simpson in 1994–1995 may be
the most widely publicized instance. Other activities of trial
consultants include pretrial evaluation of attorneys’ presenta-
tions, mock-jury research, witness preparation, focus groups,
and community surveys. They may advise their clients on im-
portant areas such as identifying the major issues in the trial,
preparing witnesses for testimony, and advising on jury selec-
tion techniques. Consultants may also attempt to assist in de-
veloping effective opening statements, cross-examination
techniques, and closing statements, or in carrying out survey
research to assess whether the effects of pretrial publicity may
necessitate a change of venue. Trial consultants also may
make presentations to continuing-education seminars for at-
torneys that are intended to help them improve their court-
room presentation skills or jury selection techniques.

The systematic involvement of psychologists in so-called
scientific jury selection began in the early 1970s in a series of
politically charged trials involving persons prosecuted for
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actions protesting the war in Vietnam. Social psychologists
Jay Schulman and Richard Christie participated in several
highly visible trials, beginning with the trial of several
Catholic priests and nuns, antiwar protesters who became
known as the “Harrisburg 7” (United States v. Ahmad, 1973)
and continuing with the group of antiwar protesters known as
the “Gainesville 8” (United States. v. Briggs, 1973). In the
Harrisburg 7 trial, the social scientists, assisted by corps of
volunteers, conducted a survey of community members to
find out which demographic variables (including age, educa-
tion, religion, and gender) were associated with favorable at-
titudes toward war protesters. They then rated each prospec-
tive juror on a 1-to-5 scale in terms of favorability. The
consultants also used “information networks” in the commu-
nity, interviewing friends, neighbors, and employers, to
gather more information about prospective jurors. In-court
observations during voir dire provided the remaining infor-
mation. The jury selection techniques based on this informa-
tion were apparently successful, as the defendants were found
not guilty. The researchers also carried out follow-up inter-
views with jurors after the verdict had been reached (Christie,
1976; Schulman, Shaver, Colman, Emrick, & Christie, 1973). 

Another high-profile trial that used social scientists for the
defense was the trial of U.S. Attorney General John Mitchell
and former secretary of commerce Maurice Stans (also the
former head of Richard Nixon’s reelection committee) on
charges of conspiracy to impede a Securities and Exchange
Commission investigation of financier Robert L. Vesco in
return for a $200,000 cash contribution to Nixon’s reelection
campaign. The defense was assisted in the selection of jurors
by a public opinion survey, and the defendants were found
not guilty. The survey was originally commissioned to sup-
port a motion for change of venue from New York City.
When that motion was denied, the attorneys realized that,
with some work, the survey findings might provide guidance
in the selection of trial jurors. Additional information was
obtained from interviews with neighbors, friends, and em-
ployers of the potential jurors (Christie, 1976).

Trial consultants are not licensed or certified in any state;
therefore, anyone can proclaim himself or herself a trial con-
sultant (Wrightsman, 2000). In the role of applied researcher,
a trial consultant must follow professional standards for ethi-
cal research, which, according to Wrightsman (2000, p. 31),
have the “form of a list of moral imperatives: 1. Thou shall
not fake data. 2. Thou shall not plagiarize. 3. Thou shall not
make false conclusions on the basis of your data.” But given
the fact that the trial consultant is an entrepreneur as well as a
scientist, certain conflicts may arise. The AP-LS-sponsored
Specialty Guidelines represent one attempt to provide general
guidelines for dealing with such conflicts. One ambiguous

area concerns the sharing of data and ideas. It is a fundamen-
tal principle within the scientific community that empirical
data and scientific ideas are shared among researchers. How-
ever, trial consultants, whether working alone or for an orga-
nization, may guard their ideas closely. For example, one
consulting firm trademarked the term “shadow jury” and
informed other consultants and researchers that they were to
cease using the term “shadow jury” in their own work
(Wrightsman, 2000, p. 32).

While some see the use of trial consultants as an improve-
ment, a way to go beyond relying simply on attorneys’ stereo-
types and prejudices, others see it in a less positive light. For
example, Marcia Clark, lead prosecutor in the O. J. Simpson
criminal trial, asserted: “As far as I’m concerned, they are
creatures of the defense. They charge a lot, so the only people
who can afford them are wealthy defendants in criminal trials
or fat-cat corporations defending against class-action suits”
(M. Clark, 1997, p. 138).

CURRENT ISSUES IN FORENSIC PSYCHOLOGY

Recent Trends in Scientific Amicus Briefs

Areas Addressed by the Briefs

The past several decades, academic psychologists and psy-
chological organizations, such as the American Psychological
Association (APA), have been increasingly involved in the
submission of “friend of the court” briefs to the courts on
scientific issues. Science-translation briefs were submitted in
cases involving gay rights (Watkins v. United States Army,
1988), “hypnotically-refreshed” testimony (Rock v. Arkansas,
1987), abortion (Thornburgh v. American College of Physi-
cians and Surgeons, 1986), jury size (Ballew v. Georgia,
1978), prediction of dangerousness (Barefoot v. Estelle,
1983), treatment of mentally ill individuals (Cleburne Living
Center, Inc. v. City of Cleburne, Texas, 1985), and gender
stereotyping (Price Waterhouse v. Hopkins, 1989).

In Bowers v. Hardwick (1986), a case challenging sodomy
statutes that criminalized certain sexual behaviors, the APA,
in collaboration with the American Public Health Associa-
tion, contributed an amicus brief containing a great deal
of scientific and clinical data indicating that there was no
evidence that homosexuality or method of intercourse is
pathological in and of itself. The brief also noted the possible
harmful psychological effects of deterring such conduct.
Nevertheless, in a 5–4 decision, the Supreme Court upheld
the sodomy statutes. The Court held that the Constitution
does not confer a fundamental right upon consenting homo-
sexuals to engage in oral or anal intercourse in private. In
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Bersoff’s words (1987, p. 57), this opinion “in its most favor-
able light, can only be described as archaic, medieval, and cal-
lous. Research was ignored in favor of history and morality.”

The Lockhart v. McCree (1986) case was especially inter-
esting to many forensic psychologists because it seemed to be
one in which psychological research findings might be taken
very seriously by the U.S. Supreme Court. Two decades
earlier, the Court had upheld the legality of the process of
“death qualification” in capital cases, in which potential ju-
rors who had “scruples” against the death penalty (i.e., anti-
death-penalty attitudes that would affect their ability to reach
a guilty verdict, or would affect their willingness to ever
vote for the death penalty) were automatically excluded
from juries “for cause” (Witherspoon v. Illinois, 1968). In
Witherspoon, the U.S. Supreme Court declined to rule that
death-qualified juries were biased against defendants in the
guilt process because the research data to that point, based
upon just three empirical studies, were “tentative and frag-
mentary.” The Court wrote that it might rule differently in the
future if further research clearly demonstrated that death-
qualified juries were not neutral with regard to guilt. In the
two decades after the Witherspoon decision, a number of em-
pirical psychological studies were carried out that appeared
to clearly demonstrate that death-qualified juries were not
neutral but were “conviction prone” (e.g., see Bersoff, 1987;
Thompson 1989). The amicus brief submitted for the APA in
Lockhart summarized the results of 15 empirical studies that
led to the conclusions that: (a) death-qualified juries are con-
viction prone; (b) dealth-qualified juries are unrepresentative,
thereby threatening the defendant’s right to a jury composed
of a fair cross-section of the community; and (c) death quali-
fication interferes with the proper functioning of the jury.

In a narrow 5–4 decision, the U.S. Supreme Court upheld
the death qualification process in Lockhart v. McCree (1986).
Donald Bersoff, then general counsel for the APA, wrote that
“it is now clear that even the most unassailable and method-
ologically perfect evidence would not have convinced the
majority.” But, he added, 

even though the majority eventually concluded that the social
science evidence was not germane to its decision, it did not ig-
nore it either. It gave it a respectful hearing and, it must be said,
echoed the objective critique APA provided in its amicus brief.
The Court’s emphasis on the admitted lack of perfection in the
studies was of far greater import to it, however, than it was to
APA.

Ethical and Professional Issues

The decision whether a psychological organization should
sponsor or create an amicus brief is a thorny one. Who should

make this decision, what criteria should be used, and who
should be asked to write the brief itself? In the late 1980s, the
American Psychology-Law Society (AP-LS) initiated a pro
bono brief project to collaborate with the APA in preparing
briefs for cases involving important psychological issues
(Roesch, Golding, Hans, & Reppucci, 1991). The first such
brief was filed in Maryland v. Craig (1990), a U.S. Supreme
Court case involving the acceptability of special procedures
for the courtroom testimony of child witnesses. The brief,
written by several leading psycholegal scholars and submit-
ted on behalf of the APA, concluded that child victim-
witnesses in sexual abuse trials were especially vulnerable
and that the state “has a compelling interest in protecting a
vulnerable child victim-witness.” The brief suggested that
“multiple sources of information, including expert testimony,
should be sought in making the individualized determination
whether there is a need to limit the defendant’s right to face-
to-face confrontation [by allowing the child to testify by
means of closed-circuit television] when a particular
child victim testifies” (Goodman, Levine, Melton, & Ogden,
1991, p. 29).

This brief stimulated immediate criticism from Underwa-
ger and Wakefield (1992), who argued that the brief’s authors
had misrepresented the value and relevance of much of the
research that was cited. They also argued that the Craig
brief’s conclusions were inconsistent with those of an earlier
APA-sponsored brief in Kentucky v. Stincer (1987). Three
authors of the Craig brief replied that they had accurately de-
scribed the best scientific evidence that was available. They
wrote: “Psychology bears a social responsibility to provide
the best available evidence on important questions of legal
policy whenever it can do so (APA, Principle F). It should
proceed with caution but it should not be disabled by a
requirement for perfect evidence” (Goodman, Levine, &
Melton, 1992, p. 249). TheAPA-sponsored brief in Lockhart v.
McCree has also been criticized as possibly overstating the
value of the relevant research (Elliot, 1991a, 1991b), and those
criticisms were answered as well (e.g., Ellsworth, 1991).
It seems likely that debates will continue, both within psy-
chology and from those outside the field, about the relevance
and applicability of evidence based upon psychological
research studies.

Even when the U.S. Supreme Court chooses to pay atten-
tion to data included in a scientific brief, the Court may not
always reach the conclusion that the brief’s writers intended.
A case in point is the issue of jury size. The APA submitted an
amicus brief in Williams v. Florida (1970) presenting re-
search that, the brief’s writers felt, indicated that juries con-
sisting of fewer than 12 members were undesirable because
they were unlikely to maintain a representative cross-section
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of the community or to safeguard group deliberation pro-
cesses. The Court apparently misread the data and declared
that the difference in effects between 6- and 12-member
juries to be only “negligible.” The “naivete and ignorance of
the Court” (Bersoff, 1986, p. 155) stimulated social scientists
to conduct more research on the effects of jury size, espe-
cially differences between 6- and 12-person juries.

In a subsequent case, Ballew v. Georgia (1978), more sci-
entific data (based on 18 studies) were submitted bearing on
the differences between 6- and 12-member juries. The Court
referred to these studies in its decision but ignored any dif-
ference between 6- and 12-person juries, focusing its atten-
tion on 5-member juries (which had not been studied in the
research) and finding them unconstitutional. Although these
jury-size cases are sometimes cited by psychologists as illus-
trating that the Supreme Court may pay close attention to em-
pirical research, it is instructive that in a portion of the Ballew
opinion, three justices expressed their “reservations as to
the wisdom—as well as the necessity—of Mr. Justice
Blackmun’s heavy reliance on numerology [emphasis ours]
derived from statistical studies” (p. 246). As Loh (1981,
p. 340) summed it up, “The data were apparently used to
ornament a decision reached on other legal and policy
grounds. . . . The opinion used social science the way a drunk
uses a lamp post, for support rather than illumination.”

Perhaps researchers need to realize that attorneys and
judges, who are not strongly socialized in the value of empir-
ical research as psychological researchers are, will take a dif-
ferent perspective on the utility of empirical evidence.
Bersoff (1986, pp. 155–156) stated it well: “It is relatively
clear, then, that the relationship between experimental psy-
chologists and the courts is less than perfect. In fact, if that re-
lationship were to be examined by a Freudian, the analyst
would no doubt conclude that it is a highly neurotic, conflict-
ridden ambivalent affair (I stress affair because it is certainly
no marriage). Like an insensitive scoundrel involved with an
attractive but fundamentally irksome lover who too much
wants to be courted, the judiciary shamelessly uses the social
sciences. Courts cite the result of psychological research
when they believe it will enhance the elegance of their opin-
ions but empiricism is readily discarded when more tradi-
tional and legally acceptable bases for decision making are
available.”

Advances in Forensic Psychology Research

The past three decades saw a substantial growth in research
directed specifically toward improving psychologists’ capac-
ities to provide courts with psychological information rele-
vant to legal questions. Examples of these advances include

research in eyewitness testimony, research to improve clini-
cal forensic evaluations, and research on legal issues pertain-
ing to children and adolescents.

Eyewitness Memory

The issue of the accuracy of eyewitness memory did not re-
ceive much attention from researchers from the 1920s until
the late 1960s, when legal interest was sparked by three
Supreme Court decisions relating to eyewitness evidence
(Gilbert v. California, 1967; Stovall v. Denno, 1967; United
States v. Wade, 1967) and by legal writers’ suggestions that
eyewitness errors had led to more convictions of innocent
persons than all other judicial factors combined (e.g., Wall,
1965). Consequently, research interest increased dramati-
cally in the 1970s (e.g., see Buckhout, 1974; Loftus, 1979;
Yarmey, 1979 for reviews of this early work). By the end of
this decade, Yarmey (1979, p. 228) argued that it was already
the most advanced area of psycholegal research and the one
“most able to make a significant contribution to the legal sys-
tem.” In fact, there was such an explosion of eyewitness re-
search in the 1970s and early 1980s that Michael Saks, editor
of Law and Human Behavior, felt compelled in a 1986 edito-
rial to remind readers that “the law does not live by eyewit-
ness testimony alone” (Saks, 1986, p. 279).

Eyewitness researchers studied aspects of the acquisition
(encoding) phase, such as the witness’s opportunity to ob-
serve the criminal, level of stress, presence of a weapon, age
and race of the witness, and characteristics of the criminal.
Studies also analyzed the retention phase, the period between
witnessing an event and trying to retrieve the memory by
making an identification. Researchers studied how the length
of this interval affected memory accuracy and also looked at
effects of events that happened during this period, such as
potentially confusing or suggestive postevent information
that might cause “unconscious transfer” or memory blending.
Important aspects of the retrieval phase have included the
type of identification procedure used (e.g., showup, simulta-
neous lineup, sequential lineup), the effect of suggestive in-
structions or procedures, and the overall relationship (or lack
of it) between witnesses’ accuracy and confidence in their
identifications.

A great deal of pertinent research data have been accumu-
lated about eyewitness memory, but despite the plethora of re-
search (e.g., see Cutler & Penrod, 1995; Sporer, Malpass, &
Koehnken, 1996, for summaries), judicial acceptance of the
testimony of researchers on eyewitness memory has been
slow in coming (Brigham, Wasserman, & Meissner, 1999).
Many jurisdictions regularly rejected proposed “educational”
expert testimony by eyewitness researchers, although by 1993
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there had been at least 450 cases in 26 states in which eyewit-
ness researchers had testified as experts (Fulero, 1993). It has
been pointed out that “no such problem of admissibility was
raised in the 1950s when clinical psychologists began to tes-
tify on mental disorders or when social psychologists first
appeared to describe the debilitating personality conse-
quences of segregation” (Loh, 1981 p, 332). One reason for
the cool legal reception to eyewitness researchers is that the
law requires particularized proof rather than general proof
(e.g., average responses as shown by research), and the law is
reluctant to assume that there is a one-to-one correspondence
between potential unreliability of eyewitnesses (which is con-
ceded) and its actual impact in a particular trial (which must
be proven). Another issue is that many courts have assumed
that awareness of the fallibility of eyewitness evidence is
already within the “common knowledge” of most jurors, leav-
ing no need for expert testimony (Brigham et al., 1999).

The type of issue studied may also make a difference. Wells
(1978, 1993) asserted that psychologists should concentrate
on studying system variables, that is, factors that are change-
able within the system (e.g., police procedures, interrogation
techniques, fairness of lineups), rather than estimator vari-
ables, whose impact in any particular situation can only be
estimated (e.g., level of stress, weapon focus, race). Wells as-
serted that because of their potential usefuless for improving
procedures, the results of system-variable research would be
more readily accepted by the legal system than would
estimator-variable research. It remains to be seen whether the
legal system will become more receptive in the future to expert
testimony about the memory of eyewitnesses, or whether the
results of eyewitness research find their way into the legal sys-
tem by other means (e.g., via science-translation briefs).

Clinical Forensic Evaluations

Little research was directed toward improving clinicians’
evaluations for the courts until the 1980s. This changed
dramatically across the next 20 years, heralded by seminal
works published early in the 1980s. Among these were
Monahan’s (1981) treatise summarizing the serious limits
of our abilities to assess and predict violent behavior, the
first book to summarize what we did and did not know about
competence to stand trial as a legal and forensic assessment
issue (Roesch & Golding, 1980), the publication of a system-
atic model for the future development of instruments to as-
sess a variety of legal competencies (Grisso, 1986), and the
first comprehensive texts on the full range of forensic psy-
chological evaluations for the courts in criminal, civil, and
juvenile cases (Melton, Petrila, Poythress, & Slobogin, 1987;
Weiner & Hess, 1987).

The importance of improving psychologists’ abilities to
assess the potential for future violence among offenders and
persons with mental illnesses was driven also by legal cases
during the 1980s. Most notable among these was Barefoot v.
Estelle (1983), in which the U.S. Supreme Court acknowl-
edged experts’ inability to provide reliable predictions but,
ironically, determined that they should continue to be con-
sulted by the courts. Several large-scale research projects to
improve our abilities to assess the risk of future violence
began in the 1980s and had a major impact on practice when
their results emerged in the 1990s. Among these were the
work of researchers who developed and validated compre-
hensive violence risk assessment tools to provide estimates
of likelihood of reoffending among prisoners (e.g., Quinsey,
Harris, Rice, & Cormier, 1998), likelihood of future violence
related to psychopathy (Hare, 1996), and likelihood of vio-
lence among persons with mental disorders after their release
from psychiatric hospitals (Steadman et al., 1998).

Research to improve our conceptualization and assess-
ment of abilities related to legal competencies grew exponen-
tially throughout the 1980s and 1990s. Reviews of research
on competence to stand trial (Roesch, Zapf, Golding, &
Skeem, 1999) describe the development of important and
basic information regarding the legal process for determining
competence, as well as the validation of structured assess-
ment tools for obtaining relevant psycholegal information
on defendants in such cases (e.g., Poythress et al., 1999).
Similar advances were made in substantial research projects
culminating in data and assessment tools to improve evalua-
tions of competence of patients to consent to treatment (e.g.,
Grisso & Appelbaum, 1998).

Child and Adolescent Psycholegal Issues

Research advanced in the 1980s and 1990s in a number of
areas pertaining to children’s capacities related to psycholegal
questions. Among the most extensively researched of these
questions was children’s capacities to offer reliable testimony
as eyewitnesses or as victims (e.g., Ceci & Hembrooke, 1998;
Ceci, Toglia, & Ross, 1987). By the 1990s, developmental
and experimental psychologists were able to provide signifi-
cant information to courts regarding not only children’s
capacities to testify but also methods of investigation and
questioning that would reduce the likelihood that children’s
reports would be contaminated by their experiences between
the event and the trial.

Children’s capacities to make decisions about matters af-
fecting their welfare became a major issue in the courts in the
late 1970s in the context of debates about youths’ choices
concerning abortion (e.g., Bellotti v. Baird, 1979), medical
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treatment (e.g., Parham v. J.R., 1979), and waiver of Miranda
rights (e.g., Fare v. Michael C., 1979). Calls for research to
address these issues (e.g., Melton, Koocher, & Saks, 1983)
were answered by many researchers, and the need for further
research in this area increased as more punitive delinquency
laws of the 1990s strengthened the argument that youths had
to be competent to stand trial (Grisso & Schwartz, 2000).

FORENSIC PSYCHOLOGY IN THE
TWENTY-FIRST CENTURY

While we focused our attention on three areas above, the full
range of topics that now fall under the rubric of forensic
psychology is impressively broad. To illustrate, the second
edition of The Handbook of Forensic Psychology (Hess &
Weiner, 1999) contains sections on applying psychology to
civil proceedings, applying psychology to criminal proceed-
ings, communicating expert opinions, intervening with of-
fenders, and professional issues (legal, ethical, and moral
considerations; training in forensic psychology and the law).
Among the civil proceedings discussed are mediating domes-
tic law issues, personality assessment, educational disabili-
ties, and civil competency. Among the criminal proceedings
covered are assessing dangerousness and risk; evaluating
eyewitness testimony; assessing jury competence; recom-
mending probation and parole; assessing competency to
stand trial, diminished capacity, and criminal responsibility;
interacting with law enforcement; the “state of the art” of
polygraph testing; and forensic uses of hypnosis. The section
on interventions includes discussions of punishment, diver-
sion, and alternative routes to crime prevention, substance
abuse programs, psychotherapy with criminal offenders, and
diagnosing and treating sexual offenders.

Research is currently being carried out within each of
these areas, and the results are reported regularly in the foren-
sically oriented journals mentioned earlier, as well as in
mainstream psychology journals and, less frequently, in law
reviews and other legal journals. In addition, many psycholo-
gists now take an active role in attempting to apply research
findings and other relevant psychological knowledge to the
legal system. In addition to the wide range of situations
involving clinical psychological evaluations, these efforts
may include writing research-based articles designed to in-
form both attorneys and social scientists, delivering expert
testimony, creating science-translation briefs, consulting with
attorneys, and making presentations as part of continuing-
education programs for attorneys and judges.

The future of forensic psychology looks bright, as com-
munication between leaders in both fields appears to be

increasing in frequency and understanding. The potential for
mutually beneficial cooperation between psychology and the
legal system seems more promising than at any time since
the optimistic (though inaccurate) predictions made by Freud
and Münsterberg almost a century ago.
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WHAT IS SCHOOL PSYCHOLOGY?

School psychology is an applied psychology specialty that
blends the knowledge bases of education and psychology into
a professional practice that delivers services to clients of vari-
ous ages, primarily those of school age (preschool to college),
in a variety of settings, primarily public and private elemen-
tary and secondary schools. School psychology can be further
defined along several dimensions, including professional as-
sociation definitions, demographics, training, credentialing,
employment characteristics, and services. A career publica-
tion states that “school psychologists work directly with pub-
lic and private schools. They assess and counsel students,
consult with parents and school staff, and conduct behavioral
intervention when appropriate” (American Psychological
Association, 1998, p. 7). The Division of School Psychology
(Division 16) within the American Psychological Association
(APA) describes itself as composed of scientist-practitioner
psychologists whose major professional interests lie with
children, families, and the schooling process. The National
Association of School Psychologists (NASP) describes school
psychologists as members of a team with educators, parents,
and other mental health professionals who seek to ensure that
children learn in safe, healthy, and supportive environments.
A broad definition of school psychology appears in the Peti-
tion for Reaffirmation (1997).

Demographic Descriptions

Estimates are that there are at least 30,000 school psycholo-
gists in the United States, perhaps constituting one-third
of all school psychologists on earth (Oakland, 2000). Prac-
titioners in the field are approximately 70% female, pre-
dominantly Caucasian (at least 90%), have a median age of
about 41 to 45 years, and have a median of 11 to 15 years
of experience. School-based practitioners work within a
psychologist-to-schoolchildren ratio of 1 to 1,800–2,000.

Training and Credentialing

Practitioners are prepared in more than 200 graduate-level
school psychology programs. The programs are accredited by
one or more of the following agencies: the APA (doctoral pro-
grams only) and the National Council for Accreditation of
Teacher Education (NCATE; master’s, specialist, and doctoral
programs), and they are approved by state departments of edu-
cation. Programs exist in departments of psychology in colleges
of arts and sciences as well as various departments within
collegesofeducation(e.g.,departmentsofspecialeducation,ed-
ucational psychology). At least two-thirds of all school psy-
chologists hold a specialist degree (EdS) or its equivalent
(master’s degree plus 30 semester hours) or a higher degree; ap-
proximately 20% to 25% hold a doctoral degree (EdD, PhD,
PsyD). Specialist-level programs typically require 60 to 70
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semester hours, while doctoral programs typically require 100
or more. Both degrees require the equivalent of at least one
school year of supervised internship (a minimum of 1,200 hours
at the nondoctoral level and 1,500 hours at the doctoral level).

School psychologists are granted practice credentials (cer-
tificates or licenses) by each state’s department of education
(SDE) and/or by a separate state board of examiners in psy-
chology (SBEP). The SDE credentials school psychologists
for practice in the settings under its jurisdiction, typically all
public schools but also possibly private schools, correctional
schools, and residential schools. The SBEP credentials prac-
titioners, often referred to as health service providers, for
practice in settings under its jurisdiction, typically all non-
school settings within the state (e.g., mental health centers,
hospitals, independent private practice). In some states the
jurisdictional authority is less distinct.

Employment Characteristics and Services

School psychologists work predominately in school settings
(at least 80%), under 9- or 10-month contracts (180–200 days).
In 1999, their average salary was $49,000 per year. As school
district employees, most are subject to the district’s conditions
and receive benefits and retirement packages similar to those
of other district employees. Other school psychologists work
in a variety of nonschool settings. Among them, 3% to 5%
work full-time in private practice, and 3% to 4% in colleges or
universities.

The referrals most commonly made to school psycholo-
gists come from children in the elementary school grades and
are more often males than females. The referrals are associated
with learning and behavioral difficulties that teachers and/or
parents often suspect are related to one or more categories of
disability within the regulations of the state education agency.
Surveys of practitioners have consistently revealed that they
spend at least 50% of their time in psychoeducational assess-
ment activities related to special education referrals, per-
haps 40% of their time in consultation and direct intervention
activities, and the remaining 10% in research and evaluation,
in-service instruction, and administrative duties.

Historical Periods Defined

Although derived from similar origins and early develop-
ments, contemporary school psychology is a specialty dis-
tinct from clinical, counseling, and educational psychology.
The historical development of school psychology has been
described as consisting of two broad periods, the Hybrid
Years (1890–1969) and the Thoroughbred Years (1970–
present) (Fagan & Wise, 2000). During the Hybrid Years,

school psychology was often a blend of educational and psy-
chological practice; its dominant role was assessment to meet
public education’s need for diagnoses for special class place-
ment. Even in the latter decades of this period, school psy-
chology was a mix of practitioners trained and certified in
various fields (e.g., clinical psychology, teacher education,
and guidance counseling) as well as many whose training and
experience were specifically in school psychology. 

The Thoroughbred Years period differs from the previous
period because of the rapid growth in the number of training
programs, practitioners, and state and national associations,
the expansion of literature, and increasing professional regu-
lation from forces within and outside of the field. Collectively,
these changes contributed to a stable professional entity
known as school psychology. Since 1970, school psychol-
ogists have been more consistently employed in positions
titled “school psychologist”; they work in states offering
school psychology credentials to those who have completed
training programs specifically in school psychology and
accredited as such and whose trainers have been school psy-
chologists. This greater uniformity has been modal in the
Thoroughbred Years, although it could be observed in more
advanced locales in the latter Hybrid Years, especially in
urban and suburban areas (Mullen, 1967). The Thorough-
bred period was not achieved simply because of an identity
made possible by more purely bred school psychologists.
The Hybrid Years had many persons who championed
the cause and identity of school psychology despite their
own backgrounds in clinical and educational psychology,
teacher education, and guidance counseling. Among the nota-
bles were Harry Baker, Jack Bardon, Ethel Cornell, Susan
Gray, Leta Hollingworth, Bertha Luckey, Grace Munson,
Frances Mullen, T. E. Newland, Marie Skodak, and Percival
Symonds.

THE HYBRID YEARS

The practice of school psychology did not start abruptly.
Several factors contributed to the circumstances under which
psychological services to schools emerged.

Factors Contributing to the Origins of Practice

Era of Reform

Several factors led to the origin of school psychology as a
distinct discipline. Paramount among these was a post–Civil
War era of reform marked by the rise of juvenile courts, the
enactment of child labor laws, the growth of institutions



The Hybrid Years 415

serving children, the beginnings of the mental health, voca-
tional guidance, and child study movements, and the enact-
ment of compulsory school attendance laws for children.
Collectively, these efforts reflected the improving status of
children and youth in America and a growing commitment to
the viewpoint that the welfare of our children was closely
related to the long-term improvement of our society.

Compulsory Schooling

Compulsory schooling laws significantly influenced the con-
ditions under which school psychological services devel-
oped. Over the course of American history, the responsibility
for schooling had passed from parents in the home, to
schooling outside of the home, and eventually to formally
established, compulsory schooling. Even in the absence
of compulsory attendance laws, school enrollments grew
throughout the nineteenth century. The attendance reflected a
growing need for education to help children and youth meet
society’s demand for educated employees to fill newer and
more technologically demanding jobs. It also reflected the
need to inculcate a sense of moral values and character to
better ensure the survival of the nation. The concern for na-
tional survival was related to heightened U.S. immigration
during this period. These and other forces spurred the com-
pulsory schooling movement, and by 1920 all states had en-
acted such legislation. Thus, during the period 1890–1920,
increasingly large numbers of children were thrust upon the
public schools, many of whom had never before attended
school in America or elsewhere before coming to America
as immigrants. Between 1890 and 1930, public school en-
rollments increased from 12.7 to 25.7 million students, with
secondary school enrollment increasing from 203,000 to
4.4 million. The average number of days in the school year
increased from 135 to 173 (28%), and the average number of
days attended increased from 86 (64% of 135 day year) to
143 (83% of 173 day year).

Special Education

The schools were not well prepared for such rapid change.
The formal preparation of teachers was meager by contem-
porary standards, accreditation of programs and teacher cre-
dentialing were practically nonexistent, class sizes were
large, facilities were often ill equipped and unhealthy, and
large numbers of children had various mental, physical, and
other disabilities that impaired their efforts to learn.

Estimates of the number of children with disabilities were
large. For example, Wallin (1914) estimated that 12 million
pupils were handicapped by one or more physical defects

(e.g., defective vision or hearing, adenoids, teeth, lungs).
Such conditions quickly led to medical inspections for school
entrance. Noting the presence of other disabilities related to
school learning (e.g., intelligence, memory, speech, sensa-
tion), Wallin called for psychological inspections as well.
Wallin reasoned that if the child was to be compelled to at-
tend school, then it was the state’s responsibility to provide
conditions under which the child could learn the material
the state required him or her to learn. Compulsory schooling,
which led to the mass education of children, in effect created
the conditions under which other forms of educational treat-
ments would be needed for children who failed to profit from
the regular educational program. Thus was advanced the con-
cept and practice of special education and the groundwork for
what would become a growing separation of regular and spe-
cial education throughout the twentieth century. The growth
of special classes, usually segregated from the mainstream of
regular education, was gradual but persistent. Dunn (1973)
indicates that special education enrollment grew from 26,163
in 1922 to 356,093 in 1948 and to 2,857,551 by 1972.
Today more than five million school children are in special
education.

Rise of Experts

Compulsory schooling thus created a major community set-
ting, the school, within which psychologists could choose to
work. This was as significant to the future of school psychol-
ogy as the promise of the Community Mental Health Centers
Act of the 1960s was to clinical and counseling psychology.
Moreover, the conditions of the children placed demands on
educators that would require the addition of specialized
personnel in several fields, including school psychology.
These fields would soon be referred to collectively as pupil
personnel services and would include attendance officers,
truant officers, social workers, guidance counselors, voca-
tional counselors, school health workers including nurses and
physicians, speech and language clinicians, and psycholo-
gists. Schooling had not only become formalized outside of
the home, but there were now various experts to assist an
increasingly formally trained teaching force. Despite opposi-
tion from the scientific psychology community, the emer-
gence of psychological science during this period influenced
the rise of experts in applied psychology. Applied psycholo-
gists were part of a growing class of experts in many fields as
knowledge expanded rapidly and one could no longer expect
to manage the affairs of life without expert assistance. Real or
illusory, this perception grew during the twentieth century,
promoting the rise of psychological experts, specializations,
and subspecializations.
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Child Study Movement

Another potent factor in the origin of school psychological
services was the child study movement. Influenced primarily
by G. Stanley Hall, this movement served to sensitize parents
and teachers to the importance of childhood and to the
knowledge gained about children from research through
observational and questionnaire methods. Hall was interested
primarily in the normative aspects of the development of nor-
mal children and youth. By the beginning of the twentieth
century, he had supervised or conducted dozens of normative
research studies that helped to define the typical or normal
child. The child study movement had chapters in several
states, and conventions were held on child study topics.
Hall founded several professional journals and is credited
with founding the American Psychological Association
(APA) in 1892 (Ross, 1972).

Educational Psychology

Hall’s efforts and those of other psychologists of the period
(e.g., E. L. Thorndike) fostered the emergence of educational
psychology as a major field of psychological application.
Educational psychology built upon the normative notions of
child study and sought to provide educators broader under-
standing of how children learn, how curricula could be more
efficiently arranged, and how schools could be better orga-
nized. Educational psychology also served to sensitize edu-
cators and parents to the contributions that psychology could
make in the mass education movement (see e.g., Cubberly,
1909; Thorndike, 1912).

Clinical Psychology

Another highly potent factor was the emergence of clinical
psychology. Although related to the child study movement,
the emergence of clinical psychology is credited to Lightner
Witmer, and its orientation was primarily idiographic. Witmer
is considered to be the father of clinical psychology, having
founded the first psychological clinic in this country at the
University of Pennsylvania in 1896 (McReynolds, 1997).
Where Hall was concerned about the typical development of
schoolchildren, Witmer was most concerned with diagnosing
and intervening on behalf of children who did not thrive in the
regular educational environment of the mass education exper-
iment. Witmer’s efforts brought to the attention of educators
and parents the importance of studying and designing inter-
ventions for individual children with one or more atypical
characteristics. He worked in school settings on occasion and
received numerous referrals from parents and educators. By

the early twentieth century, he was training persons to pro-
vide these services on a limited basis to schoolchildren.
Though perhaps the first person to practice school psychol-
ogy, Witmer never held that title, nor did he originate the
term. Rather, the term “school psychologist” appears to
have its origins in the German literature, first translated into
English in 1911 (Stern, 1911).

Summary of Potent Factors

In summary, among the most potent factors creating the con-
ditions for school psychological services were the changing
status of children, the emphasis on the importance of child-
hood to saving adult society, and the central role of public
schooling in that process. Indeed, almost every perceived
failure or problem in society throughout the twentieth cen-
tury led to curricular and other adjustments in our schools.
These include food services for the poor, special reading pro-
grams, pupil personnel services, alcohol, drug, and tobacco
prevention programs, special programs for teen pregnancy,
delinquency and dropout prevention, and special education.
Even curricula in home economics and driver education can
be seen as reflecting societal needs.

In addition, the importance of children as emotional, as
opposed to mainly financial, assets (see e.g., Zelizer, 1985)
and the fact that they were housed for much of their childhood
and youth in school buildings helped to create a new culture of
childhood and adolescence that pervaded the twentieth cen-
tury. The emergence of adolescence as a formal developmental
stage and recognition of the significance of peer groups are, in
part, a function of the mass education movement. Formal entry
into adulthood for most children became delayed until the late
teen years or longer, and it was educational facilities that
served as warehouses for children and youth until such entry.
Needless to say, the growth of elementary enrollments would
lead to growth in secondary enrollments, then growth in the
postsecondary colleges and universities, technical schools,
and other forms of education. With this formal structure in
place, the post–World War II baby boom would accelerate
these developments. Applied psychologists would follow this
trend, and by the late twentieth century, school psychologists
were employed in preschool, elementary, secondary, and
postsecondary educational settings.

The emergence of child study and clinical and educational
psychology in the period 1890–1920 were symbiotic develop-
ments with the emergence of mass education. They were in-
strumental in advancing the organization of schools and their
curricula and in drawing attention to the needs of atypical
children through special educational programs. The disciples
of pioneers like Hall and Witmer would bring together the
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knowledge and practices of these fields into school psycho-
logical services. Most notable among these disciples was
Arnold Gesell, the first person to work with the title “school
psychologist” within a part-time practice under the supervi-
sion of the state of Connecticut. His efforts built upon those of
Witmer and Hall and helped to establish school psychology’s
connection to the individual psychoeducational diagnosis
of children with school problems and their placement in
special education. His practice from 1915 to 1919 bore
numerous similarities to contemporary school psychology
(Fagan, 1987).

Professional Developments (1890–1920)

In addition to the factors that led to the emergence of school
psychology, several other professional developments between
1890 and 1920 contributed to the discipline’s development.

Spread of Clinics

Witmer’s clinical psychology and Hall’s child study stimu-
lated the rise of clinics in hospital, residential care, college
and university, juvenile courts, and public school settings
(Wallin, 1914). The first school-based clinic, the Department
of Scientific Pedagogy and Child Study, was founded in 1899
in the Chicago public schools (Slater, 1980). Over time, this
agency shifted from a nomothetic to a more idiographic
clinical approach and still operates as the district’s Bureau of
Child Study. Cincinnati, Cleveland, Detroit, Los Angeles,
New Orleans, New York, Philadelphia, Pittsburgh, Rochester,
Seattle, St. Louis, and several other urban, and a few rural,
school systems had clinics by the end of this period. The
orientations of the school-based clinics were often nomo-
thetic and idiographic; some carried names such as “bureau
of educational research,” while others were specifically clini-
cal and referred to as psychological services. Thus, school
psychological services developed from both idiographic
clinical and nomothetic orientations. Contemporary school
psychology continues to reflect both orientations as seen
in the emphases on work with individuals and groups and
the use of normative data and instruments within a clinical
child study model. By the end of the period, several individ-
ual school districts had hired school psychologists to facili-
tate special educational placement of children, whether or not
the district had a formal clinic.

Test Development

Perhaps no other factor contributed more to the early role and
function of psychologists in schools than the development,

publication, and rapid popularity of normatively referenced
psychological and educational tests. Emerging from proce-
dures developed in laboratory settings, the use of tests gained
ascendancy from the work of Alfred Binet, whose scales were
widely used in this country following their modification and
norming by Louis Terman in 1916. The Stanford Revision of
the Binet-Simon Scales helped to define the segmentation
of children for special education and was the hallmark of
school psychology services for decades to come. Test devel-
opment also occurred in academic achievement, vocational
development, motor and sensory skills, and other areas. The
testing movement was given additional impetus by the Army
Alpha tests developed to select and classify recruits in World
War I. These tests led to further development of group and in-
dividual tests in numerous skill areas, many of which were
used with schoolchildren. The Binet scales were frequently
used by Gesell and other school psychologists of the period.
Psychoeducational tests, developed without the need for
expensive and cumbersome laboratory instruments and pro-
cedures, provided a portability to psychological services that
enhanced their development in several settings, especially in
schools throughout the country (Fagan, 2000).

Organizational Development

Although founded in 1892, the APA had a small, predomi-
nantly doctoral level, membership, and avoided for several
decades involvement in professional and applied psychology.
Few school psychologists belonged to the APA, but per-
haps some belonged to the National Education Association
founded in 1870 (which added a section on child study in
1894). Of the 100 to 200 practitioners who provided psycho-
logical services in school settings during this period, most
held no national membership, and few if any state-level or
local organizations represented their interests. The American
Association of Clinical Psychologists (AACP) was formed in
1917 to serve the interests of clinicians in various settings,
but it was short-lived, disbanding in 1919 to become the
clinical section of the APA, the first APA division.

Training and Credentialing

Formal programs of training and regulation through accredi-
tation and state-level credentialing (licensing or certification)
are among the major symbols of professionalization. At least
for school psychology, and most of applied and clinical psy-
chology, such symbols were absent in this period. Although
there were a few clinical psychology training programs, in-
cluding one developed by Lightner Witmer, no programs were
specifically titled “school psychology.” Child-study-related
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degrees under Hall at Clark University contributed to the
knowledge of some who practiced in school settings, but this
was not a “school psychology” program. Practical experi-
ences were often available beyond the training programs in
local clinics or institutions. The first formal internship appears
to have been available as early as 1908 at the Vineland Train-
ing School in New Jersey (Morrow, 1946). Also absent were
avenues for the formal granting of credentials to psycholo-
gists in school or other settings.

Literary Development

The availability of professional literature is among the few
symbols of professionalization observable in this period,
though no journals or books appear to have existed specifi-
cally for school psychologists. To the extent practitioners
sought professional information, they would have read the
available psychology journals (e.g., American Journal of
Psychology, Pedagogical Seminary, Psychological Bulletin)
and education journals (e.g., School and Society, Journal of
Educational Psychology). Perhaps the most relevant journal
was The Psychological Clinic, founded by Witmer in 1907.

Early Practice

This period lacked much theoretical development or a knowl-
edge base for the diagnosis and treatment of children’s dis-
orders. Practitioners were operating largely from their own
experience or that of mentors and used available laboratory
and psychoeducational tests, including anthropometric mea-
surements. Practice was oriented primarily toward observa-
tion and assessment of the child (e.g., a medical model) with
consideration given to some extent to school-based and fam-
ily influences. The dominant role of the school psychologist
was assessment, with lesser emphasis on remediation or ther-
apy and consultation. Research and evaluation, administra-
tion, and in-service education activities were also performed
to some degree.

School psychologists were a mix of persons trained in
psychology, teacher education, and related fields. They were
hired by school boards to administer the newly developed
Binet and other tests primarily to sort children into differ-
ent educational programs and to foster the development of
special education. Overall, the period 1890–1920 provided
a prototype from which a more identifiable school psychol-
ogy specialty would emerge. For all practical purposes,
professional development in school psychology was meager
throughout this period. Training, credentialing, literature,
organizational development, and practice identity would
advance considerably in the following decades.

Emergence of School Psychology as a 
Distinct Field (1920–1940)

The factors specific to school psychology’s origins expanded
during this period, and discernible trends for the future were
established. Despite the financial woes of education during
the Great Depression, employment opportunities for psychol-
ogists in schools expanded during this period. Although orga-
nizational representation continued to be unclear, school
psychology literature contributed to the discipline’s identity.
Training opportunities and the emergence of specific creden-
tials followed upon the growth of employment and special
educational programs.

Organizational Development

Psychologists in New York State formed the New York Asso-
ciation of Consulting Psychologists in 1921. Interest in this
group spread to other states, and in 1930 it was renamed the
Association of Consulting Psychologists (ACP). In addition
to several state affiliate groups, the ACP published a newslet-
ter and, in 1937, founded the Journal of Consulting Psychol-
ogy (now the Journal of Consulting and Clinical Psychology).
In 1937, the ACP merged with the Clinical Section of the APA
to form the American Association of Applied Psychologists
(AAAP), which had specific sections for business and indus-
try, clinical, consulting, and educational psychology (English,
1938). Psychologists practicing in school settings belonged to
the clinical and/or educational sections. The dual representa-
tion reflected the origins of the field and its growing identity
as a blend of both educational and clinical psychology. As yet,
however, there was no clear identity for school psychologists
in any national organization, and it is likely that most school
psychological practitioners still did not belong to a national
group. Even by 1940, there were no state-level organizations
specifically for school psychologists, although many practi-
tioners probably belonged to state affiliates of theAAAP (e.g.,
the Ohio Association of Applied Psychologists). Local psy-
chology groups existed in some large cities as well.

Literary Development

With few exceptions, literature related to school psychology
remained similar to that of the previous period. There were
still no journals specifically about school psychology, and
practitioners continued to read education and psychology
journals. The addition of the AAAP’s Journal of Consulting
Psychology provided a more specific focus, however. It was
also during this period that the first text about school psy-
chology was published, Psychological Service for School
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Problems by Gertrude Hildreth (1930). In addition, the first
journal article including “school psychologist” in its title ap-
peared early during this period (Hutt, 1923).

Training Program Development

For psychology trainees desiring to work in the schools, rec-
ommended curricula were available at several colleges and
universities. In the late 1920s, New York University estab-
lished the first programs specifically titled “school psychol-
ogy” leading to undergraduate and graduate degrees and even
the doctorate (Fagan, 1999). In the late 1930s, Pennsylvania
State University also established graduate sequences for school
psychologists, although a specific school psychology doctoral
program was not available until much later. By the end of
the period, few training programs were specifically titled
“school psychology,” and most personnel continued to be
trained in general experimental psychology, educational and
clinical psychology, and teacher-education-related programs.

Credentialing Development

Governmental recognition of psychologists providing ser-
vices to public schools emerged in this period. The develop-
ment of standardized tests to facilitate the proper placement
and education of children made it necessary to impose some
form of regulation on those who administered the tests. By
1925, the New York City public school system was offering a
licensing examination for persons holding a master’s degree
from an institution recognized by the state’s board of regents
and who had at least 1 year of experience in mental measure-
ment. Although specific evidence of credentialing is lacking,
it is probable that several other major cities were also imple-
menting some regulation. In some locales, especially smaller
cities and rural settings, such regulation required no more
than a teaching certificate and a special course in Binet test-
ing; the experts were often referred to as “Binet examiners.”
The title “school psychologist” was growing in use but was
not widespread.

State-level credentials for school psychologists were first
approved in New York and Pennsylvania in the mid-1930s.
Although the requirements did not include graduation from a
training program in school psychology per se, recommended
programs of preparation appropriate to such practice were
included, as were expectations for fieldwork experience.
Graduate-level work (which might lead to the master’s de-
gree) was expected in addition to an undergraduate degree. In
Pennsylvania, practitioners were called “school psychological
examiners” or “school psychologists” (depending on experi-
ence); in New York, they were called “school psychologists.”

Characteristics of Practice

Specific practice information is provided in Hildreth (1930)
and in her diary entries when she was a school psychologist
for the Okmulgee, Oklahoma, schools (1922–1923). (The
Educational Testing Service maintains her papers.) These and
other retrospective accounts reveal an expansion of services
from the previous period, though services were still domi-
nated by the psychoeducational assessment role. Newly de-
veloped tests of achievement, as well as the Binet scales,
revised in 1937 to include two forms (L and M), were in wide-
spread and frequent use. Practitioners were also involved in
group testing, academic remediation, adjustment services for
children with social and emotional problems, and consul-
tation, while administrative, in-service education, and re-
search duties continued to take up small percentages of time.
Watson’s behaviorism had a discernible impact on educators,
although it is unlikely that many practitioners were providing
behavior modification services. In comparison to psychoe-
ducational assessment services, therapeutic interventions,
behavioral or psychodynamic, were not common among
applied psychologists of this period (Loutit, 1939).

The 1935 New York State certification requirements spec-
ified the duties of the school psychologist:

Subject to the direction and supervision of the superintendent of
schools, to examine children for ungraded classes, classes of
mentally retarded or gifted children and other special classes in
which mental ability of the pupils is the main factor; diagnose
learning difficulties of children and suggest remedial treatment;
investigate causes of personality and social maladjustment; su-
pervise the diagnostic and remedial measures and procedures
used by teachers and supervisors in overcoming learning diffi-
culties or social maladjustments of pupils, and advise and assist
teachers and supervisors in the application of such measures;
give pupils individual instruction in overcoming learning diffi-
culties or other maladjustments and advise supervisors, teachers
and parents with regard to the kind of instruction given to said
pupils; confer with teachers and parents with regard to the learn-
ing and behavior problems of children; advise teachers, princi-
pals and the superintendent of schools with regard to all matters
relating to psychological problems of children; and to related
work as required. (Cooper, 1935, pp. 14–15)

The services described were probably more comprehensive
than most school psychologists were able to provide at that
time, especially in rural areas and in states less professionally
advanced than New York. The Bureau of Child Guidance in the
New York City schools and the Bureau of Child Study in
the Chicago public schools are examples of comprehensive
urban service delivery for that period (City of New York,
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Board of Education, 1938; City of Chicago, Board of Educa-
tion, 1941). These sources give clear indication that psycho-
logical workers were often providing remediation, counseling,
and in-service instruction in addition to conducting regular and
special education assessments.

Service delivery was increasingly provided by district-
based psychologists. However, services through school and
community clinics or research bureaus were common in large
and medium-sized cities, and some rural areas were served
through traveling clinics. In the latter model, services were
provided by small teams of workers (e.g., a psychiatrist, a
psychologist, and a social worker) traveling to small districts
and providing evaluations, recommendations, and consulta-
tion on a periodic basis. Such services lacked the continuity
that could be provided by a district served by its own school
psychologist. By the end of the period, as many as 500 school
psychologists may have been employed in connection with
the schools.

Emerging Symbols of Professionalization (1940–1970)

Despite the general expansion of school psychology from
1920 to 1940, only a few symbols of professionalization were
evident (training and credentialing), and they appeared in
only a few locales. Even a code of ethics had yet to be offi-
cially adopted, although the APA would celebrate its 50th
birthday in 1942. The period 1940 to 1970 would see the fur-
ther expansion of these symbols and the emergence of others
in the form of organizational identity, literature, professional
recognition, and accreditation. By the mid-1960s, the field
was rapidly expanding through training, credentialing, and
employment that set the stage for the Thoroughbred Years to
follow.

Organizational Developments

Participating in a broad effort to consolidate psychology
groups to assist with government efforts during World War II,
the AAAP, along with several smaller groups, merged with
the APA in 1945. The new APA had 19 divisions, includ-
ing the former divisions of the AAAP and Division 16,
specifically for school psychologists (Fagan, 1993). Al-
though the division struggled for survival during its first sev-
eral years, it provided a national organizational identity for
practicing school psychologists that had not been available in
the AAAP. The division was weak in comparison to those
serving clinical, educational, and counseling psychology. In
part, this was because its members were divided in their loy-
alty to other divisions (many had previously belonged to the

educational or clinical sections of AAAP) and because the di-
vision accepted as members only practicing school psycholo-
gists. The membership requirement limited the number of
academics that could join the division, which also reduced its
research contributions and scientific image. Owing to these
weaknesses and the general lack of a clear identity, the divi-
sion did not share in the professional advancements of clini-
cal and counseling psychology until the late 1960s. For
example, the division did not achieve the status of awarding
a diploma in school psychology as part of the American
Board of Professional Psychology (ABPP) until 1968, nor
did it share in accreditation until the beginning of the next
period.

Despite these weaknesses, the division accomplished
many things. In 1953, the APA adopted a code of ethics, and
the division was active in adapting the code to the needs of
school practitioners. The division’s convention programs and
professional institutes were highly successful. It broadened
membership to include academics and improved the status
of nondoctoral members. A highlight of the period was the
Thayer Conference of 1954, the proceedings of which were
widely distributed (Cutts, 1955). The conference forged an
identity for school psychology. It specified two levels of
training and credentialing, with nondoctoral personnel ex-
pected to be under the supervision of doctoral-level school
psychologists and to carry titles such as “school psychologi-
cal examiner.” Subsequently, standards for preparation at two
levels and efforts to accredit programs at two levels were im-
plemented but with little success.

Unlike clinical and counseling psychology, school psy-
chology within the APA was unable to shed its nondoctoral
practitioner advocacy, despite an allegiance to the doctoral
requirement for full status as a psychologist. By the 1960s,
fewer than 10% of the field’s practitioners held doctoral
degrees, and most positions were filled by persons with mas-
ter’s degrees who wanted better national and state-level
representation than the APA or its state affiliates provided.
The first separate state association for school psychologists
was formed in Ohio in 1943. By 1970, 17 states had separate
associations for school psychologists. In 1968, the Ohio
School Psychologists Association organized a conference
in Columbus, Ohio, attended by representatives of several
states who chose to establish in 1969 a separate national
group, the National Association of School Psychologists
(NASP). In the same year, the Division of School Psycholo-
gists changed its name to School Psychology in order to
reflect a broader representation of school psychology as a
field of study in addition to persons who worked as school
psychologists.
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Literary Developments

More literature specific to school psychology was produced
in this period than in all the previous periods combined. In
addition to the Thayer Conference proceedings, a special
issue of the Journal of Consulting Psychology (Symonds,
1942) focused on practice in the schools. The primary events,
however, were the founding of the Journal of School Psy-
chology in 1963 and Psychology in the Schools in 1964.
School psychology finally had a literature of its own. The
Division of School Psychology had a newsletter, as did
the state associations, but their content and circulation were
much narrower than these journals provided. Several books
about school psychology were published in the 1960s. Many
of these were philosophical in nature, describing the authors’
viewpoints on the appropriate roles and functions of school
psychologists and their training needs. The literature re-
flected the growing interest in the field, the need for texts in
emerging training programs, and a continuing effort to clarify
the field’s identity (Fagan, 1986).

Training Developments

Although there were only a few programs at the beginning of
this period, at least 18 (including 5 doctoral programs) were
identified by the time of the Thayer Conference, and about
100 programs specifically on school psychology existed by
1970. However, APA accreditation of school psychology pro-
grams was not accomplished until 1971. Thus, during this
period, programs were developed in the absence of official
APA curriculum standards, although some programs used the
guidelines being developed by Division 16 in its effort
to achieve accreditation. Programs were more often devel-
oped to comply with the requirements for certification and
licensure put forth by state-level education and psychology
boards. By the end of this period, school psychology pro-
grams were widespread in the more populous states, espe-
cially east of the Mississippi River, and approximately 3,000
students were in training. Locally developed and uncoordi-
nated efforts provided internships for trainees in most states,
although a few, like Ohio, developed a statewide system of
paid internships by the mid-1960s.

Credentialing Developments

As demand for practitioners grew, the need to regulate their
services and preparation increased. State education agency
credentialing of school psychological examiners and school
psychologists grew quickly. Following the examples of New

York and Pennsylvania, other states began credentialing
school psychologists so that by the mid-1940s, 13 states had
done so. That number increased to 23 states by 1960, and per-
haps 40 by the end of the period. Few of these states followed
the two levels of training, titles, and practice recommended
by Division 16, choosing instead to require training below
the doctoral degree, sometimes to include a bachelor’s degree
with additional graduate work or a master’s degree with spe-
cific training, and in some instances requiring a teaching
credential and/or experience. By the end of the period, how-
ever, the master’s degree with training in school psychology
was typical of credentialing requirements from state educa-
tion agencies, and few states were requiring prior training as
a teacher.

Credentialing for nonschool practice (e.g., community
clinics, independent private practice) followed closely upon
the success of the state education agencies. The first psychol-
ogy credentialing by a state board of examiners in psychol-
ogy (SBEP) occurred in 1945 in Connecticut. By 1960, 15
states achieved this, and 40 states had done so by 1969.
These laws tended to follow closely the APA’s expectations
for the doctoral degree, with some states allowing the title
“psychologist” at the master’s level. Most states employed
the term “psychological examiner” or “associate” for non-
doctoral persons and restricted their practice or placed their
work under doctoral supervision. The differing requirements
of the SDE and SBEP restricted or barred the practice of
most school-based school psychologists in nonschool set-
tings. This set the stage for numerous state-level conflicts in
the future.

Practice Characteristics

School psychology practice remained similar to the previous
period, although its roles and functions in the area of thera-
peutic interventions and consultation expanded somewhat.
Whereas World War I had launched the contributions of psy-
chological testing, World War II launched the contributions
of psychotherapy to war veterans and indirectly to school
psychological practice. The period 1940–1970 brought to the
fore the theories of Carl Rogers, Fritz Perls, Albert Ellis,
and others in addition to the dynamic Freudian therapies.
In addition, Skinnerian theory was advancing the position of
behavioral psychology and its applications in behavior
modification. The growth of therapeutic psychology was also
heightened by the Community Mental Health Centers Act
of 1963, which encouraged widespread development of
community-based clinics for therapy in addition to psycho-
logical assessment.
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The therapeutic expansion spilled over into the practice of
school psychology, albeit on a much narrower scale than the
traditional psychoeducational assessment role for special ed-
ucation eligibility. However, even the traditional role was
broadened by the influx of new scales, such as the Wechsler
intelligence scales; numerous personality assessment mea-
sures, including projective techniques; psychomotor and psy-
cholinguistic scales; and the Binet scales, which were revised
to a single form (L-M.). Their use was enhanced by the offi-
cial recognition of learning disability as a special education
category in the late 1960s.

The approach to practice was also expanding. The latter
portion of the Hybrid Years was characterized by renewed in-
terest in environmental influences on development and edu-
cation. Child study expanded from its traditional focus on the
child to a broader conceptualization of factors including
the ecology of the school and family variables. School failure
and child social and emotional problems were no longer
viewed simply as failures of the child. Rather, such problems
were also being attributed to teacher, classroom, family, and
environmental factors.

The post–World War II baby boom quickly raised school
enrollments and heightened the need for psychological assis-
tance in developing special educational programs. Special
education enrollments grew from 310,000 to 2 million during
this period, increasing the demand for school psychologists.
By 1950, there were about 1,000 practitioners, but by the end
of the period the number had grown to 5,000. Practitioners
worked primarily in school settings (public, private, residen-
tial), with only a fraction working in nonschool settings or in-
dependent private practice. With baby boom enrollments and
mothers increasingly working out of their homes, day care
and Head Start programs were established. As schools ex-
panded kindergarten and other preschool programs, school
psychology practice spread to those settings. School psychol-
ogists continued to be in demand because they were per-
ceived as specialists employed to assist the school system in
sorting children into more appropriate educational programs
and services and providing interventions and consultation to
children, their families, and educators.

Overview

The historical origins of school psychology from both psy-
chology and education were clearly observable in the struc-
ture of the field by the end of the Hybrid Years. Two separate
associations were now representing school psychologists at
the national level. Separate state-level organizations affiliated
with the NASP were established, whereas the state psycholog-
ical associations affiliated with the APA. School psychology

had achieved a literature distinct from mainstream psychol-
ogy’s literature, reflecting its need to have information and an
identity that focused on psychological applications to schools
and the problems of schooling.

Training programs were developing in psychology depart-
ments in colleges of arts and sciences but more rapidly in var-
ious departments of colleges of education. To the extent that
program accreditation was discernible, it was emerging at the
doctoral level from the APA and at the master’s and doctoral
levels from the National Council for Accreditation of Teacher
Education (NCATE). Two systems of credentialing in school
psychology were in place, one regulated by state departments
of education and the other by state boards of examiners in
psychology.

The prototypical developments of the early Hybrid Years
had evolved into a distinct structure of school psychology by
the end of the period. This structure would grow in strength
and complexity during the Thoroughbred Years, but the two
worlds of school psychology (education and psychology) and
the two levels of training, titles, and practice would haunt the
field for the remainder of the century and into the next. 

THE THOROUGHBRED YEARS (1970–PRESENT)

The past 30 years of school psychology’s development are
characterized by strengthened identity, consolidation of na-
tional and state-level organizations, and acquisition of the
symbols of full professionalization. Significant influencing
factors include external and internal regulation of training
and practice. Among the most influential has been the enact-
ment of federal legislation regarding the management of in-
formation and the rights of persons with disabilities. Public
Law 93-380, the Federal Educational Rights and Privacy Act
of 1974, substantially changed the manner in which public
and private agencies collected, maintained, and disseminated
information, including school psychological records. Public
Law 94-142, the Education for All Handicapped Children Act
of 1975, mandated a special education in the least restrictive
environment, including psychological services for all eligible
children of school age. Subsequent amendments to this law
broadened the age range of eligible children and the cate-
gories of special education. The most recent amendment was
Public Law 105-17, the Individuals with Disabilities Educa-
tion Act of 1997. These laws and their subsequent national
and state-level regulations reflected a growing influence of
the federal government in public education, an arena previ-
ously left largely up to state and local governments. The rip-
ple effect of such external regulation on school psychology is
observable in the content of training curricula, credentialing
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requirements, organizational advocacy and governmental
relations, literary content, and practice.

Some of the external and internal regulation was in re-
sponse to the changing structure of U.S. society. Increased
immigration contributed to a more culturally diverse school
population. School psychologists were particularly involved
in programs of bilingual education, the teaching of tolerance,
and especially the development of nondiscriminatory assess-
ment practices. Maternal employment out of the home and
the rapid rise of single-parent families, largely as a result of
divorce, also had an impact on schooling and psychological
services. These were related to concerns for “latchkey” and
“at-risk” children that necessitated school psychological ser-
vices along lines of intervention and consultation (see later
discussion of practice).

Finally, the practitioner workforce was also growing in
cultural diversity, but by the turn of the twenty-first century it
was still predominantly Caucasian. Efforts to improve minor-
ity representation have been moderately successful. Women
were always well represented in school psychology, perhaps
always at least 30% of practitioners. Many held high-ranking
administrative positions in school districts and directed de-
partments of psychological services. Female representation
in the field increased rapidly after the 1960s and was more
than 70% by the late 1990s. In the Thoroughbred Years,
women quickly acquired positions of leadership in the NASP,
the APA, and state associations, as well as editorships and
training program faculty positions.

Organizational Development

Professional progress related to school psychology organiza-
tions is one of the most dramatic historical developments of
the Thoroughbred Years. The NASP, with fewer than 1,000
members in its first year, grew to more than 21,000 by the year
2000 and dominated the organizational development of the
period. However, it struggled in its first decade to establish a
base beyond itself in public advocacy and governmental rela-
tions. Instead, the period 1970–1980 was characterized by
internal achievements, including a code of ethics, standards
for training, credentialing, and service provision, publica-
tions, conventions, and practitioner representation. Although
its efforts in governmental relations were noteworthy, partic-
ularly those efforts connected to the federal legislation men-
tioned above, in the 1980s such efforts gained in stature. In
the 1990s, these efforts blossomed with a strong Washington,
DC, presence after the NASP established its headquarters in
the DC area (Fagan, Gorin, & Tharinger, 2000).

Among the NASP’s many accomplishments in this period,
two are paramount in contributing to professionalization. The

first was its persistent effort with the NCATE to jointly and
separately recognize training programs that met NASP stan-
dards. This was achieved within the NCATE’s revised proce-
dures for unit accreditation and for programs that were in
institutions that did not participate in NCATE accreditation.
By the late 1980s, the NASP had reached an agreement with
the NCATE to identify NASP-approved programs at both the
doctoral and specialist degree levels. By 1999, approximately
half of all training programs were so approved (Fagan &
Wells, 2000). The second was the success of its National
Certification in School Psychology (NCSP) program, which
gave individual practitioners recognition for completing train-
ing consistent with the NASP’s standards. More than 50%
of NASP members held the NCSP during the 1990s.

Within a decade of its founding, NASP became the domi-
nant representative group for school psychologists at the
national level, although it shared in several collaborative
efforts with the APA and its Division of School Psychology.
Descriptions of NASP history are found in School Psychol-
ogy Digest (volume 8, number 2), School Psychology Review
(volume 18, number 2), Fagan (1993, 1994), Fagan and Bose
(2000), and Fagan, Gorin, and Tharinger (2000).

The Division of School Psychology still could not capture
a representative practitioner membership. However, most
trainers, especially those connected to doctoral programs,
held membership in the division, often also holding member-
ship in NASP. The division’s total membership persisted in
the range of 2,300–2,800 throughout the period. As an offi-
cial governance unit within the APA and accepting APA
policies with regard to doctoral training, credentialing, and
practice, the division consolidated its advocacy for doctoral
school psychology, succeeded in gaining a stronger represen-
tation on key APA boards and committees, and gained ap-
proval for doctoral program accreditation, resulting in the
first accreditation of a program at the University of Texas in
1971. The growth of APA-accredited school psychology pro-
grams was slow but steady beyond 1980, and by 1999 there
were more than 50 accredited programs (Fagan & Wells,
2000). Accounts of the division’s history appear in Fagan
(1993, 1996) and Fagan, Gorin, and Tharinger (2000).

The policies of the NASP and the APA included sharp
differences regarding the legitimacy of the nondoctoral prac-
titioner. These differences were at the center of most contro-
versies among the NASP, the APA, and the APA’s Division of
School Psychology. They influenced policies and negotia-
tions on matters of training, credentialing, titles, and practice.
For example, accreditation conflicts between the NCATE and
the APA led to the establishment in 1978 of the APA-NASP
Task Force, now titled the Interorganizational Committee
(IOC). Although such differences have yet to be resolved, the
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IOC has been an effective vehicle for several collaborative
efforts between these organizations.

Although NASP was a dominant force in many areas and
held a commanding membership representation of school
psychologists (perhaps 70%), the Division of School Psy-
chology continued to be an important representative of school
psychology to the broader arena of American psychology
within the APA. In addition, the division was the dominant
force in doctoral-level program accreditation and advocacy
efforts exclusively on behalf of doctoral school psychology.
By the 1990s, the NASP and APA Division 16 had achieved a
more comfortable relationship, despite their major policy
differences (Fagan, Gorin, & Tharinger, 2000).

With the assistance of NASP, state associations for school
psychologists thrived. While there were just 17 associations
at the end of the Hybrid Years, there were at least 50 by the
late 1990s, almost all of which had formally affiliated with
NASP. In almost every state, two systems of organizational
representation now existed via the state psychological associ-
ation and the state school psychological association. In a
few states, the school psychology affiliate was a part of the
state psychological association. In most states, however, they
were entirely separate and often in bitter competition over
practice privileges and credentialing. Every state’s psycho-
logical association was affiliated with the APA. The network
of NASP state affiliates allowed the NASP a ready avenue
for promoting its positions, products, and advocacy efforts
throughout the country. The Division of School Psychology
had little or no effectiveness in doing this because state
psychological associations did not affiliate directly with
APA divisions, and in most states few school psychologists
belonged to the state psychological association. The differ-
ences in the effectiveness of such networks for the NASP
and the division were observable in the aftermath of their
jointly sponsored futures conferences in 1980 and 1981 (see
Brown, Cardon, Coulter, & Meyers, 1982; Ysseldyke &
Weinberg, 1981).

Organizational developments outside the United States
were also occurring. Originating in the early 1970s, the inter-
national school psychology movement led to the establish-
ment of the International School Psychology Association in
1982. Relatedly, the Canadian Association of School Psy-
chology (CASP) was founded in 1985. Both groups conduct
annual meetings and have affiliate organizations (see Fagan &
Wise, 2000, chapters 9 and 10).

Literary Development

Literary development followed quickly upon the expansion
of the 1960s. The NASP founded its School Psychology

Digest (now the School Psychology Review) in 1972 as a
member subscription journal, and it has one of the largest cir-
culations of all psychology journals. The Division of School
Psychology-APA founded Professional School Psychology
(now School Psychology Quarterly) in 1986. The division’s
journal was an indirect outgrowth of its monograph series in
the 1970s. Both groups improved the content and size of their
newsletters and provided other products in print and nonprint
media. The NASP developed an array of products specifically
for school psychology training programs and practitioners,
and the APA conducted a broad expansion of its publications.
Both groups published codes of ethics, standards, and refer-
ence materials (e.g., membership, training, and credentialing
directories). Division 16 produced several “Conversation
Series” interviews on videotape that were used in training
programs in the 1990s. Also of interest to literary expansion
in the United States was the founding of School Psychology
International in 1979 and the Canadian Journal of School
Psychology in 1985.

Numerous books on school psychology and related
topics were published, including those that were revised peri-
odically, for example, Best Practices in School Psychology
(Thomas & Grimes, 1995) and The Handbook of School
Psychology (Reynolds & Gutkin, 1999). In contrast to earlier
periods, there were a considerable number of books on con-
sultation, intervention, and service delivery alternatives.

Communication among school psychologists was spurred
as well by the widespread use of computers with Internet and
electronic mail capacity. Organizations, journals, school sys-
tems, university programs, and many school psychologists
disseminated information via Web sites and listservs.

National efforts were reflected at the state association level
as well. The state school psychology associations produced a
mass of literature and products of their own, including widely
disseminated newsletters. Whereas school psychologists dur-
ing the Hybrid Years had suffered a dearth of communication,
the Thoroughbred Years approached communication over-
load, especially in print and Internet communication. In addi-
tion, practitioners with subspecialty interests often garnered
information beyond the core school psychology sources. It
was indeed the “information age” for all of psychology.

Training Development

Training programs expanded rapidly in the 1970s, and for the
remainder of the period between 200 and 230 institutions
were offering programs at the master’s, specialists, and doc-
toral levels. Program standards were proffered by the NASP
that were in contrast to those of the APA. Both organizations
offered procedures for program approval and accreditation.
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By 2000, the NCATE, with the NASP as a constituent mem-
ber, was the largest accreditor of nondoctoral programs,
although the APA maintained a stronger presence among doc-
toral programs and related internship and postdoctoral train-
ing sites. The Thoroughbred Years were characterized by
much greater consistency in training curricula, the standards
for which were increasingly interlocked with the credential-
ing expectations of the state education and psychology
boards.

Doctoral programs offered subspecializations (e.g., neu-
ropsychology, preschool) to coincide with the broadening in-
terests and practices of school psychologists and their diverse
practice settings. Many subspecializations were represented
in special-interest groups within the NASP and the APA.
Some even had their own publications. As the number of
subspecializations expanded, there was concern that the tra-
ditional specialties of clinical, counseling, and school psy-
chology might lose their identities because subspecialization
often merged the interests of two or more specialty groups
(e.g., school and child-clinical psychology along lines of
pediatric applications).

Credentialing Development

By the mid-1970s, all states had credentialing for school psy-
chologists from their respective state departments of educa-
tion (SDE) and/or state boards of examiners in psychology
(SBEP). The two credentialing structures had standards that
differed along lines of doctoral and nondoctoral preparation,
titles, and practice settings. The differences created several
state-level skirmishes over practice privileges in nonschool
settings. Some states (e.g., California, Connecticut, Illinois,
Ohio) achieved nonschool practice privileges for nondoctoral
practitioners as an outcome of state-level legislative skir-
mishes. Nevertheless, by the end of the period, credentialing
for school-based practice was almost entirely regulated by
SDEs with nondoctoral degree training requirements,
whereas nonschool practice was almost entirely regulated by
SBEPs with doctoral degree requirements. Nonpractice
recognition credentials continued to be available from the
APA in the form of the diploma from the American Board of
School Psychology (ABSP) and from the NASP in the form
of National Certification in School Psychology (NCSP).

Practice Characteristics

Concern for the appropriate roles and functions of school
psychologists was a dominant theme in the literature of the
Thoroughbred Years. Throughout the twentieth century,
school psychology practitioners expressed concern at being

identified as “gatekeepers” for special education by virtue
of their expertise with psychoeducational tests. Calls for
change, even reform, of the school psychologists’ roles per-
meated the Thoroughbred Years. In the early 1970s, the thrust
was for school psychologists to become more system focused
and to be child advocates within the system. This thrust was
related to the general zeitgeist of the 1970s to “change the
system,” whether it was the system of our schools, special
education, school psychology, or government. It was a rebel-
lious period in American history, and school psychology was
no exception. The systems and organizational psychology
approach to school psychology was popular (see e.g., Maher,
Illback, & Zins, 1984), but the historical legacy of school
psychology was reaffirmed in the service expectations re-
quired by federal legislation for children suspected of being
eligible for special education. In retrospect, this legislation
and its reauthorizations, although creating thousands of new
school psychology jobs, pitted the field against itself: The
longtime desire to expand roles and functions clashed with
the need to provide mandated traditional services for job
survival.

Local, state, and national surveys of how school psycholo-
gists spent their time consistently revealed that half to
two-thirds of their time was devoted to psychoeducational
assessment related to eligibility for special education. These
results were observed even during a period of public education
and school psychology reform in the last two decades of the
century (Reschly, 1998). Comparisons are uncertain, but the
psychoeducational assessment role during the Hybrid Years
was probably more intense than recent studies have revealed.
Nevertheless, it is clear that the assessment role dominated
practice throughout the twentieth century. Of course, unifor-
mity of practice was never observed. Evidence for consulta-
tion, intervention, research and evaluation, and other roles has
always been available. The Thoroughbred Years were fraught
with literature, expert opinion, and organizational positions
that did broaden the roles of school psychologists, even if not
to the extent many desired. For its part, the assessment role
was broadened through improved technical adequacy of nor-
mative tests, an emphasis on criterion-referenced methods,
nondiscriminatory practices, team approaches to service de-
livery, and mandatory reevaluations.

The model of child study continued to evolve and
broaden. Throughout the century, a gradual but persistent ex-
pansion of the factors involved in referrals is discernible
(Fagan, 1995). In addition to the long-standing focus on the
child, assessment and intervention functions expanded in
the Thoroughbred Years to more consistently include class-
room and teacher variables, parental and family variables,
and broader theoretical perspectives on traditional testing
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(e.g., neuropsychological and cognitive theories). Skinnerian
behaviorism, traceable to the influences of Thorndike and
Watson in child study many decades before, had a strong im-
pact on school psychology. Its offshoot, cognitive behavior
modification, found even greater acceptance by emphasizing
cognitive interactional variables of the child and the environ-
ment. Broader forms of theoretical application, including
reciprocal determinism, constructivist developmental psy-
chology, and ecological psychology, seemed well established
by the turn of the twenty-first century. School psychologists,
supported by the work of other pupil personnel special-
ists (e.g., guidance counselors, speech and language clini-
cians, social workers) were conducting more comprehensive
assessments that were better connected to interventions than
observed in the Hybrid Years.

The “gatekeeper” perception had been countered by team
approaches, especially prereferral approaches, and by the
persistent indication that school psychologists were spend-
ing at least 25% to 40% of their time in consultation and in-
tervention roles. These results reveal an expansion of the
consultation and intervention roles from data earlier in the
period (Farling & Hoedt, 1971). Part of this expansion seems
attributable to the widespread concern for “at-risk” students
during this period as opposed to the long-standing concern
for students suspected of being eligible for special education.
At-risk students (e.g., those living in poverty or single-parent
homes, students with pregnancy, substance abuse) demanded
nontraditional school psychological services, including con-
sultation and interventions with students and educators in the
regular education program. Another factor was the necessity
for crisis intervention skills that developed rapidly in the
1990s in response to a series of school violence incidents
across the country. Thus, since 1970, broader roles for many
school psychologists developed despite continued and persis-
tent demand for the traditional roles associated with special
education services.

Overview

The Thoroughbred Years brought to fruition the symbols of
professionalization emerging in the Hybrid Years and several
symbols not attained until after 1970. It was an era of estab-
lishing an identity for the field despite conflicting points of
tension along dimensions of doctoral and nondoctoral
practice, credentialing, and training. The field has survived
its divided organizational viewpoints and has continued to
thrive. Among doctoral psychology specialties, it has gained
a position of parity sought for many decades. Among non-
doctoral psychology groups, it is without peer for recognition
and stability. Nondoctoral school psychology may even have

established the model for how other nondoctoral psychology
groups (e.g., mental health workers) could better manage
their conflicts over training and credentialing.

As school psychology matured, tensions developed
along other dimensions related to practice. These included
the use of traditional normatively referenced tests versus the
use of nontraditional, criterion-referenced methods such as
curriculum-based assessment; viewing practice as primarily
related to issues of school instruction and learning versus a
school mental health orientation; viewing one’s training
orientation as primarily based in education versus in psychol-
ogy; practicing as a specialist versus as a generalist; empha-
sizing traditional psychoeducational assessment roles versus
consultation and intervention roles. These lines of tension
have not seriously threatened the vitality of school psychol-
ogy. Rather, they have signaled the diversity of the field and
its resilience against adopting a single model for its future.
The diversity is observed in the field’s organizational struc-
tures, literature, practice settings, training programs, and sub-
specialty development. The field has established an identity
that was only emerging in the late Hybrid Years and is now
poised to solidify its position among the specialties of psy-
chology and school-based pupil personnel services in the
twenty-first century.

A COMMENT ON THE FUTURE

Hindsight is everything, and forecasting the future is risky.
Nevertheless, the following general opinions about the future
of school psychology in the coming two decades are offered.
A strong demand for school psychologists provides a favor-
able employment market. The practitioner workforce may
grow to 35,000, but there will be a strong need for new prac-
titioners to replace retiring personnel. Unless the number of
graduates increases substantially, school districts find others
to provide psychological services, or such services are per-
ceived to be less needed, the current personnel shortage is
expected to continue. The field should take decisive action to
increase the number of students in training to better provide
the needed supply of future practitioners and trainers. This
effort should include stronger recruiting by training programs
and the adjustment of accreditation and credentialing require-
ments, which were increasing at the same time that personnel
shortages were becoming more acute.

The NASPand theAPADivision of School Psychology will
continue as the dominant national-level representatives and
continue to struggle at the national and state levels over policy
differences. The NASP will grow to at least 25,000 members
and the division to perhaps 3,500. They will maintain their
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state affiliations and advocacy programs much as they are.
Though many in the field would like to see a united force for
school psychology achieved by a merger of the NASP and the
Division of School Psychology-APA, this is a very remote
possibility.

The literary growth of the field will level off, at least in
quantity. There are enough journals and newsletters to main-
tain the field for many years, and additional journals specific
to school psychology are unnecessary. Books will continue to
be produced as training program needs dictate, and additional
books will be written along lines of expanding specialties,
subspecialties, proficiencies, and practitioners’ personal in-
terests. The Internet and electronic media will offer new, and
unfortunately less regulated and refereed, outlets for practi-
tioner information. The Internet as a source of information
for practitioners and trainers will be vast but will force the
consumer to be better educated about methodologies and dis-
tinguishing personal opinion and testimonials from authorita-
tive opinion and data-based outcomes. At least as far as
school psychology Web sites and listservs are concerned, the
field should develop guidelines to regulate the quality of
information available.

The number of training programs will not increase in any
appreciable way. Master’s-degree-only programs will fade out
of existence as specialist-level programs become the norm.
The NASP/NCATE will continue as the dominant accreditor
of these programs. Doctoral programs will grow in number to
about 100 in the United States. Although both the NASP/
NCATE and the APA will continue to accredit doctoral pro-
grams, the APA will continue its dominant position. All levels
of programs should increase recruitment efforts to graduate
more students to meet the current and future shortage of prac-
titioners. A strong effort should be made to increase the num-
ber of doctoral graduates interested in academic careers.

Changes in credentialing will be more qualitative than
quantitative. The two systems of credentialing (SDE and
SBEP) will continue with occasional struggles for practice
privileges. Recognition credentials (NCSP, ABSP) will in-
crease in popularity and may be extended to specialized
groups such as the supervisor credential being considered by
NASP. More states will recognize the NCSP in granting prac-
tice credentials. Efforts should continue to alleviate tensions
between state education and state psychology credentialing
boards by broader recognition of the legitimate role of non-
doctoral psychology practitioners.

Contemporary tests of ability, achievement, adaptive be-
havior, social skills, and personality will retain their market
share. Technical adequacy of tests will continue to improve,
and the significance of cognitive and neuropsychological the-
ories will continue to develop. Nevertheless, nontraditional

assessment methodologies will maintain a strong appeal as
school systems are increasingly held accountable for the pro-
cedures of assessment and intervention and the instructional
outcomes of students.

The basic roles of school psychologists will remain.
Practice will continue to focus on individual child study with
interventions delivered one-on-one or in groups. Pharmaco-
logical and genetic test developments will increase in impor-
tance, necessitating additional training and team efforts in
service delivery. Contemporary interventions of remediation
and therapy will be supplemented by these developments.
Consultation will continue at its present level, failing to ex-
pand in priority because of personnel shortages and the prior-
ity of assessment and other intervention services. Role and
function changes should ensure that school districts continue
to have sufficient diagnostic and intervention services avail-
able to the entire school population.

Finally, the field should conduct a futures conference to
better define its goals and directions. The conference should
be sponsored by several major organizational constituencies
and seek to alleviate policy differences among them. Addi-
tional discussions of the future of school psychology appear
in Fagan and Sheridan (2000), Fagan andWise (2000), Oakland
and Cunningham (1999), a special issue of Psychology in
the Schools (2000, volume 37, number 1), and Ysseldyke,
Dawson, Lehr, Reschly, Reynolds, and Telzrow (1997).

ADDITIONAL RESOURCES

There are several sources of information for studying the his-
tory and contemporary development of school psychology.
An overview of the sources, including associations, archival
collections, literature, and nonprint media, is available in
Fagan (1990). Association records for the Division of School
Psychology are available from the American Psychological
Association in Washington, D.C., and the Archives of the
History of American Psychology maintained at Akron Uni-
versity in Ohio. Those for the National Association of School
Psychologists are maintained in the Special Collections of the
University of Memphis Libraries in Memphis, Tennessee.
Trends in the field’s development as judged from its literature
are available in Fagan (1986), Fagan, Delugach, Mellon,
and Schlitt (1985), French (1986), Frisby (1998), Kraus and
Mcloughlin (1997), and Whelan and Carlson (1986). An ac-
count of the field’s general history is available in School Psy-
chology: Past, Present, and Future (Fagan & Wise, 2000),
including Canadian and international accounts and an edition
in French (1984, 1990). Rhodes (2000) describes the status of
school psychology in Mexico. Historical events, persons, and
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terminology appear in the Historical Encyclopedia of School
Psychology (Fagan & Warden, 1996). Contributions of
women appear in French (1988) and Hagin (1993). A fairly
complete literary collection of newsletters, journals, books,
and organizational publications is maintained by the author.
The NASP publishes a code of ethics, standards for training,
credentialing, and service provision, and a directory of school
psychology training programs (Thomas, 1998) and of state-
level credentialing requirements (Curtis, Hunley, & Prus,
1998). Finally, the most recent information is available on
various Internet sites, including, www.apa.org, www.indiana.
edu/~div16, and www.naspweb.org.
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EARLY DEVELOPMENTS

The field of community psychology began formally at a con-
ference in Swampscott, Massachusetts, on May 4 to May 8,
1965. The National Institute of Mental Health (NIMH)
invited 39 psychologists to attend the “Swampscott Confer-
ence” to discuss training in community mental health, a
rapidly emerging health movement. A major impetus for this
conference was that Congress was directing federal funds to
create new opportunities for mental health professionals to
staff community mental health centers. For conference par-
ticipants, the guiding question was, “What were the roles for
psychologists in such centers?”

Rather than focusing on this question, something unusual
happened at the conference. Participants shifted the agenda
and instead discussed how psychologists could play broader
and more active roles in communities. The conference par-
ticipants advocated for a new field of psychology on the

premise that such a field required additional roles than those
present in the community mental health movement (Bennett
et al., 1966; Meritt, Greene, Jopp, & Kelly, 1997). In the
35 years since Swampscott, community psychologists have
continued to expand the ways in which psychologists impact
communities through theory, research, and action.

With this chapter we will frame the development of the
field of community psychology in a historical and social con-
text. The history of community psychology is not just a his-
tory of professional developments but also a history of the
interaction of social events and the development of commu-
nity psychology. The evolution of community psychology
has been coupled with events in U.S. history beginning at
least 20 years before the field was founded. In viewing the
emergence of the field, we will underscore historical events
such as World War II, the growing malaise of the 1950s and
1960s, and the increasing discontent with the postwar ideals
of economic opportunity, personal fulfillment, and happiness.
We will examine professional movements such as the com-
munity mental health movement and note expanding con-
ceptualizations of mental health and the delivery of health
services. We will also present a sampling of events in the
United States that stirred the nation’s awareness of social
problems, such as racism and sexism. These topics, in partic-
ular, will illustrate how social conditions and social problems
can serve as catalysts for citizens and policy makers to cope

Many persons took the time to comment on early and final drafts:
Khari Hunt contributed to the prevention topics. James Dalton, Paul
Dolinko, Jack Glidewell, Rob Jagers, Chris Keys, Don Klein,
Murray Levine, Betty Lindemann, Thom Moore, Bob Newbrough,
S. Darius Tandon, Susan Ryerson-Espino, Ed Trickett, Dana
Wardlaw, Rod Watts, Rhona Weinstein, and Chris Wellin gave help-
ful suggestions on early drafts.
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more competently with many social-psychological problems
facing America.

We contend that specific moments and movements in
American history leading up to the Swampscott Conference
suggest bases for the interests of citizens, including psy-
chologists, to create such a distinct enterprise as community
psychology. At this point in the short history of the field, it is
not certain how directly these events influenced the field.
However, we expect that that external societal issues, along
with internal issues within the profession of psychology,
have contributed to the challenging and robust nature of the
field of community psychology. We hope that by highlighting
some of these social events and movements, future scholars
can build from this framework and continue to illuminate
and further specify the confluence of historical events and
processes that have contributed to the evolution of commu-
nity psychology—a field that has worked to contextually
ground our understanding of psychological processes.

Following a review of some of these sociocultural events,
particularly those of the 1950s and 1960s that preceded the
emergence of the field, we will describe the founding of the
field and articulate the historical and empirical evolution of
three defining domains of the field. These domains include
focusing on the Strengths of Persons and Communities,
which has served as a guiding value of the field; Ecological
Theory, which has developed as the major theoretical frame-
work of the field; and Preventive Interventions, which have
grown as the action arm of the field. Though these three
domains are closely identified with the evolution of the field
in a number of community psychology textbooks (e.g.,
Dalton, Elias, & Wandersman, 2000; Heller, Price, Reinherz,
Riger, & Wandersman, 1984; Levine & Perkins, 1997), we
seek to expand on the field’s conceptualization of these con-
cepts in terms of these relationships throughout the chapter.

The 1950s: Social Ferment and the Incubation of
Community Psychology

The conventional view among psychologists is that the found-
ing of the field of community psychology was a “’60s phe-
nomenon.” Accordingly, the turbulence of this decade roused
citizens and professionals to believe that communities were
important sources of well-being and that mental health ser-
vices should be directed at the level of the community rather
than at the level of the individual (Reiff, 1971). In contrast,
the 1950s are often perceived as peaceful times, relatively
free from turmoil. Against this myth, we contend that cultural
and historical events in the 1950s created a sensitivity and
consciousness about injustices that provided the basis for
more direct attacks on social issues 10 years later. To this end,
Halberstam (1993) identified the 1950s as a source of change.

“Social ferment . . . was beginning just beneath the placid sur-
face” (p. ix). Events of the 1950s foreshadowed future issues
of social dislocation, discontent, and unrest (Gitlin, 1987).
Moreover, according to Kennedy (1999), “The social and eco-
nomic upheavals of wartime laid the groundwork for the civil
rights movement as well as for an eventual revolution in
women’s status” (p. 857). These assertions testify to the sig-
nificance of the post-World War II 1950s as a major era of
incubation for the future of community psychology.

The Economic Boon and the GI Bill

Buoyed by a positive mood stimulated by the Allied victory
in World War II, the postwar economic boon and the GI
bill brought affordable housing, jobs, and educational oppor-
tunities to war veterans that were unprecedented in U.S.
history (Chamberlain & Robinson, 1997; Glidewell, 1995;
Greenberg, 1997; Kiester, 1994; Tuttle, 1993). The establish-
ment of the GI bill in part reflected a national priority to
increase educational opportunities for all citizens. This prior-
itization and valuing of higher education was markedly in-
creased in 1957 when the Russians defeated the United States
in the race to launch an orbiting satellite into space. To help
keep the United States competitive with the Soviet Union,
policy makers supported education, science, and technology
more then ever (Chomsky, 1997).

With the benefits provided by the GI bill, a generation of
over seven million returning war veterans, some of whom
were aspiring social scientists, were able to enter their chosen
profession as a result of tuition-free education, stipends, and
home loans provided by the GI bill (Greenberg, 1997). These
opportunities for a college education contributed to the major
growth of the professions, including the social sciences.
Many war veterans pursued graduate education, and for those
who obtained their PhD degrees, faculty positions were often
available because of the postwar economic boon and popular
demand for higher education. However, along with these
very positive national emphases on education and scientific
discovery, the nation was struggling with significant social
turmoil.

Race Relations

The educational opportunities and supportive atmosphere
that resulted from the economic boon and the GI bill were
mostly available for white males. As Ellison (1947) revealed,
racial minorities were “invisible” in spite of the break-
throughs that included the heroics of Jackie Robinson and
Willie Mays in baseball, Althea Gibson in tennis, and the
presence of Ralph Bunche at the United Nations. Based on a
history of prejudice and discrimination, the dominant social
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norms of the United States marginalized the achievements of
African Americans.

For many white Americans, the mid-1950s was a time in
which the nation’s history of discrimination against African
Americans and other socially oppressed groups could no
longer be ignored. The U.S. Supreme Court decision in
Brown vs. Board of Education in 1954 declared that separate
schools for white and black children were unconstitutional
and marked the beginning of the end of the Jim Crow laws,
originally enacted to force separation between the black and
white races. This bold and monumental judgment set into
motion a civil-rights movement that was more visible to
white Americans, with the aid of the media in its role as
a wide disseminator of information (Payne, 1995, 1997).
“Those two forces—a powerful surge among American
Blacks toward greater freedom, mostly inspired by the
Brown decision, and a quantum leap in the power of the
media—fed each other; each made the other more vital, and
the combination created what became known as ‘The Move-
ment’ ” (Halberstam, 1993, p. 429). Contrasting the simmer-
ings of the civil-rights movement, and in particular the
greater visibility of the social injustices faced by black
Americans, prime-time television programming “reflected
a world of warm-hearted, sensitive, tolerant Americans, a
world devoid of anger and meanness of spirit, and of course,
failure” (Halberstam, 1993, p. 514). Watching televised
news and entertainment was no doubt a disorienting experi-
ence for viewers trying to juxtapose these different and con-
flicting images of the nation. Moreover, television news
coverage of racist events made the country’s unsolved prob-
lems of racism more visible and threatening to the postwar
happiness.

One powerful example of the confluence of the power of
media and the growing civil-rights movement was the televi-
sion coverage of the Montgomery bus boycott after Rosa
Parks refused to sit in the back of a racially segregated bus
in Montgomery, Alabama, in 1955. The nationally televised
coverage documented both the success of the planned boycott
and recognition of the leadership Martin Luther King Jr. and
the women’s leadership group of Montgomery (Robinson,
1987). The triumph of this nationally visible event was a cat-
alyst for more public awareness, particularly in the North, of
the civil-rights movement, which had been active in the
South for several decades (Payne, 1995).

Increasing Malaise and Discontent

During this decade, more and more Americans felt incom-
plete, puzzled, or unhappy, if not depressed (Halberstam,
1993). Information was becoming easily available that doc-
umented the limitations of the post–World War II dream of

the long-awaited placid life. Events such as the McCarthy
hearings, the Korean War, and the duplicity in the U.S. State
Department undermining democracy in Guatemala con-
tributed to the feeling that, in fact, the country was facing se-
rious problems (Halberstam, 1993; Herman, 1999; Rovere,
1996; Schrecker, 1998; Zinn, 1999). Additionally, popular
novels like The Man in the Grey Flannel Suit (Wilson, 1955)
and Peyton Place (Metalious, 1956), as well as the inves-
tigative research of Betty Friedan (1963) on the social and
economic restraints of women, questioned the sense of jus-
tice in the lives of U.S. citizens. Further, the groundbreaking
inquiries into American sexual behavior by Alfred Kinsey
(1948, 1953) augmented Friedan’s reporting to raise aware-
ness about gender and sexual inequalities. Alternatively,
advances in reproductive biology by Gregory Pincus and
Hudson Hoagland created the birth control pill Enovid
(Asbell, 1995; Watkins, 1998). Clare Boothe Luce cap-
tured the significance of the Pill when she said, “Modern
woman is at last free as a man is free, to dispose of her
own body, to earn her living, to pursue the improvement of
her mind, to try a successful career” (Halberstam, 1993,
pp. 605–606). Each of these significant cultural events stimu-
lated increased awareness about societal problems as well as
provided new opportunities to pursue individual freedoms.

In sum, Americans’ beliefs, values, and goals in the 1950s
were being confronted; the alleged happiness with existing
gender roles and race relations were being questioned.
Americans were being forced to see the extent of violence
and racism that was prevalent. Members of the mental health
professions were also taking notice of these negative features
of American society. The eyes of these professionals were
being forced open. These events signified serious issues in
the country that needed addressing; it seems plausible that a
zeitgeist was emerging that called for a closer inspection and
appraisal of America’s communities.

The 1960s: Social Upheaval and the Birth
of Community Psychology

The issues of the 1950s that were becoming more visible to
the average citizen intensified during the 1960s. During the
late 1950s and 1960s, it was significant that throughout the
world “so many things happened at once” and that “ordinary
people had taken action” (Marwick, 1998, p. 803). The
simultaneous occurrence of political events and social move-
ments is a unique and significant chapter in U.S. and world
history (Howard, 1995; Isserman & Kazin, 2000). Todd
Gitlin, sociologist and coauthor of the Port Huron Statement
of the Students for Democratic Society, organized the first
national demonstration against the Vietnam War. He sum-
marized the spirit of the times of the 1960s and highlighted
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the significance of these powerful social movements and
processes as the field of community psychology was being
founded:

Freedom was far from the only objective that brought the sixties
to a boil. The other was an amalgam of equality and fraternity—
in particular, solidarity with the poor and the low caste. The civil
rights movement was the seedbed, the War on Poverty a contin-
uation, and a host of other projects from the Peace Corps to the
revolutionism of the Third World, whatever their obvious dif-
ferences, rang variations on the same theme. Throughout the
variations, the hope was to regenerate a public sphere: to univer-
salize political rights; to move the grass roots closer to power; to
animate public-mindedness; to oppose illegitimate authority in
the name of a public that was the proper source of sovereignty.
Individualism was suspect, value was placed on cooperative-
ness, collective projects, and at the maximum, “the beloved
community.” (Gitlin, 1997, pp. 291–292)

Embedded in the social upheaval of the 1960s was the
founding of the field of community psychology. Below are a
few events from 1965, the year of the Swampscott Confer-
ence and the dawn of a new psychology:

• A second mass civil rights march from Selma to
Montgomery, Alabama followed under National Guard
protection.

• President Johnson sent troops to Vietnam.

• Over 20,000 protesters attended a rally in Washington, DC
against the Vietnam War sponsored by the Students for a
Democratic Society.

• Poet Robert Lowell and others boycotted the White House
Festival of the Arts in protest against the Vietnam War.

• Cesar Chavez organized and unionized agricultural work-
ers in California.

• President Johnson signed the Voting Rights Act of 1965
into law.

• 20,000 faculty and students attended a teach-in, organized
by the Vietnam Day committee on the University of
California–Berkeley campus.

• The first draft card was publicly burned at a New York
protest organized by the War Resister’s League.

• Malcolm X was assassinated (Glennon, 1995; Morgan,
1991).

From Community Mental Health
to Community Psychology

The community mental health movement, which began in
earnest after the end of World War II, was evolving at the

same time as the civil-rights movement, the second wave of
the women’s movement, and protests against the Vietnam
War. The visibility of these political movements increased
the overall interest of citizens to be actively involved in
their communities and to become more informed about the
policies and social norms for justice. In addition to the long-
standing tradition of organizing in nonwhite and poor
communities, a history of grassroots community organizing
was gaining momentum in white and educated communities.
As these movements increased their visibility and impact,
more and more people became active in their local communi-
ties and in discussing or debating these national events. The
American consciousness was being raised about the impor-
tance of community.

In the context of the tumultuous events at the community,
societal, and political arenas throughout the 1950s and 1960s,
the mental health professions began to recognize the value
of an expanded perspective on the causes of and solutions
to mental health problems. The legitimacy of prevention of
mental health problems was presented in Action for Mental
Health (1961), a report published by the Joint Commission
on Mental Illness and Health, which was established in 1955.
Also in 1955, the NIMH convened a conference at Stanford
University (the “Stanford Conference”), which advocated for
more community and preventive services in contrast to indi-
vidual psychotherapy. Illustratively, at this conference, Erich
Lindemann, a Harvard psychoanalyst, presented his commu-
nity approach to the delivery of mental health services in
Wellesley, Massachusetts (Strother, 1956, 1987). 

By the early 1960s, NIMH, the primary source of funds
for the community mental health movement, was increasing
its efforts to develop a national agenda for community-
oriented mental health services. This agenda was developed
under the leadership of Robert Felix, the director of NIMH
and a public-health-trained psychiatrist who had planned the
initiative since the NIMH was created in 1949. In 1963, fed-
eral legislation was passed (Public Law 88-164) that enabled
communities to apply for funds to construct community men-
tal health centers, and in 1965, Congress amended the legis-
lation to provide grants for staffing these centers. NIMH staff
members were particularly interested in seeing that the core
mental health professions—psychiatry, psychology, social
work, and nursing—received training to ensure the quality of
these future community mental health services. During this
time, the community mental health movement also served
as the impetus for attention to mental disabilities as a national
issue and helped to provide states with funding to assist fam-
ilies and family members living with mental disorders.

Throughout the 1960s, community-oriented psycholo-
gists expressed discontent within the profession of clinical
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psychology (Korchin, 1976; Maher, 1988); psychotherapy
was viewed as too narrow a professional role by an increas-
ing number of community-oriented clinical psychologists.
The Chicago Conference on the Professional Preparation of
Clinical Psychologists (August 27 to September 1, 1965) af-
firmed the research role for the clinical psychologist, encour-
aged more training in child-clinical psychology, and noted
community psychology as one of the “new developments
in clinical psychology” (Hoch, Ross, & Winder, 1966). The
discontent with clinical psychology was a major contributing
issue that broadened the professional boundaries of clinical
psychology to consider community approaches to mental
health. Public Law 88-164 was the capstone for the commu-
nity mental health movement (Levine, 1981; Wagenfield,
Lemkau, & Justice, 1982). The law authorized federal match-
ing funds of $150 million over a three-year period for use by
states in constructing comprehensive community mental
health centers. These events created the primary context that
led to the convening of the Swampscott Conference in 1965,
which was aimed at increasing training opportunities for psy-
chologists to do community mental health work.

The Swampscott Conference

The Swampscott Conference, as mentioned, occurred at a
time when ordinary citizens were actively addressing various
forms of discrimination, racism, sexism, and classism in their
communities. There was increasing interest among some psy-
chologists and NIMH staff for all mental health professions
to become community oriented. Among mental health pro-
fessionals, it was apparent that the community mental health
movement had the potential to connect to these other social
movements and to promote social change.

At the conference, a growing consensus emerged among
the 39 invited participants that there was value, if not neces-
sity, for psychologists to move beyond the worldview of the
medical field, particularly from psychiatry. In contrast to a
medical emphasis, conference participants hoped that psy-
chologists would be doing research and designing prevention
programs in the community, following a public health or
community development orientation. They hoped to enable
citizens to be active participants in improving the strengths of
their communities. Many of the participants were excited that
a community perspective, which many had already adopted
individually, was now being proposed as a valid role for psy-
chologists (Klein, 1987). The conference affirmed the desire
for psychologists to be in the community as “participant con-
ceptualizers” (Bennett et al., 1966). Following the confer-
ence, organizers sent a report to chairs of all departments
of psychology across the country detailing aspects of the

conference and recommendations for training psychologists
to do community mental health work. In 1967, the Division
of Community Psychology (Division 27) was established
within the American Psychological Association (APA), and
Robert Reiff was appointed the first president (Meritt et al.,
1997). The division evolved into its current structure as the
Society for Community Research and Action as well as con-
tinuing to be affiliated with the APA. These developments,
along with creating biennial meetings and establishing com-
munication methods to members, are discussed in Meritt
et al. (1997).

Soon after the circulation of the Swampscott report,
M. Brewster Smith and Nicholas Hobbs (1966) prepared a
very important statement on the role of psychology and
the community mental health center. They wrote, “The more
closely the proposed [community mental health] centers
become integrated with the life and institutions of their com-
munities, the less the community can afford to turn over to
mental health professionals its responsibility for guiding the
center’s policies” (M. Smith & Hobbs, 1966, p. 501). This
statement, endorsed by the Council of Representatives of the
American Psychological Association in March 1966, inde-
pendently affirmed the values of the Swampscott participants.

In sum, this section described the establishment of the
field of community psychology. We propose that earlier cul-
tural and historical events and circumstances are important
contexts to help understand the field’s beginning at the 1965
Swampscott Conference. Furthermore, these same cultural
and historical events have provided a context for the emer-
gence of three major domains of the field, whose histories are
presented below. The first, working with the strengths of per-
sons and communities, has served as a guiding value for the
field’s development. Second, ecological theory has provided
a theoretical framework for the work that community psy-
chologists do. Finally, designing and conducting preventive
interventions has become the primary way in which commu-
nity psychology research has been translated into action.
Each of these three will be explored below.

STRENGTHS OF PERSONS AND COMMUNITIES

Throughout the course of the history of health and social
sciences, there has been a trend of moving from a deficits
perspective toward an emphasis on positive development
of people and their communities. More specifically, the
strengths perspective, and how it should be both defined and
addressed, has been discussed among community psycholo-
gists over the past 35 years since Swampscott (Bennett et al.,
1966; Chavis, 1993; Cowen, 1997, 2000b; Glidewell, 1977;
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Iscoe, 1974; Kelly, 1970, 1971, 2000; Klein, 1968; Novaco &
Monahan, 1980; Spivak & Shure, 1974, 1989). Within com-
munity psychology, the development of a strengths perspec-
tive has involved identifying the need to focus on the
strengths and resources of community structures and individ-
ual community members. The movement toward a strengths
perspective has involved terms from different areas of
knowledge. Relevant terms have included psychological
health (Jahoda, 1953, 1958), psychological wellness (Cowen,
1994, 1997, 2000b), competence (Danish, 1983; Glidewell,
1977; Iscoe, 1974; Spivack & Shure, 1989), and resilience
(Garmezy, 1991). For the purposes of this paper the term
“strengths” will be used to represent this perspective. This
perspective has served as a guiding principle for community
psychologists in their attempts to develop theory and plans
for action research. While a number of scholars have pursued
a strengths perspective as a specific research agenda (Cowen,
1997; Spivak & Shure, 1974, 1989; Weissberg, Caplan, &
Harwood, 1991), attention to this principle as a central value
in the field’s overall development has not been made explicit.

Highlighting both personal and community strengths and
resources became a priority for a number of researchers even
before the Swampscott Conference in 1965 (Bennett et al.,
1966; Cottrell, 1964; Jahoda, 1953, 1958; Lindemann, 1953;
Ojemann, 1957; White, 1952, 1959). Prior to the Swampscott
Conference, some participants were active in “such diverse
areas of national life as the Peace Corps, the anti-poverty
effort, [and] a broad movement into the field of education”
(Bennett et al., 1966, p. 4). These social change activities
began to stretch the traditional professional roles of psychol-
ogists, as well as the relationship between psychologists and
other community members who were not “clients.” Experi-
ences such as these urged psychologists to recognize and
appreciate the various strengths and resources that both com-
munities and their members possessed.

Lindemann’s Wellesley Project, as mentioned earlier in
this chapter, is an early exemplar of how social science could
pull together available community resources to promote the
mental health of community members (Lindemann, 1953).
The project began in 1948 and served as a model for shifting
the focus from disease to health. Understanding how personal
and community resources build on each other became imper-
ative to the success of the Wellesley program. Similarly,
Marie Jahoda, a social psychologist, proposed a focus on the
psychological health of individuals rather than a focus on
disease (1953, 1958). She advocated moving the definition of
psychological health beyond that of the absence of mental
disease, statistical normality, psychological well-being, or
sheer successful survival. Instead, Jahoda discussed defining
psychological health in context: “Psychological health . . .

manifests itself in behavior that has a promise of success
under favorable conditions” (1953, p. 351). In this way, she
supported investigating the environmental factors that both
facilitated and inhibited people from being successful, and
helped to launch research on individuals’ adaptive coping
strategies. Jahoda’s conceptualization of mental health vali-
dated the emerging strengths perspective.

Like Jahoda, Cottrell (1964), a sociologist, called for an
understanding of mental health in context, which required a
major shift in emphasis from traditional psychiatric training
or practice. In writing about the problems facing individuals,
Cottrell argued that the clinical solutions quite often held
by psychiatrists were “not likely to be comprehensive
enough for the requirements of the situation” (p. 392).
Cottrell called for a revolution in the way psychiatrists both
approached and dealt with people’s problems. This “revolu-
tion” involved identifying and strengthening the resources of
communities: “It is my expectation that in helping American
communities to discover the ways and means to become ar-
ticulate, knowledgeable, effective in achieving consensus on
values and their implementation, we are developing potent
capabilities for coping effectively” (Cottrell, 1964, p. 398).
Similar to Lindemann (1953), Cottrell believed that commu-
nities rather than psychiatrists would be best equipped to deal
with the issues faced by their members.

Lindemann, Cottrell, and Jahoda, though not explicitly
identified as community psychologists, provide examples of
social scientists moving beyond a deficits focus. They rede-
fined our conceptualization of health as not just the absence
of illness and laid the groundwork for future community psy-
chologists to apply a strengths perspective to community
research and action. As will be evident, throughout the evolu-
tion of the field’s theory and prevention research, this tenet of
community psychology has remained a consistent theme.

ECOLOGICAL THEORY

As noted in the introduction, community psychology was
cultivated during a period in which social inequalities were
being challenged because of their link to the health and men-
tal illness of individuals and the disintegration of communi-
ties. Commensurate with this philosophy of social change
experienced at a societal level, community psychologists
have advocated for understanding “human competencies and
problems . . . within the social, cultural, and historical con-
text” (Meritt et al., 1997, p. 74). This orientation, discussed in
terms of an ecological framework, represents one of the
major theoretical frameworks guiding the field of community
psychology. This framework reflects a focus on the strengths
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of individuals and a value in keeping communities healthy as
a means of improving the human condition. Representing the
current consensus on the importance of ecological context is
this quote from Kenneth Maton’s 1999 Society for Commu-
nity Research and Action Presidential Address: “Change in
individuals alone, transient changes in setting environments,
and interventions that do not ultimately impact community
and societal environments cannot in and of themselves make
much of a difference” (Maton, 2000, p. 26). This section will
review the 35-year evolution of theory and methods that
articulate the relationship between the individual and her or
his surrounding environment within the field. 

Examining individual behavior embedded in various so-
cial contexts has been a defining feature of community psy-
chology even before the field’s “official conception” in 1965
(Bennett et al., 1966). During the 1950s, environmental fac-
tors became widely acknowledged as substantial forces that
had impacted individual behavior and adjustment during
World War II as mental health professionals began to under-
stand the impact of war experiences on veterans’ mental
health (see this chapter’s opening section; Duffy & Wong,
1996; Ridenour, 1961; Sarason, 1978; Strother, 1987). Also
during this period, Kurt Lewin (1951), a social psychologist,
asserted his theory of human behavior that made the role of
environmental influence on individual behavior explicit (see
Swartz & Martin, 1997). In the field of ecological psychol-
ogy, Roger Barker (1963), a student of Lewin’s, also opposed
traditional psychological research that allowed “us to be
content with a psychology of people to the neglect of a psy-
chology of the environment of people” (p. 13). His research
program sparked discussions among psychologists on the ex-
tent to which immediate settings were the primary determi-
nants of behavior patterns (Holahan, Wilcox, Spearly, &
Campbell, 1979). Influential in Barker’s thinking about the
continuum along which the varying fields of psychology fall
in their approach to studying behavior was the work of Egon
Brunswick (Barker, 1963). The empirical work of Lewin
and Barker, in addition to the rarely acknowledged writings
of Brunswick, influenced the future direction of community
psychology theory and set the tone for extra-individually
oriented psychological study. It is important to note that
another parallel contribution to contextual thinking was the
emergence of the field of environmental psychology at about
the same time as community psychology (see Stokols, 1992;
Stokols & Altman, 1987).

Another influence on the “trend” to think contextually was
the series of Milbank Conferences held between 1952 and
1961. For example, the 1952 Milbank conference, “Interrela-
tions between the Social Environment and Psychiatric Disor-
ders,” was very influential as it provided the historical basis

for discussions about the person-in-context phenomenon
at the 1965 Swampscott Conference (Klein, 1987). This
Milbank conference surveyed nine research projects that ex-
amined the epidemiology of mental disorders and advocated
the use of community resources to address mental health
issues. One project discussed was Erich Lindemann’s Human
Relations Service of Wellesley. From his work on this
project, Klein explicitly described some of the functions of
the community and how these functions, such as providing
and distributing living space and shelter, distributing neces-
sary goods and services, maintaining safety and order, and
educating and acculturating newcomers, could impact com-
munity members. In this way, Lindemann and Klein took
great steps toward establishing how the community could be
seen and explored as a resource or strength in the develop-
ment of individuals.

In the early 1960s, Seymour Sarason, a clinical psy-
chologist by training, was showing psychologists how to do
community-based work (Levine, Reppucci, & Weinstein,
1990; Reppucci, 1990; Sarason, 1995). The Yale Psycho-
Educational Clinic that he directed illustrated an approach to
intervention that targeted settings rather than individuals
alone (Sarason, 1972, 1976; Sarason, Levine, Goldenberg,
Cherlin, & Bennett, 1966). Sarason contributed greatly to the
field’s emphasis on contextual factors and made explicit the
relationship between individual behavior and community set-
tings. The innovative work of Sarason and Lindemann set the
stage for ideas expressed at the Swampscott Conference
more than 10 years later and fostered the work of future eco-
logically minded community psychologists. 

Ecological Inquiry as a Defining Focus
for Community Psychology

At the 1965 Swampscott Conference, community psychol-
ogy was launched, and the goal to understand the context in
which human behavior occurs was hailed as one of the field’s
primary focuses. As noted in the Swampscott report, the new
field of community psychology was defined as “the study of
general psychological processes that link social systems with
individual behavior in complex interaction” (Bennett et al.,
1966, p. 7). The topic of the social environment was om-
nipresent at the conference because of prior scholarly and
professional activities such as the convening of the prior
Milbank Conferences, the creation of the NIMH, and the re-
cruitment of psychologists dedicated to these new initiatives
within the NIMH. Despite the seemingly unanimous consen-
sus on the valuing of contextual analysis, issues of training
and practice for community psychologists prompted discus-
sions around such questions as “Through what frameworks
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should community psychologists conduct ecological and
contextual analyses?”

Following the Swampscott Conference, the answer to this
question has primarily been the “Ecological Framework.”
Though the history of ecological theory began, in practice, in
the 1930s with the work of Lewin (see Swartz & Martin,
1997), the tradition of ecological thought in the context of
community psychology research and intervention began in
the 1960s with the work of James G. Kelly and colleagues
(Kelly, 1966, 1968; Trickett, Kelly, & Todd, 1972). Inspired
by Barker, Kelly’s (1967, 1968) translation of concepts from
biological ecology to the human social system gave commu-
nity psychologists a theoretical framework for both research
and intervention from which they could begin to conceptual-
ize persons-in-context. Kelly (1970, 1971, 1986) discussed
the purpose of ecologically oriented community research to
understand those social processes that promote the health and
well-being of individuals and organizations: “The prospect of
obtaining knowledge about the positive development of per-
sons in natural settings could be increased if psychologists
worked to create empirical data about the ways in which
communities evolve and how they establish criteria and
norms” (Kelly, 1971, p. 135). He suggested that future com-
munity psychologists be trained to recognize the existing re-
sources in communities and understand how these resources
contribute to the success of community members. Under-
standing these processes has many implications for interven-
tion initiatives, as intervention efforts are expected to be
more successful when focused on supporting the natural
strengths in a community (Cowen, 2000b; Kelly, 1968; Kelly
et al., 1988).

To illustrate, one setting selected to elaborate the ecologi-
cal perspective was schools (Chesler & Fox, 1966; Edwards &
Kelly, 1980; Kelly, 1968; B. E. Long, 1968; Schmuck,
Chesler, & Lippitt, 1966; Trickett et al., 1972). These authors
worked to identify systems-level resources and their impact
on the positive development of children. Specifically, Kelly
and colleagues (1968, 1979; Edwards & Kelly, 1980) applied
the framework to expand the understanding of the impacts of
high school settings on students’ behaviors and advance
thinking on the use of natural resources of high schools.
These scholars made meaningful contributions to the process
of conceptualizing and researching human behavior with
their sharp contrast to traditional psychological modes of
conducting research in which “context stripping” has been
part and parcel in methods of experimental design (Mishler,
1979, p. 2).

Within the field of developmental psychology, the work of
Urie Brofennbrenner made another contribution to the field’s
conceptualization of the person-in-context. Though this theory

evolved after and separately from the ecological metaphor
described by Kelly and his colleagues, Bronfenbrenner’s
developmental-ecological model also departed from Barker’s
work in the 1950s. He supported the idea that “human devel-
opment is a product of interaction between the growing human
organism and its environment” and critiqued the larger field of
psychology for focusing on “the person and only the most rudi-
mentary conception and characterization of the environment in
which the person is found” (Brofenbrenner, 1979, p. 16).

Following the theoretical and empirical work of Barker,
Kelly, and Brofenbrenner, the emphasis on studying context
and its influence on a person’s behavior became formalized in
community psychology. However, issues arose in applying
these concepts to conducting research. Tensions arose around
the extent to which the field was still wedded to individually
oriented research and practice. Beginning in 1967, a series of
conferences began to address these concerns. As Ira Iscoe
(1997) said, “There was a noted malaise that Community
Psychology was not moving ahead . . . and such terms as the
need to abandon psychic determinism for a recognition of
the environmental factors was stressed” (p. 7). In 1975, the
Austin Conference was sponsored by the University of Texas
at Austin and NIMH to “critically assess the many problems
facing community psychology and to examine community
psychology’s conceptual independence from both clinical
psychology and community mental health” (Iscoe, 1975,
p. 1193). The planning committee of Iscoe, Bernard Bloom,
Charles Spielberger, and Brian Wilcox invited 139 partici-
pants with an emphasis on recruiting new PhD’s and ethnic
minority psychologists (Iscoe, Bloom, & Spielberger, 1977).
Again the field was hearing the call to address the lack of
innovation in contextual analysis.

Ecological Assessment

Though discontent within the field around its insistent preoc-
cupation with individual-oriented variables was expressed,
several notable scholars at the time paved the way to assess-
ing contextual variables. In the 1970s, Rudolph Moos and
Edison Trickett were among the first to develop methodolo-
gies for assessing context with the “environment scales.”
Various forms of this scale have been developed to assess the
perceived climate of different environments such as class-
rooms (Trickett & Quinlan, 1979), family environments
(Moos, 1974; Moos & Moos, 1984), work settings (Moos,
1974), and group settings (Moos, 1974). The valuable work
of Moos and his colleagues made explicit the role of the en-
vironment in the study of behaviors of individuals. Though
Moos and Lemke (1996) later expanded the conceptualiza-
tion of environmental assessment, a critique of this approach
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had been that the scales were truly reflective of setting mem-
bers’ ratings of satisfaction with the setting rather than actual
characteristics of the setting (see Linney, 2000, for a more
detailed discussion).

As the field matured into the 1980s, community psycholo-
gists began to advocate for the development of more methods
that would assess the environment at an extra-individual level
(Seidman, 1988; Shinn, 1990) and have devoted conferences,
such as the 1988 Chicago Conference, to issues of theories and
methods within the community psychology framework. At
this conference, particularly notable was Edward Seidman’s
discussion of “social regularities,” a theoretical construct that
attended to the variation of individual behavior across con-
texts and over time (Linney, 1986; Seidman, 1988, 1990).

Furthering the theories established by the ecological
framework, which highlight communities and their strengths,
Chavis & Wandersman (1990) discussed improving the fit
between people and their communities. Instead of focusing
on the “people” part of the equation, they focused on the
communities: “Strengthening the ability of these institu-
tions to live up to the dreams of their members must be our
goal” (Chavis, 1993, p. 172). Whitman, White, O’Mara, and
Goeke-Morey (1999) also studied how the environment can
assist in or detract from the development of infants. Contra-
dicting previous assumptions that these infants were unaf-
fected by their surroundings, they showed how to build on
existing environmental resources to positively impact their
development. Identifying environmental resources and how
they may contribute to this positive development continues to
be an important goal for community psychologists.

Tensions around the Need to Address Diversity
in Ecological Research

In addition to assessing environments, both physical and
psychological, community psychologists have also sought to
integrate ecological theory into research through the study of
culture. Steele, Trickett, and Labarta (1981) suggested that a
focus on culture is congruent with an ecological approach
because “attention paid to the interaction of person and envi-
ronment, provides a framework from which to examine the
functional aspects of behaviors and structures in culturally
diverse environments” (p. 5). This line of inquiry seeks to
contextualize knowledge of individual behavior.

As yet, community psychology as a discipline has not made
substantial progress to understand social problems in the con-
text of cultural norms and values. Community psychologists
are part of a larger context of psychologists that have long
been criticized for not respecting diversity and viewing devia-
tions from white culture as problematic. Kingry-Westergaard

and Kelly (1990) argued that this disparity could be resolved if
community psychologists abandoned their positivist mind-
sets and attended to the varying realities in which people
live and behave. Echoing the contextualist framework
posited by Kingry-Westergaard and Kelly, Trickett, Watts,
and Birman (1994) suggested that the very reason that com-
munity psychology has not addressed issues related to diver-
sity is psychologists have been resistant to shifting their
paradigms to a more contextualist perspective. An example of
an exemplary recent effort is the work of Morris, Shinn, and
Dumont to identify contextual factors affecting the organiza-
tional commitment of diverse police officers. One of their
findings indicated that ethnicity and gender were important
factors in understanding police officers’ organizational com-
mitments (Morris, Shinn, & DuMont, 1999).

Congruent with the contextualist philosophy and ecologi-
cal theory, the use of qualitative methods in community psy-
chology research has gradually become more widespread. In
the early 1980s, with the work of Holahan and Moos (1982),
community psychologists were publishing qualitative work
in the field’s peer review journals (Cherniss, 1989; McGhee,
1984; Potasznik & Nelson, 1984). Methodologies that
most often require qualitative methods of analysis, such as
participant-observation and the use of narratives, have been
used to understand and describe social settings (Rappaport,
1995). In 1998, K. Miller and Banyard edited a special issue
of the American Journal of Community Psychology (AJCP)
dedicated to the use of qualitative methods and illustrated
the multiple ways nontraditional methods could be used in
the field’s efforts to contextualize our understanding of indi-
vidual behavior (K. Miller & Banyard, 1998). For example,
among these articles was one that focused on understanding
the educational achievement of young African American
men within their ecology, including familial, communal, and
cultural contexts (Maton, Hrabowski, & Greif, 1998). In ad-
dition, many contemporary community psychologists are
illustrating ways to approach the study of the person-in-
context through the use of both qualitative and quantitative
methods. The research of Rebecca Campbell (1998) is exem-
plary. She has sought to understand the relationships between
social system responses to rape survivors and the experiences
of the survivors through the integration of quantitative and
qualitative methods. As the field evolves into the twenty-first
century, multimethod approaches will hopefully become
more common as the field recognizes the extent to which the
context in which we collect information about individuals
and communities, including the methods used, influences our
findings and conclusions. Thus, opening up the methods tool-
box will undoubtedly broaden and deepen our understanding
of social phenomena.
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PREVENTIVE INTERVENTIONS

Paralleling the development of frameworks and methods that
represent an ecological orientation, efforts toward translating
community research into action have been an integral part of
the field’s history through the design and implementation of
preventive interventions. The history of prevention research
in the United States is a history of cultural changes, such as
the emergence of public health as an approach to disease pre-
vention and health promotion in the 1920s (Rosen, 1993).
The role of citizen advocates for prevention research also has
been critical in defining the practice of prevention (B. B.
Long, 1989). In addition, private foundations and the found-
ing of the NIMH gave prevention prominent attention
(Levine, 1981). The creation of the Joint Commission on
Mental Illness and Health to review the nation’s mental
health contributed to the gradual emergence of prevention as
a national priority in the 1960s (Goldston, 1995). Brief com-
ments will be made about each of these factors and events
prior to the Swampscott Conference, after which, the concept
of prevention will be reviewed as a defining focus for com-
munity psychology. For further discussions of the history of
prevention, the reader is referred to sources such as Caplan
(1969), Levine (1981), Levine and Perkins (1997), and
Spaulding and Balch (1983).

The emergence of prevention in the United States has
benefited from a long history of the social consciousness of
citizens and citizen groups. Notable preventionists include
Dorothea Dix, Clifford Beers, Jane Addams, the General
Federation of Women’s Clubs, the National Association of
Colored Women, and, more recently, Beverly Long, among
others (Beers, 1908; Brinkley, 1993; Dain, 1980; B. B. Long,
1989; Ridenour, 1961). These citizens, most often women,
campaigned to improve the quality of community-based ser-
vices by shifting the aim to prevention programming for the
poor and less formally educated. In 1909, the founding of the
National Mental Health Association meant that, at both na-
tional and local levels, advocates for prevention could draw
on voluntary organizations to create forums and make it eas-
ier for citizens to lobby legislatures for improved community-
based prevention services (Ridenour, 1961).

National policy began to emphasize prevention of chronic
diseases such as cancer, heart disease, and mental illness just
before World War II (Levine, 1981). The aim of public health
practice, to reduce the number of new casualties of a disease
in a community, began to be applied to mental diseases at the
time of the war. From this public health perspective, scientists
developed the concepts of primary, secondary, and tertiary
prevention (Leavell & Clark, 1965). These terms referred
to taking measures to reduce systemic factors to prevent a

problem from occurring (primary prevention); reducing a
problem from occurring for persons who have already estab-
lished risk factors for that problem (secondary prevention);
and reducing the opportunities for reappearance of a problem
for these persons (tertiary prevention). Recently these three
prevention concepts have been elaborated and discussed in
terms of risk, protection, resilience, strengths, and thriving
(Dalton et al., 2000).

World War II created an opportunity for mental health pro-
fessionals to observe the salience of public health approaches
to mental health (G. Caplan, 1964). Mental health profes-
sionals discovered that short-term therapeutic services could
reduce the number of soldiers succumbing to the stress of
battle (Grob, 1991). Given this finding, multidisciplinary
mental health teams began to organize services at or near
battlefields to reduce future mental breakdowns and hospital-
izations among soldiers (Glass, 1958). The rehabilitation of
soldiers in the armed services impacted the practice of men-
tal health services on the home front.

The experiences of mental health professionals in World
War II emphasized the significance of contextual factors
(e.g., war conditions) rather than only individual and consti-
tutional factors for the expression of mental health problems
(Grob, 1991). After the war and with a more active public
health orientation, early detection and prevention of mental
problems became operational in the mental health system. In
adopting more active and community-oriented preventive in-
terventions, mental health professionals became more aware
of the qualities of communities where interventions would
take place. Adding a focus on the qualities of communities in-
creased the sensitivities of clinicians about the relationship
between the mental health of individuals and the characteris-
tics of communities (Grob, 1991).

After World War II, the prevention perspective was bol-
stered by a combination of federal, local, and professional
interests, as well as strong support from private foundations
and national lobbying organizations (Levine & Perkins,
1997). In 1955, the congressionally mandated review of the
nation’s mental health services gave further prominence to
prevention via the work of the Joint Commission on Mental
Illness and Health. As a result of the availability of increased
funds, prevention-oriented psychologists had the resources to
develop programs and research. Research groups began em-
phasizing prevention research and services. For example,
Ralph Ojemann (1957) at the State University of Iowa
organized conferences beginning in 1957 that brought to-
gether prevention researchers interested in prevention in the
schools. The St. Louis County Mental Health Department pi-
oneered a systematic effort to assess the benefits of a preven-
tive school mental health program (Gildea, 1959; Glidewell,
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1995). Paul Lemkau (1955), a public health psychiatrist,
taught mental health professionals public health approaches
to prevention at the Johns Hopkins University School of
Public Health. A pioneer community psychologist at the Uni-
versity of Rochester, Emory Cowen, began school-based
prevention work in the 1950s with elementary school
children who were showing signs of academic difficulties
(Cicchetti, Rappaport, Sandler, & Weissberg, 2000; Cowen,
1997, 2000a, 2000b; Cowen, Hightower, Pedro-Caroll,
Work, & Wyman, 1996). Each of these early efforts, in com-
bination, helped to create the supportive background and
commitment for the passage of the Community Mental
Health Services Act of 1963. This act included prevention as
one of the 10 essential services.

Prevention as a Defining Focus
for Community Psychology

As stated earlier in the chapter, the Swampscott report em-
phasized prevention as a defining element of the field. Since
the Swampscott Conference, the prevention perspective has
become institutionalized and formalized within the field of
community psychology. This institutionalization of preven-
tion has occurred through the establishment of prevention-
focused conferences, participation of psychologists in federal
commissions, and the development of professional organiza-
tions and interest groups dedicated to prevention activities. 

At one such conference, the 1975 Austin Conference, par-
ticipants repeatedly expressed the need to identify and mobi-
lize the existing strengths and resources in a community as a
primary intervention approach (Iscoe, 1975). One working
group focused on intervention and preventive models and
discussed “competency-based programs” that aimed at in-
creasing the capacity of community members. Participants
also emphasized the role of the community psychologist as
“increasing clients’ access to resources, and promoting equal
distributions of resources” (Iscoe, 1975, p. 5). This encour-
aged the growth of “an awareness of professional responsi-
bility to the client and community” (Iscoe, 1975, p. 8).
Conference participants continued the discussions of moving
away from the disease–treatment model to a new service de-
livery system that would focus on promoting wellness and
disease prevention, and adapted an educational (training)
model rather than a treatment orientation. 

Also in 1975, George Albee, an author of one of the
influential Joint Commission publications (Albee, 1959)
convened the First Annual Vermont Conference on Primary
Prevention. These conferences, initially funded by the Waters
Foundation and later the NIMH, created opportunities for
researchers and practitioners to focus on the details of

prevention research and preventive interventions for a span
of over 15 years (Kessler & Goldston, 1986; Kessler,
Goldston, & Joffe, 1992). The Vermont Conferences were
also important because they brought together persons of dif-
ferent disciplines, including those from local and state pre-
vention programs, who had roles in policy development for
mental health services. The ability of preventionists, includ-
ing community psychologists, to influence policy at local and
national levels was essential for the widespread application
of a prevention orientation to mental health services. For
example, psychologists’ contribution on The Prevention Task
Force Report of the Carter Commission on Mental Health
Services in 1978 was influential in emphasizing the signifi-
cance of prevention, as the report recommended the creation
of field stations to do prevention research (Levine & Perkins,
1997).

Prevention was further legitimized with the creation of the
Center for Prevention Research at NIMH in 1982. Under the
leadership of Mort Silverman, research grants became avail-
able to fund Prevention Research Centers. These centers gen-
erated prevention research sites, including those at Arizona
State University, the University of Michigan, Johns Hopkins
University, Albert Einstein College of Medicine, and the
Oregon Social Learning Center. Consistent with the mission of
NIMH, much of the emphasis of these centers was to prevent
mental disorders, such as conduct problems, substance abuse,
and depression. Much of this research has been published in
scientific journals (e.g., Koretz, 1991) and has informed the
field on state-of-the-art advances in the field of prevention.

While theoretical discussions surrounding prevention
focused on communities and community members, empiri-
cally driven prevention research continued to focus primarily
on building the personal competencies of individuals. For ex-
ample, Spivack and Shure’s (1974, 1985) groundbreaking
competence-building intervention, Interpersonal Cognitive
Problem Solving (ICPS), sought to build a set of skills in
young children in order to maximize their adjustment and in-
terpersonal effectiveness. This intervention was based on a
number of problem-solving skills identified in adjusted chil-
dren and attempted to further promote these natural strategies.
After finding ICPS to be relevant to a variety of populations,
Shure spoke of the “central role that interpersonal compe-
tence plays in human adjustment, and the place of ICPS in that
competence” (Spivack & Shure, 1985, pp. 230–231). Build-
ing specifically on the work of Spivack and Shure, Weissberg
et al. (1981) developed a skills-building intervention called
the Social Problem-Solving Skills (SPS). SPS sought to teach
a group of second-, third-, and fourth-grade students a number
of skills designed to build their social problem-solving skills
and eventually improve their adjustment. Central to their
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conceptual model was the relationship between building
skills and behavioral adjustment. They found SPS increased
students’ social problem skills and behavioral adjustment
independently. Weissberg et al. noted the importance of the
findings and sought to encourage those factors in children that
were found to mediate adjustment.

Through the availability of increased funding from both
federal and private foundations, more investigators were able
to launch prevention trials. One of the concepts that helped to
bridge past research with the emphasis on prevention was the
concept of social support (Barrera, 2000; Vaux, 1988). In
early efforts at developing prevention services, psychologists
realized that recipients of prevention efforts benefited from
the active presence and caring of others. Community psy-
chologists became active contributors to this literature and
helped to establish the constructs of social support, mutual
help, and self-help as essential variables in prevention pro-
gramming (Levy, 2000). Examples of this type of work were
included in a 1991 special issue of the AJCP (Borkman,
1991). These contributions encouraged moving away from a
disease orientation to analyses of factors contributing to indi-
vidual positive health.

As mentioned earlier, Cowen has been a leading propo-
nent for the concept of wellness as a way to build a scientific
basis for discourse on and actions toward positive health
(Cicchetti et al., 2000; Cowen, 2000b). In the most recent
published literature relating to strengths and resources,
Cowen (2000b) continued to assert psychological wellness as
a primary focus for community psychologists, as he has over
the past four decades. He discussed three main terms that
have been used in connection with this concept, including
competence, empowerment, and heightened resilience in
children: “These phenotypically disparate concepts . . . find
genotypic synchrony in a framework in which routes to psy-
chological wellness is the overarching phenomenon of inter-
est” (p. 90). Cowen also advocated examining both the
personal and environmental contributors to psychological
wellness and discussed a number of sources of influence over
people’s psychological wellness, including the family con-
text, the child’s total educational experience, significant so-
cial settings and systems in which a person interacts, and the
broad societal surround.

In the last two decades, community psychologists have
developed multiple conceptions and highlighted various
facets of the prevention perspective. In his 1980 presidential
address to the Society for Community Research and Action
(SCRA, Division 27 of the APA), Julian Rappaport pre-
sented the concept of empowerment as an alternative to the
traditional medical and disease orientation of prevention
research (Rappaport, 1981; Zimmerman, 1990, 1995, 2000;

Zimmerman & Rappaport, 1988). Articulating an emerging
mood, he questioned the clinical heritage of prevention and
advocated for prevention work to be a community and en-
abling enterprise, an enterprise consistent with the values
expressed at Swampscott. Tableman (1989) emphasized the
significance of pragmatic processes of prevention programs
in her Distinguished Practice Award address to SCRA in
1988. She challenged community psychologists to emphasize
the long-term implementation of prevention programs and
not just focus on the one-time demonstration of a particular
project (Tableman, 1989).

Tensions around Two Types of Prevention Research:
Prevention Science and Action Research

Two contrasting approaches have emerged within the domain
of prevention: prevention science and action research. The
prevention scientist focuses on the technology of the inter-
vention, precision of the measuring instruments, and the
search to control confounding variables as much as possible
so as to establish the validity of the intervention. In general,
classical experimental research designs are employed. In this
work, the focus is to generate testable hypotheses and rigor-
ous quantitative analyses to be precise about the efficacy
of interventions. This approach is fundamentally concerned
with the development of measurement techniques and statis-
tical analyses, with an eye toward advancing knowledge
for the professions and increasing the scientific status of pre-
vention research among the social sciences.

Professional and scientific journals are replete with stud-
ies conducted from the perspective of the prevention scien-
tist. For example, a 1991 special issue of the AJCP presents a
review of issues related to prevention science, including such
topics as validity, short-term versus long-term effects, and the
place of random assignment in community trials (Jansen &
Johnson, 1993). Also in the AJCP (Kellam, Koretz, &
Moscicki, 1999a, 1999b), recently published work from a
conference on Prevention Science held at Johns Hopkins
University in December 1994 includes: (1) results of school-
and community-based randomized field trials; (2) studies
of antecedent risk factors in the individual and social context;
and (3) designs for future prevention trials.

In contrast to the work of the prevention scientist, the
action researcher focuses upon understanding the commu-
nity, often the host for the prevention program, so as to
develop community-based and community-sensitive pro-
grams. Swampscott Conference participants recognized the
need to use community members as resources in the research
process. “The conference was stimulated by Reiff’s discus-
sion of the indigenous nonprofessional,” and researchers
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were beginning to see community members as “effective
change agents” within their own neighborhoods (Bennett
et al., 1966, p. 16). Community researchers envisioned com-
munity members serving a double purpose. First, they would
assist in promoting researchers’ credibility and help re-
searchers maintain rapport with members of the community.
Second, these indigenous nonprofessionals possessed skills
that community researchers did not, including their intimate
knowledge about their own community. Through their sub-
jective analyses of their experiences, community members
served as resources to their communities’ health by providing
researchers valuable information about the community, its
needs, and its natural processes in efforts to develop contex-
tually grounded interventions.

The action researcher may employ multiple methods
of assessment, including both qualitative and quantitative
techniques (K. Miller & Banyard, 1998). In general, this re-
searcher attempts to define a closer relationship between pre-
vention research and the communities where the prevention
research is occurring (Kelly et al., 1988; Reason & Bradbury,
2001). Community-based action research places emphasis on
collaborating with citizens to generate prevention services;
the needs of the community are as equally salient as the sci-
entific status of the research.

In recent years, community psychologists have consis-
tently advocated for active community participation in pre-
vention research, a trademark of action-oriented research
(Muehrer, 1997; L. Smith, 1999). In his 1997 Sarason Award
address, Murray Levine (1998) affirmed that effective pre-
ventive interventions should be “built on our understanding
of the psychological sense of community” (p. 203), ideas
expressed many years before by Seymour Sarason (Sarason,
1981, 1988). Similarly, Leonard Jason (1998) made a strong
plea for collaboration with community organizations and cit-
izens in his Distinguished Award address to the SCRA in
1997.

As community psychologists become more invested in
working in communities, more attention is likely to be
devoted to listening to the community rather then seeing
communities primarily as places to test out scientific ideas
(Seidman, Hughes, & Williams, 1993). For example, these
community-centered approaches have been found to be es-
sential in working in communities impacted by HIV/AIDS
due to the culturally bound implications of preventive
interventions (Icard, Schilling, El-Bassel, & Young, 1992;
R. Miller, Klotz, & Eckholdt, 1998; Peterson, Coates,
Catania, & Hauck, 1996). In the action research approach, the
community psychologist is viewed as one resource among
many contributors, in contrast to the prevention scientist who
is viewed as the primary expert.

The differences in approaches between the prevention sci-
entist and the action researcher reflect the differences in val-
ues of the contrasting paradigms. The tensions germinating
from these two paradigms are so disparate that they may not
be reconciled in the immediate future. Instead, these two
alternative points of view about understanding the efficacy of
prevention programs are likely to continue to develop side by
side. Interestingly, these contrasting approaches to preven-
tion have parallels to research with cultural groups. Ana
Marie Cauce and colleagues have framed these differences as
the cultural equivalence approach and the cultural variance
approach. The first approach assumes that all people are
essentially similar except for differences in life circum-
stances. The second approach holds that the unique back-
ground and experiences of each subminority group produces
fundamental differences in risk and protective factors
(Cauce, Coronado, & Watson, 1998; Roosa & Gonzales,
2000). The challenge for the future is whether the second
approach will achieve increased attention as a viable and al-
ternative view of prevention.

CONCLUSION

The history of community psychology is unique in the history
of psychology. Like other fields, the development of commu-
nity psychology is not just a history of the profession but also
a reflection of the interaction of social and cultural events and
discontent within the broader field of psychology. At a time
when the nation was experiencing a cultural revolution, psy-
chologists with a community orientation were questioning the
status quo of the field. Community psychologists protested
the medical- and disease-driven model of the mental health
professions, particularly psychiatry and clinical psychology,
and rallied for ecologically sound interventions targeting
social systems and institutions rather than individuals.

In this chapter, we aimed to understand the context and
domains that have been essential to the development of the
field in a historical and social context. We began this en-
deavor with a brief historical analysis of events leading up to
the founding of the field in 1965. The founding of the field
occurred during an awesome time in U.S. history. Though it
emerged in the liberal fervor of the 1960s, psychologists’
calls for social action, social change, and social justice can be
traced to social events of the 1940s and 1950s. Events such as
World War II and the growing malaise of the 1950s, accom-
panied by the increasing discontent among oppressed groups
such as women and racial minorities, sparked creativity, in-
novation, and protest in many areas of American life, includ-
ing within the mental health professions. The zeitgeist of the
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1950s and 1960s suggests bases for the interests of citizens,
including psychologists, to create such a distinct enterprise as
community psychology. 

Embedded in the spirit of the times, the founding of com-
munity psychology at the Swampscott Conference was sup-
ported by at least two decades of exploration into community
approaches to mental health service provision. The 20 years
of scholarly and professional achievements illuminated the
connections among social structure, health, and the delivery
of community and preventive services. The founding and de-
velopment of the field both reflected and fostered a paradigm
shift in the practice of psychology. Community psychology
represented new ways to conceptualize mental illness and
mental health and news ways to approach individual, sys-
tems, and social changes. Specifically, shifts in conceptual
orientation demanded that efforts to develop theories and
preventive interventions be viewed through a nondeficits
model—a model of promoting strengths of communities and
individual community members.

Wehaveframedthefield’sdevelopmentof theoryandaction
in terms of enhancing individual and community strengths.
Community psychologists like Cowen and Weissberg have
made promoting wellness through preventive interventions
with an ecological orientation. Ecological theorists have also
suggested specific connections to a strengths perspective, most
recently in the ideas of Kelly (2000). Preventive intervention-
ists are increasingly advocating for the inherent connection
between this strengths perspective and their work (Seidman
et al., 1999; Zimmerman, Ramirez-Valles, & Maton, 1999).
The thesis of this chapter lies in the multiple ways that traces of
the principle of the interdependence of a strengths perspective
with ecological concepts and preventive interventions have
defined a major core of the work implemented throughout the
field’s history.

The importance of the strengths perspective in community
psychology is illustrated by the number of community psy-
chologists who have commented on the challenge of deve-
loping a competence approach in community research and
practice. At the symposium celebrating the 20th anniversary
of the field, Kelly (1987) echoed the Swampscott Conference
participants’ articulation of a need for a broader definition of
health and well-being. Strother (1987) discussed how the tone
at the time of Swampscott had allowed for an emphasis on the
maintenance of health rather than a sole focus on illness.
Klein (1987) repeated some of Lindemann’s thoughts by em-
phasizing that prevention or mental health promotion, the
most cost-effective early treatments, would result from fo-
cused efforts to enhance individuals’ natural support systems.
Also during this time, several chapters in the Annual Review
of Psychology focused attention on the issue of bringing a

strengths perspective into preventive interventions (Gesten &
Jason, 1987; Iscoe & Harris, 1984; Kelly, Snowden, & Munoz,
1977; Levine, Toro, & Perkins, 1993).

Considering the ecological perspective as described by
Kelly, Trickett, and colleagues and actualized by other noted
community psychologists, we see an inherent connection
between a strengths perspective and viewing the person in
context. As the strengths orientation prescribes that we attend
to the functional roles played by individuals and community
structures, so does ecologically valid work that explicitly
acknowledges the interdependent relationship between com-
munity citizens and the multiple levels of their environments.
Furthermore, the link between a strengths perspective and
ecological thinking is evident in the field’s translation of
research into action via preventive interventions and action
research. Community psychologists have illustrated such a
connection through interventions that focus on building com-
munity capacity or promoting individual strengths as strate-
gies to prevent social problems or disease.

We hope that by highlighting some of the social events
and movements that framed the emergence of the field, future
scholars can build from this enterprise. The future of com-
munity psychology is bound not only by its social, political,
and professional contexts but also by its past. Understanding
the confluence of historical events and processes that con-
tributed to the evolution of community psychology can
provide us with the insight and knowledge to continue col-
laborative research with communities that ecologically
assesses problems and competencies in efforts to prevent
social problems and promote wellness.
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Health psychology is the aggregate of the specific educational,
scientific, and professional contributions of the discipline of psy-
chology to the promotion and maintenance of health, the preven-
tion and treatment of illness, the identification of etiologic and
diagnostic correlates of health, illness and related dysfunction,
and the analysis and improvement of the health care system and
health policy formation. (Matarazzo, 1980, 1982, 2001)

Health psychology is distinguished from behavioral medicine
in that the latter is an interdisciplinary field examining rela-
tionships between behavior and health and is not limited to
psychology. Yet health psychology does have foundations in
other health and social sciences. Its core knowledge base
involves the integration of biological, cognitive, affective,
social and psychological bases of behavior with biological,
cognitive, affective, social, and psychological bases of health
and disease. Health psychology also includes knowledge
of health policy and the organization of health care delivery
systems. It is a very broad field, characterized by studies in
health behavior, behavioral risk factors for illness, response
to illness, the impact of social support on health, culture
and health, physician-patient relationships, psychoneuroim-
munology, and psychophysiology among others.

Clinical health psychology is the term used for application
of health psychology in professional practice. This specialty

is dedicated to both the development of knowledge and
the delivery to individuals, families, and health care systems
of high quality services based on that knowledge (APA,
1997).

ROOTS OF THE FIELD

The roots of health psychology are in the history of mind–body
relationships along with those of other fields such as phi-
losophy, theology, mathematics, astrology, and medicine.
Mind–body relationships were very much the concern of
priests, alchemists, shamans, or healers, and throughout his-
tory a multiplicity of views converged in two alternating ap-
proaches: a unitary view that postulates that mind and body are
indivisible and a dualistic view that sees them as separate enti-
ties. The roots of health psychology can be traced back to the
unitary view of mind–body relationships (Taylor, 1999).

Our knowledge of prehistoric societies indicates that hu-
mans considered mind and body as a unit, attributing physi-
cal and mental illnesses to demonic possession or evil spirits.
The early writings of Hebrews, Egyptians, and Chinese
confirmed this supernatural view of causality. Stone Age ar-
chaeological findings in Europe and South America show ev-
idence of a surgical procedure called trephination that some
claim shamans used to allow evil forces to leave the body
(Selling, 1940).

In ancient Greece, the unitary view evolved to include nat-
uralistic causes of disease, opening the way to modern medi-
cine. Plato (427–347 B.C.) wrote that “it is not proper to cure

We are thankful to John Weinman, Ad Kaptein, Ralf Schwarzer,
Hannah McGee, and Marie Johnston for their helpful comments on
an earlier version of the manuscript and providing historical infor-
mation regarding the development of Health Psychology in Europe.
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the eyes without the head, nor the head without the body,
so neither it is proper to cure the body without the soul.”
Aristotle, in 350 B.C., observed how emotions like joy, fear,
anger, and courage affect the body, thus linking bodily
processes to emotional states (Gentry & Matarazzo, 1981;
Lipsitt, 1999). However, it was the Greek physician
Hippocrates (460–377 B.C.), often called the father of modern
medicine, who proposed a humoral theory of illness later ex-
panded by Galen (A.D. 129–199). This was a hydraulic model
that postulated that disease would result from the imbalance
of four bodily fluids or humors—blood, black bile, yellow
bile, and phlegm (Lipowski, 1986). Galen proposed four per-
sonality types based on the predominance of one of the four
humors (choleric, melancholic, sanguine, and phlegmatic);
these types permeated European personality theories for cen-
turies thereafter. In sum, the ancient Greeks believed that
mind and body were part of one system, that a balance be-
tween physical and emotional states was fundamental to
health, and that psychological factors could influence bodily
functions or even cause disease.

Lyons and Petrucelli (1978) describe a Greek legend that
illustrates the role of behavior and balance in health and ill-
ness. According to this myth, Zeus, the chief Olympian god,
brought the healer Asclepius into the heavens because of his
healing abilities. Asclepius became a half-god and had two
famous daughters, Hygeia and Panacea. Hygeia was the god-
dess of health and prevention; she taught the Greeks they
could be healthy if they were moderate in all forms of behav-
ior. Panacea was the goddess of medicine; she represented
the continuous search for treatment of all illnesses (cited by
Maes & Van Elderen, 1998, p. 591). These views were
adopted by Roman physicians and influenced Greek and
Roman healing practices that included medical and psycho-
logical approaches such as exercise, massage, music, a warm
and soothing atmosphere, and the like.

In the Middle Ages, a holistic view of mind–body relation-
ships was reflected in the supernatural view of causality and
treatment, but holism began losing credibility as the separa-
tion between church and state became more evident and med-
ical views of illness emerged. With this separation also came
the belief that mind and body were separate entities, or what
is known as dualism. During the Renaissance, the philoso-
pher Descartes (1596–1650) proposed what is now referred to
as Cartesian dualism: the premise that mind and body are
separate entities and that the explanations for bodily pro-
cesses are to be found in the body itself. By emphasizing the
materialism of the body, Cartesian dualism de-emphasized
the importance of emotions in health (Lipsitt, 1999).

The development of physical medicine consolidated a du-
alistic approach that then became the predominant model for

medical science and practice in much of Western civilization.
The work of the Dutch physician Vesalius in the 1500s
marked the development of science in anatomy and physiol-
ogy, highlighting the importance of the scientific method and
experimentation. In the seventeenth and eighteenth centuries,
Antonie van Leeuwenhoek’s work on microscopy and
Giovanni Morgagni’s advances in autopsy both contributed
to the discrediting of the humoral theory (Kaplan, 1975). In
England, in 1628, William Harvey used the objective scien-
tific method to disprove the humoral theory by identifying
that blood circulates in the body and is propelled by the heart
(Gatchel, 1993).

During the eighteenth century, progress was made in
understanding relationships between physical reactions and
psychological phenomena. Heart rate and temperature were
measured with increased sophistication, and pathways be-
tween bodily secretions and emotional reactions were identi-
fied. Although biomedical reductionism seemed to bury
unitary views of mind–body relationships, the active in-
gredients in the clinical practice of medicine were actually
primarily psychological ones (Matarazzo, 1994). In 1747, a
professor of medicine wrote that “the reason why a sound
body becomes ill, or an ailing body recovers, very often lies
in the mind” (Gaub, cited in Lipowski, 1977, p. 234).

In the nineteenth century, the role of psychological factors
in illness revived, giving rise to a new holistic movement and
paving the way for the psychosomatic medicine movement.
The prominent physician Claude Bernard emphasized the
role of psychological factors in physical illness (Gatchel,
1993), and the psychiatrist Heinroth, in Germany, is said to
have been the first to use the term “psychosomatic” (Lipsitt,
1999). In the United States, Benjamin Rush (1746–1813),
considered the father of American psychiatry, wrote the first
textbook on the treatment of mental illness (Rush, 1812), but
he also asserted that “actions of the mind” could cause many
illnesses. In 1812, he also founded the American Medico-
Psychological Association, which later became the American
Psychiatric Association.

In Europe, the antecessors of the psychodynamic ap-
proach, Austrian physician Franz Mesmer and Parisian neu-
rologist Jean Martin Charcot, reported several instances of
hysterical states in which physical symptoms had no med-
ical explanation and could be induced or removed by
hypnosis. These observations defied the biomedical reduc-
tionism that dominated medical science in the late eigh-
teenth and early nineteenth centuries. However, it was
Freud’s theories about hysterical conversion as the expres-
sion of repressed instinctual impulses that inspired the field
of psychosomatic inquiry, which then blossomed in the fol-
lowing 50 years.
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In other developments, the change in 1889 of William
James’s title from professor of philosophy to professor of
psychology at Harvard marked the beginning of a new era
for the discipline of psychology; thought and feeling had be-
come a major focus for intensive scientific study. In addi-
tion, two independent researchers were conducting work in
psychophysiology that was to become seminal in the field.
Walter Bradford Cannon investigated visceral aspects of
emotional experiences (specifically adrenaline and the ex-
citement of the sympathetic nervous system), inventing the
term “homeostasis” to describe the balanced state that
human physiology sought to maintain (Cannon, 1915). In
Russia, Ivan Pavlov received a Nobel Prize in 1904 for his
work on the conditioned reflex and the physiology of the
digestive gland, work that had profound implications for un-
derstanding learning processes and the development of psy-
chophysiological disorders. His work led to the development
in Russia of what was named “cortical-visceral-medicine,”
which has some overlap with psychosomatic medicine
but leaves out subjective dimensions of experience and
the unconscious processes (Lipsitt, 1999). Thus, by 1900,
forces within medicine, physiology, and psychology had re-
vived an integrated perspective of health and illness, mind
and body.

Meanwhile, psychoanalysis spread in popularity in both
Europe and the United States. Adolph Meyer, a Swiss psy-
chiatrist, moved to Johns Hopkins in 1910 and continued to
build on the concept of holism (derived from the Greek holos,
or “whole”), introduced by Jan Christian Smuts in 1926
(Lipowski, 1986). Meyer proposed a new field of study, psy-
chobiology, as the study of the person as a whole and not just
the disease. Mind and body were seen as separate but inte-
grated parts constituting a psychobiological unit (Meyer,
1957). This work helped bridge the gap between psychiatry
and the other medical specialties, laying the foundation
for the development of psychosomatic medicine and liaison
psychiatry (Lipsitt, 1999).

FORMALIZATION AS A FIELD OF INQUIRY
AND PRACTICE

The more formalized field of psychosomatic medicine
emerged between 1920 and 1950, dominated by two major
frameworks: psychodynamic and psychophysiologic. Major
contributions of psychosomatic medicine were the recogni-
tion of the role of psychological and social factors in the
etiology, course, maintenance, and treatment of disease
(especially those that defied biomedical explanations), and
the promotion of behavioral health research.

Helen Flanders Dunbar, a follower of Meyer, promoted
the idea that psychosomatic symptoms were associated with
certain personality types and not just with a single conflict, as
Freud had postulated. She believed that all illnesses were
psychosomatic and worked diligently to facilitate acceptance
of that view among physicians and the general public. Her
views were popularized through her 1935 book, Emotions
and Bodily Changes, and she became the founding editor of a
new journal, Psychosomatic Medicine, at a time when men
dominated American medicine. The preface to the first issue
(1939) declared its devotion to the study of the interrelation-
ships between psychological and physiological aspects of all
normal and abnormal bodily functions and the integration of
somatic therapy and psychotherapy. It is interesting to note
that Dunbar intended to advance psychosomatic medicine not
as a new specialty within medicine but rather as a way of
educating medical professionals and scientists to view illness
as multidimensional, a perspective that can be considered a
precursor to the later systems models (Lipsitt, 1999).

In 1942, a group of researchers, including psychiatrists,
physiologists, internists, psychologists, and psychoanalysts,
founded the American Psychosomatic Society (APS). A neu-
rologist, Tracy Putnam, was its first president. Levenson
(1994) describes these early members as adventurers and ex-
perimenters who were interested in exploring the mind–body
riddle. She notes that psychiatry was not yet well accepted in
the male-dominated medical schools or teaching hospitals,
and at a time when American education and medicine was
anti-Semitic, the APS welcomed refugees fleeing Nazi
Germany. Yet the psychosomatic medicine movement did not
promote any political or feminist agenda, nor was it bound to
any one theory, as members held widely different points of
view (e.g., Pavlovians, Freudians). Some members were
interested in specific diseases, others in the connections be-
tween emotions and bodily processes. A few researchers were
interested in topics such as overutilization of health care ser-
vices, but much work consisted of pathology-oriented treat-
ment reports of the “classic” psychosomatic disorders.

Psychodynamic theory as a framework continues to
dominate psychosomatic medicine in Europe, especially in
southern European countries. Historically, both psychiatrists
and psychologists have contributed to its expansion. Some
of these were European psychoanalysts who immigrated to
the United States to flee Nazi persecution, such as Franz
Alexander. In Chicago, Alexander built upon Freud’s formu-
lation of conversion hysteria to derive the specificity theory
of psychosomatic disease. From his clinical observation of
patients undergoing psychoanalysis, he concluded that spe-
cific emotional conflicts, called nuclear conflicts, were asso-
ciated with specific physical diseases such as peptic ulcer,
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hypertension, rheumatoid arthritis, and asthma. He believed
that the repressed psychic energy could affect autonomic
nervous system functioning directly, thus altering visceral
functioning. For instance, in the case of an ulcer patient, the
repressed emotions associated with a dependency conflict
would increase the secretion of acid in the stomach, which
would in time affect the stomach lining and ultimately pro-
duce ulcers (Alexander, 1950).

In the United States, the work of Dunbar and her followers
was seriously questioned in the 1950s at the same time that
psychoanalysis was being criticized for its lack of scientific
rigor. However, more scientific psychoanalytic/psychody-
namic theories of psychosomatic illness were subsequently
developed, as reflected in the work Sifneos and Nemiah on
alexithymia (Nemiah, 1973; Sifneos, 1967) and the specific-
attitudes theory developed by Graham and his colleagues
(Graham, 1972; Graham, Stern, & Winokur, 1958). Indeed,
the idea of a relationship between personality and physical ill-
ness is present in current concepts such as Type A behavior
patterns and Type C personality. Moreover, expansion of the
field was fostered by the strengthening of other conceptual
models as well as the development of new ones that would
drive health behavior research.

As noted above, the other early theoretical framework
that contributed to the survival and expansion of the psycho-
somatic movement was psychophysiology, an approach
that provided more objective and scientific foundations for
the development of the field. Edmund Jacobson, a psycholo-
gist and physician who had studied under James and Cannon
at Harvard, examined the role of muscle tension in
relaxation (Jacobson, 1938). He also developed progressive
muscle relaxation, a behavioral intervention that is today
referred to as the aspirin of behavioral medicine. In fact, by
the 1950s the field seemed dominated by a focus on stress
and its relationship to health and bodily functioning. Hans
Selyé (1953), a physiologist, popularized stress as a cause of
illness.

In addition, Harold G. Wolff’s work on the psychology
and physiology of gastric function (Wolf & Wolff, 1947) as
well as his work on migraine, ulcer, colitis, and hypertension
provided careful examination of the physiological changes
associated with conscious emotional states such as anger and
resentment. Wolff’s 1953 book, Stress and Disease, remains
a classic. This psychophysiological approach marked the
growth of experimentation and a departure from the study of
unconscious processes and reliance on methods of clinical
observation. The use of the term psychophysiological disor-
ders also dates back to Wolff’s work and reflects an effort of
the psychosomatic movement to dissociate itself from
the psychodynamic orientation and move toward a more

cognitive behavioral framework that would characterize
much of the future work on stress and disease.

By the 1950s, the specificity theories based on psychoan-
alytic foundations also had serious competition from systems
approaches. Guze, Matarazzo, and Saslow (1953) published
a description of a biopsychosocial model as a blueprint for
comprehensive medicine, a term more favored in some
circles than the label psychosomatic. This model emphasized
the interrelationships among, and mutually interacting effects
of, multiple biological, psychological, and social processes.
Later work by Engel (1977) and Leigh and Reiser (1980) has
perhaps been more widely cited, but all were very similar
attempts to provide a unitary framework for diagnoses and
treatment of the full spectrum of health problems.

A number of other societies were developed in the mid-
1900s that reflected the expansion of interest in the psycho-
somatic movement: the American Society of Psychosomatic
Dentistry (1948), the Society for Psychosomatic Research in
Great Britain (1960), and the Swiss Society of Psychoso-
matic Medicine (1963).

As interest in stress and disease during the 1960s and
1970s grew, so did interest in coping—which in turn brought
more attention to cognitive and behavioral efforts to manage
stress. It was also recognized that illness was a part of life
that no one could escape, and that illness itself was a stressor
that required coping skills for adaptation. Coping was viewed
as a complex process that included significant cognitive, af-
fective, behavioral, and social components. The development
of the health-belief model also focused attention on cognitive
components in health and disease and fostered the interface
with public health perspectives (Rosenstock, 1966).

Concurrent with developments in stress and coping was
the pioneering work of Neal E. Miller, whose theoretical and
empirical work on the conditioning of physiological pro-
cesses laid the scientific foundation for the development of
biofeedback interventions for specific health problems
(Miller, 1969). The application of operant learning theory to
the management of chronic pain was initiated by Wilbert
Fordyce, whose work became fundamental to the design of
pain and chronic illness management programs for the rest
of the century (Fordyce, 1976).

A serendipitous event occurred in 1974 that was also to
shape future research and practice in the field. Robert Ader,
an experimental psychologist, noticed that some of his ani-
mals died unexpectedly during a conditioning experiment.
Through careful research, he subsequently determined that
those deaths had been the result of a conditioned suppression
of the immune system. As expected, this finding was greeted
with much skepticism in the field, but nevertheless it heralded
the beginning of what Ader called psychoneuroimmunology,



Formalization as a Field of Inquiry and Practice 455

an area of study that grew rapidly. As described by Levenson
(1994), Ader himself was troubled by the fact that his initial
work might have received attention in part because of his rep-
utation as a very careful, conservative scientist. He wondered
what would have happened if an unknown investigator had
come to the same conclusions.

In 1977, a number of psychologists, physicians, and other
behavioral scientists attended the Yale Conference on Behav-
ioral Medicine to give support to the birth of a new interdis-
ciplinary field labeled behavioral medicine. Many of these
attendees believed that as then conceptualized, psychoso-
matic medicine did not clearly represent the thrust of current
research and practice. Joined by others the next year at a con-
ference at the National Academy of Sciences, they adopted
the following definition for the new field:

Behavioral medicine is the interdisciplinary field concerned with
the development and integration of behavioral and biomedical
science knowledge and techniques relevant to health and illness
and the application of this knowledge and these techniques to
prevention, diagnosis, treatment and rehabilitation. (Schwartz &
Weiss, 1978)

By 1979, the explosion of research in health and behavior,
and its practical significance to medicine, was recognized by
the Institute of Medicine (IOM) of the National Academy
of Sciences. A committee was formed to review the field and
set a research agenda with psychiatrist David Hamburg as
chair and psychologist Judith Rodin as vice-chair; over half the
membership were psychologists.The subsequent report (IOM,
1982) documented that 50% of mortality from the 10 leading
causes of death could be traced to behavior. This effort, plus
support from U.S. surgeon general Joseph Califano (Healthy
People: The Surgeon General’s Report on Health Promotion
and Disease Prevention, 1979), stimulated congressional in-
terest and led to increased funding for NIH for research on be-
havioral factors in disease prevention and health promotion.

The zeitgeist transcended national boundaries. European
health psychologists have made innovative and significant
contributions in a variety of areas, especially the relationships
among personality, stress, and disease; the role of social cog-
nition in health and illness behavior; and the development and
outcome evaluation of health promotion programs in various
contexts (school, work, and community). Other contri-
butions of European health psychologists have been in mea-
surement, both in developing new measures and in adapting
and validating many English-language psychological instru-
ments to various populations in each country. The cross-
validation of measures in many cultural contexts has been an
important opportunity for testing theory and related constructs

in the domain of health psychology, as well as measurement
theory. Finally, several Europe-wide studies, some of them
under the auspices of the World Health Organization (WHO),
have increased understanding of epidemiological patterns and
their relationship to psychosocial variables. Examples are those
projects related to cardiovascular disease (WHO-MONICA
project [WHO, 2000]) and health behaviors in school-aged
children (WHO-HBSC project [Currie, Hurrelmann, Set-
tertobulte, Smith, & Todd, 2000]).

Worldwide, over the past 25 years there has been a signifi-
cant focus on research and practice related to health behaviors
such as those involved in dietary management, exercise, ad-
herence to medical regimens, and seat belt usage.Although the
term behavioral health was originally defined by Matarazzo
(1980) as a corollary to behavioral medicine in order to em-
phasize health promotion and prevention rather than illness it-
self, it was unfortunate that the term was not trademarked at
that time. In the last decade, this term has come to be used to
describe alcohol, substance abuse, and other more traditional
mental health services in the evolving health care system and
no longer conveys its distinctive meaning.

Other trends have been an increased emphasis on environ-
mental health psychology (e.g., examination of stress-related
health effects of environmental noise, Staples, 1996), occupa-
tional health psychology, and genetic testing. There has also
been increased emphasis on women’s health issues and issues
of diversity in health behavior research. In 1992, the National
Conference on Behavioral and Sociocultural Perspectives on
Ethnicity and Health was held, resulting in a special issue of
Health Psychology edited by Norman B. Anderson, the con-
ference organizer (Anderson, 1995). There has also been
more focus on the application of health behavior research
findings to public policy, of which Patrick DeLeon has been a
leader within U.S. psychology.

In conclusion, despite harsh criticism, the psychosomatic
movement within which psychology and psychologists have
played significant roles has survived and evolved to include
more social and cultural correlates of illness. The terminology
related to the field has also evolved such that terms such as
behavioral medicine, behavioral health, health psychology,
and health behavior research are more prominent. From its
initial focus on personality and disease, the movement has
given rise to work on the relationship between illness and be-
reavement, helplessness, life changes, occupational stress, so-
cial support, health beliefs, ethnicity, environmental stressors,
and others. Moreover, it has stimulated new multidisciplinary
areas of inquiry, such as psychoneuroimmunology and psy-
choneuroendocrinology. It has also been home for a wide
range of theoretical viewpoints, including psychodynamic,
psychophysiological, and cognitive-behavioral theories. It
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represents a historical landmark in the change of beliefs in
medicine, psychology, and the general public regarding
mind–body relationships.

FORMALIZATION OF THE FIELD
WITHIN PSYCHOLOGY

Historically, psychologists were active participants in the
development of psychosomatic medicine. In fact, a number of
presidents of the American Psychosomatic Society have been
psychologists, including Margaret Thaler Singer (1972, the
first PhD and the first woman to be president), Robert Ader
(1979), C. David Jenkins (1983), Bernard Engel (1985), Karen
Matthews (1990), James Blumenthal (1995), and Margaret
Chesney (1997).

Perhaps the first action of organized psychology in relation
to organized medicine was the appointment of a committee in
1911 that examined the teaching of psychology in medical
schools (Franz, 1913). This early focus was designed to pro-
mote psychological competence in medical practice through
the instruction of medical students; thus, psychology began
its role in the health care system as a teacher of medical stu-
dents. The growth of health-service-provider psychologists
came later.

American Organizational Efforts

A landmark event for health psychology within organized
psychology was a report prepared by William Schofield for
the board of directors of the American Psychological Associ-
ation (APA): The Role of Psychology in the Delivery of
Health Services (Schofield, 1969). This essay had a much
broader focus than its title implies, as it addressed both theo-
retical and research aspects of the discipline that had implica-
tions for “the promotion and maintenance of health, the
prevention and treatment of illness” (p. 565). Schofield noted
how organized psychology had been implicitly dualistic,
often contrasting mental health with physical health and dis-
tributing more discipline resources to the former. For exam-
ple, his examination of articles indexed in Psychological
Abstracts for 1966 and 1967 found three focuses in health:
schizophrenia, psychotherapy, and mental retardation. Alto-
gether, major and much more numerous health problems such
as pain, surgery, heart disease, cancer, smoking, and medical
hospitalization accounted for less than 10% of publications
in those years! He noted that only a smattering of individual
psychologists pursued interests in medical nonpsychiatric
problems and opined that with the possible exception of
involvement with the physically handicapped, the discipline

had only “superficially mined” the area of the psychology of
physical illness. He also predicted that this would not change
without change in the education and training of future
psychologists.

Scofield argued cogently for psychology to view itself as a
health science and a broadly based health profession (not just
a mental health profession); yet it would be another 30 years
before this perspective became mainstream within organized
psychology.

In 1973, another seminal event occurred when the APA
Board of Scientific Affairs established the Task Force on
Health Research upon the recommendation of the Committee
on Newly Emerging Areas of Research. Miriam Kelty (who
in 2000 received a Career Service Award for her work in
health psychology) served as APA staff liaison. Three decades
ago the societal context was increased public concern about
rising health costs and deficiencies in the way health care was
delivered in the United States. Although health had become a
social issue and was no longer solely the province of medi-
cine, psychology as a discipline was described as “surpris-
ingly slow to recognize and accept research challenges in this
problem area. Possibly the historical prominence of mental
health as a focus for applied psychology has overshadowed
other types of health-oriented psychological research” (APA,
1976, p. 264). The task force did identify nearly 500 psychol-
ogists with health research interests, but half of those were
employed outside of health settings and many were not mem-
bers of the APA, having resigned because they found no divi-
sional affiliation compatible with their interests. Moreover,
their research tended to be published in non-APA journals, a
number of which were not even included in the Psychological
Abstracts Search and Retrieval (PASAR) database and thus
not available to the average APA member.

The Task Force on Health Research found that approxi-
mately 40 health research articles were published per year
between 1966 and 1973. Of those, about 66% were related to
psychobiological aspects of health (stress, psychosomatics,
social and environmental factors, effects of illness on behav-
ior), 18% dealt with health care delivery issues (mostly
specific aspects of treatment and rehabilitation rather than
systems research), and 16% were studies of attitudes relevant
to health and health care. To foster the development of
knowledge in this area the task force made a series of recom-
mendations: (a) increase awareness among psychologists of
support for health research from agencies other than the
National Institute of Mental Health (NIMH), (b) eliminate
mind–body dualism in conceptualizing human behavior by
adopting more integrated models, (c) develop graduate edu-
cation programs to promote early awareness of opportunities
for research and practice, and (d) “find a suitable home within
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APA for . . . a distinct interest group that is likely to grow
and has need for the basic organizational supports afforded
by our major scientific and professional society” (APA, 1976,
p. 272). A direct outcome of the Task Force on Health Re-
search was the 1975 organization of the Section on Health
Research in the APA’s Division of Psychologists in Public
Service. Concomitantly, David Clayman and John Linton
were facilitating communication among clinical psycholo-
gists working in medical settings by developing the Medical
Psychologist’s Network and a related newsletter, using the
term medical psychology to describe their work.

The years 1977–1978 were a high point for the formaliza-
tion of health psychology within the discipline. Given the
growth in the field and the need to find an organization to
integrate those with both research and practice interests, in
1977 members successfully petitioned for a new division
within the APA. At the annual meeting in August, the Divi-
sion of Health Psychology (Division 38) was formally
installed by the APA Council of Representatives with Joseph
D. Matarazzo as its first president. In his charter presidential
address one year later, Matarazzo provided the foundation for
the first definition of the field to be adopted by the division.

In recognition of health psychology’s need to function
within an interdisciplinary context, two other societies were
also formed in 1978, with psychologists playing a major
role in their foundation. The Academy of Behavioral Medi-
cine was established in April with Neal E. Miller as its first
president, and on November 16, the first organizational
meeting of the Society of Behavioral Medicine was held in
Chicago. (The International Society of Behavioral Medicine
was founded in 1990.) Also in 1978, the Journal of Behav-
ioral Medicine was established, with W. Doyle Gentry as its
editor.

One might question why psychologists promoted societies
and publications with a focus on behavioral medicine versus
psychosomatic medicine, the term previously more common.
As noted previously, a group of disaffected biomedical and
behavioral scientists had met in 1977 at Yale to formally
establish the field of behavioral medicine, having been frus-
trated by the inadequacies of traditional conceptualizations of
psychosomatic medicine.

The first issue of the Division of Health Psychology’s
scientific journal, Health Psychology, was quickly organized
and published in 1982 under the editorship of George C.
Stone. Given the burgeoning of research, it quickly moved
from a quarterly publication to a bimonthly one in 1984. By
2000, Health Psychology had more individual subscriptions
than any APA journal other than American Psychologist and
Monitor, publications that are provided as part of member-
ship in the APA. In 2000, the Division of Health Psychology

had over 2,800 members and a number of formal interest
groups, including those on women’s health, minority health,
education and training, and international affairs.

International Organizational Efforts

Health psychology was also becoming more organized in
Europe during the same period of time. Six years after APA
Division 38 was founded, Professor Stan Maes organized an
international conference on health psychology in Tilburg (the
Netherlands), which then initiated the formation in 1986 of the
European Health Psychology Society (EHPS) (Schwarzer &
Johnston, 1994). At this meeting were also Marie Johnston
(UK), John Weinman (UK), Ralf Schwarzer (Germany), Ad
Kaptein (the Netherlands), Lothar Schmidt and Peter
Schwenkmezger (Germany), and Jan Vinck (Belgium), who
became key people in the development of health psychology
in Europe and in their own countries. It is interesting to note
that among the 60 participants was a large contingent from
the United States, including Charles Spielberger and Irwin
Sarason, who supported the development of a European asso-
ciation. At that conference, it also became apparent that a
substantial amount of research was being conducted in
various European countries on topics relevant to health
psychology (Maes, 1990; Maes, Spielberger, Defares, &
Sarason, 1988).

The creation of the EHPS in 1986 represents an important
landmark for the development of health psychology in Europe.
The purpose of the EHPS is “the promotion and development
within Europe of empirical and theoretical research and appli-
cations of health psychology and the interchange of informa-
tion relating to this subject between European members
and other associations throughout the world” (Schwarzer &
Johnston, 1994, p. 4). Since then, the EHPS annual confer-
ences have offered an important setting for exchange among
the major European scholars in the field. They also provide a
forum for the discussion of issues facing health psychology in
Europe, both as a science and a profession. The growing num-
ber of participants in the EHPS conferences from 1988 to 1996
illustrates the development of the field. There were 60 partici-
pants in 1986, 100 in 1989 (Utrecht, the Netherlands), and 500
in 1996 (Dublin, Ireland).

Another important landmark in the definition of health
psychology in Europe was a document written by the
European Federation of Professional Psychologist’s Associa-
tions (EFPPA) and published by the WHO Regional Office
for Europe in 1984; this document clarifies the contribution
of psychology to the health field. The EFPPA has played an
important role in the development of professional health
psychology, as will be detailed later.
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The following 10 years witnessed a rapid growth of health
psychology both within and outside the EHPS. In the 1990s,
many European countries developed their own health
psychology groups and national societies, although there
are many asymmetries among European countries in prac-
tice orientation and research. The oldest national groups were
created in Ireland and England (Johnston, 1997). In 1986, in-
terest groups in health psychology were established at the
British Psychological Society and the Psychological Society
of Ireland (Weinman, 1998). Other countries that followed
this early expansion were the Netherlands, Germany, Poland,
Finland, and Norway. Currently, there are EHPS delegates in
27 European countries, including eastern Europe (McIntyre,
Maes, Weinman, Wrzesniewski, & Marks, 2000).

Comparable developments were taking place in Asia
under the leadership of Professor Hiroshi Motoaki of Tokyo’s
Waseda University. These included his seminal roles in the
establishment in 1988 of the Japanese Association of Health
Psychology and in 2000 of the Asian Congress of Health
Psychology. Matoaki was elected charter president of each of
these groups.

Amajor contribution of the EHPS to the scientific develop-
ment of health psychology in Europe has been the publication
of the Journal of Psychology and Health, the leading Euro-
pean journal in this field since 1986 when it was founded
under editor John Weinman. Other more recent journals have
also contributed to this field, including the Journal of Health
Psychology (founding editors: Andrew Steptoe & Jane War-
dle) and Psychology, Health & Medicine (founding editor:
Lorraine Sherr). Several national health psychology journals
have been created that publish health psychology articles in
the country’s language, such as the British Journal of Health
Psychology (United Kingdom), Gedrag & Gezondheid: Tijd-
schrift voor Psychologie en Gezondheid (the Netherlands),
Revista de Psicologia de la Salud (Spain), and Zeitschrift für
Gesundheitspsychologie (Germany).

Although there are many commonalities between North
American and European health psychology, health psychol-
ogy in Europe is perhaps best characterized by its diversity
(Johnston, 1993). There is wide variation among European
countries in terms of expectation of life and patterns of dis-
ease, in health behaviors and risk behaviors, in health knowl-
edge, health beliefs and attitudes, and in service provision. As
Johnston points out, this diversity provides great potential for
science, as cross-cultural comparisons allow the testing of the
universality of psychological processes, constructs, and mod-
els. Europe thus provides a rich laboratory to undertake the
study of the impact of variation on different health processes,
such as health care provision. This asymmetry also carries

over to education, training, and practice in health psychology
in Europe. Based on the articles being published in the
Japanese Journal of Health Psychology during its first dozen
years of existence, research and education in health psychol-
ogy in Japan appear quite similar to counterparts in the
United States.

PROFESSIONAL PRACTICE

In 1984, Joseph D. Matarazzo applied to the state of Oregon
for the incorporation of the American Board of Health Psy-
chology (ABHP). His vision was that professional practice
within health psychology would soon mature sufficiently to
become a bonafide specialty worthy of board certification
from the American Board of Professional Psychology
(ABPP). The purpose of the ABHP was “(1) to define stan-
dards, conduct examinations, grant diplomas and encourage
the pursuit of excellence in the practice of Health Psychol-
ogy; (2) to serve the public welfare by preparing and furnish-
ing to proper persons and agencies lists of specialists who
have been awarded certificates” (ABHP By-laws, Section II).

In 1991, ABHP president Cynthia D. Belar and vice-
president Timothy B. Jeffrey presented a petition to ABPP
for recognition of clinical health psychology as a specialty
in professional psychology. In December of that year,
the first health psychology diplomate examinations were
held. In May 1993, after several years of fine-tuning and
monitoring, the ABPP formally admitted the ABHP into full
affiliation.

When the APA developed a formal mechanism for recog-
nition of specialties, health psychology was one of the first to
apply. Upon recommendation of the Commission on the
Recognition of Specialties and Proficiencies in Professional
Psychology, the APA Council of Representatives recognized
clinical health psychology as a specialty in professional prac-
tice in 1997. The term “clinical” had been added to the name
in this petition to avoid confusing the field and the public
about education and training standards for those preparing
for careers in practice versus those preparing for careers
solely in research. In general, health psychologists preparing
for careers in teaching and research alone were not interested
in the kinds of accreditation and credentialing processes
important to those preparing for careers in practice with the
public. Because ABPP recognized the specialty as health psy-
chology and the APA recognized it as clinical health psychol-
ogy, to maintain consistency in the profession, ABHP
changed its name in 1998 to the American Board of Clinical
Health Psychology.
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Although health psychology has become a well-established
disciplinary domain within psychology in Europe, the regula-
tion of the profession in Europe is very diverse. Some
countries, such as England, Holland, and Austria, have
licensing and registration procedures (Johnston & Weinman,
1995; Strauss-Blasche, 1998; Taal, 1998; Weinman, 1998)
whereas others, such as Greece, Romania, and Portugal, do not
(Anagnostopoulu, 1998; Baban, 1998; McIntyre, 1998). The
lack of regulation poses problems in terms of quality control of
services provided and could have damaging effects on the
credibility of the profession. In general, it appears that having
a division of health psychology within the country’s national
association is an important step towards regulation of the
profession. The position of the European Federation of
Professional Psychologists’Associations (EFPPA) is that reg-
ulation should be done at a national and not European level
(Lunt & Poortinga, 1996). However, they have established
training guidelines for professional health psychologists in an
attempt to define minimal training standards across all
European countries.

EDUCATION AND TRAINING

In the early 1980s, the first systematic attempts were made to
identify education and training opportunities in the broad area
of health psychology. Belar identified 42 doctoral programs
and 43 postdoctoral programs offering one or more elements
of such education (Belar & Siegel, 1983; Belar, Wilson, &
Hughes, 1982). Gentry, Street, Masur, and Asken (1981)
identified 48 internship programs. Within doctoral programs
of that era, the predominant model (70%) was that of a health
psychology track within another area of psychology (usually
clinical, counseling, or school psychology).

In 1983, the first national conference specifically devoted
to graduate education and training was held at Arden House,
New York. Chaired by Stephen M. Weiss, the conference de-
veloped recommendations for doctoral, internship, and post-
doctoral curricula and training experiences for those pursuing
careers in either research or the practice of health psychology
(Stone, 1983). Core curricular graduate-level components
included biological, social, and psychological bases of health
systems and behavior as well as health research training,
ethics, interdisciplinary collaboration, and access to health
care settings under the mentorship of experienced psychol-
ogy faculty. A defining text oriented to education and
training requirements also resulted from this conference:
Health Psychology: A Discipline and a Profession (Stone
et al., 1987).

In addition to the didactic educational requirements, the
professional practice specialty of clinical health psychology
requires sound training experiences in health assessment,
interventions, and consultations. Fundamental to education
and training in clinical health psychology is the scientist-
practitioner model, a biopsychosocial approach, faculty role
models for research and practice, access to health care set-
tings, participation and active supervision by a multidiscipli-
nary faculty in a health care setting, and exposure to diverse
clinical problems and populations.

The conference in 1983 also established the Council of
Health Psychology Training Directors. This group provides a
forum to discuss education and training issues across bac-
calaureate, graduate, and postgraduate levels and to develop
policy related to health psychology education and training.
The council has been involved in developing guidelines for
the accreditation of education and training programs that
would inform the APA Committee on Accreditation in their
review process. The first postdoctoral program in health
psychology was accredited by the APA in 2001.

One measure of the growth of the new field was that by
1990, Sayette and Mayne found that health psychology was
the most frequently noted area of faculty research in APA-
accredited clinical psychology doctoral programs.

The needs of already trained practitioners who wish to
develop more expertise so as to ethically expand their areas of
practice have also been recognized, especially as the knowl-
edge base for practice has expanded and the field has become
more mainstream. In 1997, Belar and colleagues developed a
model for self-assessment to facilitate practitioners’ identifi-
cation of gaps in knowledge and skills. Self-assessment could
then permit the design of appropriate continuing-education
activities for the ethical expansion of practice (Belar et al.,
2001).

Nearly 20 years after the Arden House Conference, the
APADivision of Health Psychology agreed to sponsor another
national conference under the leadership of then president
Kenneth A. Wallston (also a longtime editor of the division’s
newsletter, The Health Psychologist). The conference, held in
2000, was designed to focus future issues for the discipline
and the profession. Participants examined specific areas with
respect to implications of new research for education and
training, clinical practice, research, and public policy, includ-
ing: evolution of the biopsychosocial model; advances in
medicine; changes in population demographics, health care
economics, and the health psychology marketplace; needs and
advances in primary prevention; and developments in inter-
ventions. Participants reported that there was an increased
need for attention in the doctoral curriculum to genetics,
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advances in medical technology in assessment and treatment
(e.g., ambulatory monitoring, home testing, imaging tech-
niques, medical devices), organ and tissue transplantation,
pharmacology, telehealth, health informatics, primary care,
and issues of diversity in health care. Participants remained
excited about future opportunities for growth in the field and
for its potential to make significant contributions to the public
welfare.

Training in Europe

In Europe, education and training in health psychology is
characterized by wide variation in models and requirements
for practice across countries. Marks and colleagues (1998)
note that “many European countries still do not yet train
health psychologists in any specific and specialized manner”
(p. 156). However, the development of high-quality, formal-
ized training in health psychology has been a key concern for
the EFPA and the EHPS. Both organizations, separately and
in collaboration, have addressed these issues through the or-
ganization of task forces, committees, symposia, and publi-
cations (e.g. Johnston, 1994; Maes & Kittel, 1990; Marks,
1994a, 1994b; McIntyre et al., 2000; Methorst, Jansen, &
Kerkhof, 1991).

An important outcome that resulted from these efforts was
the creation in 1992 of a task force that had among its objec-
tives, as noted previously, the development of training guide-
lines for professional health psychologists. Requirements fall
into eight categories (Marks et al., 1998) and are very similar
to the U.S. core curriculum: academic knowledge base
(psychology), academic knowledge base (other), application
of psychological skills to health care delivery, research skills,
teaching and training skills, management skills, professional
issues, and ethical issues.

Currently, there is an effort to develop a common framework
regarding time and contents of qualification for professional
practice in psychology under the Europsych Project (Lunt,
2000). This is particularly important given the European Eco-
nomic Community (EEC) directive on free movement of pro-
fessionals between member states. The first matrix proposed
is for a 6-year minimal requirement equivalent to a master’s
degree, including generic training with later specialization,
which is the typical duration of health psychology professional
training in Europe. However, there is strong sentiment that
diversity in education and training patterns be preserved.

The EHPS has conducted two surveys regarding education
and training programs in health psychology in Europe that
demonstrate the development of the field. A survey conducted
in 1988 (Methorst et al., 1991) in 19 European countries,

North America, and Australia concluded that true specialized
training programs in health psychology existed only in the
United States and Canada. In Europe, postgraduate training
was part of clinical psychology, and doctoral training was
typically based on writing a dissertation. In 1999, the EHPS
created an Education and Training Committee that had as its
first task the development of a reference guide to postgradu-
ate programs in health psychology in Europe (McIntyre et al.,
2000). In the 23 countries surveyed, 133 programs in health
psychology or with a health psychology component
were identified. Of these programs, 86 lead to a master’s
degree and 47 to a doctoral degree. Although indicating
an impressive expansion of training in the field, doctoral
training typically consists of an independent course of study;
American-style formalized doctoral training programs in
health psychology in Europe are still scarce. In terms of mod-
els of training, the scientist-practioner model continues to be
considered central for professional training. However, the ap-
plicability of the American standard of PhD training to Euro-
pean settings has been discussed through the years (e.g.,
Maes, 1999; Maes & Kittel, 1990).

CONCLUSION

Although certainly not exhaustive, this chapter has at-
tempted to review some highlights in the history of health
psychology, respecting that its roots are as old as human his-
tory. Within health psychology, there have been a number of
trends over the past century. The influence of psychody-
namic theories and specificity theories as explanatory mod-
els has decreased. Focus on psychophysiological processes
and the identification of pathways among systems (particu-
larly neuroendocrine and immunologic) has increased. Sta-
tistical models have been developed that permit examination
of multiple variables through multivariate analyses and path
analyses, thus facilitating more sophisticated theoretical
model building. Social and ecological dimensions to under-
standing health and illness have been added. Empirically
supported psychological interventions for the prevention
and amelioration of disease and disorders have been devel-
oped. Attention to the need to apply behavioral science to the
improvement of the health care system and health policy has
increased. More attention has been focused on issues of gen-
der and ethnic cultural diversity in health behavior research
and the delivery of health care services, and culturally sensi-
tive interventions have been identified.

Historically, the reasons for the rapid growth of health
psychology in the United States and Europe (and we might
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add, Japan) over the last 30 years appear similar (Gentry,
1984; Ogden, 1996; Taylor, 1999): 

• The shift in patterns of mortality and morbidity from com-
municable diseases, such as tuberculosis and influenza, to
chronic diseases (cancer and cardiovascular disease) and
accidents.

• The recognition of behavioral causes associated with
these diseases (such as smoking, high-fat diet, lack of seat
belt use).

• The rising costs of health care and the increased support
for behavioral science approaches.

• The shift of focus from disease and remediation to health,
illness prevention, and quality of life.

• The recognition within medicine of the limitations of the
traditional biomedical model to explain health and illness.

• The development within psychology of conceptual and re-
search tools to contribute to illness, health, and health care.

• The search for alternatives to the traditional health care
system.

The reasons cited above remain challenges for the future
and thus underscore the continuing relevance of psychol-
ogy’s contributions to health, health problems, and health
care delivery. However, some additional trends will chal-
lenge and shape health psychology in the future as well: 

• The increased demands for health psychology services by
consumers, providers, and organizations related to chang-
ing models of health and health care.

• The change in epidemiological patterns related to an aging
population, with new roles emerging for health psycholo-
gists regarding the care and well-being of this age group.

• The imbalance between increased expenses in health care
and decreasing individual and social funds available that
is likely to render cost-effectiveness a top priority in
health interventions.

• New and more expensive technologies that are likely to
expand the role of health psychologists in this domain but
also raise important ethical and social dilemmas.

• The health threats related to the environment and the in-
creased mobility of people that are likely to pose new
health problems that assume a more global dimension in
terms of their understanding and proper management.

Marks (1996) proposes a new agenda for health psychol-
ogy in which “health psychology should accept its inter-
disciplinary nature, venture more often out of the clinical

arena, drop white-coated scientism, and relocate in the richer
cultural, socio-political and community contexts of society”
(p. 19).

Finally, health psychology has now become mainstream
within American and Japanese psychology and is rapidly ex-
panding in Europe. In fact, as noted elsewhere (Belar, 2001),
we may be on the brink of witnessing a figure-ground reversal
with respect to psychology’s role in health behavior research
and practice—from a focus on mental health as the domain of
psychology’s contribution to health to viewing mental health
as only one subset in the domain of psychology’s contribution
to health.
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Education is discipline for the adventure of life: research is in-
tellectual adventure; and the universities should be homes for
adventure shared in common by young and old. For successful
education, there must always be a certain freshness in the knowl-
edge dealt with. It must be either new in itself or it must be
invested with some novelty of application to the new world of
new times. Knowledge does not keep any better than fish.
(Whitehead, 1929/1952, p. 106)

Since the first undergraduate course of study at Harvard
College in 1636, American higher education faculties have
pursued Whitehead’s vision. During the past 100 years, psy-
chology has become one of the most popular pathways for
this adventure. In 1996–1997, 74,191 baccalaureates and
4,053 doctoral degrees were awarded in psychology, 6.3%
and 8.8%, respectively, of the total number of degrees
awarded at these levels (Almanac, 2000). This chapter exam-
ines the evolution of undergraduate psychology, first as a
body of knowledge implicit in courses and curricula and sec-
ond as explicit learning outcomes that faculty expected of
constantly changing student populations.

We chose the “three-legged stool of faculty activity”
metaphor to organize the chapter: teaching, scholarship, and
service. The section on teaching is a historical review of the
changing courses and degree requirements of the undergrad-
uate psychology curriculum. The section on scholarship ana-
lyzes how faculty identified and assessed specific learning
outcomes. In the section on service, we discuss how psychol-
ogists educated each other and public audiences about their
pedagogy. In a concluding section, we suggest a number of
issues on the horizon, yet to be navigated in the new century. 

We begin with a brief sketch of the historical context of
American higher education.

THE CONTEXT OF AMERICAN
HIGHER EDUCATION

“The current pattern of American undergraduate education
is a result of almost 2,500 years of historical evolution”
(Levine & Nideffer, 1997, p. 53). A long look at higher edu-
cation would begin in the Greek academy and trace its
changes in Cicero’s humanitas and ars liberalis, through the
scholarship of Constantinople and the Arab world, to
Bologna and Paris, then to Oxford and Cambridge, before ar-
riving in America. The study of the liberal arts was organized
around the verbal arts of the trivium (logic, grammar, and
rhetoric) and the mathematical arts of the quadrivium (arith-
metic, geometry, astronomy, and music) and was the core
curriculum of the medieval universities.

“Curricular history is American history and therefore car-
ries the burden of revealing the central purposes and driving
directions of American society” (Rudolph, 1977, pp. 23–24).
In the first American curriculum at Harvard College, the lib-
eral arts components were organized by the subject matter of
the European trivium and quadrivium. This became the basis
of an almost uniform course of study for America’s colonial
liberal arts and state colleges in the eighteenth century and in
the first half of the nineteenth century. Individual institutions
offered alternatives to this classical course of study in the
forms of applied knowledge such as engineering and techni-
cal and mechanical education (e.g., West Point in 1802 and
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Rensselaer Polytechnic Institute in 1824). At the University
of Virginia, 

Jefferson’s eight schools—ancient languages, modern languages,
mathematics, natural philosophy, natural history, anatomy and
medicine, moral philosophy, and law—plus the three schools of
commerce, manufacture, and diplomacy, which were missing
only because of lack of funds—constituted a design for a univer-
sity at a time when the country had not yet come to grips with what
a college was. (Rudolph, 1977, p. 81)

Such innovation was counterbalanced by staunch efforts to
maintain a uniform, classical course of study as espoused in
the Yale Report of 1828. In the post-Jacksonian era, higher
education languished with declining enrollments; the Civil
War brought some of the oldest and most distinguished insti-
tutions (e.g., The College of William and Mary) to the brink
of economic bankruptcy. Then, as Rudolph’s analysis sug-
gests, complex external forces in American society produced
positive internal effects on the institutions.

Veysey (1973) described the period from 1870 to 1910 as
the most revolutionary time for American higher education,
the fruit of which was the establishment of almost all of the
principles and processes that remain today. He attributed
change to three catalytic, often competing forces: the utilitar-
ian needs of American society “to educate a democracy of
talents and a democracy of vocations” (as cited in Rudolph,
1977, p. 111), the advent of science and an increasing respect
for empirical evidence in the construction and applications of
knowledge, and a widespread belief in the virtues of liberal
education in creating a responsible citizenry. The first force
was exemplified in the Morrill Land-Grant Act of 1862 and
its effect on creating state universities and a broader under-
standing of the academic curriculum. The second force was
illustrated in the acceptance of the German university as a
model for the American research university with its emphasis
on graduate training and increased specialization in under-
graduate education. The third force was embodied in the
1904 Wisconsin Idea, which linked universities to their state
and local communities through extension education and what
could be described as distance learning programs before the
advent of technology.

Inside institutions, undergraduate programs included com-
mon general-education courses and the selection of special-
ized concentrations of study (the Johns Hopkins 1877–1878
catalog used the term major for the first time). For faculty, an
increased emphasis on research fostered professional associa-
tions through which scholars shared their findings and built
the theoretical and methodological knowledge bases of new
intellectual fields (disciplines); inside the institution, common
intellectual pursuits led to administrative units (departments)
organized around the disciplines. Established in 1892, the

American Psychological Association (APA) was “one of
seven learned societies founded at the turn of the twentieth
century (Modern Language Association in 1883; American
Historical Association in 1884; American Economics Associa-
tion in 1884; American Philosophical Association in 1901;
American Political Science Association in 1904; and Ameri-
can Sociological Society in 1905)” (McGovern, 1992a, p. 14).
During this period, higher education was in transition, and
psychology was both a beneficiary of and a catalyst for change.

After World War II, another period of change from 1945 to
1975 was prompted by variations of the same three forces
operating from 1870 to 1910. The GI Bill of Rights was a
utilitarian initiative that brought a whole new generation of
students into higher education and prompted further expan-
sion of the curriculum. The American political response to
Sputnik in 1957 and the pervasive fear of Soviet technologi-
cal advantage resulted in increases in research funding for
science that affected graduate and undergraduate education.
Finally, student protests of the 1960s questioned the nature,
forms, and relevance of a liberal education to solve complex
social problems. Once again, psychology was a principal
beneficiary of these changes taking place on the broader
American higher education landscape, as we will describe in
the next section on curricular expansion.

In the 1980s and 1990s, the public became increasingly
critical of the academy. Numerous blue-ribbon committees of
faculty and administrators highlighted the loss of clear pur-
pose in general education, lowered student expectations and
involvement in learning (Study Group on the Conditions of
Excellence in American Higher Education, 1984), the lack
of coherence in the curriculum (Project on Liberal Learning,
Study-in-Depth, and the Arts and Sciences Major, 1991a,
1991b, 1992; Project on Redefining the Meaning and Purpose
of Baccalaureate Degrees, 1985; Zemsky, 1989), and the
challenges of integrating new knowledge and new voices into
the curriculum (Schmitz, 1992). State legislatures questioned
the spiraling costs of higher education and what they per-
ceived as the lower productivity of faculty, especially a
decreased commitment to undergraduate teaching. Some
states called for major changes in faculty personnel contracts,
including the elimination of academic tenure. Internally,
Boyer’s (1990) Scholarship Reconsidered prompted broad
discussion of the relationships among faculty teaching, re-
search, and service activities. Moreover, the utilitarian
demands of society at large again provoked conversations
about technology, distance learning, and even the value to
employers and society of the baccalaureate degree.

In the next sections, we describe how psychologists
responded to these external forces affecting the public’s
perceptions of higher education, as well as the forces within
the discipline that motivated evolving definitions of the
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curriculum, its pedagogy, and the roles of its faculty. As
Hilgard, Leary, and McGuire (1991) noted, “traditional his-
tory of science focused primarily on the so-called internal de-
velopment of scientific thought and procedure—how one idea
and method led to other ideas and methods in more or less pro-
gressive fashion” (p. 91). These authors contrast such a tradi-
tional historiography with a social history-of-ideas approach
(e.g., Ash, 1983) and the new critical history approaches
(e.g., Furumoto, 1989). As Ash noted, “the emergence of both
scientific ideas and scientific roles is a complex process of so-
cial construction, embedded not only in tradition of thought
but also in specific sociocultural contexts” (p. 179). Thus,
we examine external demands for accountability by society
(e.g., state legislatures or accrediting groups) as just as impor-
tant a catalyst for change as the internal predilections for
reflection and evaluation by departmental faculties. The cur-
riculum should be understood not only as a reflection of the
best that psychological science had to offer undergraduates
but also as a self-legitimizing strategy to preserve intra- and
interinstitutional standing in the higher education community.

TEACHING

In the Handbook of the Undergraduate Curriculum, Ratcliff
(1997) identified two curricular models. The first model he
labeled as descriptive or prescriptive; it maps the landscape
of organizational structures and elements put forward by fac-
ulty at their institutions or by disciplinary groups. Psycholo-
gists have used this model effectively for the last century.
First, the archival study of catalogs and the analysis of sur-
veys sent to campus departments asking them to describe
their requirements and courses are two methods used to de-
scribe the curriculum of a particular era. Second, periodic
gatherings of scholars and teachers in the discipline have
produced recommendations for curricular structures. In this
section, we review these two approaches to describing or pre-
scribing the undergraduate psychology curriculum.

Ratcliff (1997) labeled a second model as analytical; vari-
ables in the curriculum that affect student development are
identified, measured, and evaluated to determine their effec-
tiveness. We will use the analytical model in our discussion
of scholarship.

Courses: Catalog Studies and Surveys of the
Undergraduate Curriculum

Psychologists have been conscientious in mapping the land-
scape of their discipline’s undergraduate courses over the
past 100 years. In an APA committee report, Whipple (1910)
described the teaching of psychology from 100 normal

school responses to a questionnaire; Calkins (1910) from 47
“colleges supposed to have no laboratory” (p. 41); and E. C.
Sanford (1910) from 32 colleges and universities with labo-
ratories. Seashore (1910), the committee chair, composed a
summary report and recommendations for the elementary
course in psychology based on his three colleagues’ separate
studies. Henry (1938) examined 157 liberal arts college cata-
logs for their “plan of instruction” (p. 430). F. H. Sanford and
Fleishman (1950) examined 330 catalogs selected according
to eight institutional types; Daniel, Dunham, and Morris
(1965) replicated this study using 207 catalogs but limiting
their selection to four institutional types (universities, liberal
arts colleges, teachers colleges, and junior colleges). Lux and
Daniel (1978) examined catalogs from 56 universities, 53 lib-
eral arts colleges, and 69 two-year colleges. The APA spon-
sored surveys by Kulik (1973), Scheirer and Rogers (1985),
and Cooney and Griffith (1994). Messer, Griggs, and Jackson
(1999) reported their analysis of 292 catalogs for the pre-
valence and requirements of focused specialty-area options
versus general psychology degrees. In the same issue of
the journal Teaching of Psychology, Perlman and McCann
(1999a) examined 400 catalogs from four institutional types
for the most frequently listed courses.

We recommend all of these studies for students and scholars
of both history and program development. As Ash (1983)
noted, our self-representation is revealed in the courses
we choose to teach. How did we move from the single,
elementary course so characteristic in 1890 catalogs to
baccalaureate programs in which the “mean number of psy-
chology credits required for a major is 33.5 (SD � 7.8,
Mdn � 33,mode�30, range�7to81)” (Perlman&McCann,
1999b, pp. 172–173)? Let’s begin at the “beginning.”

Using Jastrow (1890), the 1910 studies, and Ruckmich
(1912) as starting points, McGovern (1992b) examined cata-
logs from 20 selected institutions for the years 1890 and 1900.
He found that psychology took one of three forms in 1890.
First, at Amherst, Georgia, and Grinnell, psychology was
listed as a topic or primary focus in a philosophy course. Sec-
ond, a single course in psychology was one of several philoso-
phy courses listed in the catalogs for the City College of New
York, Cincinnati, Columbia, Minnesota, New York Univer-
sity, and Ohio State University. This single course was taught
either as a requirement or elective for juniors or seniors. Third,
the first course in “elementary psychology” was followed by
some other course or courses. At Indiana, Michigan, George
Washington, and Yale, the course was in “physiological psy-
chology.” At Nebraska and Pennsylvania, the second course
was titled “experimental psychology” and had a required labo-
ratory experience.Additional courses were offered as “special
problems” at Brown, “advanced psychology” at Pennsylvania
and Yale, or selections based on faculty members’ special
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interests: “mental measurement” by James McKeen Cattell at
Pennsylvania, “psychological basis of religious faith” by
William James at Harvard, and “pedagogical psychology” by
Harry Kirke Wolfe at Nebraska.

A common developmental pattern of future psychology
curricula was captured by the Pennsylvania catalog of 1890.
Unlike other universities, Penn had its own psychology de-
partment; it was not a subset of philosophy or some other
area. A sequence of courses was listed. Psychology 1 was a
lecture course titled Elementary Psychology. Psychology 3
(no Psychology 2 was listed) was titled Experimental Psy-
chology with lectures and laboratory work. Psychology 4 was
titled Mental Measurement with lectures, reports, and ad-
vanced work in the laboratory. “Course 4 is open only to those
who have taken course 3, and will be different each year, for
a series of years. Advanced Physiological Psychology is pro-
posed for 1891–92, and Comparative, Social, and Abnormal
Psychology for 1892–3” (University of Pennsylvania Cata-
logue and Announcements 1890–1891, p. 96).

McGovern (1992b) found that by 1900, at Berkeley,
Brown, Cincinnati, Columbia, Cornell, George Washington,
Indiana, Minnesota, Nebraska, Pennsylvania, Wellesley, Wis-
consin, and Yale, the first course was followed by an “experi-
mental psychology” course. Laboratory work was required in
either this course or in an additional course sometimes titled
“laboratory in psychology.” Courses titled “advanced psy-
chology” or “advanced experimental” fostered students’ indi-
vidual research with faculty supervision. The 1900–1901
Brown catalog stated, “The aim is to make original contribu-
tions to scientific knowledge in psychology and to publish the
results” (Brown University Catalogue, 1900–1901, p. 57).

Courses in abnormal, comparative, genetic, systematic,
and psychological theory began to appear, as did more special
topics courses. At Nebraska, a course in “race psychology”
was listed. At Wisconsin, there was a course in “mental evolu-
tion”; Part I emphasized comparative psychology and Part II
emphasized anthropology. At Amherst, Cornell, and Yale, the
first course in the philosophy department was an interdiscipli-
nary offering that covered psychology, logic, and ethics.

One of the most extensive curricula was listed at Colum-
bia University in the Department of Philosophy, Psychology,
Anthropology, and Education. Fifteen separate “Courses in
Psychology” were listed, taught by an interdisciplinary fac-
ulty. The following introductory offerings were then fol-
lowed by 13 topic courses, laboratory courses, or supervised
research courses: 

A. Elements of psychology—James’s Principles of Psychol-
ogy—Discussions, practical exercises, and recitations. 3
hours. First half-year, given in 4 sections.

Professor Lord. A parallel course is given by Dr. Thorndike at
Teachers College.

1. Introduction to psychology. 2 hours, lectures and demon-
strations.

Professors Butler, Cattell, Boas, Starr, and Hyslop, Drs. Far-
rand and Thorndike, and Mr. Strong.

The object of this course is to give a summary view of the
subject-matter and methods of modern psychology. The ground
covered is as follows:

A. Prolegomena to psychology, including a sketch of the history
of psychology. Six lectures. Professor Butler.

B. Physiological psychology. Eight lectures. Dr. Farrand.

C. Experimental psychology. Eight lectures. Professor Cattell.

D. Genetic psychology. Seven lectures. Dr. Thorndike.

E. Comparative psychology. Seven lectures. Dr. Boas.

F. Pathological psychology. Three lectures. Dr. Starr.

G. General psychology. Eight lectures. Professor Hyslop.

H. Philosophy of mind. Six lectures. Mr. Strong.

Requisite: Psychology A, previously or simultaneously.
(Columbia University in the City of New York Catalogue, 1900–
1901, p. 176)

Rice’s (2000) analysis of reviews of this period by Garvey
(1929) and Ruckmich (1912) suggested that five stages of
institutional development for psychology departments were
evident by 1900. In Stage 1, mental science or mental philos-
ophy courses were being taught. In Stage 2, institutions were
offering one or more courses labeled “psychology.” Stage 3
had institutions with psychological laboratories. Stage 4 de-
partments were offering the PhD in psychology. Stage 5 rep-
resented an independent department; Rice suggested that
Clark, Columbia, Illinois, and Chicago were the only institu-
tions at this level.

The APA-sponsored reports by Calkins, Sanford,
Seashore, and Whipple in 1910, and Henry’s (1938) exami-
nation of 157 catalogs will take the reader almost to midcen-
tury in describing the courses taught to undergraduate
psychology students. Lux and Daniel (1978) consolidated
these portraits with a table of the 30 most frequent under-
graduate courses offered in 1947, 1961, 1969, and 1975.
Perlman and McCann (1999a, p. 179) continued this tradition
by identifying the 30 most frequently offered undergraduate
courses, and the percentages of colleges requiring them, in
their study of 400 catalogs for 1996–1997.

Scholars from the Carnegie Foundation for the Advance-
ment of Teaching (1977) aptly described the post–World
War II period of curricular expansion as “the academic shop-
ping center” (p. 5). Keeping in mind Veysey’s (1973) analysis
of the eras of expansion and their external stimuli, psychol-
ogy was benefiting from the utilitarian demands from more
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and different types of students and from the expansion of sci-
entific programs at the graduate level that influenced teachers
at the undergraduate level. Whether one looks at catalogs
from 1900 or more recently, a common denominator is that
new faculty, after a period of apprenticeship at an institution,
create new courses that get absorbed into a department’s cur-
riculum. For example, F. H. Sanford and Fleishman (1950)
found 261 different course titles in their study. Lux and Daniel
(1978) found 1,356 different course titles and concluded:
“Thus, we have a ‘course title inflation’ of 519%, or about
19% per year on the average, from 1947 to 1975” (p. 178). An
expanded breadth of psychology course titles accompanied
expansion in American higher education during this time.

Nevertheless, a parallel conservative force operates on the
curriculum from inside the institution as well. Rudolph (1977)
reminded us of “the academic truism that changing a curricu-
lum is harder than moving the graveyard” (p. 3). As a histo-
rian, he knew that such resistance is a complex interaction of
internal (departmental faculty and institutional priorities) and
external forces (disciplinary groups and community/public
constituencies). For psychology, Perlman and McCann
(1999a) were led to conclude:

Many frequently offered courses have been found for decades
and 13 such courses first listed by Henry (1938) are in the pre-
sent Top 30. Some courses are slowly being replaced. Thus, the
curriculum reflects both continuity and slow change, perhaps
due to the time it takes for theory, research, and discourse to de-
fine new subdiscipline areas or perhaps due to department inertia
and resistance to modifying the curriculum. (p. 181)

In the next section, we focus on the concepts of conti-
nuity and change in the curriculum, but with an eye to the
boundary-setting agendas of disciplinary groups.

The Discipline: Recommendations from the Experts

Discipline-based curricula are a social construction developed by
academics. Over time, knowledge has been organized into key
terms, concepts, models, and modes of inquiry. Academics add
to and test these knowledge constructs using their disciplinary
associations as means of verbal and written communication. Cur-
ricular change is conditioned by the role of the disciplines in con-
serving and transmitting their organization and representation of
what is worth knowing, why, and how. (Ratcliff, 1997, p. 15)

In this section, we review various statements made by psy-
chologists after World War II about what was “worth know-
ing, why, and how” in the study of undergraduate psychology.
Such statements carried added weight by virtue of discipli-
nary association (APA) or sponsorship in process (national
conferences and studies) and outcome (publication in jour-

nals such as the American Psychologist). When departmental
psychologists engaged in voluntary or required curriculum
review projects, they looked to these reports for guidance
(Korn, Sweetman, & Nodine, 1996).

At the 14th meeting of the American Psychological Asso-
ciation, E. C. Sanford (1906) offered a “sketch of a begin-
ner’s course in psychology.” He suggested that we first build
on the knowledge that students bring with them into this
course; second, that we offer a wide base of psychological
facts; third, “a genuine interest in science for its own sake is
a late development in knowledge of any kind” (p. 59). He
then suggested seven broad topics and an organizational se-
quence within which to teach them: Learning and Acquisi-
tion; Truth and Error; Emotion; Personality and Character;
Facts of the Interdependence of Mind and Body; Psychogen-
esis; and Systematic Psychology (pp. 59–60). In 1908, the
APA appointed the Committee on Methods of Teaching Psy-
chology, which decided to inventory goals and teaching prac-
tices for the elementary course (Goodwin, 1992).

Synthesizing the responses from 32 universities with
laboratories, E. C. Sanford (1910) reported that institutions
were teaching the first course in sections of 200, 300, and
400 students; Whipple (1910) reported a mean enrollment of
107 students, according to his 100 normal school respon-
dents. In institutions with laboratories, Sanford reported that
25% of the instructors saw the course as a gateway to the
study of philosophy; more than 50% wanted students to study
science for its own sake and also to appreciate the concrete
applications of psychology to life. Calkins (1910) summa-
rized the responses she received from 47 institutions with no
laboratories in this way:

First, teach psychology primarily as you would if it were an end
in itself. Second, eschew altogether the method of recitation;
lecture in order to sum up and to illustrate different topics of
study, but lecture sparingly; and cultivate constructive discussion.
Third, bar out the possibility of memorizing text-books by requir-
ing students to precede text-book study by the solution of con-
crete problems. Finally, do not tolerate inexact thinking. (p. 53)

Seashore’s (1910) summary included three aims: teach psy-
chology (i.e., not philosophy) as a science with incidental
treatment of its application; train students in observation and
the explanation of mental facts; offer a balanced survey of all
topics that psychologists study with an in-depth examination
of a few. He urged that the elementary course be taught to
sophomores in a two-semester sequence, preferably preceded
by a course in animal biology. More than for any other disci-
pline of that day, the teacher of psychology should have an ex-
ceptionally thorough preparation (because of the breadth of
topics), be one of the most mature members of the department
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(because of the direct personal influence that psychology may
have on its students), and possess both practical ingenuity and
philosophical insight (because of the complex pedagogy
required for the course). In short, “the teacher is everything”
(p. 91). Wolfle (1942) reviewed more than 100 studies on the
first course in psychology, published after the 1910 reports,
and concluded: “Now, 30-odd years later, we are still debating
many of the same issues and being embarrassed by the same
difficulties. Many of the same recommendations considered
necessary in 1909 are still necessary in 1942” (p. 686).

Intradisciplinary concerns were often matched by interdis-
ciplinary conflicts. Wolfe’s (1895) commentary on resource
allocation in the sciences for “the new psychology in under-
graduate work” (p. 382) predicted this competitive struggle
on campuses. Hill (1929) described the conflicts over control
of psychology personnel and curricular decisions in state uni-
versities. In 1945, James B. Conant, president of Harvard,
appointed six psychologists and six nonpsychologists from
university faculties, corporations, and research institutes to a
University Commission to Advise on the Future of Psychol-
ogy at Harvard. Wolfle (1948), as secretary of the APA,
reviewed The Place of Psychology in an Ideal University
(Gregg et al., 1947/1970) and said: “By all means read this
book. . . . Psychologists have been a vigorous, sometimes
belligerent, but never well united group. . . . This scattering of
psychologists all over the campus is bound to be puzzling”
(p. 61). In his presidential address for the APA Division on
the Teaching of Psychology, Pressey (1949) juxtaposed the
prestige accorded psychology in the Gregg et al. report with
an observation about Harvard’s Redbook: “Psychology ap-
pears to have no recognized place in the program presented in
General Education in a Free Society” (p. 149). Thus, on the
eve of the post–World War II boom in higher education, psy-
chology was still “getting its act together” on institutional
status and curricular coherence.

Ratcliff’s (1997) analysis of curricula focused on the con-
cept of a discipline:

A discipline is literally what the term implies. . . . Disciplines can
provide a conceptual framework for understanding what knowl-
edge is and how it is acquired. Disciplinary learning provides a
logical structure to relationships between concepts, propositions,
common paradigms, and organizing principles. Disciplines de-
velop themes, canons, and grand narratives to join different
streams of research in the field and to provide meaningful con-
ceptualizations and frameworks for further analysis. (p. 14)

Since 1950, psychologists have written several reports about
building the discipline and translating its principles and
methods into coherent undergraduate educational programs. 

Lloyd and Brewer (1992) reviewed the national confer-
ences and comprehensive reports on undergraduate psychol-
ogy: Cornell Conference (Buxton et al., 1952); Michigan
Conference (McKeachie & Milholland, 1961); Kulik, 1973;
Scheirer and Rogers, 1985; APA/Association of American
Colleges Project on Liberal Learning, Study-in-Depth, and
the Arts and Sciences Major (McGovern, Furumoto, Halpern,
Kimble, & McKeachie, 1991); and the St. Mary’s College of
Maryland Conference held in 1991. We will briefly review
the Cornell, Michigan, and St. Mary’s College of Maryland
conferences’ accomplishments as part of the continuing nar-
rative elements for this chapter—courses, discipline, out-
comes, assessment, and how service activities delivered these
findings to widening circles of psychologists.

In 1951, the Carnegie Foundation of New York and the
Grant Foundation sponsored a study group of psycholo-
gists—six primary authors and 11 consultants—to meet at
Cornell University and to conduct “an audit to determine the
objectives, examine the content, and appraise the results of
the instruction we have been giving. Against the background
of such an audit, we can then attempt to build a better cur-
riculum” (Buxton et al., 1952, p. v). Their report identified
the objectives of undergraduate psychology as: 

(1) Intellectual development and a liberal education; (2) a knowl-
edge of psychology, its research findings, its major problems,
its theoretical integrations, and its contributions; (3) personal
growth and an increased ability to meet personal and social
adjustment problems adequately; (4) desirable attitudes and
habits of thought, such as the stimulation of intellectual curios-
ity, respect for others, and a feeling of social responsibility.
(pp. 2–3)

In an interview with Jane Halonen (1992), McKeachie
commented about the conference: 

We came up with the idea of sequencing, which is why
Dael Wolfle really brought us together. He thought we were
teaching all of our courses at about one level beyond the intro-
ductory and covering the same thing in the advanced course in
order to bring people up to some common base so they could
go on to the latter part of the course. I think that was important.
(pp. 251–252)

The study group agreed on one recommended curriculum
model. The introductory course was to be followed by five in-
termediate or core courses (statistics, motivation, perception,
thinking and language, and ability), then advanced courses
in specialized areas (e.g., social, learning, comparative, phys-
iological, personnel, etc.), and finally capstone courses in
personality and history and systems. All courses should be
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taught as “experimental psychology” courses. The authors
wrote separate chapters on personal adjustment courses,
technical training, implementation problems based on institu-
tional differences, and the need for a research agenda to mea-
sure the effectiveness of undergraduate education.

A similar study group approach, the Michigan Confer-
ence, was sponsored by the National Science Foundation
10 years later and was reported in McKeachie and Milholland
(1961). This group began with data from a survey of 548 de-
partments to which 411 responded; 274 had revised their cur-
riculum since the earlier Cornell report. They found that 69%
of the respondents used the earlier recommendations. An im-
portant point to note is that the Michigan group of six psy-
chologists framed their recommendations in the context of
two critical external forces affecting psychology. First, the
demographics of higher education were changing both in
terms of increased numbers and increased diversity (specifi-
cally in age and vocational goals). Second, “more serious
than the problem of sheer numbers is the fact that teaching is
not a prestigeful occupation in psychology these days. The
research man is the status figure” (p. 6).

A compelling integration of Veysey’s (1973) three
forces—utilitarian demands, scientific advances, and values
of a liberal education—form a subtext for this entire report.
McKeachie and Milholland (1961) asserted that the psychol-
ogy curriculum “would be firmly anchored in the liberal
arts, rejecting undergraduate vocational training as a pri-
mary goal” (p. 33). This principle is operationalized in great
detail in two chapters: “The Beginning Course” and “The
Experimental-Statistical Area.” The greatest value lay in
“teaching psychology as an organized body of scientific
knowledge and method with its own internal structure for de-
termining the admissibility of materials to be taught” (p. 59).
The authors were unequivocal in their commitment to
teaching psychology as a continually advancing science,
reaffirming the Cornell group’s objectives: content knowl-
edge, rigorous habits of thought, and values and attitudes.
They expanded these general goals with a set of 16 objec-
tives, many of which are similar to statements about “critical
thinking” that emerged as part of identifying liberal arts out-
comes when assessment initiatives became so influential in
the mid-1980s and after. The Michigan authors sketched
three different curricular models because they could not
agree on a single one. In what was a utilitarian and prescient
comment, they concluded, “What is ideal, we now believe,
depends on the staff, the students, the total college curricu-
lum, and other factors” (p. 103). Into the 1990s, “staff,” “stu-
dents,” and the “total college curriculum” would play an in-
creasing role in shaping how individual institutions
communicated the discipline. “Other factors”—all external

to the discipline and to campuses—would play an even more
important role in setting the timetables and parameters for
changes in the curriculum.

The 1991 St. Mary’s College of Maryland Conference had
a long history in development, an ambitious agenda, and di-
versity in its participants. Its processes and outcomes reflect
the continuing evolution of the discipline’s attention to un-
dergraduate education. A resolution introduced to the APA
Council of Representatives by the Massachusetts Psycho-
logical Association asked the Committee on Undergraduate
Education (CUE) to examine

(1) the role and purpose of the undergraduate psychology major
in relation to traditional liberal arts education (and prepara-
tion for graduate school in psychology) and preparation for
a bachelor-degree-level job in a psychology-related field, and
(2) whether APA should set forth guidelines for curriculum mod-
els in undergraduate psychology (with an accompanying ratio-
nale). (As cited in Lloyd & Brewer, 1992, pp. 272–273)

The CUE formulated a response, approved by the Council of
Representatives in August 1985, that reaffirmed the psychol-
ogy baccalaureate as a liberal arts degree, that no prescribed
curriculum should be developed, but that guidelines or mod-
els could be considered based on continuing, periodic sur-
veys of undergraduate education. Continuing discussion led
to a conference proposal. Sixty psychologists met for one
week in a highly structured group dynamic designed to pro-
duce draft chapters of a handbook on seven topics: assess-
ment, advising, recruitment and retention of ethnic minority
faculty and students, faculty development, faculty networks,
curriculum, and active learning practices. Among the 60 par-
ticipants at St. Mary’s, 28 (47%) were women and 11 (18%)
were ethnic minority persons (neither the 1951 nor the 1960
conference had such representation). In addition to partici-
pants from liberal arts colleges and universities, there were
five faculty members from community colleges, two from
high school psychology programs, and two representatives
from Canada and Puerto Rico. As planned, a comprehensive
handbook was produced (McGovern, 1993); at the urging of
Ludy T. Benjamin, a Quality Principles document was also
produced by the steering committee and eventually approved
as APA policy by the Council of Representatives (McGovern
& Reich, 1996).

In their chapter on the curriculum, Brewer et al. (1993)
reaffirmed the importance of psychology as a liberal arts dis-
cipline. “The fundamental goal of education in psychology,
from which all the others follow, is to teach students to
think as scientists about behavior” (p. 168). They amplified
this statement with six specific goals: attention to human
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diversity, breadth and depth of knowledge, methodological
competence, practical experience and applications, commu-
nications skills, and sensitivity to ethical issues. To accom-
plish these goals, a sequence of four levels of courses was
recommended: introductory course, methodology courses,
content courses, and an integrative or capstone experience.
Content courses should be balanced between the natural sci-
ence and social science knowledge bases of an increasingly
complex discipline. A special section was devoted to the inte-
gration of the community college curriculum with upper-
division courses in the major taken at another institution.

Perlman and McCann’s (1999b) review of the structures
of the undergraduate curriculum in 500 catalogs indicated
that the St. Mary’s Conference, like its predecessors, had
some intended consequences and specific areas of minimal
influence. Although a senior capstone experience has been
advocated since the Cornell Conference, this recommenda-
tion has gone unheeded, particularly in doctoral institutions.
The same is true for the teaching of psychometric methods as
part of a core methodology trio of courses with statistics and
experimental psychology. Fiscal, staffing, and space prob-
lems were often cited as obstacles to the development and
maintenance of laboratory facilities. These authors drew the
following overall conclusions about the status of the curricu-
lum at the end of the twentieth century:

The Cornell report’s (Buxton et al., 1952) emphasis on teaching
psychology as a scientific discipline in the liberal arts tradition
remains current. The required core as recommended by the
St. Mary’s report (Brewer et al., 1993) as implemented by de-
partments seems to cover “both natural science and social sci-
ence aspects of psychology.” (p. 439, pp. 175–176)

We now turn to the ways in which psychologists evaluated
the effectiveness of their undergraduate programs.

SCHOLARSHIP

Ratcliff (1997) labeled a second curricular model as analyti-
cal. Variables in the curriculum that affect student develop-
ment are identified, measured, and evaluated to determine
their effectiveness. McGovern (1993) described an analytical
model for psychology as:

What kind of outcomes can be achieved with 
What kind of students taught by
What kind of faculty using
What kind of teaching methods as part of
What kind of curriculum? (p. 218, emphases in original)

In this section on scholarship, we first focus on faculty efforts
to identify common outcomes from the earliest days of a

single course to the contemporary “Top 30” described by
Perlman and McCann (1999a). Second, we focus on the as-
sessment of these outcomes by the faculty, but more often
mandated by external constituencies in the interests of ac-
creditation or public accountability. 

Defining the Outcomes of Undergraduate Psychology

In response to E. C. Sanford’s (1906) description of an ideal
beginner’s course, Walter T. Marvin (1906) suggested the
following:

The chief problem in any course is: What precisely does the
teacher wish the student to learn, as distinguished from all the
illustration, exposition, etc. that may be found helpful? In short,
every course should include a body of definite and precise
information to be thoroughly learned, hard as it may be to secure
such information in psychology as compared with the exact
sciences. . . . Perhaps one of the special habits we can form in the
brightest pupils is reading interesting books on psychology.
(p. 61)

Calkins (1910) was more specific:

Psychology is psychology whatever the use to be made of it.
First courses in psychology should therefore be essentially the
same in content and in method, whether they introduce the
student to advanced work in psychology or to the different prob-
lems of pedagogy, of ethics or of metaphysics. The [sic] imme-
diate purpose of every course in psychology is to make the
student expert in the study of himself: to lead him to isolate, an-
alyze, to classify, and (in the scientific, not in the metaphysical
sense) to explain his own perceiving, remembering, thinking,
feeling, and willing. (p. 45, emphasis in original)

These two psychologists’ perspectives must be understood in
historical context—the field was still in the process of distin-
guishing its content and methods from its philosophical an-
tecedents. Wolfle (1942), in his review of the literature on the
first course since the 1910 studies, identified four prevailing
objectives: teach facts and principles, develop scientific
method or habits of critical thought, prepare students for later
courses or interest in psychology, and eliminate popular su-
perstition. However, his evaluation of more than 100 studies
suggested to him the following synthesis of major objectives:

The first is to acquaint the student with the most important and
most generally accepted facts, principles, and hypotheses of psy-
chology. The attainment of this objective will contribute to the
student’s general cultural education and will increase his ability
to recognize and to deal intelligently with the psychological
problems of modern society. The second objective to be stressed



Scholarship 473

is to develop the habit of critical and objective analysis of psy-
chological problems which arise and of the data or hypotheses
available to help solve them. The third important objective
depends on the attainment of the first two and consists of the im-
provement of the student’s ability to understand his own per-
sonal problems and to achieve personally and socially desirable
solutions of those problems. (pp. 706–707)

This ideal synthesis was accomplished after the first 50 years
of the new discipline’s history. Recalling Veysey’s (1973)
themes, psychology was in the disciplinary mainstream in pro-
viding for the utilitarian needs of society, affirming a respect
for science, and espousing the value of liberal arts education.

For 25 years after World War II, psychologists continually
refined their understanding and pedagogy for these three ob-
jectives. As it had done in the first part of the twentieth cen-
tury, the knowledge base addressed in Wolfle’s (1942) first
objective would continually expand, so much so as to suggest
that the discipline had splintered. However, as we discussed
in the introduction to the chapter, from the broader historical
perspective of American higher education, the period after
World War II would bring many different students to the cam-
pus with many different objectives. The “psychological prob-
lems of modern society” and students’ “personal problems”
of Wolfle’s objectives became more complex, and faculty
confronted them firsthand in their classrooms.

In a paper prepared for the APA Committee on Undergrad-
uate Education, Buxton (1956) asked: “Who is responsible for
determining the objectives, and the means for reaching them,
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each other and were able to gather 13 other psychologists
also interested in psychology and law. In 1969, the American
Psychology-Law Society (AP-LS) was incorporated with
101 charter members. From this small group, the AP-LS grew
to a membership of 2000 by the century’s end. In 1984, the
AP-LS merged with the three-year-old APA Division 41,
Psychology and Law (Fulero, 1999; Grisso, 1991).

Tensions between science and application were present
from the beginning of the society. A significant portion of the
membership wanted to focus on developing the forensic ap-
plication of psychology and saw the society as a means of re-
fining the role of psychologists in the legal system. An
equally significant percentage of the membership sought a
sounder basis for psychological contributions to law through
research. An early crisis between the groups was sparked by
the publication of Ziskin’s Coping with Psychiatric and Psy-
chological Testimony (1970). Ziskin challenged the reliabil-
ity and admissibility of most psychological and psychiatric
testimony and declared that serious research was needed to
bring psychological testimony up to acceptable standards.
The debate and conflict that ensued from the book’s publica-
tion led to Ziskin’s resignation from AP-LS in 1973. Para-
doxically, the effect of the book was to steer the society
toward greater support of research in the social and experi-
mental foundations of psychology and law.

By the late 1970s, a younger cohort of psychologists in-
terested in law moved into AP-LS leadership. Many of these
young psychologists were interested in the applicability
of their field to social issues, especially the improvement of
legal institutions (Grisso, 1991). The vigorous leadership of
Bruce Sales (1976–1977) energized the society. Sales had a
vision of the AP-LS as the major public organization at work
at the interface of psychology and law. Under his leadership,
new publishing ventures were begun, including the founding
of the society journal, Law and Human Behavior.

The emphasis on research and social action left many of
the forensic expert witnesses without a clear sense of their
place in AP-LS. In the last half of the 1970s, AP-LS clinical
forensic members went outside the society to start an inde-
pendent board that was charged with establishing credentials
for diplomate status in forensic psychology (Kaslow, 1989).
The AP-LS assisted with the establishment of the American
Board of Forensic Psychology but was not responsible for it.
Thus, by 1980, the AP-LS represented the major areas of psy-
chology and law.

By 1977, some psychologists were active in calling for
an APA division of psychology and law. In 1977–1978, the
AP-LS became actively involved and worked to gather
the necessary signatures to petition the APA Council of Rep-
resentatives for a new division. The council approved the

division in 1980, and Division 41, Psychology and Law, was
established in 1981. The leaders of AP-LS initially resisted a
merger between the society and the division, but by 1983 it
was clear that a merger was the most effective way for the
two groups to work together. In 1984, the two groups merged
and provision was made for AP-LS members who were not
psychologists. Most of the nonpsychologists were lawyers,
and they represented a sizable percentage of the AP-LS
membership.

The combined AP-LS/Division 41 worked on many sig-
nificant issues after their merger. Among the more salient
were ethics guidelines for forensic psychologists, syllabi for
courses in psychology and law, and the pursuit of specialty
status from APA for forensic psychology.

As in all areas of American psychology where both
clinicians and scientists are active, opportunities for conflict
have been present. At the end of the twentieth century, AL-PS/
Division 41 had successfully managed the minefield at the
borderland between science and practice.

Scientific Organizations

Although the APA was organized to promote psychology as a
science, from its inception there have been those who be-
lieved that it was not scientific enough. This has given rise
over the ensuing decades to numerous societies, both formal
and informal, that sought to create organizations devoted
solely to science. Lightner Witmer (1867–1956) tried in 1898
to organize a small group of experimental psychologists to
meet independently of the APA (Goodwin, 1985). E. B. Titch-
ener (1867–1927) successfully formed an alternative group in
1904. Although not legally formalized in his lifetime, “The
Experimentalists,” as they came to be called, did meet Titch-
ener’s desire to have a psychological club whose members
could discuss their version of psychological science in a mas-
culine, smoky, atmosphere (Boring, 1967; Goodwin, 1985).
After Titchener’s death in 1927, the club members reorga-
nized into the Society of Experimental Psychologists (SEP).
Women were admitted for the first time, and the membership
limit was set at 50. The SEP was incorporated in 1936. Over
the years, membership requirements have been slightly mod-
ified; most notably the limit has been raised, so that there were
197 fellows in 2000 (Hurvich, 2000). The SEP continued to
be primarily concerned with its maintenance as an organiza-
tion devoted to science, although its members contributed to
the application of psychology during both world wars.

For some younger psychologists in the mid-1930s, neither
the APA nor the SEP was experimental enough. This younger
group loosely organized themselves in 1936 under the name
“Society of Experimenting Psychologists” (Benjamin, 1977;
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Hardcastle, 2000). The name was a jab at the SEP, many of
whom were no longer actively engaged in experimental re-
search. The name was later changed to the Psychological
Round Table (PRT) in order to avert professional retaliation
from the senior members of the SEP. Like “The Experimen-
talists” before them, the members of PRT found the APA
meetings too bureaucratic and too inclusive of nonexperi-
mental psychology. They were also excluded from member-
ship in the SEP. The PRT organizers created a small group
based at universities in the eastern United States who met an-
nually to talk about research and socialize. Women were ini-
tially excluded. Once a member reached the age of 40, he
could no longer participate in the meetings. As a result, mem-
bership was never large and the group was never formally in-
corporated. Nevertheless, the PRT served as an important
communication network in American experimental psychol-
ogy for many years.

Dissatisfaction with the annual meetings of the APA
provided the impetus for the formation of the Psychonomic
Society in December 1959. In that sense, the Psychonomic
Society is heir to the tradition inaugurated by Titchener and
continued by the Psychological Round Table. Apparently, the
experimentalists’ dissatisfactions had been growing for years
so that by the late 1950s there was a perception that the APA
was catering to the interests of psychologists in professional
practice (Dewsbury & Bolles, 1995). The proximal stimulus
for the formation of the group was the decision by the APA
Board of Convention Affairs in 1959, later reversed, that no
one could use slides as part of his or her presentation. This,
for many experimentalists, was the last piece of evidence
needed that the APA convention was not about scientific
communication.

A small group of psychologists went to work over the
summer of 1959 to drum up support for a new, more science-
oriented society. Led by William Verplanck (b. 1916) and
Clifford Morgan (1915–1976), an organizing committee
began meeting to form the new society. When letters of invi-
tation sent out to members of the APA science divisions indi-
cated that there was more than adequate interest for such
a society, the organizing committee met in late 1959 and de-
veloped by-laws to govern the as-yet unnamed society
(Dewsbury & Bolles, 1995). The name Psychonomic Society
was agreed on in early 1960, and the society was incorpo-
rated in April of that year.

The purposes of the society were two: to conduct an an-
nual meeting to exchange research results and to develop a
journal to publish the results. In terms of structure, the Psy-
chonomic Society was the anti-APA. The group refused to
develop the bureaucratic machinery they disliked in the
larger association. Instead, they chose to govern their affairs

through a governing board, which was empowered to do busi-
ness on behalf of the society. From its inception to the time of
this writing, the society has succeeded remarkably well in
keeping its governance simple and maintaining its focus as a
hard-nosed scientific psychological organization.

The Psychonomic Society experienced rapid growth. Its
membership standards were the PhD and a record of success-
ful publication beyond the degree. Ironically, these were the
standards for APA membership prior to 1926 (Fernberger,
1932). Although membership requirements have varied
slightly over the years, including the development of an asso-
ciate membership, the basic requirements have changed little.
The membership total at the end of the first year was 772.
That number rose steadily over the years and had stabilized at
approximately 2,000 members by the 1990s. Associate mem-
bership also grew from its inception in 1975 to between 400
and 500 during the 1990s.

At the end of the twentieth century, the Psychonomic
Society published six major experimental psychology jour-
nals. Journal publication had been one of the two primary
purposes of the society at its founding, but it took several
years before the society was able to begin its publishing pro-
gram. It was able to do so through the generosity of one of its
founders, Clifford T. Morgan. Morgan began a journal, Psy-
chonomic Science, in 1964. This was followed in relatively
quick succession by Psychonomic Monograph Supplements
(1965) and Perception & Psychophysics (1966). In 1967,
Morgan gave the journals to the Psychonomic Society. The
society initially struggled with its management of the jour-
nals but by the mid-1970s had overcome most of its publica-
tion problems. The society split Psychonomic Science into
four volumes and added others, so that by 2000 it published
Animal Learning & Behavior, Behavior Research Methods, In-
struments, & Computers, Memory & Cognition, Perception &
Psychophysics, Psychobiology, and Psychonomic Bulletin &
Review (Dewsbury, 1996).

Other experimental societies have formed over the years
in reaction to the size or policies of the APA. To note one
other example, the Society of Experimental Social Psychol-
ogy formed in 1965 to promote scientific communication
among those social psychologists that viewed themselves as
experimentalists. A small group of social psychologists de-
cried the large meetings of the APA and the rapid growth of
its Division 8 (Personality and Social Psychology). They, like
the founders of the Psychonomic Society, wanted a society
whose members were experimentalists. The initial intent of
the group was to keep the society small in number. That pol-
icy has been maintained, as indicated by its membership of
only 600 by the year 2000 (Blascovich, 2000; Hollander,
1968).
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In 1988, the American Psychological Society (APS) was
founded as the major alternative to the APA. The APS was
widely perceived as a fundamental split between those psy-
chologists whose primary identity was that of psychological
scientist and those who thought of themselves as primarily
professional practitioners. The reality was much more com-
plex than that. The reorganization of the APA during the war
gave applied interests a greater voice and created the possibil-
ity of schism within the APA. The infusion of large sums of
money from various federal agencies for psychological re-
search and training, especially clinical training, raised the
stakes over psychology’s identity. The once-small field of
clinical psychology grew out of all proportion to the rest
of psychology and soon threatened the traditional centers of
power in the APA. Tension between scientists and practition-
ers grew in the decades after World War II as clinical psy-
chologists became increasingly interested in independent
practice and all the necessary accoutrements that accompany
such practice: licensure, third-party payment, and the like. In
the 1970s, practitioners began to gain greater influence in the
APA governance structure and by the 1980s were ascendant.
Some scientists and academics who felt threatened by these
changes proposed that the APA be reorganized into a looser
structure that provided more autonomy for academic psychol-
ogists. When the reorganization plan failed in 1988, a large
number of scientists/academics decided to form an alternative
organization devoted to psychological science. Initially
called the Assembly for Scientific and Applied Psychology,
the group incorporated in 1988 as the APS with 450 founding
members. That number grew rapidly to over 5,000 members
within 6 months, and by 2000 the membership was approxi-
mately 10,000. Many members of APS have also maintained
membership in the APA. Although tension between the two
groups ran high in the first years after the split, there was a
steady accommodation to each other through the 1990s.

It has been more common, however, for new organizations
to form simply around a specialty interest in psychological
science. These groups proliferated in the last decades of the
twentieth century and are too numerous to list here. The
reader is referred to the World Wide Web sites of the Federa-
tion of Behavioral, Psychological, and Cognitive Societies
(www.thefederationonline.org) and the International Union
of Psychological Sciences (www.iupsys.org) for links to
many of these societies.

Applied Psychological Organizations

Despite the rhetoric of experimentalism, American psycholo-
gists have been particularly interested in the application
of psychological science from the first days of organized

American psychology (Benjamin, 1997a; Pickren &
Dewsbury, 2002). A small number of psychologists worked in
applied and professional settings in the early years of the dis-
cipline. While many of them had free choice of career sites,
others had few work options open to them by virtue of their
gender or race (Guthrie, 1998; Stevens and Gardner, 1982).
The establishment of the Journal of Applied Psychology in
1917 provided an outlet for research and a forum for profes-
sional issues. World War I drew public attention to the poten-
tial usefulness of applied psychology, especially in mental
testing (Samelson, 1977). Two privately held companies
were started after the war in an effort to build on this atten-
tion: The Scott Company and The Psychological Corporation
(Sokal, 1981). The number of psychologists interested in pro-
fessional practice grew enough by the end of World War I to
form a new professional organization, the American Associa-
tion of Clinical Psychologists. Apparently threatened by this
move, the APA co-opted the new organization by forming a
Clinical Section in 1919 (Routh, 1994; Samelson, 1992).

During the interwar period, the number of psychologists
engaged in various professional practices dramatically in-
creased. By one count, 39% of APA members were employed
in applied work in 1940. By comparison, only 9.3% of APA
members were employed in a recognizably applied setting in
1916 (Finch & Odoroff, 1939, 1941). It should be kept in
mind that a doctoral degree and publications were required
for APA membership in this period, and many applied psy-
chologists worked at the master’s level. Four semidistinct
areas of practice emerged in this period: clinical, consulting,
educational, and industrial/business. The settings for these
practices included schools, clinics (of various kinds), homes
for the mentally retarded, courts, prisons, police departments,
psychiatric hospitals, guidance offices in educational settings,
psychotherapy offices, social agencies, state and federal
agencies, film and radio studios, personnel offices, advertis-
ing and marketing firms, life insurance companies, and pri-
vate consulting firms. At least 83 APA members earned their
living primarily from fee-based consultations in 1940.

This growth is also reflected in new psychological organi-
zations that were formed between the wars. The APA mem-
bership standards favored academic scientists engaged in
experimental research and made it difficult for psychologists
with applied expertise to either gain membership or wield
significant influence within the organization (Napoli, 1981;
O’Donnell, 1979). Finally, in 1926, the APA established a
second-class associates membership, at least in part to help
finance a new publishing venture. (In 1946, the membership
categories were revised: full members became fellows, asso-
ciates became “members,” and a new category of associates
was developed, primarily for people without doctorates.)
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Associates could not vote or hold office in the APA. Many of
the associates were psychologists interested in application
and the practice of psychology.

One new organization that formed in this era (1921), the
New York State Association of Consulting Psychologists, be-
came the leading state association for applied work in psy-
chology and was emulated by other state and regional groups.
The New York group joined with other regional groups and
reformed as the Association of Consulting Psychologists
(ACP) in 1930. The ACP promoted professional issues such
as training and licensing for all applied psychologists. In
1937, the ACP merged with other applied groups to form the
American Association for Applied Psychology (AAAP),
which, like the ACP, was concerned with issues relevant to
professional practice. The AAAP was able to develop a na-
tional voice for professional psychology before the onset of
the Second World War, though its voice was somewhat muted
by the dominance of academic psychologists and the lack of
proportionate representation of women among its leadership
(Benjamin, 1997a; Capshew, 1999).

The Journal of Consulting Psychology was the official
publication of the AAAP and reported on both research
and practice issues of professional psychology. The issue of
appropriate training for the practice of psychology, in all
fields but particularly in clinical psychology, was frequently
discussed in the pages of the journal and at the annual meet-
ings of the association. It was not directly addressed until
after World War II, when the scientist-practitioner (Boulder)
model developed by AAAP member David Shakow became
the primary model of acceptable training.

In a few short years, the AAAP made substantive progress
on behalf of its members. When the APA was reorganized
during the Second World War, the AAAP was incorporated
into the APA as part of the effort to make the APA more in-
clusive and responsive to both scientific and professional
concerns (Capshew & Hilgard, 1992). Section D, Industrial
and Business, of the AAAP became APA Division 14, Indus-
trial and Business Psychology. The new division sought to
ensure that appropriate standards of training and practice
were maintained and that industrial psychology remained on
a solid research basis.

Division 14 members decided to incorporate as a separate
society, the Society for Industrial and Organizational Psy-
chology (SIOP), in 1982. This was the result, in part, of
dissatisfaction with what was perceived as APA’s overem-
phasis on practice issues at the expense of science. When the
APS formed in 1988, SIOP membership was opened to APS
members as well as APA members. Despite these changes, it
is clear that SIOP is the historical successor to the AAAP
(Benjamin, 1997a).

During the 1930s, several states began certification
programs for school psychologists (Fagan, Hensley, &
Delugach, 1986; French, 1984). A number of those psycholo-
gists belonged to the ACP and then the AAAP. One of the
charter divisions of the reorganized APA was Division 16,
School Psychology. However, many school psychologists did
not qualify for membership in Division 16 because they did
not have a doctoral degree. Historically, school psychology
has been dominated by nondoctoral professionals (Fagan,
1996). Growth of Division 16 membership was steady but
slow, even though the number of school psychologists was
expanding rapidly. By the 1960s, it became clear that Divi-
sion 16 was not responding adequately to the needs of
nondoctoral school psychologists. As a result, a need for a na-
tional organization that could represent all school psycholo-
gists led to the founding of the National Association of
School Psychologists (NASP) in 1969 (Fagan, 1996).

Membership rose steadily from the founding of the NASP
and stood at 21,000 plus in 2000. The association devel-
oped an impressive track record of working to raise educa-
tional and training standards. Accreditation of training
programs became an important part of the NASP’s work as
well (Fagan, Gorin, & Tharinger, 2000).

Applied psychological organizations proliferated in the
last decades of the twentieth century. Space does not allow
for all of them to be described. A few chosen to serve as ex-
amples include the American Association of Correctional
Psychologists (founded 1953), the International Society of
Sport Psychology (founded 1965), the Association for the Ad-
vancement of Behavior Therapy (founded 1966), the Associa-
tion forApplied Psychophysiology and Biofeedback (founded
1969), and the Society of Psychologists in Management
(founded 1984). Hundreds of other applied psychological or-
ganizations had been established in the United States alone by
the end of the twentieth century (see VandenBos, 1989).

Psychological Organizations in the Public Interest

The 1960s were a time of social upheaval and dissent in the
United States and much of Europe. During this period, psy-
chological organizations were formed to represent groups
that had been traditionally ignored or underrepresented in
mainstream psychological organizations. In the United
States, these new organizations were typically formed as a re-
sponse to perceived problems with the APA. The APA was
perceived as insensitive to the needs and interests of women
psychologists and psychologists of color.

The Association of Black Psychologists (ABPsi) was
founded in 1968 at the annual convention of the APA. It was
not the first organization ofAfricanAmerican psychologists. In
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1938, psychologist members of the American Teachers Asso-
ciation, an all-black educational group, formed Division 6,
Department of Psychology, to facilitate communication and
strengthen their professional identity (Guthrie, 1998). Divi-
sion 6 sent representatives to the Intersociety Constitutional
Convention that led to the reorganization of the APA during
World War II (Capshew, 1999). However, theATA’s Division 6
was unable to maintain its momentum after the war.

In 1963, the APA, at the urging of the SPSSI, formed the
Committee on Equality of Opportunity in Psychology
(CEOP) to examine the status of education, training, and
career paths of African Americans in psychology (Wispe
et al., 1969). However, many black psychologists were dis-
satisfied with the slow pace of the APA committee and were
frustrated with what they perceived as the APA’s neglect of
their African American members, the low numbers of African
Americans in APA governance, and the strikingly few black
APA employees. By the second half of the 1960s, a new pride
in African American identity had emerged as was evidenced
by the focus on Black Power and Black Nationalism. Many
younger African American psychologists simply did not
identify with the APA, perceiving it as conservative and
heavily invested in white, middle-class values. Their anger
and frustration came together at the annual convention of the
APA in San Francisco (B. Williams, 1997). A small group
meeting in a hotel room during the 1968 APA convention
grew into a larger meeting of 200 African American psychol-
ogists the next day (R. Williams, 1974). Out of this meeting,
the Association of Black Psychologists was formed (Guthrie,
1998).

ABPsi grew into a thriving organization with its own
agenda, its own mission, and its own identity. It became
the professional organization of choice for many African
American psychologists. ABPsi holds annual meetings
(twice in African countries), has an active publication pro-
gram that includes the quarterly Journal of Black Psychology,
the monthly newsletter Psych Discourse, the Association of
Black Psychologists Publication Manual, and the Source-
book on the Teaching of Black Psychology.

Following a dramatic confrontation of the APA leadership
by the newly formed Black Students in Psychology Associa-
tion (BSPA) during the 1969 convention, ABPsi and BPSA
cooperated in persuading the APA to address the concerns of
black psychologists about culturally biased testing practices,
lack of employment opportunities for African Americans in
psychology, and inadequate recruitment and support of black
graduate students (R. Williams, 1974). The events of 1968
and 1969 had effects that reverberated over the next several
years. Hispanic psychologists and Asian American psycholo-
gists also formed organizations and put pressure on the APA

to become more sensitive and supportive of their issues. As a
result, the APA formed the Board of Ethnic Minority Affairs
and opened the Office of Ethnic Minority Affairs. The latter
has been an important conduit of training monies for ethnic
minority graduate students.

In the early 1970s, two brothers, Derald (b. 1942) and
Stanley (b. 1944) Sue, coordinated a series of meetings in
San Francisco that included a variety of professionals in-
volved in mental health issues in the Asian community.
These meetings eventually led to the founding of the Asian
American Psychological Association (AAPA) in 1972. Mem-
bership was small at first, and the group struggled to maintain
cohesion (Leong, 1995). Despite this small beginning, the
AAPA had a membership of over 400 by the year 2000.

Although Asian mental health was the original concern of
the AAPA, since that time the organization has diversified in
its interests. Advocacy efforts on behalf of Asian Americans
led to involvement on U.S. Census issues and to a long en-
gagement against the English-only movement in California.
Members of the AAPA developed Asian American psycho-
logical theory that was applied to a range of psychological
topics, including clinical training and social research. Lead-
ers of the association were among the very first to develop
theory and practice related to multicultural counseling. The
National Institute of Mental Health relied on the association
to assist it in its efforts to diversify its training population,
and members of the AAPA served as key liaisons to the
NIMH and other federal agencies for the development of
mental health policy.

The AAPA developed close ties with the APA very early in
its existence. AAPA members served on key boards and com-
mittees of the APA, including the Board of Ethnic Minority
Affairs, the Board for the Advancement of Psychology in
the Public Interest, and the Committee for Ethnic Minority
Recruitment, Retention, and Training. The AAPA began pub-
lishing the Journal of the Asian American Psychological
Association in 1979 and began a series of monographs in
1995 (Leong, 1995). In 1999, Dr. Richard Suinn (b. 1933)
served as the first Asian American president of the APA.

In 1971, Carolyn Attneave (1920–1992) formed the Net-
work of Indian Psychologists in the Boston area. About the
same time, Joe Trimble (b. 1938) formed a group in 1971
called the American Indian Interest Group. Trimble’s group
was formed with support from the SPSSI and was affiliated
with it. In 1973, Trimble merged his group with the Network
of Indian Psychologists. Attneave changed the name of her
group to the Society of Indian Psychologists (SIP) around
1975 (Trimble, 2000). Membership in the SIP was always
small, numbering around 100 at the end of the twentieth cen-
tury. Members of the SIP and other Indian psychologists
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worked to increase the number of American Indian psycholo-
gists in North America. One notable success was the Indians
into Psychology Doctoral Education (INDPSYDE) started by
Arthur L. McDonald (b. 1934) in the mid-1980s. By the end
of the twentieth century, INDPSYDE programs were operat-
ing at several colleges and universities in the West and there
had been a noticeable gain in the number of American Indian
psychologists. SIP members also worked with the APA and
other ethnic minority psychology groups to support the de-
velopment of rural minority mental health programs. In 1986,
Logan Wright (1933–1999) was the first person of American
Indian heritage to be elected APA president.

The National Hispanic Psychological Association grew
out of an earlier organization of Hispanic psychologists, the
Association of Psychologists Por La Raza (APLR), which
was founded in Miami in 1970 during the APA convention
(Bernal, 1994). The founding group was very small, but that
number grew to around 40 as a result of an APLR symposium
on Hispanic psychology at the 1971 APA convention. Over
the next several years, Hispanic psychologists developed a
professional network through NIMH-sponsored conferences
and involvement with the APA’s Board of Ethnic Minority
Affairs. In 1979, the National Hispanic Psychological Asso-
ciation was formed and the first issue of the Hispanic Journal
of Behavioral Science was published.

In general, all of the ethnic minority psychological associ-
ations were involved in prompting the NIMH to become
more involved with the support of training of ethnic minority
psychologists. The APA, while it initially needed to be prod-
ded by ethnic and minority psychologists, became a positive
force for promoting and supporting the diversification of psy-
chology. In 1979, the APA opened its Office of Ethnic Minor-
ity Affairs and remained a major collaborator with ethnic and
minority psychological associations.

A direct descendant of the National Council of Women
Psychologists (see above) was the Association for Women in
Psychology. The NCWP, after it changed its name to the
International Council of Psychologists, lost its main thrust of
advancing the cause of women psychologists. That charge
was taken up in the more radical and restive late 1960s by a
number of women APA members (Tiefer, 1991). The Associ-
ation for Women Psychologists (AWP) was founded by ap-
proximately 35 women and men at the 1969 APA convention.
In 1970, the group changed its name to the Association for
Women in Psychology. Many of the original members were
convinced that the APA was insensitive to the needs of
women psychologists and supported discriminatory, sexist
practices in both academic and professional psychology
(Tiefer, 1991). For the first years of its existence, the AWP
lobbied for change within the APA. Issues that were most

salient for the AWP in these years included abortion rights,
ending sexist hiring and promotion practices in acade-
mia, and adequate child care at the APA convention. One
participant-historian characterized the first years of the
AWP–APA relationship as a time of “the public airing of
women’s grievances with the APA and the profession of psy-
chology” (Tiefer, 1991, p. 637).

The AWP had immediate success in attracting many
women psychologists and a few male psychologists as mem-
bers. Thirty-five women and men formed the first membership
cohort; membership in the AWP grew to over 1,700 by the
year 2000. For many years, the AWP avoided a hierarchical
organizational power structure. All issues were open for dis-
cussion by any member during the annual meetings. The asso-
ciation was committed to feminist process and sought to be
participatory-democratic in its governance. This led to
lengthy business meetings but little activity between meet-
ings. Like other organizations of its time, tensions existed
over whether the organization should seek efficiency or
democracy as its main governing principle. A compromise
was reached in 1979 when the leadership structure was
changed to governance by the Implementation Collective.
This was a small number of AWP members who volunteered
to serve in specific roles in order to facilitate specificAWP ini-
tiatives. The collective set policy, financial guidelines,
and guidelines for forming committees to carry out various
projects. Much of the work of the AWP was carried out by
members who served on committees, most of which were gen-
erated by members themselves and not by the leadership.

The AWP worked on such salient issues as the passage of
the Equal Rights Amendment (ERA), abortion rights, and the
removal of antiwoman diagnostic categories in the various
revisions of the Diagnostic and Statistical Manual of Mental
Disorders. Members also developed guidelines for feminist
therapy and worked to reduce racism and promote multicul-
tural perspectives (Tiefer, 1991).

One major outcome of the activities of the AWP in its
early years was the formation of the APA Task Force on the
Status of Women in Psychology. The task force worked for
two years, and its report recommended that the APA act to re-
dress the inequities women faced in organized psychology. A
specific recommendation was the formation of a division to
represent the interests of women in psychology (APA, Task
Force on the Status of Women in Psychology, 1973).

Despite some resistance from the APA Council of Repre-
sentatives, some of whose members suggested that a division
for women’s issues would only ghettoize and segregate
women psychologists, the petition for a women’s division
was approved. Division 35 was approved in 1973, and its
charter called for it to work to advance the cause of women in
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psychology and to develop knowledge about women’s psy-
chological lives. Although Division 35 was born from the
tense relationship between the AWP and the APA, it was from
the first independent of the AWP. The division developed an
organizational structure that had little overlap with the AWP
(Mednick & Urbanski, 1991; Russo & Dumont, 1997). In its
first year of existence, Division 35 voted to develop a journal
to serve as the primary publication of research in the field of
feminist psychology. The division’s journal, Psychology of
Women Quarterly, began publication in 1976.

Division 35 started with over 800 members and grew
rapidly, becoming one of the largest divisions within the APA
with more than 6,000 members by the year 2000. The growth
of the division reflected the changing gender composition of
American psychology. For example, in 1971, women earned
24% of all psychology doctorates compared to 66% in 1991
(Kohout, 2001). Between 1977 and 2000, the percentage of
women APA members increased from 26.7% to 49.0%, and
the high percentage of women in graduate programs suggests
that this percentage will continue to grow.

Accreditation and Credentialing Organizations

In the United States, the growth of psychology as a mental
health profession after World War II created the need for or-
ganizations or structures to regulate and credential psycholo-
gists engaged in the practice of professional psychology. The
licensing of psychologists became a state matter and will not
be discussed here.

With the rise of professional psychology after the Second
World War, a number of organizations developed to facilitate
graduate training in professional psychology and to certify
excellence of professional skills. These included the APA, the
American Board of Professional Psychology (ABPP), the As-
sociation of Psychology Postdoctoral and Internship Centers
(APPIC), the National Register of Health Service Providers
in Psychology (NR), the Association of State and Provincial
Psychology Boards (ASPPB), and the Veterans Administra-
tion (VA) (Laughlin & Worley, 1991).

The APA accepted the mandate proposed by the VA and
the United States Public Health Service (USPHS) immedi-
ately after the World War II to develop an accreditation
process to identify those universities that were qualified to
train clinical psychologists (Capshew, 1999, Pickren &
Dewsbury, 2002; Sheridan, Matarrazo, & Nelson, 1995).
Twenty-two universities formed the first cohort of accredited
graduate clinical training programs in 1947. That number ex-
ceeded 700 by the year 2000. The scientist-practitioner train-
ing model adopted by APA and accepted by the VA and
USPHS was based on the work of David Shakow, which was

formalized at the Boulder Conference in 1949 (Raimy, 1950).
The issue of accreditation philosophy and guidelines was re-
visited over the years at a number of conferences. The 1954
Thayer Conference on School Psychology addressed the de-
sirability of accrediting school psychologist training pro-
grams. The 1973 Vail Conference on Levels and Patterns of
Professional Training laid the groundwork for the accredita-
tion of schools of professional psychology offering the doctor
of psychology degree. By the end of the century, APA
accreditation was the standard for all doctoral-level training
in the practice of psychology, including the predoctoral
internship.

Problems with the predoctoral internship led to the estab-
lishment of the Association of Psychology Internship Centers
in 1968 (Fox, 1990). The name was later changed to the As-
sociation of Psychology Postdoctoral and Internship Centers
(APPIC). The major issue that the APPIC addressed initially
was matching intern candidates with appropriate training
sites. The APPIC established a uniform notification date, the
second Monday in February. In the early 1970s, the APPIC
began publishing its internship directory. The directory
proved to be one of the most valuable contributions made by
the association. APPIC is not an accrediting agency. Rather, it
works to facilitate high-quality pre- and postdoctoral intern-
ship training.

The American Board of Professional Psychology (ABPP)
was established in 1947 as the American Board of Examiners
in Professional Psychology. The APA realized that it could
not serve as the credentialing body for individual psycholo-
gists. Yet, in order to certify proficiency in psychological
practice and to protect the public from charlatans, an inde-
pendent credentialing body was needed. The ABPP was
funded through the 1950s by the APA and through the collec-
tion of examination fees.

The ABPP established the diplomate status as the level
of certified proficiency in a psychological specialty and
left the establishment and recognition of basic competence
to the universities and eventually to the state licensing
boards. Thus, the diplomate in professional psychology was
established as a higher level of professional excellence. Three
original specialties were recognized: clinical, personnel-
industrial (later industrial-organizational), and personnel-
educational (later counseling). School psychology was
added in 1968. The ABPP acknowledged that there were
many psychologists who had developed professional compe-
tence prior to its establishment. Over 1,000 of these profes-
sional psychologists, most of them clinicians and about half
of them women, were grandparented in as the first to receive
diplomate status (see the 1949 APA Directory for a complete
listing).
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The board passed through a rather fallow period during
the 1960s and 1970s as the number of applicants declined. At
one point, the ABPP board of trustees even raised the possi-
bility of disbanding the board (Bent, Packard, & Goldberg,
1999). The examination procedures were changed; the writ-
ten exam was dropped and the oral component was changed
to allow for more in vivo assessment. Various measures to in-
crease the number of applicants and to reestablish close rela-
tionships with the APA were discussed. In 1971, the ABPP
board established a formal liaison with the APA Board of
Professional Affairs. Also in hopes of reaching more psychol-
ogists, in 1972 the board established six regional boards to re-
cruit applicants and conduct the diplomate examinations.
While the examination burden on the board of trustees was
lessened by the regional boards, there was no hoped-for in-
crease in the number of applicants, and the regional boards
were disbanded in the 1990s.

At the instigation of the health insurance industry, the
APA agreed to work toward establishing a registry of quali-
fied psychologists who would be eligible for reimbursement
for the provision of mental health services. At the request of
the APA, the ABPP agreed to develop the registry in 1974.
The ABPP board of trustees established the Council for the
National Register of Health Service Providers (NR) and
loaned the new organization money to help it get started. The
NR was successful from its beginning in attracting psycholo-
gists to membership. The ABPP and the NR soon fell into
serious disagreement over their legal relationship, with the
ABPP under the impression that the NR was a subsidiary or-
ganization. The ABPP apparently hoped that the NR would
help rescue it from its financial troubles and that it would
prove to be an enduring source of applicants for diplomate
status. However, the leaders of the NR saw the relationship
differently and in 1975 repaid the ABPP loan and declared
that the NR was an independent organization. There ensued a
period of intense acrimony between the leaders of the two
organizations that did not diminish for several years.

The ABPP recognized several more specialties in the
1980s and 1990s. By the year 2000, in addition to the four
established specialties (clinical, counseling, school, and
industrial-organizational), the ABPP had made diplomate sta-
tus available for the specialties of clinical neuropsychology,
forensic psychology, family psychology, health psychology,
behavioral psychology, psychoanalysis, rehabilitation psy-
chology, and group psychology. Each of these specialties had
its own board of examiners and was independently incorpo-
rated; thus, the ABPP served the function of general oversight
of psychological specialties (Bent et al., 1999). In order to
avoid conflict with the Commission for the Recognition of
Specialties and Proficiencies in Professional Psychology

established by the APA in 1995, the ABPP established the
policy of referring all new specialties to the APA for first
consideration.

The National Register of Health Care Providers in
Psychology quickly became a significant component of pro-
fessional psychology, as noted above. The first National Reg-
ister listed 7,000 psychologists in 1975; by 2000 the list had
grown to more than 16,000 psychologists. The National Reg-
ister was successful in providing a definition of the psychol-
ogist as a health service provider and in gaining acceptance
across North American for the definition. In 1976, the NR
was innovative in naming public members to its board of di-
rectors, being the first national psychology organization to do
so. The National Register developed predoctoral internship
criteria in 1980 and required that any psychologist who
wished to be listed in its directory must have completed such
an internship. These criteria were later adopted by the APPIC
as the criteria for membership. The National Register also
worked with the Association of State and Provincial Psy-
chology Boards (ASPPB) to establish criteria for doctoral
programs in psychology for the purpose of licensure of psy-
chologists after the doctoral degree.

The Association of State and Provincial Psychology
Boards (ASPPB) was founded in 1961 as the American As-
sociation of State Psychology Boards. In addition to its work
with the National Register and with other accrediting and cre-
dentialing organizations, the ASPPB developed the national
examination in professional psychology (Carlson, 1978). It
worked over the remainder of the twentieth century on licen-
sure reciprocity between the states, continuing-education
standards, and other professional issues. The ASPPB adopted
the APPIC internship criteria as the basic standard for deter-
mining whether an applicant for licensure met the require-
ment for a predoctoral internship.

Interdisciplinary Organizations

Psychology was an important part of many interdisciplinary
organizations that formed over the course of the twentieth
century. As of this writing, there were far too many such
organizations to even list them all. We provide a short list,
emphasizing their variety, and then provide a brief account of
two interdisciplinary organizations.

The American Orthopsychiatric Association was formed
in 1924 for mental health professionals, primarily psychia-
trists and psychologists, who were chiefly concerned with
problems of delinquency and other behavior disorders of
childhood and adolescence (Lowrey, 1948).

In 1957, the Human Factors Society of America was
formed by and for scientists and technologists working on
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problems of human–machine interaction. Disciplines or pro-
fessions represented in the society include psychologists, en-
gineers, physicians, and physiologists. The name of the group
was changed to the Human Factors and Ergonomics Society
in 1992. Membership at the end of the twentieth century was
approximately 5,200.

The Cognitive Science Society was established in 1979 to
promote interdisciplinary work in cognition. Its members in-
clude psychologists, linguists, computer scientists, educators,
and philosophers. The Society of Behavioral Medicine was
founded in 1978 for professionals and scientists from psy-
chology, medicine, public health, and nursing. The focus of
the society is on the relationships among behavior, health,
and illness.

In the 1920s, interest grew in developing a science of child
development. Both the Commonwealth Fund and the Laura
Spelman Rockefeller Foundation gave large grants to start or
sustain child development institutes (Lomax, 1977). In 1925,
the National Academy of Sciences formed a Committee in
Child Development. In 1927, the committee published the
first compendium of research in child development, Child
Development Abstracts and Bibliography. In 1933, the
Society for Research in Child Development (SRCD) was or-
ganized and the Committee on Child Development was
disbanded. After a period of growth in the 1930s, the SRCD
experienced a decrease in members and activities in the
1940s, followed by an expansion in numbers and activities
that continued to the end of the century.

In 2000, membership in the society exceeded 5,000 and
comprised scientists and professionals from many disci-
plines, including psychology. The society’s publishing pro-
gram at the beginning of the twenty-first century included
three journals: Child Development, Child Development Ab-
stracts and Bibliography, and Monographs of the Society for
Research in Child Development. Other society publications
were The Social Policy Report, a newsletter, and a member-
ship directory.

The society became active in the formulation of social
policy applications based upon child development research.
To this end, the society established a Government Fellows
Program in Child Development in 1978. The fellows worked
to keep the relevant federal agencies informed of child re-
search and to facilitate the development of social policy
based upon scientific research (Hagen, 2000).

The World Federation for Mental Health (WFMH) was or-
ganized in 1948. Its predecessor was the International Com-
mittee for Mental Hygiene, an organization founded in 1919
by Clifford Beers (Dain, 1980). Beers had been an asylum
patient as a young man and upon his discharge wrote an
exposé of the horrors and ineptitude of the asylum system.
A Mind That Found Itself (1908) was an international

best-seller. Beers took advantage of his public visibility and
founded the National Committee for Mental Hygiene
(NCMH) in 1909. The NCMH worked to reform psychiatric
institutions and treatment.

Citizen groups and medical professionals in other coun-
tries organized equivalent societies, and Beers was encour-
aged to start a new international group. He did so in 1919,
and the International Committee for Mental Hygiene (ICMH)
was formed with broad support from a wide array of mental
health professionals and citizen groups. The ICMH held the
First International Congress on Mental Hygiene in 1930 in
Washington, D.C. The congress had over 3,000 registered at-
tendees, among them all the leading figures in psychiatry,
psychology, and social work as well as many prominent po-
litical and medical figures. By the advent of the Second Inter-
national Congress on Mental Hygiene held in France in 1937,
enthusiasm and support had waned. The congress was much
smaller and bedeviled by complaints about the influence of
Nazi sympathizers (Dain, 1980). Beers made plans to hold
another congress, but World War II prevented its occurrence.
Beers died before the end of the war, and the international
movement had no effective leader.

After the war, UNESCO and the World Health Organiza-
tion (WHO) prompted mental health professionals from
many countries to convene the Third International Congress
on Mental Hygiene in London. The two UN agencies sought
to stimulate a new international mental health organization
that was less dominated by psychiatry and more inclusive of
other human and social sciences (Rees, 1963). A commission
was formed and supported by UNESCO and WHO to draw
up plans for the new organization. In 1948, the World Feder-
ation for Mental Health was founded at the Third Interna-
tional Congress for Mental Hygiene (Brody, 2000).

The federation grew after its inception to include a wide
array of individual mental health providers and researchers,
users of mental health services, and nongovernment organiza-
tions. Membership in the WFMH in the year 2000 stood at 170
national or international organizational members, 170 regional
affiliate members, and more than 2,300 individual members.
The major work of the federation is to promote mental health
worldwide through a wide array of educational and advocacy
efforts. To that end, it holds regional conferences, a biennial
congress, and publishes a newsletter. The federation is an ap-
proved mental health consultant to every major UN agency.

CONCLUSION

Scientific and professional psychological societies and asso-
ciations proliferated over the course of the twentieth century.
Organizations such as those discussed in this chapter played
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several important roles in the development of both the sci-
ence and profession of psychology. Over the course of the
nineteenth and twentieth centuries, scientific knowledge
came to form the basis for social and professional authority.
Scientific and professional organizations shared in and en-
hanced this authority by providing a communal voice for the
claims of their science or profession. This, in turn, led to in-
creased credibility for claims to expert knowledge or practice
(Appel, 1988; Hardcastle, 2000; Sokal, 1992). Scientists
have recognized this for several centuries, as witnessed by
the creation of scientific societies as each new realm of
knowledge was discovered and professionalized (Frangsmyr,
1989; Shapin, 1996; Starr, 1982).

Scientific and professional organizations also exercise a
certain measure of control over what counts as scientific
knowledge or professional expertise (Pickren, 1995). This
control allows them to exert authority over what qualifies an
individual to participate in the knowledge-production or pro-
fessional practice process. In this way, scientific and profes-
sional societies act as gatekeepers of social and professional
authority.

The society or professional organization serves to set off
areas of inquiry or practice that belong to that science or prac-
tice and thus demarcate the boundaries of knowledge and
practice (Abbott, 1988). These boundary lines allow for the
definition of problems and the delineation of methods that are
appropriate for the science or profession. In this way, they fa-
cilitate the formation of professional identity (Gieryn, 1983,
1999).

The provision of professional identity is another important
role played by organizations. A woman who belongs to the
Cognitive Science Society, for example, has as part of her
sense of professional self the identity of cognitive scientist
that such membership provides. A national psychological so-
ciety that belongs to the IUPsyS shares in the identity of in-
ternational science that the larger organization provides.
Often, there is a sense of exclusivity provided as part of this
identity. For example, only one national organization per
country can belong to the IUPsyS, and only 50 psychologists
at a time could belong to Titchener’s Experimentalists.

There is often overlap in the knowledge claims and realms
of practice among different sciences and professions. These
scientific and professional borderlands have often led to
fierce rivalry, but they also have led to the creation of inter-
disciplinary organizations (Pickren, 1995). Such interdisci-
plinary societies are more likely to form where there are
problems that are perceived as falling within the purview of
more than one science or profession. The creation of the
American Orthopsychiatric Association is one professional
example, and the Society for Research in Child Development
is another.

At the end of the twentieth century, a new pattern of sci-
entific and professional organizations had emerged. Increas-
ing specialization of knowledge led to the rapid growth of
many specialty societies. For an example, the reader is en-
couraged to visit the World Wide Web site of the Federation
of Psychological, Behavioral, and Cognitive Societies
(www.thefederationonline.org). The federation comprises 19
different societies ranging in size from the very large APA to
the very small Society of Judgement and Decision-Making.
As these specialty societies proliferate, many psychologists
have chosen to belong to only their specialty group rather
than to a larger association such as the APA or American Psy-
chological Society that represents a broader, more inclusive
view of psychology as both science and profession. A poten-
tial problem with this increased specialization is the further
fractionation of organized psychology (Fowler, 1992). It is
possible that such fractionation will weaken the authority
of psychology and psychologists in the larger society. But,
that, perhaps, will be the subject for some future history of
professional organizations.
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