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Preface

Nuclear engineering and the technology developed by this discipline began and
reached an amazing level of maturity within the past 60 years. Although nuclear
and atomic radiation had been used during the first half of the twentieth century,
mainly for medical purposes, nuclear technology as a distinct engineering discipline
began after World War II with the first efforts at harnessing nuclear energy for
electrical power production and propulsion of ships. During the second half of the
twentieth century, many innovative uses of nuclear radiation were introduced in the
physical and life sciences, in industry and agriculture, and in space exploration.

The purpose of this book is two-fold as is apparent from the table of contents.
The first half of the book is intended to serve as a review of the important results
of "modern" physics and as an introduction to the basic nuclear science needed
by a student embarking on the study of nuclear engineering and technology. Later
in this book, we introduce the theory of nuclear reactors and its applications for
electrical power production and propulsion. We also survey many other applications
of nuclear technology encountered in space research, industry, and medicine.

The subjects presented in this book were conceived and developed by others.
Our role is that of reporters who have taught nuclear engineering for more years
than we care to admit. Our teaching and research have benefited from the efforts
of many people. The host of researchers and technicians who have brought nu-
clear technology to its present level of maturity are too many to credit here. Only
their important results are presented in this book. For their efforts, which have
greatly benefited all nuclear engineers, not least ourselves, we extend our deepest
appreciation. As university professors we have enjoyed learning of the work of our
colleagues. We hope our present and future students also will appreciate these past
accomplishments and will build on them to achieve even more useful applications
of nuclear technology. We believe the uses of nuclear science and engineering will
continue to play an important role in the betterment of human life.

At a more practical level, this book evolved from an effort at introducing a
nuclear engineering option into a much larger mechanical engineering program at
Kansas State University. This book was designed to serve both as an introduction
to the students in the nuclear engineering option and as a text for other engineering
students who want to obtain an overview of nuclear science and engineering. We
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believe that all modern engineering students need to understand the basic aspects
of nuclear science engineering such as radioactivity and radiation doses and their
hazards.

Many people have contributed to this book. First and foremost we thank our
colleagues Dean Eckhoff and Fred Merklin, whose initial collection of notes for an
introductory course in nuclear engineering motivated our present book intended
for a larger purpose and audience. We thank Professor Gale Simons, who helped
prepare an early draft of the chapter on radiation detection. Finally, many revisions
have been made in response to comments and suggestions made by our students on
whom we have experimented with earlier versions of the manuscript. Finally, the
camera copy given the publisher has been prepared by us using I^TEX, and, thus,
we must accept responsibility for all errors, typographical and other, that appear
in this book.

J. Kenneth Shultis and Richard E. Faw
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Chapter 1

Fundamental Concepts

The last half of the twentieth century was a time in which tremendous advances in
science and technology revolutionized our entire way of life. Many new technolo-
gies were invented and developed in this time period from basic laboratory research
to widespread commercial application. Communication technology, genetic engi-
neering, personal computers, medical diagnostics and therapy, bioengineering, and
material sciences are just a few areas that were greatly affected.

Nuclear science and engineering is another technology that has been transformed
in less than fifty years from laboratory research into practical applications encoun-
tered in almost all aspects of our modern technological society. Nuclear power,
from the first experimental reactor built in 1942, has become an important source
of electrical power in many countries. Nuclear technology is widely used in medical
imaging, diagnostics and therapy. Agriculture and many other industries make wide
use of radioisotopes and other radiation sources. Finally, nuclear applications are
found in a wide range of research endeavors such as archaeology, biology, physics,
chemistry, cosmology and, of course, engineering.

The discipline of nuclear science and engineering is concerned with quantify-
ing how various types of radiation interact with matter and how these interactions
affect matter. In this book, we will describe sources of radiation, radiation inter-
actions, and the results of such interactions. As the word "nuclear" suggests, we
will address phenomena at a microscopic level, involving individual atoms and their
constituent nuclei and electrons. The radiation we are concerned with is generally
very penetrating and arises from physical processes at the atomic level.

However, before we begin our exploration of the atomic world, it is necessary to
introduce some basic fundamental atomic concepts, properties, nomenclature and
units used to quantify the phenomena we will encounter. Such is the purpose of
this introductory chapter.

1.1 Modern Units
With only a few exceptions, units used in nuclear science and engineering are those
defined by the SI system of metric units. This system is known as the "International
System of Units" with the abbreviation SI taken from the French "Le Systeme
International d'Unites." In this system, there are four categories of units: (1) base
units of which there are seven, (2) derived units which are combinations of the base
units, (3) supplementary units, and (4) temporary units which are in widespread
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Table 1.1. The SI system of units arid their four categories.

Base SI units:
Physical quantity
length
mass
time
electric current
thermodynamic temperature
luminous intensity
quantity of substance

Examples of Derived SI
Physical quantity
force
work, energy, quantity of heat
power
electric charge
electric potential difference
electric resistance
magnetic flux
magnetic flux density
frequency
radioactive decay rate
pressure
velocity
mass density
area
volume
molar energy
electric charge density

Supplementary Units:
Physical quantity
plane angle
solid angle

Temporary Units:
Physical quantity
length
velocity
length
area
pressure
pressure
area
radioactive activity
radiation exposure
absorbed radiation dose
radiation dose equivalent

Unit name
meter
kilogram
second
ampere
kelvin
candela
mole

units:
Unit name
ricwton
joule
watt
coulomb
volt
ohm
weber
tesla
hertz
bequerel
pascal

Unit name
radian
steradian

Unit name
nautical mile
knot
angstrom
hectare
bar
standard atmosphere
barn
curie
roentgen
gray
sievert

Symbol

m
kg
s
A
K
cd
mol

Symbol

N
J
W
c
V
ft
Wb
T
Hz
Bq
Pa

Symbol
racl
sr

Symbol

A
ha
bar
atm
b
Ci
R
Gy
Sv

Formula

kg m s
N m
J s-1

A s
W A'1

V A-1

V s
Wb m"2

s-1

s-1

N m-'2

in s"1

kg m~^
om

in3

J mor1

C m-3

Value in SI unit
1852 m
1852/3600 rn s~[

0.1 nm = ICT10 rn
1 hm2 = 104 m2

0.1 MPa
0.101325 MPa
10~24 cm2

3.7 x 10H) Bq
2.58 x 10~4 C kg"1

1 J kg-1

Source: NBS Special Publication 330, National Bureau of Standards, Washington, DC, 1977.
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use for special applications. These units are shown in Table 1.1. To accommodate
very small and large quantities, the SI units and their symbols are scaled by using
the SI prefixes given in Table 1.2.

There are several units outside the SI which are in wide use. These include the
time units day (d), hour (h) and minute (min); the liter (L or I); plane angle degree
(°), minute ('), and second ("); and, of great use in nuclear and atomic physics,
the electron volt (eV) and the atomic mass unit (u). Conversion factors to convert
some non-Si units to their SI equivalent are given in Table 1.3.

Finally it should be noted that correct use of SI units requires some "grammar"
on how to properly combine different units and the prefixes. A summary of the SI
grammar is presented in Table 1.4.

Table 1.2. SI prefixes. Table 1.3. Conversion factors.

Factor

1024

1021

1018

1015

1012

109

106

103

102

101

lo-1

io-2

10~3

10~6

io-9

10~12

io-15

10-18

io-21

io-24

Prefix

yotta
zetta
exa
peta
tera
giga
mega
kilo
hecto
deca
deci
centi
milli
micro
nano
pico
femto
atto
zepto
yocto

Symbol

Y
Z
E
P
T
G
M
k
h

da
d
c
m

M
n

P
f
a
z

y

Property

Length

Area

Volume

Mass

Force

Pressure

Energy

Unit

in.
ft
mile (int'l)

in2

ft2

acre
square mile (int'l)
hectare

oz (U.S. liquid)
in3

gallon (U.S.)
ft3

oz (avdp.)
Ib
ton (short)

kgf
lbf

ton

lbf/in2 (psi)
lb f/ft2

atm (standard)
in. H2O (@ 4 °C)
in. Hg (© 0 °C)
mm Hg (@ 0 °C)
bar

eV
cal
Btu
kWh
MWd

SI equivalent

2.54 x 1CT2 ma

3.048 x 10~ 1 ma

1.609344 X 103 ma

6.4516 x 10~4 m2a

9.290304 X 10~2 m2a

4.046873 X 103 m2

2.589988 X 106 m2

1 x 104 m2

2.957353 X 10~5 m3

1.638706 X 10~5 m3

3.785412 X 10~3 m3

2.831685 x 10~2 m3

2.834952 x 10~2 kg
4.535924 X lO^1 kg
9.071 847 x 102 kg

9.806650 N a

4.448222 N
8.896444 X 103 N

6.894757 x 103 Pa
4.788026 x 101 Pa
1.013250 x 105 Paa

2.49082 x 102 Pa
3.38639 x 103 Pa
1.33322 x 102 Pa
1 x 105 Paa

1.60219 x 10~19 J
4.184 Ja

1.054350 X 103 J
3.6 x 106 Ja

8.64 x 1010 Ja

"Exact converson factor.

Source: Standards for Metric Practice, ANSI/ASTM
E380-76, American National Standards Institute,
New York, 1976.
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Table 1.4. Summary of SI grammar.

Grammar Comments

capitalization

space

plural

raised dots

solidis

mixing units/names

prefix

double vowels

hyphens

numbers

A unit name is never capitalized even if it is a person's name. Thus
curie, not Curie. However, the symbol or abbreviation of a unit
named after a person is capitalized. Thus Sv, not sv.

Use 58 rn, not 58m .

A symbol is never pluralized. Thus 8 N, not 8 Ns or 8 Ns.

Sometimes a raised dot is used when combining units such as N-m2-s;
however, a single space between unit symbols is preferred as in
N m2 s.

For simple unit combinations use g/cm3 or g cm~3. However, for
more complex expressions, N m~2 s""1 is much clearer than N/m2/s.

Never mix unit names and symbols. Thus kg/s, not kg/second or
kilogram/s.

Never use double prefixes such as ^g; use pg. Also put prefixes in
the numerator. Thus km/s, not m/ms.

When spelling out prefixes with names that begin with a vowel, su-
press the ending vowel on the prefix. Thus megohm and kilohm, not
megaohm and kiloohm.

Do not put hyphens between unit names. Thus newton meter, not
newton-meter. Also never use a hyphen with a prefix. Hence, write
microgram not micro-gram.

For numbers less than one, use 0.532 not .532. Use prefixes to avoid
large numbers; thus 12.345 kg, not 12345 g. For numbers with more
than 5 adjacent numerals, spaces are often used to group numerals
into triplets; thus 123456789.12345633, not 123456789.12345633.

1.1.1 Special Nuclear Units
When treating atomic and nuclear phenomena, physical quantities such as energies
and masses are extremely small in SI units, and special units are almost always
used. Two such units are of particular importance.

The Electron Volt
The energy released or absorbed in a chemical reaction (arising from changes in
electron bonds in the affected molecules) is typically of the order of 10~19 J. It
is much more convenient to use a special energy unit called the electron volt. By
definition, the electron volt is the kinetic energy gained by an electron (mass me

and charge —e) that is accelerated through a potential difference AV of one volt
= 1 W/A = 1 (J s~1)/(C s-1) = 1 J/C. The work done by the electric field is
-e&V = (1.60217646 x 1(T19 C)(l J/C) = 1.60217646 x 10~19 J = 1 eV. Thus

1 eV= 1.602 176 46 x 10~19 J.
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If the electron (mass me) starts at rest, then the kinetic energy T of the electron
after being accelerated through a potential of 1 V must equal the work done on the
electron, i.e.,

T = \m^ = -eAV = I eV. (1.1)
Zi

The speed of the electron is thus v = ^/2T/me ~ 5.93 x 105 m/s, fast by our
everyday experience but slow compared to the speed of light (c ~ 3 x 108 m/s).

The Atomic Mass Unit
Because the mass of an atom is so much less than 1 kg, a mass unit more appropriate
to measuring the mass of atoms has been defined independent of the SI kilogram
mass standard (a platinum cylinder in Paris). The atomic mass unit (abbreviated
as amu, or just u) is defined to be 1/12 the mass of a neutral ground-state atom
of 12C. Equivalently, the mass of Na

 12C atoms (Avogadro's number = 1 mole) is
0.012 kg. Thus, 1 amu equals (1/12)(0.012 kg/JVa) = 1.6605387 x 10~27 kg.

1.1.2 Physical Constants
Although science depends on a vast number of empirically measured constants to
make quantitative predictions, there are some very fundamental constants which
specify the scale and physics of our universe. These physical constants, such as the
speed of light in vacuum c, the mass of the neutron me, Avogadro's number 7Va,
etc., are indeed true constants of our physical world, and can be viewed as auxiliary
units. Thus, we can measure speed as a fraction of the speed of light or mass as a
multiple of the neutron mass. Some of the important physical constants, which we
use extensively, are given in Table 1.5.

1.2 The Atom
Crucial to an understanding of nuclear technology is the concept that all matter is
composed of many small discrete units of mass called atoms. Atoms, while often
viewed as the fundamental constituents of matter, are themselves composed of other
particles. A simplistic view of an atom is a very small dense nucleus, composed of
protons and neutrons (collectively called nucleons), that is surrounded by a swarm of
negatively-charged electrons equal in number to the number of positively-charged
protons in the nucleus. In later chapters, more detailed models of the atom are
introduced.

It is often said that atoms are so small that they cannot been seen. Certainly,
they cannot with the naked human eye or even with the best light microscope.
However, so-called tunneling electron microscopes can produce electrical signals,
which, when plotted, can produce images of individual atoms. In fact, the same
instrument can also move individual atoms. An example is shown in Fig. 1.1. In
this figure, iron atoms (the dark circular dots) on a copper surface are shown being
moved to form a ring which causes electrons inside the ring and on the copper
surface to form standing waves. This and other pictures of atoms can be found on
the web at http://www.ibm.com/vis/stm/gallery.html.

Although neutrons and protons are often considered as "fundamental" particles,
we now know that they are composed of other smaller particles called quarks held
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Table 1.5. Values of some important physical constants as internationally recom-
mended in 1998.

Constant Symbol Value

Speed of light (in vacuum)

Electron charge

Atomic mass unit

Electron rest mass

Proton rest mass

Neutron rest mass

Planck's constant

Avogadro's constant

Boltzmann constant

Ideal gas constant (STP)
Electric constant

2.99792458 x 108 m s~l

1.60217646 x 10'19 C

1.6605387 x 10~27 kg
(931.494013 MeV/c2)

9.1093819 x 10~31 kg
(0.51099890 MeV/c2)
(5.48579911 x 10~4 u)

1.6726216 x 10~27 kg
(938.27200 MeV/c2)
(1.0072764669 u)

1.6749272 x 10~27 kg
(939.56533 MeV/c2)
(1.0086649158 u)

6.6260688 x 10~34 J s
4.1356673 x 10~15 eV s

6.0221420 x 1023 mol"1

1.3806503 x 10~23 J K~ ]

(8.617342 x 10~5 eV K"1)

8.314472 J mor1 K"1

8.854187817 x 10~12 F m"1

Source: P.J. Mohy and B.N. Taylor, "CODATA
Fundamental Physical Constants," Rev. Modern

Recommended Values of the
Physics, 72, No. 2, 2000.

together by yet other particles called gluons. Whether quarks arid gluons are them-
selves fundamental particles or are composites of even smaller entities is unknown.
Particles composed of different types of quarks are called baryons. The electron and
its other lepton kin (such as positrons, neutrinos, and muons) are still thought, by
current theory, to be indivisible entities.

However, in our study of nuclear science and engineering, we can viewr the elec-
tron, neutron and proton as fundamental indivisible particles, since the composite
nature of nucleons becomes apparent only under extreme conditions, such as those
encountered during the first minute after the creation of the universe (the "big
bang") or in high-energy particle accelerators. We will not deal with such gigantic
energies. Rather, the energy of radiation we consider is sufficient only to rearrange
or remove the electrons in an atom or the neutrons and protons in a nucleus.

1.2.1 Atomic and Nuclear Nomenclature
The identity of an atom is uniquely specified by the number of neutrons N and
protons Z in its nucleus. For an electrically neutral atom, the number of electrons
equals the number of protons Z, which is called the atomic number. All atoms of
the same element have the same atomic number. Thus, all oxygen atoms have 8
protons in the nucleus while all uranium atoms have 92 protons.
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Figure 1.1. Pictures of iron atoms on a copper surface being moved to
form a ring inside of which surface copper electrons are confined and form
standing waves. Source: IBM Corp.

However, atoms of the same element may have different numbers of neutrons in
the nucleus. Atoms of the same element, but with different numbers of neutrons,
are called isotopes. The symbol used to denote a particular isotope is

where X is the chemical symbol and A = Z + TV, which is called the mass number.
For example, two uranium isotopes, which will be discussed extensively later, are
2g|U and 2g2U. The use of both Z and X is redundant because one specifies the
other. Consequently, the subscript Z is often omitted, so that we may write, for
example, simply 235U and 238U.1

1To avoid superscripts, which were hard to make on old-fashioned typewriters, the simpler form
U-235 and U-238 was often employed. However, with modern word processing, this form should
no longer be used.

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



Because isotopes of the same element have the same number and arrangement
of electrons around the nucleus, the chemical properties of such isotopes are nearly
identical. Only for the lightest isotopes (e.g., 1H, deuterium 2H, and tritium 3H)
are small differences noted. For example, light water 1H2O freezes at 0 °C while
heavy water 2H2O (or D2O since deuterium is often given the chemical symbol D)
freezes at 3.82 °C.

A discussion of different isotopes arid elements often involves the following basic
nuclear jargon.

nuclide: a term used to refer to a particular atom or nucleus with a specific neutron
number N and atomic (proton) number Z. Nuclides are either stable (i.e.,
unchanging in time unless perturbed) or radioactive (i.e., they spontaneously
change to another nuclide with a different Z and/or N by emitting one or
more particles). Such radioactive nuclides are termed rachonuclides.

isobar: nuclides with the same mass number A = N + Z but with different number
of neutrons N and protons Z. Nuclides in the same isobar have nearly equal
masses. For example, isotopes which have nearly the same isobaric mass of
14 u include ^B. ^C, ^N, and ^O.

isotone: nuclides with the same number of neutrons Ar but different number of
protons Z. For example, nuclides in the isotone with 8 neutrons include ^B.
^C. J f N and *f O.

isorner: the same nuclide (same Z and A") in which the nucleus is in different long-
lived excited states. For example, an isomer of "Te is 99mTe where the m
denotes the longest-lived excited state (i.e., a state in which the nucleons in
the nucleus are not in the lowest energy state).

1.2.2 Atomic and Molecular Weights
The atomic weight A of an atom is the ratio of the atom's mass to that of one neutral
atom of 12C in its ground state. Similarly the molecular weight of a molecule is the
ratio of its molecular mass to one atom of 12C. As ratios, the atomic and molecular
weights are dimensionless numbers.

Closely related to the concept of atomic weight is the atomic mass unit, which
we introduced in Section 1.1.1 as a special mass unit. Recall that the atomic mass
unit is denned such that the mass of a 12C atom is 12 u. It then follows that the
mass M of an atom measured in atomic mass units numerically equals the atom's
atomic weight A. From Table 1.5 we see 1 u ~ 1.6605 x 10~27 kg. A detailed
listing of the atomic masses of the known nuclides is given in Appendix B. From
this appendix, we see that the atomic mass (in u) and. hence, the atomic weight of
a nuclide almost equals (within less than one percent) the atomic mass number A
of the nuclide. Thus for approximate calculations, we can usually assume A — A.

Most naturally occurring elements are composed of two or more isotopes. The
isotopic abundance 7, of the /-th isotope in a given element is the fraction of the
atoms in the element that are that isotope. Isotopic abundances are usually ex-
pressed in atom percent and are given in Appendix Table A.4. For a specified
element, the elemental atomic weight is the weighted average of the atomic weights
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of all naturally occurring isotopes of the element, weighted by the isotopic abun-
dance of each isotope, i.e.,

where the summation is over all the isotopic species comprising the element. Ele-
mental atomic weights are listed in Appendix Tables A. 2 and A. 3.

Example 1.1: What is the atomic weight of boron? From Table A.4 we find
that naturally occurring boron consists of two stable isotopes 10B and nB with
isotopic abundances of 19.1 and 80.1 atom-percent, respectively. From Appendix
B the atomic weight of 10B and UB are found to be 10.012937 and 11.009306,
respectively. Then from Eq. (1.2) we find

AB = (7io-4io +7n./4ii)/100

= (0.199 x 10.012937) + (0.801 x 11.009306) = 10.81103.

This value agrees with the tabulated value AB = 10.811 as listed in Tables A.2
and A.3.

1.2.3 Avogadro's Number
Avogadro's constant is the key to the atomic world since it relates the number of
microscopic entities in a sample to a macroscopic measure of the sample. Specif-
ically, Avogadro's constant 7Va ~ 6.022 x 1023 equals the number of atoms in 12
grams of 12C. Few fundamental constants need be memorized, but an approximate
value of Avogadro's constant should be.

The importance of Avogadro's constant lies in the concept of the mole. A
mole (abbreviated mol) of a substance is denned to contain as many "elementary
particles" as there are atoms in 12 g of 12C. In older texts, the mole was often
called a "gram-mole" but is now called simply a mole. The "elementary particles"
can refer to any identifiable unit that can be unambiguously counted. We can, for
example, speak of a mole of stars, persons, molecules or atoms.

Since the atomic weight of a nuclide is the atomic mass divided by the mass of
one atom of 12C, the mass of a sample, in grams, numerically equal to the atomic
weight of an atomic species must contain as many atoms of the species as there
are in 12 grams (or 1 mole) of 12C. The mass in grams of a substance that equals
the dimensionless atomic or molecular weight is sometimes called the gram atomic
weight or gram molecular weight. Thus, one gram atomic or molecular weight of
any substance represents one mole of the substance and contains as many atoms or
molecules as there are atoms in one mole of 12C, namely Na atoms or molecules.
That one mole of any substance contains Na entities is known as Avogadro's law
and is the fundamental principle that relates the microscopic world to the everyday
macroscopic world.
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Example 1.2: How many atoms of 10B are there in 5 grams of boron? From
Table A. 3, the atomic weight of elemental boron AB = 10.811. The 5-g sample
of boron equals m/ AB moles of boron, and since each mole contains Na atoms,
the number of boron atoms is

Na = = (5 g)(0.6022 x 10" atoms/mo.) = y

AB (10.811 g/mol)

From Table A. 4, the isotopic abundance of 10B in elemental boron is found to
be 19.9%. The number Nw of 10B atoms in the sample is, therefore, A/io =
(0.199)(2.785 x 1023) = 5.542 x 1022 atoms.

1.2.4 Mass of an Atom
With Avogadro's number many basic properties of atoms can be inferred. For
example, the mass of an individual atom can be found. Since a mole of a group
of identical atoms (with a mass of A grams) contains 7Va atoms, the mass of an
individual atom is

M (g/atom) = A/Na ~ A/Na. (1.3)

The approximation of A by A is usually quite acceptable for all but the most precise
calculations. This approximation will be used often throughout this book.

In Appendix B. a comprehensive listing is provided for the masses of the known
atom. As will soon become apparent, atomic masses are central to quantifying the
energetics of various nuclear reactions.

Example 1.3: Estimate the mass on an atom of 238U. From Eq. (1.3) we find

238 (g/mol)
6.022 x 1023 atoms/mol

= 3.952 x 10 g/atom.

From Appendix B, the mass of 238U is found to be 238.050782 u which numerically
equals its gram atomic weight A. A more precise value for the mass of an atom
of 238U is, therefore,

,238in ___ 238.050782 (g/mol)
M(238U) = I,w ' = 3.952925 x IQ~" g/atom.v ; 6.022142 x 1023 atoms/mol &/

Notice that approximating A by A leads to a negligible error.

1.2.5 Atomic Number Density
In many calculations, we will need to know the number of atoms in 1 cm3 of a
substance. Again, Avogadro's number is the key to finding the atom density. For a
homogeneous substance of a single species and with mass density p g/cm3, 1 cm3
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contains p/A moles of the substance and pNa/A atoms. The atom density N is
thus

N (atoms/cm3) - (1.4)

To find the atom density Ni of isotope i of an element with atom density N simply
multiply N by the fractional isotopic abundance 7^/100 for the isotope, i.e., Ni —

Equation 1.4 also applies to substances composed of identical molecules. In this
case, N is the molecular density and A the gram molecular weight. The number of
atoms of a particular type, per unit volume, is found by multiplying the molecular
density by the number of the same atoms per molecule. This is illustrated in the
following example.

Example 1.4: What is the hydrogen atom density in water? The molecular
weight of water AH Q = 1An + 2Ao — 2A# + AO = 18. The molecular density
of EbO is thus

A r / T T _ pH2°Na (I g cm"3) x (6.022 x 1023 molecules/mol)
7V(ri2O) = : = ; :V ' ^H20 18g/mol

= 3.35 x 1022 molecules/cm3.

The hydrogen density 7V(H) = 27V(H2O) = 2(3.35xlO22) = 6.69xlO22 atoms/cm3.

The composition of a mixture such as concrete is often specified by the mass
fraction Wi of each constituent. If the mixture has a mass density p, the mass
density of the iih constituent is pi — Wip. The density Ni of the iih component is
thus

PiNa wlPNa
1 = ~A~ = ~A~' ( }

S\i S^-i

If the composition of a substance is specified by a chemical formula, such as
XnYm, the molecular weight of the mixture is A = nAx + mAy and the mass
fraction of component X is

/- -,(1.6)t •
nAx + mAy

Finally, as a general rule of thumb, it should be remembered that atom densities
in solids and liquids are usually between 1021 and 1023 /cm~3. Gases at standard
temperature and pressure are typically less by a factor of 1000.

1.2.6 Size of an Atom
For a substance with an atom density of TV atoms/cm3, each atom has an associated
volume of V = I/A7" cm3. If this volume is considered a cube, the cube width is F1/3.
For 238U, the cubical size of an atom is thus I/A7"1/3 = 2.7 x 10~8 cm. Measurements

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



of the size of atoms reveals a diffuse electron cloud about the nucleus. Although
there is no sharp edge to an atom, an effective radius can be defined such that
outside this radius an electron is very unlikely to be found. Except for hydrogen,
atoms have radii of about 2 to 2.5 x 10~8 cm. As Z increases, i.e., as more electrons
and protons are added, the size of the electron cloud changes little, but simply
becomes more dense. Hydrogen, the lightest element, is also the smallest with a
radius of about 0.5 x 10~8 cm.

1.2.7 Atomic and Isotopic Abundances
During the first few minutes after the big bang only the lightest elements (hydrogen,
helium and lithium) were created. All the others were created inside stars either
during their normal aging process or during supernova explosions. In both processes,
nuclei are combined or fused to form heavier nuclei. Our earth with all the naturally
occurring elements was formed from debris of dead stars. The abundances of the
elements for our solar system is a consequence of the history of stellar formation
and death in our corner of the universe. Elemental abundances are listed in Table
A. 3. For a given element, the different stable isotopes also have a natural relative
abundance unique to our solar system. These isotopic abundances are listed in
Table A. 4.

1.2.8 Nuclear Dimensions
Size of a Nucleus
If each proton and neutron in the nucleus has the same volume, the volume of a nu-
cleus should be proportional to A. This has been confirmed by many measurements
that have explored the shape and size of nuclei. Nuclei, to a first approximation, are
spherical or very slightly ellipsoidal with a somewhat diffuse surface, In particular,
it is found that an effective spherical nuclear radius is

R = R0A
l/3, with R0 ~ 1.25 x 1CT13 cm. (1.7)

The associated volume is

Vicious = ̂  - 7.25 X W~39A Cm3. (1.8)

Since the atomic radius of about 2 x 10~8 cm is 105 times greater than the
nuclear radius, the nucleus occupies only about 10~15 of the volume of a atom. If
an atom were to be scaled to the size of a large concert hall, then the nucleus would
be the size of a very small gnat!

Nuclear Density

Since the mass of a nucleon (neutron or proton) is much greater than the mass of
electrons in an atom (mn = 1837 me), the mass density of a nucleus is

mnucleus A/Na 14 , 3
^nucleus = T7 - = ~, \ r> ~ 2A X 1U S/cm '

^nucleus

This is the density of the earth if it were compressed to a ball 200 m in diameter.
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1.3 Chart of the Nuclides
The number of known different atoms, each with a distinct combination of Z and
A, is large, numbering over 3200 nuclides. Of these, 266 are stable (i.e., non-
radioactive) and are found in nature. There are also 65 long-lived radioisotopes
found in nature. The remaining nuclides have been made by humans and are ra-
dioactive with lifetimes much shorter than the age of the solar system. The lightest
atom (A = 1) is ordinary hydrogen JH, while the mass of the heaviest is contin-
ually increasing as heavier and heavier nuclides are produced in nuclear research
laboratories. One of the heaviest (A = 269) is meitnerium logMt.

A very compact way to portray this panoply of atoms and some of their proper-
ties is known as the Chart of the Nuclides. This chart is a two-dimensional matrix of
squares (one for each known nuclide) arranged by atomic number Z (y-axis) versus
neutron number N (x-axis). Each square contains information about the nuclide.
The type and amount of information provided for each nuclide is limited only by
the physical size of the chart. Several versions of the chart are available on the
internet (see web addresses given in the next section and in Appendix A).

Perhaps, the most detailed Chart of the Nuclides is that provided by General
Electric Co. (GE). This chart (like many other information resources) is not avail-
able on the web; rather, it can be purchased from GE ($15 for students) and is highly
recommended as a basic data resource for any nuclear analysis. It is available as
a 32" x55" chart or as a 64-page book. Information for ordering this chart can be
found on the web at http://www.ssts.lmsg.lmco.com/nuclides/index.html.

1.3.1 Other Sources of Atomic/Nuclear Information
A vast amount of atomic and nuclear data is available on the world-wide web.
However, it often takes considerable effort to find exactly what you need. The sites
listed below contain many links to data sources, and you should explore these to
become familiar with them and what data can be obtained through them.

These two sites have links to the some of the major nuclear and atomic data repos-
itories in the world.

http://www.nndc.bnl.gov/wallet/yellows.htm
http://www.nndc.bnl.gov/usndp/usndp-subject.html

The following sites have links to many sources of fundamental nuclear and atomic
data.

http://www.nndc.bnl.gov/
http://physics.nist.gov/cuu/index.htm
http://isotopes.Ibl.gov/isotopes/toi.html
http://wwwndc.tokai.jaeri.go.jp/index.html
http://wwwndc.tokai.j aeri.go.jp/nucldata/index.html
http://www.fysik.lu.se/nucleardata/toi_.htm
http://atom.kaeri.re.kr/
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These sites contain much information about nuclear technology and other related
topics. Many are home pages for various governmental agencies and some are sites
offering useful links, software, reports, and other pertinent information.

http://physics.nist.gov/
http:/ /www.nist .gov/
http://www.energy.gov/
http:/ /www.nrc.gov/
http:/ /www.doe.gov/
http://www.epa.gov/oar/
http:/ /www.nrpb.org.uk/
http://www-rsicc.ornl.gov/rsic.html
http://www.iaea.org/worldatom/
ht tp: / /www.nea. f r /

PROBLEMS

1. Both the hertz and the curie have dimensions of s"1. Explain the difference
between these two units.

2. Explain the SI errors (if any) in and give the correct equivalent units for the
following units: (a) m-grams/pL, (b) megaohms/nm, (c) N-m/s/s, (d) gram
cm/(s~1/mL). and (e) Bq/milli-Curie.

3. In vacuum, how far does light move in 1 ps?

4. In a medical test for a certain molecule, the concentration in the blood is
reported as 123 mcg/dL. What is the concentration in proper SI notation?

5. How many neutrons and protons are there in each of the following riuclides:
(a) 10B. (b) 24Na, (c) 59Co, (d) 208Pb. and (e) 235U?

6. What are the molecular weights of (a) H2 gas, (b) H2O, and (c) HDO?

7. What is the mass in kg of a molecule of uranyl sulfate UC^SCV/

8. Show by argument that the reciprocal of Avogadro's constant is the gram
equivalent of 1 atomic mass unit.

9. How many atoms of 234U are there in 1 kg of natural uranium?

10. How many atoms of deuterium are there in 2 kg of water?

11. Estimate the number of atoms in a 3000 pound automobile. State any assump-
tions you make.

12. Dry air at normal temperature and pressure has a mass density of 0.0012 g/cm3

with a mass fraction of oxygen of 0.23. WThat is the atom density (atom/cm3)
of 180?
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13. A reactor is fueled with 4 kg uranium enriched to 20 atom-percent in 235U.
The remainder of the fuel is 238U. The fuel has a mass density of 19.2 g/cm3.
(a) What is the mass of 235U in the reactor? (b) What are the atom densities
of 235U and 238U in the fuel?

14. A sample of uranium is enriched to 3.2 atom-percent in 235U with the remainder
being 238U. What is the enrichment of 235U in weight-percent?

15. A crystal of Nal has a density of 2.17 g/cm3. What is the atom density of
sodium in the crystal?

16. A concrete with a density of 2.35 g/cm3 has a hydrogen content of 0.0085
weight fraction. What is the atom density of hydrogen in the concrete?

17. How much larger in diameter is a uranium atom compared to an iron atom?

18. By inspecting the chart of the nuclides, determine which element has the most
stable isotopes?

19. Find an internet site where the isotopic abundances of mercury may be found.

20. The earth has a radius of about 6.35 x 106 m and a mass of 5.98 x 1024 kg.
What would be the radius if the earth had the same mass density as matter in
a nucleus?
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Chapter 2

Modern Physics Concepts

During the first three decades of the twentieth century, our understanding of the
physical universe underwent tremendous changes. The classical physics of Newton
and the other scientists of the eighteenth and nineteenth centuries was shown to be
inadequate to describe completely our universe. The results of this revolution in
physics are now called "modern" physics, although they are now almost a century
old.

Three of these modern physical concepts are (1) Einstein's theory of special rel-
ativity, which extended Newtonian mechanics; (2) wave-particle duality, which says
that both electromagnetic waves and atomic particles have dual wave and particle
properties; and (3) quantum mechanics, which revealed that the microscopic atomic
world is far different from our everyday macroscopic world. The results and insights
provided by these three advances in physics are fundamental to an understanding
of nuclear science and technology. This chapter is devoted to describing their basic
ideas and results.

2.1 The Special Theory of Relativity
The classical laws of dynamics as developed by Newton were believed, for over 200
years, to describe all motion in nature. Students still spend considerable effort
mastering the use of these laws of motion. For example, Newton's second law, in
the form originally stated by Newton, says the rate of change of a body's momentum
p equals the force F applied to it, i.e.,

dp d(mv)F-^-^r~ (2-1}

For a constant mass m, as assumed by Newton, this equation immediately reduces
to the modem form of the second law, F = ma, where a = dv/dt, the acceleration
of the body.

In 1905 Einstein discovered an error in classical mechanics and also the necessary
correction. In his theory of special relativity,1 Einstein showed that Eq. (2.1) is still
correct, but that the mass of a body is not constant, but increases with the body's
speed v. The form F = ma is thus incorrect. Specifically, Einstein showed that m

lln 1915 Einstein published the general theory of relativity, in which he generalized his special
theory to include gravitation. We will not need this extension in our study of the microscopic
world.
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varies with the body's speed as

m = , m° = , (2.2)
Vl-^2/c2

where m0 is the body's "rest mass," i.e., the body's mass when it is at rest, and
c is the speed of light (~ 3 x 108 m/s). The validity of Einstein's correction was
immediately confirmed by observing that the electron's mass did indeed increase as
its speed increased in precisely the manner predicted by Eq. (2.2).

Most fundamental changes in physics arise in response to experimental results
that reveal an old theory to be inadequate. However, Einstein's correction to the
laws of motion was produced theoretically before being discovered experimentally.
This is perhaps not too surprising since in our everyday world the difference between
ra and m0 is incredibly small. For example, a satellite in a circular earth orbit of
7100 km radius, moves with a speed of 7.5 km/s. As shown in Example 2.1, the mass
correction factor ^/l — v2/c2 = I — 0.31 x 10~9, i.e., relativistic effects change the
satellite's mass only in the ninth significant figure or by less than one part a billion!
Thus for practical engineering problems in our macroscopic world, relativistic effects
can safely be ignored. However, at the atomic and nuclear level, these effects can
be very important.

Example 2.1: What is the fractional increase in mass of a satellite traveling at
a speed of 7.5 km/s? Prom Eq. (2.2) find the fractional mass increase to be

m — m0

Here (v/c)2 = (7.5 x 103/2.998 x 108)2 = 6.258 x 1CT10. With this value of v2/c2

most calculators will return a value of 0 for the fractional mass increase. Here's
a trick for evaluating relativistically expressions for such small values of v2/c2 .
The expression (1 + e)n can be expanded in a Taylor series as

/•, \n -, n (n+ l ) 2 n ( n — l)(n — 2) 3 ., . . .
(1 + e)n = 1 + ne + -±— — Lt + — - ̂ - '-C + • • • ~ 1 + ne for |e| « 1.

Thus, with e = —v2/c2 and n — —1/2 we find

so that the fractional mass increase is

m0 c
^ | =3.12
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2.1.1 Principle of Relativity
The principle of relativity is older than Newton's laws of motion. In Newton's words
(actually translated from Latin) "The motions of bodies included in a given space
are the same amongst themselves, whether the space is at rest or moves uniformly
forward in a straight line." This means that experiments made in a laboratory in

uniform motion (e.g.. in an non-accelerating
y y' train) produce the same results as when the

<v laboratory is at rest. Indeed this principle
a of relativity is widely used to solve problems

(x, y, z, t) in mechanics by shifting to moving frames of
(x1, y , z ' , t ' ) reference to simplify the equations of motion.

v The relativity principle is a simple intu-
x' itive and appealing idea. But do all the laws

of physics indeed remain the same in all non-
Figure 2.1. Two inertial coordinate accelerati (mertial) coordinate systems?
systems. ° v ' J

Consider the two coordinate systems shown
in Fig. 2.1. System S is at rest, while system S' is moving uniformly to the right
with speed v. At t — 0, the origin of S' is at the origin of S. The coordinates
of some point P are ( x , y , z ) in S and (x'.y'.z') in S'. Clearly, the primed and
unprimed coordinates are related by

x' = x - vt\ y' = y; z = z; and t' = t. (2.3)

If these coordinate transformations are substituted into Newton's laws of motion,
we find they remain the same. For example, consider a force in the x-direction,
Fx, acting on some mass m. Then the second law in the S' moving system is
Fx = md2x'/dt/2. Now transform this law to the stationary S system. We find (for
v constant)

d2x' d2(x-vt) d2x
r ~~~ TY1 — TY1 — TDx dt'2 ~ d(t}2 dt* '

Thus the second law has the same form in both systems. Since the laws of motion
are the same in all inertial coordinate systems, it follows that it is impossible to
tell, from results of mechanical experiments, whether or not the system is moving.

In the 1870s. Maxwell introduced his famous laws of electromagnetism. These
laws explained all observed behavior of electricity, magnetism, and light in a uni-
form system. However, when Eqs. (2.3) are used to transform Maxwell's equations
to another inertial system, they assume a different form. Thus from optical experi-
ments in a moving system, one should be able to determine the speed of the system.
For many years Maxwell's equations were thought to be somehow incorrect, but 20
years of research only continued to reconfirm them. Eventually, some scientists
began to wonder if the problem lay in the Galilean transformation of Eqs. (2.3).
Indeed, Lorentz observed in 1904 that if the transformation

/ X VL i i A.I VXIC . .x ~~ /- o / o ' y = y> z = z] t — , == i^-4 j

is used, Maxwell's equations become the same in all inertial coordinate systems.
Poincare, about this time, even conjectured that all laws of physics should re-
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main unchanged under the peculiar looking Lorentz transformation. The Lorentz
transformation is indeed strange, since it indicates that space and time are not in-
dependent quantities. Time in the S' system, as measured by an observer in the S
system, is different from the time in the observer's system.

2.1.2 Results of the Special Theory of Relativity
It was Einstein who, in 1905, showed that the Lorentz transformation was indeed
the correct transformation relating all inertial coordinate systems. He also showed
how Newton's laws of motion must be modified to make them invariant under this
transformation.

Einstein based his analysis on two postulates:

• The laws of physics are expressed by equations that have the same form in all
coordinate systems moving at constant velocities relative to each other.

• The speed of light in free space is the same for all observers and is independent
of the relative velocity between the source and the observer.

The first postulate is simply the principle of relativity, while the second states that
we observe light to move with speed c even if the light source is moving with respect
to us. From these postulates, Einstein demonstrated several amazing properties of
our universe.

1. The laws of motion are correct, as stated by Newton, if the mass of an object
is made a function of the object's speed v, i.e.,

m(v) = , m° (2.5)V ' ^l-v2/c2

This result also shows that no material object can travel faster than the speed
of light since the relativistic mass m(v) must always be real. Further, an
object with a rest mass (m0 > 0) cannot even travel at the speed of light;
otherwise its relativistic mass would become infinite and give it an infinite
kinetic energy.

2. The length of a moving object in the direction of its motion appears smaller
to an observer at rest, namely

L = L0^/l-v2/c2. (2.6)

where L0 is the "proper length" or length of the object when at rest.

The passage of time appears to slow in a system moving with respect to a
stationary observer. The time t required for some physical phenomenon (e.g.,
the interval between two heart beats) in a moving inertial system appears to
be longer (dilated) than the time t0 for the same phenomenon to occur in the
stationary system. The relation between t and t0 is

t= , l° =. (2.7)
'
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4. Perhaps the most famous result from special relativity is the demonstration
of the equivalence of mass and energy by the well-known equation

E = me2. (2.8)

This result says energy and mass can be converted to each other. Indeed, all
changes in energy of a system results in a corresponding change in the mass
of the system. This equivalence of mass and energy plays a critical role in the
understanding of nuclear technology.

The first three of these results are derived in the Addendum 1 to this chapter. The
last result, however, is so important that it is derived below.

Derivation of E = me
Consider a particle with rest mass m0 initially
at rest. At time t = 0 a force F begins to
act on the particle accelerating the mass un-
til at time t it has acquired a velocity v (see
Fig. 2.2). From the conservation-of-energy prin-
ciple, the work done on this particle as it moves
along the path of length s must equal the ki-
netic energy T of the particle at the end of the
path. The path along which the particle moves
is arbitrary, depending on how F varies in time.
The work done by F (a vector) on the parti-
cle as it moves through a displacement ds (also
a vector) is F»ds. The total work done on the
particle over the whole path of length s is

d(mv]

t=0
v = 0, m. = m0

Figure 2.2. A force F accelerates
a particle along a path of length s.

= / F«ds = •ds =
'* d(mv]

dt
ds ,

• — dt.
dt

But, ds/dt v, a vector parallel to d(mv}/dt; thus,

"* d(mv
T = -v dt —

Substitution of Eq. (2.5) for m yields

= m

(2.9)
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or finally

T = me2 -- m0c
2. (2.10)

Thus we see that the kinetic energy is associated with the increase in the mass of
the particle.

Equivalently, we can write this result as me2 = m0c
2 + T. We can interpret me2

as the particle's "total energy" E, which equals its rest-mass energy plus its kinetic
energy. If the particle was also in some potential field, for example, an electric field,
the total energy would also include the potential energy. Thus we have

(2.11)

This well known equation is the cornerstone of nuclear energy analyses. It shows the
equivalence of energy and mass. One can be converted into the other in precisely
the amount specified by E = me2. When we later study various nuclear reactions,
we will see many examples of energy being converted into mass and mass being
converted into energy.

E — me2.

Example 2.2: What is the energy equivalent in MeV of the electron rest mass?
From data in Table 1.5 and Eq. 1.1 we find

E = meC2 = (9.109 x 10~31 kg) x (2.998 x 108 m/s)2

x(l J/(kg m2 s~2)/(1.602 x 10~13 J/MeV)

= 0.5110 MeV

When dealing with masses on the atomic scale, it is often easier to use masses
measured in atomic mass units (u) and the conversion factor of 931.49 MeV/u.
With this important conversion factor we obtain

E = mec
2 = (5.486 x 10~4 u) x (931.49 MeV/u) = 0.5110 MeV.

Reduction to Classical Mechanics
For slowly moving particles, that is, v « c, Eq. (2.10) yields the usual classical
result. Since,

(2-12)
1

0 _ V2/C2 ~ ^ " '" ' ' 2c2 8c4

the kinetic energy of a slowly moving particle is

T = m0c
2

v
Zc2'

- 1 | ~ ~m0v
2.

£
(2.13)

Thus the relativistic kinetic energy reduces to the classical expression for kinetic
energy if v « c, a reassuring result since the validity of classical mechanics is well
established in the macroscopic world.
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Relation Between Kinetic Energy and Momentum
Both classically and relativistically the momentum p of a particle is given by,

p = mv. (2-14)

In classical physics, a particle's kinetic energy T is given by,

mv2 p2

~~ 2 " 2m'

which yields
p = \llmT. (2.15)

For relativistic particles, the relationship between momentum and kinetic energy
is not as simple. Square Eq. (2.5) to obtain

-^-=mo'

or, upon rearrangement.

p2 = (mv}2 - (me)2 - (m0c)2 = ̂ [(mc2)2 - (m0c2)2].

Then combine this result with Eq. (2.10) to obtain

P2 = ̂  [(T + m0c
2)2 - (m0c2)2] = ~ [T2 + 2Tm0c

2} . (2.16)

Thus for relativistic particles

1
P= - (2.17;

Particles
For most moving objects encountered in engineering analyses, the classical expres-
sion for kinetic energy can be used. Only if an object has a speed near c must we
use relativistic expressions. From Eq. (2.10) one can readily calculate the kinetic
energies required for a particle to have a given relativistic mass change. Listed in
Table 2.1 for several important atomic particles are the rest mass energies and the
kinetic energies required for a 0.1% mass change. At this threshold for relativistic
effects, the particle's speed v = 0.045c (see Problem 2).

2.2 Radiation as Waves and Particles
For many phenomena, radiant energy can be considered as electromagnetic waves.
Indeed Maxwell's equations, which describe very accurately interactions of long
wave-length radiation, readily yield a wave equation for the electric and magnetic
fields of radiant energy. Phenomena such as diffraction, interference, and other
related optical effects can be described only by a wave model for radiation.
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Table 2.1. Rest mass energies and kinetic energies for a 0.1%
relativistic mass increase for four particles.

Particle

electron
proton
neutron
a-particle

rest mass
energy m0c

2

0.511 MeV
938 MeV
940 MeV
3751 MeV

kinetic energy for a
0.1% increase in mass

511 eV
938 keV
940 keV
3.8 MeV

~ 0.5 keV
~ 1 MeV
~ 1 MeV
~ 4 MeV

However, near the beginning of the twentieth century, several experiments in-
volving light and X rays were performed that indicated that radiation also possessed
particle-like properties. Today we understand through quantum theory that matter
(e.g., electrons) and radiation (e.g., x rays) both have wave-like and particle proper-
ties. This dichotomy, known as the wave-particle duality principle, is a cornerstone
of modern physics. For some phenomena, a wave description works best; for others,
a particle model is appropriate. In this section, three pioneering experiments are
reviewed that helped to establish the wave-particle nature of matter.

2.2.1 The Photoelectric Effect
In 1887, Hertz discovered that, when metal surfaces were irradiated with light,
"electricity" was emitted. J.J. Thomson in 1898 showed that these emissions were
electrons (thus the term photoelectrons). According to a classical (wave theory)
description of light, the light energy was absorbed by the metal surface, and when
sufficient energy was absorbed to free a bound electron, a photoelectron would
"boil" off the surface. If light were truly a wave, we would expect the following
observations:

• Photoelectrons should be produced by light of all frequencies.

• At low intensities a time lag would be expected between the start of irradiation
and the emission of a photoelectron since it takes time for the surface to absorb
sufficient energy to eject an electron.

• As the light intensity (i.e., wave amplitude) increases, more energy is absorbed
per unit time and, hence, the photoelectron emission rate should increase.

• The kinetic energy of the photoelectron should increase with the light intensity
since more energy is absorbed by the surface.

However, experimental results differed dramatically with these results. It was ob-
served:

• For each metal there is a minimum light frequency below which no photoelec-
trons are emitted no matter how high the intensity.

• There is no time lag between the start of irradiation and the emission of
photoelectrons, no matter how low the intensity.
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• The intensity of the light affects only the emission rate of photoelectrons.

• The kinetic energy of the photoelectron depends only on the frequency of the
light and riot on its intensity. The higher the frequency, the more energetic is
the photoelectron.

In 1905 Einstein introduced a new light model which explained all these
observations.2 Einstein assumed that light energy consists of photons or "quanta of
energy," each with an energy E = hv^ where h is Planck's constant (6.62 x 10~34

J s) and v is the light frequency. He further assumed that the energy associated
with each photon interacts as a whole, i.e., either all the energy is absorbed by
an atom or none is. With this "particle" model, the maximum kinetic energy of a
photoelectron would be

E = hv-A, (2.18)

where A is the amount of energy (the so-called work function) required to free an
electron from the metal. Thus if hv < A, no photoelectrons are produced. Increas-

ing the light intensity only increases
I \ the number of photons hitting the

.Xcurrent \ collector metal surface per unit time and, thus.
Wmeter \/ the rate of photoelectron emission.

X' photoelectron . 1 1 -
V 0 Although Einstein was able to ex-

/V^ \ x / / Xnght plain qualitatively the observed char-
I •̂ •̂(B acteristics of the photoelectric effect,

it was several years later before Ein-
Figure 2.3. A schematic illustration of stein's prediction of the maximum en-
the experimental arrangement used to ver- ergy of a photoelectron, Eq. (2.18),
ify photoelectric effect. ^ verified quajltitatively using the

experiment shown schematically in Fig. 2.3. Photoelectrons emitted from freshly
polished metallic surfaces were absorbed by a collector causing a current to flow
between the collector and the irradiated metallic surface. As an increasing negative
voltage was applied to the collector, fewer photoelectrons had sufficient kinetic en-
ergy to overcome this potential difference and the photoelectric current decreased to
zero at a critical voltage V0 at which no photoelectrons had sufficient kinetic energy
to overcome the opposing potential. At this voltage, the maximum kinetic energy
of a photoelectron, Eq. (2.18), equals the potential energy V0e the photoelectron
must overcome, i.e.,

V0e = hv - A,

or

V0 = HO. - I, (2.19)
e e

where e is the electron charge. In 1912 Hughes showed that, for a given metallic
surface, V0 was a linear function of the light frequency v. In 1916 Milliken. who
had previously measured the electron charge e. verified that plots of V0 versus v
for different metallic surface had a slope of h/e, from which h could be evaluated.

2It is an interesting historical fact that Einstein received the Nobel prize for his photoelectric
research and not for his theory of relativity, which he produced in the same year.
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Milliken's value of h was in excellent agreement with the value determined from
measurements of black-body radiation, in whose theoretical description Planck first
introduced the constant h.

The prediction by Einstein and its subsequent experimental verification clearly
demonstrated the quantum nature of radiant energy. Although the wave theory of
light clearly explained diffraction and interference phenomena, scientists were forced
to accept that the energy of electromagnetic radiation could somehow come together
into individual quanta, which could enter an individual atom and be transferred to
a single electron. This quantization occurs no matter how weak the radiant energy.

Example 2.3: What is the maximum wavelength of light required to liberate
photoelectrons from a metallic surface with a work function of 2.35 eV (the energy
able to free a valence electron)? At the minimum frequency, a photon has just
enough energy to free an electron. From Eq. (2.18) the minimum frequency to
yield a photon with zero kinetic energy (E=0) is

z,min = A/h = 2.35 eV/4.136 x 1(T15 eV/s = 5.68 x 1014 s"1.

The wavelength of such radiation is

Amax = c/i/min = 2.998 x 108 m s~V5.68 x 1014 s~x = 5.28 x 1(T7 m.

This corresponds to light with a wavelength of 528 nm which is in the green
portion of the visible electromagnetic spectrum.

2.2.2 Compton Scattering
Other experimental observations showed that light, besides having quantized en-
ergy characteristics, must have another particle-like property, namely momentum.
According to the wave model of electromagnetic radiation, radiation should be scat-
tered from an electron with no change in wavelength. However, in 1922 Compton
observed that x rays scattered from electrons had a decrease in the wavelength
AA = A' — A proportional to (1 — cos9s) where 9S was the scattering angle (see
Fig. 2.4). To explain this observation, it was necessary to treat x rays as particles
with a linear momentum p = h/X and energy E — hv = pc.

In an x-ray scattering interaction, the energy and momentum before scatter-
ing must equal the energy and momentum after scattering. Conservation of linear
momentum requires the initial momentum of the incident photon (the electron is
assumed to be initially at rest) to equal the vector sum of the momenta of the scat-
tered photon and the recoil electron. This requires the momentum vector triangle
of Fig. 2.5 to be closed, i.e.,

P A = P A , + P e (2-20)

or from the law of cosines

Pe = P2
X + PX ~ 2% cosft- (2-21)
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scattered
photon

incident
photon •>

recoil
electron

Figure 2.4. A photon with wavelength A
is scattered by an electron. After scattering,
the photon has a longer wavelength A' and
the electron recoils with an energy T(- and
momentum pe.

Figure 2.5. Conservation of momentum re-
quires the initial momentum of the photon p\
equal the vector sum of the momenta of the
scattered photon and recoil electron.

The conservation of energy requires

p c + mec
2 — p, c + me2

X A
(2.22)

where me is the rest-mass of the electron before the collision when it has negligible
kinetic energy, and m is its relativistic mass after scattering the photon. This result,
combined with Eq. (2.16) (in which me = m0), can be rewritten as

mec (2.23)

Substitute for pe from Eq. (2.21) into Eq. (2.23), square the result, and simplify to
obtain

(2.24)

Then since A = h/p. this result gives the decrease in the scattered wavelength as

h
A ' - A =

mec
•(1 (2.25)

where h/(mec) = 2.431 x 10 6/j,m. Thus, Compton was able to predict the wave-
length change of scattered x rays by using a particle model for the x rays, a predic-
tion which could not be obtained with a wave model.

This result can be expressed in terms of the incident and scattered photon
energies, E and'E", respectively. With the photon relations A = cji> and E = hv^
Eq. (2.25) gives

(2.26)
1

E'
1
E ~ l ( 1 -2 V 1

mec
cnsr? "l
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Example 2.4: What is the recoil kinetic energy of the electron that scatters
a 3-MeV photon by 45 degrees? In such a Compton scattering event, we first
calculate the energy of the scattered photon. From Eq. (2.26) the energy E' of
the scattered photon is found to be

= 1-10 MeV-
Because energy is conserved, the kinetic energy Te of the recoil election must
equal the energy lost by the photon, i.e., Te = E - E' = 3 - 1.10 = 1.90 MeV.

2.2.3 Electromagnetic Radiation: Wave-Particle Duality
Electromagnetic radiation assumes many forms encompassing radio waves, mi-
crowaves, visible light, X rays, and gamma rays. Many properties are described
by a wave model in which the wave travels at the speed of light c and has a wave-
length A and frequency v, which are related by the wave speed formula

c = \v. (2.27)

The wave properties account for many phenomena involving light such as diffraction
and interference effects.

However, as Einstein and Compton showed, electromagnetic radiation also has
particle-like properties, namely, the light energy being carried by discrete quanta
or packets of energy called photons. Each photon has an energy E = hv and
interacts with matter (atoms) in particle-like interactions (e.g., in the photoelectric
interactions described above).

Thus, light has both wave-like and particle-like properties. The properties or
model we use depend on the wavelength of the radiation being considered. For
example, if the wavelength of the electromagnetic radiation is much longer than the
dimensions of atoms ~ 10~10 m (e.g., visible light, infrared radiation, radar and
radio waves), the wave model is usually most useful. However, for short wavelength
electromagnetic radiation < 10~12 m (e.g., ultraviolet, x rays, gamma rays), the
corpuscular or photon model is usually used. This is the model we will use in our
study of nuclear science and technology, which deals primarily with penetrating
short-wavelength electromagnetic radiation.

Photon Properties
Some particles must always be treated relativistically. For example, photons, by
definition, travel with the speed of light c. From Eq. (2.5), one might think that
photons have an infinite relativistic mass, and hence, from Eq. (2.17), infinite mo-
mentum. This is obviously not true since objects, when irradiated with light, are
not observed to jump violently. This apparent paradox can easily be resolved if we
insist that the rest mass of the photon be exactly zero, although its relativistic mass
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is finite. In fact, the total energy of a photon, E = hv, is due strictly to its motion.
Equation (2.17) immediately gives the momentum of a photon (with m0 = 0) as,

_ E __ hv _ h
P ~ ^ ~ ~ ~ Y

From Eq. (2.10), the photon's relativistic mass is,

me2 — E = hv.

(2.28)

or

m — (2.29)

2.2.4 Electron Scattering
In 1924 de Broglie postulated that, since light had particle properties, then for
symmetry (physicists love symmetry!), particles should have wave properties. Be-
cause photons had a discrete energy E = hv arid momentum p = h/\. de Broglie
suggested that a particle, because of its momentum, should have an associated
wavelength A = h/p.

incident
electrons

reflected
electrons

crystal plane

Figure 2.6. Electrons scattering from atoms on a
crystalline plane, interfere constructively if the dis-
tance AB is a multiple of the electron's de Broglie
wavelength.

N(0)

0 (cleg

Figure 2.7. Observed number of
electrons N(0) scattered into a fixed
cone or directions about an angle 9
by the atoms in a nickel crystal.

Davisson and Germer in 1927 confirmed that electrons did indeed behave like
waves with de Broglie's predicted wavelength. In their experiment, shown schemat-
ically in Fig. 2.6, Davisson and Germer illuminated the surface of a Ni crystal by
a perpendicular beam of 54-eV electrons and measured the number of electrons
N(9} reflected at different angles 0 from the incident beam. According to the par-
ticle model, electrons should be scattered by individual atoms isotropically and
N(9) should exhibit no structure. However. N(9) was observed to have a peak
near 50° (see Fig. 2.7). This observation could only be explained by recognizing
the peak as a constructive interference peak — a wave phenomenon. Specifically,
two reflected electron waves are in phase (constructively interfere) if the difference
in their path lengths AB in Fig. 2.6 is an integral number of wavelengths, i.e.. if
dsmO = nX, n = 1. 2 , . . . where d is the distance between atoms of the crystal. This
experiment and many similar ones clearly demonstrated that electrons (and other
particles such as atoms) have wave-like properties.
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2.2.5 Wave-Particle Duality
The fact that particles can behave like waves and that electromagnetic waves can
behave like particles seems like a paradox. What really is a photon or an electron?
Are they waves or particles? The answer is that entities in nature are more complex
than we are used to thinking, and they have, simultaneously, both particle and wave
properties. Which properties dominate, depends on the object's energy and mass.
In Fig. 2.8, the de Broglie wavelength

he
2Tm0c

2 (2.30)

is shown for several objects as the kinetic energy T increases. For a classical object
(T2 « 2Tm0c

c), the wavelength is given by A = h/\/2m0T. However, as the
object's speed increases, its behavior eventually becomes relativistic (T » 2m0c2)
and the wavelength varies as A = /i/T, the same as that for a photon. When
the wavelength of an object is much less than atomic dimensions (~ 10"10 m), it
behaves more like a classical particle than a wave. However, for objects with longer
wavelengths, wave properties tend to be more apparent than particle properties.

10

10"

-3

10 -13

•& 10'18

10 -23

10-28

10-33

10-38

10~4 101 106 1011 1016 1021 1026 1031

Kinetic energy, T (eV)

Figure 2.8. The de Broglie wavelength for several objects as their kinetic
energy varies. Shown are the electron (e~), a hydrogen atom (H), an atom of
238U (U), a 1-mg fruit fly, and a 2000-lb car. For wavelengths large than atomic
sizes, the objects' wave-like behavior dominates, while for smaller wavelengths,
the objects behave like particles. On the right, regions of the electromagnetic
spectrum are indicated.
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Example 2.5: What is the de Broglie wavelength of a neutron with kinetic
energy T in eV? We saw earlier that a neutron with less than about 10 MeV
of kinetic energy can be treated classically, i.e., its momentum is given by p =
\/2mnT. Thus, the de Broglie wavelength is

h

Since T is in eV. we express mT, and h in eV units. From Table 1.5 we find
h = 4.136 x ICT15 eV s and m,, = 939.6 x 10° eV/c2 = 939.6 x 106 eV/(2.998 x
108 m/s)2 = 1.045 x 10"* eV m~2 s2. Thus

4.136 x 10"15 eV s 2.860 x 10

For very low energy neutrons, e.g., 10~6 eV with a wavelength of 2.86 x 10~8 m,
the "size" of the neutron is comparable to the distances between atoms in a mole-
cule, and such neutrons can scatter from several adjacent atoms simultaneously
and create a neutron diffraction pattern from which the geometric structure of
molecules and crystals can be determined. By contrast, neutrons with energies of
1 MeV have a wavelength of 2.86 x 10~14 m, comparable to the size of a nucleus.
Thus, such neutrons can interact only with a single nucleus. At even higher ener-
gies, the wavelength becomes even smaller and a neutron begins to interact with
individual nucleons inside a nucleus.

2.3 Quantum Mechanics
The demonstration that particles (point objects) also had wave properties led to
another major advance of modern physics. Because a material object such as an
electron has wave properties, it should obey some sort of wave equation. Indeed,
Shrodinger in 1925 showed that atomic electrons could be well described as standing
waves around the nucleus. Further, the electron associated with each wave could
have only a discrete energy. The branch of physics devoted to this wave description
of particles is called quantum mechanics or wave mechanics.

2.3.1 Schrodinger's Wave Equation
To illustrate Schrodinger's wave equation, we begin with an analogy to the standing
waves produced by a plucked string anchored at both ends. The wave equation that
describes the displacement ^(x, t) as a function of position x from one end of the
string, which has length L, and at time t is

t) _ I d^(xA]
~ • ( 6 }

Here u is the wave speed. There are infinitely many discrete solutions to this homo-
geneous partial differential equation, subject to the boundary condition \ I / (0 ,£) =
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= 0, namely

= Asm
nirx \ I rnrut \

i sm I I n= 1 ,2 ,3 . . . (2.32)
L ) "'" V L J '

That this is the general solution can be verified by substitution of Eq. (2.32) into
Eq. (2.31). The fundamental solution (n — 1) and the first two harmonics (n = 2
and n = 3) are shown in Fig. 2.9. The frequencies v of the solutions are also discrete.
The time for one cycle tc = \jv such that mrutc/L = 2?r; thus

nu
v = —, n = 1 ,2 ,3 , . . . .

Figure 2.9. Standing wave solutions of a vibrating string. The solution
corresponding to n = 1 is called the fundamental mode.

Notice that the solution of the wave equation Eq. (2.32) is separable, i.e., it has
the form fy(x,t) — if(x)T(t) = i^(x) sin(2yr^t). Substitution of this separable form
into Eq. (2.31) yields

or, since u = Xv,

2
ip(x) = 0. (2.33)
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To generalization to three-dimensions, the operator d2 /dx2 —> d2 /dx2 + d2/dy2 +
d2 /dz2 = V2 gives

4-7T2

V2^(x,y,z) + —Y^(x,y,z) = 0. (2.34)

Now we apply this wave equation to an electron bound to an atomic nucleus.
The nucleus produces an electric field or electric force on the electron V(x,y,z}.
The electron with (rest) mass m has a total energy E, kinetic energy T, and a
potential energy V such that T = E — V. The wavelength of the electron is
A = h/p = h/v2rnT = h/^l/2,m(E — V] (assuming the electron is non-relativistic).
Substitution for A into Eq. (2.34) gives

•\—V2i/j(x, y, z) + V(x. y, z)ip(x, y, z) = Eip(x, y (2.35)

This equation is known as the steady-state Schrodinger's wave equation, and is
the fundamental equation of quantum mechanics. This is a homogeneous equation
in which everything on the left-hand side is known (except, of course. •?/>(£, y, 2),
but in which the electron energy E on the right is not known. Such an equation
generally has only the trivial mil solution (ip = 0); however, non-trivial solutions
can be found if E has very precise and discrete values3 E = En. n = 0,1, 2 , . . . . This
equation then says that an electron around a nucleus can have only very discrete
values of E = En. a fact well verified by experiment. Moreover, the wave solution
of ijjn(x, y, 2) associated with a given energy level En describes the amplitude of the
electron wave. The interpretation of '0n is discussed below.

In Addendum 2, example solutions of Schrodinger's wave equation are presented
for the interested reader.

2.3.2 The Wave Function
The non-trivial solution t p n ( x , y , z ) of Eq. (2.35) when E = En (an eigenvalue of
the equation) is called a wave function. In general, this is a complex quantity which
extends over all space, and may be thought of as the relative amplitude of a wave
associated with the particle described by Eq. (2.35). Further, because Eq. (2.35)
is a homogeneous equation, then, if T// is a solution, so is i/j = Ai/>', where A is an
arbitrary constant. It is usual to choose A so that the integral of /0/0* = |^|2 over
all space equals unity, i.e..4

r r
(x, y, z)ip*(x, y. z) dV = 1. (2.36)

Just as the square of the amplitude of a classical wave defines the intensity of the
wave, the square of the amplitude of the wave function ^ 2 gives the probability of

3Mathematicians call such an equation (subject to appropriate boundary conditions) an eigenvalue
problem in which En is called the eigenvalue and the corresponding solution t p n ( x , y , z ) the
eigenfunction.

4Here •(/'* denotes the complex conjugate of V'-
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finding the particle at any position in space. Thus, the probability that the particle
is in some small volume dV around the point (x, y, z) is

Prob = \ip(x,y,z)\2 dV = il)(x,y,z)il)*(x,y,z)dV

We see from this interpretation of i/> that the normalization condition of Eq. (2.36)
requires that the particle be somewhere in space.

2.3.3 The Uncertainty Principle
With quantum/wave mechanics, we see it is no longer possible to say that a particle
is at a particular location; rather, we can say only that the particle has a probability
-0-0* dV of being in a volume dV. It is possible to construct solutions to the wave
equation such that i^ip* is negligibly small except in a very small region of space.
Such a wave function thus localizes the particle to the very small region of space.
However, such localized wave packets spread out very quickly so that the subsequent
path and momentum of the particle is known only within very broad limits. This
idea of there being uncertainty in a particle's path and its speed or momentum was
first considered by Heisenberg in 1927.

If one attempts to measure both a particle's position along the x-axis and its
momentum, there will be an uncertainty Ax in the measured position and an un-
certainty Ap in the momentum. Heisenberg's uncertainty principle says there is a
limit to how small these uncertainties can be, namely

A x A p > — . (2.37)
2-7T

This limitation is a direct consequence of the wave properties of a particle. The
uncertainty principle can be derived rigorously from Schrodinger's wave equation;
however, a more phenomenalogical approach is to consider an attempt to measure
the location of an electron with very high accuracy. Conceptually, one could use an
idealized microscope, which can focus very short wavelength light to resolve points
that are about 10~n m apart. To "see" the electron a photon must scatter from
it and enter the microscope. The more accurately the position is to be determined
(i.e., the smaller Ax), the smaller must be the light's wavelength (and the greater
the photon's energy and momentum). Consequently, the greater is the uncertainty
in the electron's momentum Ap since a higher energy photon, upon rebounding
from the electron, will change the electron's momentum even more. By observing a
system, the system is necessarily altered.

The limitation on the accuracies with which both position and momentum
(speed) can be known is an important consideration only for systems of atomic
dimensions. For example, to locate a mass of 1 g to within 0.1 mm, the minimum
uncertainty in the mass's speed, as specified by Eq. (2.37), is about 10~26 m/s, far
smaller than errors introduced by practical instrumentation. However, at the atomic
and nuclear levels, the uncertainty principle provides a very severe restriction on
how position and speed of a particle are fundamentally intertwined.

There is a second uncertainty principle (also by Heisenberg) relating the uncer-
tainty AE in a particle's energy E and the uncertainty in the time Ai at which the
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particle had the energy, namely

A £ A t > A (2.38)
Z7T

This restriction on the accuracy of energy and time measurements is a consequence
of the time-dependent form of Schrodinger's wave equation (not presented here), and
is of practical importance only in the atomic world. In the atomic and subatomic
world involving transitions between different energy states, energy need not be
rigorously conserved during very short time intervals At, provided the amount of
energy violation AE1 is limited to A.E ~ /i/(27rAt) This uncertainty principle is an
important relation used to estimate the lifetimes of excited nuclear states.

2.3.4 Success of Quantum Mechanics
Quantum mechanics has been an extremely powerful tool for describing the energy
levels and the distributions of atomic electrons around a nucleus. Each energy level
and configuration is uniquely defined by four quantum numbers: n the principal
quantum number, t the orbital angular momentum quantum number, m^ the z-
cornponent of the angular momentum, and ms = ±1/2. the electron spin number.
These numbers arise naturally from the analytical solution of the wave equation (as
modified by Dirac to include special relativity effects) and thus avoid the ad hoc
introduction of orbital quantum numbers required in earlier atomic models.

Inside the nucleus, quantum mechanics is also thought to govern. However, the
nuclear forces holding the neutrons and protons together are much more complicated
than the electromagnetic forces binding electrons to the nucleus. Consequently,
much work continues in the application of quantum mechanics (and its more general
successor quantum electrodynamics) to predicting energy and configuration states
of micleons. Nonetheless, the fact that electronic energy levels of an atom and
nuclear excited states are discrete with very specific configurations is a key concept
in modern physics. Moreover, when one state changes spontaneously to another
state, energy is emitted or absorbed in specific discrete amounts.

2.4 Addendum 1: Derivation of Some Special Relativity Results
In this addendum, the relativistic effects for time dilation, length contraction, and
mass increase are derived.

2.4.1 Time Dilation
Consider a timing device that emits a pulse of light from a source and then records
the time the light takes to travel a distance d to a detector. In a stationary frame of
reference (left-hand figure of Fig. 2.10), the travel time is denoted by t0 (the proper
time) and the separation distance is given by d = ct0.

Now observe the timing device as it moves to the right at a steady speed v
relative to a stationary observer (right-hand figure of Fig. 2.10). During the time t
it takes the pulse to appear to travel from the source to the detector, the detector
has moved a distance vt to the right. From Einstein's first postulate (c is the same
to all observers), the total distance the photon appears to travel is ct. The distance
between source and detector is still d = ct0. From the right-hand figure, these three
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d = ct0
L _ _ _ J Vt

Figure 2.10. A light pulse leaves a source (S) and travels to a detector (D) in a stationary
system (left) and in a system moving to the right with a uniform speed v (right).

distances are seen to be related by

from which it follows
t — .

V/l -
(2.39)V '

Thus we see that the travel time for the pulse of light appears to lengthen or
dilate as the timing device moves faster with respect to a stationary observer. In
other words, a clock in a moving frame of reference (relative to some observer)
appears to run more slowly. This effect (like all other special relativity effects)
is reciprocal. To the moving clock, the stationary observer's watch appears to be
running more slowly.

2.4.2 Length Contraction
Consider a rod of length L0 when stationary (its proper length). If this rod is
allowed to move to the right with constant speed v (see left figure in Fig. 2.11), we
can measure its apparent length by the time t0 it takes to move past some stationary
reference pointer. This is a proper time, since the transit time has been made at
the same position in the observer's frame of reference. Thus the rod length appears
to be

L = vt0. (2.40)

Now consider the same measurement made by an observer moving with the rod
(see the right-hand figure in Fig. 2.11). In this frame of reference, the reference

reference pointer

y
I s' t'=Q

Figure 2.11. Left figure: a rod moves past a stationary measurement pointer at a
steady speed v. Right figure: in the system moving with the rod, the pointer appears to
be moving backward with speed v.
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pointer appears to be moving to the left with speed v. The rod has length L0 to
this observer, so the time it takes for the reference pointer to move along the rod is
t = L0/v. This is a dilated time since the reference pointer is moving with respect
to the observer. Substitution of Eq. (2.39), gives L0/v = t = t0j\J\ — -u2/c2, or

Finally, substitution of this result into Eq. (2.40) shows the proper length L0 is
related to the rod's apparent length L by

L = (2.41)

Thus, we see that the width of an object appears to decrease or contract as it moves
at a uniform speed past an observer.

2.4.3 Mass Increase
By considering an elastic collision between two bodies, we can infer that the mass
of a body varies with its speed. Suppose there are two experimenters, one at rest in
system S and the other at rest in system S', which is moving with speed v relative to
S along the x-direction. Both experimenters, as they pass, launch identical elastic
spheres with speed u (as judged by each experimenter) in a direction perpendicular
to the x-axis (again, as judged by each), so that a head-on collision occurs midway
between them. Each sphere has rest mass m0. For a launch speed u « c, then each
experimenter's sphere has mass m0 in his frame of reference. Fig. 2.12 illustrates
the trajectories of the spheres that each experimenter observes.

S'

Figure 2.12. The trajectories of two colliding elastic spheres as seen by the experimenter
in the stationary S system (left-hand figure), and by the experimenter in the S1 system
(right-hand figure).

To the experimenter in S (left-hand figure of Fig. 2.12), the time for his sphere to
travel to the collision point is t0 — h/u. However, his colleague's sphere appears to
take longer to reach the collision, namely the dilated time t = t0/y

7! — v2/c2. Thus
to the S experimenter, the sphere from S' appears to be moving in the negative
y-direction with a speed

,_ - - A
^ ~ 1 ~ to

(2.42)

where we have used Eq. (2.39).
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By Einstein's second postulate (physical laws are the same in all inertial frames
of reference), momentum must be conserved in the collision of the spheres. To
conserve momentum in this experiment, we require that the total momentum of the
two spheres in the y-direction be the same before and after the collision, i.e.,

m0u — mw — —m0u + raw;,

or using Eq. (2.42)
m0u — mw — rauA/1 — v2/c2.

This reduces to
m= , m° = . (2.43)

^1 - v2/c2 V '

2.5 Addendum 2: Solutions to Schrodinger's Wave Equation

2.5.1 The Particle in a Box
The solution of the Schrodinger wave equation is generally very difficult and usually
requires approximations or sophisticated numerical techniques. However, there are
several simple problems for which analytical solutions can be obtained. These exact
solutions can be used to show clearly the differences between quantum and classical
mechanics. In addition, many of these simple problems can be used to model
important phenomena such as electron conduction in metals and radioactive alpha
decay.

One such problem is the description of the motion of a free particle of mass ra
confined in a "one-dimensional" box. Within the box, 0 < x < a, the particle is
free to move. However, it is not allowed past the walls at x = 0 and x = a, and if
the particle reaches a wall it is reflected elastically back into the interior of the box.

In a classical description, the particle can move back and forth between the
bounding walls with any kinetic energy E or speed v. Moreover, the probability of
finding the particle in any differential width dx between the walls is the same for
all dx.

In a quantum mechanical description of the particle, given by the Schrodinger
wave equation, the potential energy or force on the particle V(x] — 0 inside the
box, and infinite outside. Since the potential energy is infinite outside the box, the
particle can not exist outside the box, and the wave functions ijj(x) must vanish.
The Schrodinger equation, Eq. (2.35), for the particle is,

= °" < > < * < « . (2.44)

If we let k2 = 87T2mE/h2, the general solution of this equation is,

•0(z) = Asiukx + Bcosfcx, (2-45)

where A and B are arbitrary constants. This solution must also satisfy the boundary
conditions, namely, V'(O) = 0 and ^(a) = 0. These boundary conditions, as shown
below, severely restrict the allowed values of not only A and B but also of k.

Application of the boundary condition ^(0) = 0 at the left wall to Eq. (2.45)
yields

= Q = A sin(O) + B cos(O) = B (2.46)
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which forces us to set B = 0. Thus, the general solution reduces to ip(x] — A sin kx.
Application of the boundary condition ip(a) = 0 at the right wall produces the
restriction that

t/j(a) =Asmka = 0. (2.47)

Clearly, we could satisfy this restriction by taking A = 0. But this would say
that the wave function ip(x) = 0 everywhere in the box. This trivial nul solution
is unrealistic since it implies the particle cannot be in the box. However, we can
satisfy Eq. (2.47) with A ^ 0 if we require sin/ca = 0. Since the sine function
vanishes at all multiples of TT. we see that k must be chosen as

717T

fc=— , ra = l , 2 , 3 , . . . . (2.48)
a

These discrete or quantized values of k are denoted by kn.
Thus, the only allowed solutions of the Schrodinger wave equation are the func-

tions
T17TX

^n(x) = Asm - , n = l , 2 , 3 , . . . (2.49)
a

where A is any non-zero constant. Moreover, the particle's energy, E = /i2/c/(87T2m),
can have only discrete values given by,

L, L2 2 2

n = 1 , 2 , 3 , . . . . (2.50)

These discrete values En are sometimes called the eigenvalues of Eq. (2.44) and n
is a quantum number. Thus, in a quantum mechanical description of the particle,
the particle's kinetic energy (and hence its speed and momentum) must have very
discrete or quantized values. By contrast, a classical description allows the particle
to have any kinetic energy or speed.

The wave function associated with the particle with energy En (the so-called
eigenfunct'ion of Eq. (2.44)) is given by Eq. (2.49). The constant A in Eq. (2.49) is
chosen to normalize the square of the wave function to unity, i.e.,

\il> (r}\2rlr-A2 / -Jn2 Hr - 1 (2 51")( / / ^ ( X ) CiX — /I / sill U.X — 1. y Z r . J l ^ /

7o a

To satisfy this normalization, A — ^/2~/~a and the normalized wave functions become,

/ 2 77 7TT*
^n(aO = A/-sin , n = l , 2 , 3 , . . . (2.52)

This normalization condition of Eq. (2.51) is required to give a probability of unity
that the particle is somewhere in the box (see Section 2.3.2).

The probability that a particle, in a given energy state En, occupies any given
volume element dx of the one-dimensional box is given by the quantum mechanical
probability distribution, namely

dx, (2.53)
\ a /
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which is a wave-like function and is plotted in Fig. 2.13 for the quantum state n = 3.
Because the square of the wave function is the probability of occupancy in a unit
volume element about x, we see that the probability of finding the particle at any
particular location varies with the location. This probability distribution \^(x] 2

vanishes not only at the wall (x = 0 and x = a), but also at x = a/3 and x = 2a/3.
By contrast it has maxima at x = a/6, x = a/2, and x — 5a/6. This quantum
mechanical result for where the particles is likely to be in the box is significantly
different than the classical result for which the probability of occupancy is the same
for any volume element dx. The differences are shown in Fig. 2.13.

Quantum
mechanical

Classical

x/a

Figure 2.13. The probability distribution for rinding a particle in quantum
state n = 3 with energy E% at points in a one-dimensional box.

The quantum mechanical standing- wave distribution for the location of an elec-
tron trapped in a box can be seen in the lower-right figure of Fig. 1.1. Here the circle
of iron atoms acts like the walls of our box, and the valence electrons, normally free
to move around the surface of the copper substrate, are now confined. A standing
wave for the location of these trapped electrons is clearly seen. This probability
wave is completely analogous to the 1-dimensional analysis above.

If the particle is confined to a three-dimensional box with edges of length a, 6, c,
the normalized wave functions for the stationary states and the values for the energy
levels are found to be,

sm -aoc \ a /
Sln Sm

/ V c /

j o r 2
h2 n{

and

where n 1,712, and n^ denote a set of positive integers.

2.5.2 The Hydrogen Atom
The hydrogen atom, the simplest atom, can be considered as a system of two in-
teracting point charges, the proton (nucleus) and an electron. The electrostatic
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attraction between the electron and proton is described by Coulomb's law. The
potential energy of a bound electron is given by.

V(r) = -- , (2.56)
r

where r is the distance between the electron and the proton.
The three-dimensional Schrodinger wave equation in spherical coordinates for

the electron bound to the proton is,

d 0</A 1 d .
[

(2.57)
where ip = 7/>(r, 9, 0) and JJL is the electron mass (more correctly the reduced mass
of the system) .

To solve this partial differential equation for the wave function ip(r, 0,0), we first
replace it by three equivalent ordinary differential equations involving functions of
only a single independent variable. To this end. we use the "separation of variables"
method, and seek a solution of the form

Substitute this form into Eq. (2.57) and multiply the result by r2 sm9/(R<3>3>) to
obtain

sin'* d = „_
R(r) dr V dr ) ' $(0) d^2 ' 6(0) dO2 ' h2

(2.59)
The second term is only a function of 0 while the other terms are independent of
<f). This term, therefore, must equal a constant. —m2 say. Thus.

(2.60)

Equation 2.59. upon division by sin2 0 and rearrangement becomes

I d ( 2dR(r)\ 87rV2
 IE v( _ l d e(0) m -Q

H(r) dr V ^rf^j + "P ^ ~ ^^ ~ "siri06(0) d02 + sin2 0 ~ '
(2.61)

Since the terms on the left are functions only of r and the terms on the right are
functions only of 0. both sides of this equation must be equal to the same constant,
0 say. Thus we obtain two ordinary differential equations, one for R(r) and one for
6(0), namely

e ):
sin 0 <i02 sin 0

and

r" a:

We now have three ordinary, homogeneous, differential equations [Eq. (2.60),
Eq. (2.62). and Eq. (2.63)], whose solutions, when combined, given the entire wave
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function ^(r, #, 0) — R(r)Q(9)&((f)). Each of these equations is an eigenvalue prob-
lem which yields a "quantum number." These quantum numbers are used to describe
the possible electron configurations in a hydrogen atom. The solutions also yield
relationships between the quantum numbers. We omit the solution details - see any
book on quantum mechanics for the explicit solutions. We restrict our discussion
to the essential features than arise from each equation.

The most general solution of Eq. (2.60) is

$(0) = Asmm(j) + 5cosra0, (2.64)

where A and B are arbitrary. However, we require $(0) = <£(27r) since 0 = 0 and
<p = 2?r are the same azimuthal angle. This boundary condition then requires m to
be an integer, i.e.,ra = 0 ,± l ,±2 , . . . . For each azimuthal quantum number ra, the
corresponding solution is denoted by 3>m((/>).

Equation (2.62) in 0 has normalizable solutions only if the separation constant
has the form /9 = 1(1 + 1) where i is a positive integer or zero, and is called the
angular momentum quantum number. Moreover, the azimuthal quantum number
m must be restricted to 21 + I integer values, namely m = 0, ±1, ±2, . . . , ±t. The
corresponding solutions of Eq. (2.62) are denoted by 0^m(#) and are known to
mathematicians as the associate Legendre functions of the first kind; however, these
details need not concern us here.

Finally, the solution of Eq. (2.63) for the radial component of the wave function,
with (3 = 1(1+1} and V(r) = — e2/r, has normalizable solutions only if the electron's
energy has the (eigen)value

2vr2we2

where n = 1,2, 3 , . . . (2.65)

The integer n is called the principal quantum number. Moreover, to obtain a
solution the angular quantum number i must be no greater than n — 1, i.e.,
£ = 0, 1, 2, . . . , (n — 1). The corresponding radial solution is denoted by Rn^(r]
and mathematically is related to the associated Laguerre function.

Thus, the wave functions for the electron bound in the hydrogen atom have only
very discrete forms ^n£m(r, #, 0) = Rnt(r)®em(9}<frm (</>). For the hydrogen atom,
the energy of the electron is given by Eq. (2.65) and is independent of the angular
moment or azimuthal quantum numbers ra and i (this is not true for multielectron
atoms) .

Special Notation for Electron States
A widely used, but strange, notation has been of long standing in describing the n
and i quantum numbers of particular electron states. The letters s, p, d, /, g, h and
i are used to denote values of the angular momentum quantum number t of 0, 1,
2, 3, 4, 5 and 6, respectively. The value of n is then used as a prefix to the angular
moment letter. Thus a bound electron designated as 5/ refers to an electron with
n = 5 and 1 = 3.

Examples of Wave Functions for Hydrogen
In Fig. 2.14, density plots of |VWm|2 = V^m^Wm are shown for different electron
states in the hydrogen atom. These plots are slices through the three-dimensional
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\ip\2 in a plane perpendicular to the x-axis and through the atom's center. Since \ip\2

is the probability of finding the electron in a unit volume, the density plots directly
show the regions where the electron is most likely to be found. The s states (£ — 0)
are spherically symmetric about the nucleus, while all the others have azimuthal
and/or polar angle dependence.

Electron Energy Levels in Hydrogen
For hydrogen, the energy of the bound electron is a function of n only (see
Eq. (2.65)). Thus, for n > 1, the quantum numbers I and ra may take various
values without changing the electron binding energy, i.e., the allowed electron con-
figurations fall into sets in which all members of the set have the same energy. Thus,
in Fig. 2.14, an electron has the same energy in any of the four 4f electron states
or the three 4d states, even though the distribution of the electron wave function
around the nucleus is quite different for each state. Such states with the same
electron binding energy are said to be degenerate.

The Spin Quantum Number
It was found, first from experiment and later by theory, that each quantum state
(specified by values for n, £ and m) can accommodate an electron in either of
two spin orientations. The electron, like the proton and neutron, has an inherent
angular momentum with a value of |/i/(27r). In a bound state (defined by n, £ and
m) the electron can have its spin "up" or "down" with respect to the z-axis used
to define angular momentum. Thus a fourth quantum number ms — ±| is needed
to unambiguously define each possible electron configuration in an atom.

Dirac showed in 1928 that when the Schrodinger wave equation is rewritten to
include relativistic effects, the spin quantum number ms is inherent in the solution
along with the quantum numbers n, £, and ra, which were also inherent in the wave
function solution of the non-relativistic Schrodinger's wave equation.

2.5.3 Energy Levels for Multielectron Atoms
The solution of the Schrodinger's equation for the hydrogen atom can be obtained
analytically, but the solution for a multielectron system cannot. This difficulty
arises because of the need to add a repulsive component to the potential energy
term to account for the interactions among the electrons. To obtain a solution for
a multielectron atom, numerical approximation techniques must be used together
with high speed computers. Such a discussion is far beyond the scope of this text.

There is, however, one important result for multielectron atoms that should
be described here. The energies of the electronic levels in atoms with more than
one electron are functions of both n and £. The energy degeneracy in the angular
momentum quantum number disappears. Thus states with the same n but different
£ values have slightly different energies, and there is a significant reordering of the
electron energy levels compared to those in the hydrogen atom.

Electron energy levels with the same value of n and £ but different values of ra
are still degenerate in energy; however, this degeneracy is removed in the presence
of a strong external magnetic field (the Zeeman effect). An electron moving about
a nucleus creates a magnetic dipole whose strength of interaction with an external
magnetic field varies with the quantum numbers £ and ra.
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Table 2.2. Electron shell arrangement for the lightest elements.

Element

H
He

Li
Be
B
C
N
O
F
Ne

Na -
Mg
Al
Si
P
s
Cl
Ar

K
Ca
Sc
Ti
V
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga
Ge
As
Se
Br
Kr

Z

1
2

3
4
5
6
7
8
9
10

11
12

13
14
15
16
17
18

19
20
21
22
23
24
25
26
27
28
29
30
31
32

shell and electron designation

K

Is

1
1

2
2
2
2
2
2
2
2

L

2s

1
2
2
2
2
2
2
2

1p

1
2
3
4
5
6

neon
configuration

M

3s

1
2
2
2
2
2
2
2

3p

1
2
3
4
5
6

argon
configuration

33
34
35
36

3d

1
2
3
5

N

4s

1
2
2
2
2
1

5 2
6 2
7 2
8 2
10 1
10 2
10
10
10
10
10
10

2
2

2
2
2

4p

1
2
3
4
5

2 6

Source: H.D. Bush, Atomic and Nuclear Physics, Prentice Hall,
Englewood Cliffs, NJ, 1962.
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The Electronic Structure of Atoms
Each electron in an atom can be characterized by its four quantum numbers n,
I , m and ms. Further, according to Pauli's exclusion principle (1925), no two
electrons in an atom can have the same quantum numbers. An assignment of a set
of four quantum numbers to each electron in an atom, no sets being alike in all
four numbers, then defines a quantum state for an atom as a whole. For ground-
state atoms, the electrons are in the lowest energy electron states. For an atom in
an excited state, one or more electrons are in electron states with energies higher
than some vacant states. Electrons in excited states generally drop very rapidly
(~ 10~7 s) into vacant lower energy states. During these spontaneous transitions,
the difference in energy levels between the two states must be emitted as a photon
(fluorescence or x rays) or be absorbed by other electrons in the atom (thereby
causing them to change their energy states).

Crucial to the chemistry of atoms is the arrangement of atomic electrons into
various electron shells. All electrons with the same n number constitute an electron
shell. For n = 1, 2 , . . . , 7, the shells are designated K, L, M, . . . , Q.

Consider electrons with n = 1 (K shell). Since i = 0 (s state electrons), then
m = 0 and ms — ±|. Hence, there are only 2 Is electrons, written as Is2, in the
K shell. In the L shell (n = 2), i = 0 or 1. For i = 0 there are two 2s electrons
(denoted by 2s2), and for t = 1 (m = —1,0,1) there are six 2p electrons (denoted
by 2p6). Thus in the L shell there are a total of eight electrons (2s22p6). Electrons
with the same value of I (and n) are referred as a subshell. For a given subshell
there are (21 + 1) m values, each with two ms values, giving a total of 2(2^ + 1)
electrons per subshell, and 2n2 electrons per shell. A shell or subshell containing
the maximum number of electrons is said to be closed.

The Period Table of Elements (see Appendix A.2) can be described in terms of
the possible number of electrons in the various subshells. The number of electrons
in an atom equals its atomic number Z and determines its position in the Periodic
Table. The chemical properties are determined by the number and arrangement of
the electrons. Each element in the table is formed by adding one electron to that of
the preceding element in the Periodic Table in such a way that the electron is most
tightly bound to the atom. The arrangement of the electrons for the elements with
electrons in only the first four shells is shown in Table 2.2.
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PROBLEMS

1. An accelerator increases the total energy of electrons uniformly to 10 GeV over
a 3000 m path. That means that at 30 m. 300 m, and 3000 m, the kinetic energy
is 108. 109. and 1010 eV, respectively. At each of these distances, compute the
velocity, relative to light (v/c), and the mass in atomic mass units.

2. Consider a fast moving particle whose relativistic mass m is lOOe percent greater
than its rest mass m0. i.e., m = m0(l + e). (a) Show that the particle's speed
t', relative to that of light, is

(b) For v/c « 1. show that this exact result reduces to v/c ~ V2e.

3. In fission reactors one deals with neutrons having kinetic energies as high as
10 MeV. How much error is incurred in computing the speed of 10-MeV neu-
trons by using the classical expression rather than the relativistic expression
for kinetic energy?

4. What speed (m s"1) and kinetic energy (MeV) would a neutron have if its
relativistic mass were 10% greater than its rest mass?

5. In the Relativistic Heavy Ion Collider, nuclei of gold are accelerated to speeds
of 99.95% the speed of light. These nuclei are almost spherical when at rest;
however, as they move past the experimenters they appear considerably flat-
tened in the direction of motion because of relativistic effects. Calculate the
apparent diameter of such a gold nucleus in its direction of motion relative to
that perpendicular to the motion.

6. Muons are subatomic particles that have the negative charge of an electron
but are 206.77 times more massive. They are produced high in the atmosphere
by cosmic rays colliding with nuclei of oxygen or nitrogen, and muons are
the dominant cosmic-ray contribution to background radiation at the earth's
surface. A muon, however, rapidly decays into an energetic electron, existing,
from its point of view, for only 2.20 /^s. on the average. Cosmic-ray generated
muons typically have speeds of about 0.998c and thus should travel only a
few hundred meters in air before decaying. Yet muons travel through several
kilometers of air to reach the earth's surface. Using the results of special
relativity explain how this is possible. HINT: consider the atmospheric travel
distance as it appears to a muon, and the muon lifetime as it appears to an
observer on the earth's surface.

7. A 1-MeV gamma ray loses 200 keV in a Compton scatter. Calculate the scat-
tering angle.

8. At what energy (in MeV) can a photon lose at most one-half of its energy in
Compton scattering?
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9. A 1 MeV photon is Compton scattered at an angle of 55 degrees. Calculate
(a) the energy of the scattered photon, (b) the change in wavelength, and (c)
the recoil energy of the electron.

10. Show that the de Broglie wavelength of a particle with kinetic energy T can be
written as

h I -1/2

where m0 is the particles's rest mass and m is its relativistic mass.

11. Apply the result of the previous problem to an electron, (a) Show that when the
electron's kinetic energy is expressed in units of eV, its de Broglie wavelength
can be written as

17.35 x 1(T8 f ra~T1/2

A = - 7= - H -- cm.
VT L mo\

(b) For non-relativistic electrons, i.e., m ~ ,m0, show that this result reduces
to

12.27 x 1(T8

A = - 7= - cm.VT
(c) For very relativistic electrons, i.e., m » ra0, show that the de Broglie
wavelength is given by

17.35 x 1(T8

A = - 7= - \\ — cm.

12. What are the wavelengths of electrons with kinetic energies of (a) 10 eV, (b)
1000 eV, and (c) 107 eV?

13. What is the de Broglie wavelength of a water molecule moving at a speed of
2400 m/s? What is the wavelength of a 3-g bullet moving at 400 m/s?

14. If a neutron is confined somewhere inside a nucleus of characteristic dimension
Ax c± 10~ 14 m, what is the uncertainty in its momentum Ap? For a neutron
with momentum equal to Ap, what is its total energy and its kinetic energy in
MeV? Verify that classical expressions for momentum and kinetic energy may
be used.

15. Repeat the previous problem for an electron trapped in the nucleus. HINT:
relativistic expressions for momentum and kinetic energy must be used.
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Chapter 3

Atomic/Nuclear
Models

The concept of the atom is ancient. The Greek philosophers Leucippus and his
pupil Democritus in the 5th century BC conjectured that all matter was composed
of indivisible particles or atoms (lit. "not to be cut"). Unfortunately, Aristotle,
whose ideas were more influential far into the Middle Ages, favored the "fire, air,
earth and water" theory of Empedocles, and the atom theory wasn't revived until
a few hundred years ago.

The modern concept of the atom had its origin in the observations of chemical
properties made by 18th and 19th century alchemists. In 1808, Dalton introduced
his atomic hypothesis that stated: (1) each element consists of a large number
of identical particles (called atoms) that cannot be subdivided and that preserve
their identity in chemical reactions; (2) a compound's mass equals the sum of the
masses of the constituent atoms; and (3) chemical compounds are formed by the
combination of atoms of individual elements in simple proportions (e.g., 1:1, 1:2,
etc.). This atomic hypothesis explained chemical reactions and the distinct ratios in
which elements combined to form compounds. However, Dalton made no statement
about the structure of an atom.

At the beginning of the twentieth century, a wealth of experimental evidence
allowed scientists to develop ever more refined models of the atom, until our present
model of the atom was essentially established by the 1940s. The structure of the
nucleus of an atom, has now also been well developed qualitatively and is supported
by a wealth of nuclear data. However, work still continues on developing more
refined mathematical models to quantify the properties of nuclei and atoms.

In this chapter, a brief historical summary of the development of atomic and
nuclear models is presented. The emphasis of the presentation is on the novel ideas
that were developed, and little discussion is devoted to the many experiments that
provided the essential data for model development. Those interested in more detail,
especially about the seminal experiments, should refer to any modern physics text.

3.1 Development of the Modern Atom Model

3.1.1 Discovery of Radioactivity
In 1896, Becquerel discovered that uranium salts emitted rays similar to x rays in
that they also fogged photographic plates. Becquerel's discovery was followed by
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isolation of two other radioactive elements, radium and polonium, by the Curies in
1898. The radiation emission rate of radium was found to be more than a million
times that of uranium, for the same mass.

Experiments in magnetic fields showed that three types of radiation could be
emitted from naturally occurring radioactive materials. The identification of these
radiations was made by the experimental arrangement shown in Fig. 3.1. Radioac-
tive material was placed in a lead enclosure and the emitted radiation collimated
in the upward direction by passing through the two collimating slits. The entire
chamber was evacuated and a magnetic field was applied perpendicularly and di-
rected outwardly from the plane of the page. With this arrangement, Becquerel
found three distinct spots at which radiation struck the photographic plate used as
a detector. The three different types of radiation, whose precise nature was then
unknown, were called alpha, beta and gamma rays.

photographic

plate

B out

Figure 3.1. Deflection of a, (3, and 7 rays by a
magnetic field out of and perpendicular to the page.

The beta rays, which were deflected to the left, were obviously negatively charged
particles, and were later found to be the same as the "cathode" rays seen in gas
discharge tubes. These rays were identified by J.J. Thomson in 1898 as electrons.
The gamma rays were unaffected by the magnetic field and hence had to be un-
charged. Today, we know that gamma rays are high frequency electromagnetic
radiation whose energy is carried by particles called photons. The alpha particles,
being deflected to the right, had positive charge. They were deflected far less than
were the beta rays, an indication that the alpha particles have a charge-to-mass
ratio e/m far less than that of beta particles. Either the positive charge of the
alpha particle was far less than the negative charge of beta particles and/or the
alpha particle's mass was far greater than that of a beta particle.

A quantitative analysis of the deflection of alpha particles showed that their
speeds were of the order of 107 m/s. The charge-to-mass ratio was found to be
4.82 x 107 C kg"1. By contrast, the charge-to-mass ratio for the hydrogen ion is
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twice as large, namely, 9.59 x 107 C kg 1. Thus, if the alpha particle had the same
charge as the hydrogen ion, its mass would have to be twice that of the hydrogen
ion. If the alpha particle were doubly charged, its mass would be four times as large
and would correspond to that of the helium atom.

thin glass tube

mercury

-Oi source

Figure 3.2. Experimental arrangement
used to identify the identity of a particles.

That an alpha particle is an ionized helium atom was demonstrated by Ruther-
ford who used the experimental arrangement of Fig. 3.2. The alpha particles from
the radioactive source penetrate the thin-walled glass tube and are collected in the
surrounding evacuated chamber. After slowing, the a particles capture ambient
electrons to form neutral helium atoms. The accumulated helium gas is then com-
pressed so that an electrical discharge will occur when a high voltage is applied
between the electrodes. The emission spectrum from the excited gas atoms was
found to have the same wavelengths as that produced by an ordinary helium-filled
discharge tube. Therefore, the alpha particle must be a helium ion, and. since the
mass of the alpha particle is four times the mass of hydrogen, the charge on the
alpha particle is twice the charge on a hydrogen ion.

3.1.2 Thomson's Atomic Model: The Plum Pudding Model
The discovery of radioactivity by Becquerel in 1896 and Thomson's discovery of
the electron in 1898 provided a basis for the first theories of atomic structure. In
radioactive decay, atoms are transformed into different atoms by emitting positively
charged or negatively charged particles. This led to the view that atoms are com-
posed of positive and negative charges. If correct, the total negative charge in an
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atom must be an integral multiple of the electronic charge and, since atoms are
electrically neutral, the positive and negative charges must be numerically equal.

The emission of electrons from atoms under widely varying conditions was con-
vincing evidence that electrons exist as such inside atoms. The first theories of
atomic structure were based on the idea that atoms were composed of electrons and
positive charges. There was no particular assumption concerning the nature of the
positive charges because the properties of the positive charges from radioactive de-
cay and from gas discharge tubes did not have the e/m consistency that was shown
by the negative charges (electrons).

At the time of Thomson's research on atoms,
there was no information about the way that
the positive and negative charges were dis-
tributed in the atom. Thomson proposed
a model, simple but fairly accurate, consid-
ering the lack of information about atoms
at that time. He assumed that an atom
consisted of a sphere of positive charge of
uniform density, throughout which was dis-

Figure 3.3. Thomson's plum- tributed an equal and opposite charge in
pudding model of the atom. the form of electrons. The atom was like a

"plum pudding," with the negative charges
dispersed like raisins or plums in a dough of positive electricity (see Fig. 3.3). The
diameter of the sphere was of the order of 10~10 m, the magnitude found for the
size of the atom.

This model explained three important experimental observations: (1) an ion
is just an atom from which electrons have been lost, (2) the charge on a singly
ionized atom equals the negative of the charge of an electron, and (3) the number
of electrons in an atom approximately equals one-half of the atomic weight of the
atom, i.e., if the atom's mass doubles the number of electrons double.

Also it was known that the mass of the electron was known to be about one
eighteen hundredth the mass of the hydrogen atom, which has an atomic weight of
about one. Therefore, the total mass of the electrons in an atom is a very small
part of the total mass of the atom, and, hence, practically all of the mass of an
atom is associated with the positive charge of the "pudding."

3.1.3 The Rutherford Atomic Model
At the beginning of the 20th century, Geiger and Marsden used alpha particles
from a radioactive source to irradiate a thin gold foil. According to the Thomson
plum-pudding model, for a gold foil 4 x 10~5 cm in thickness the probability an
alpha particle scatters at least by an angle 0 was calculated to be exp(—0/0TO),
where </>m ~ 1°. Thus, the probability that an alpha particle scatters by more than
90° should be about 10~40. In fact, it was observed that one alpha particle in 8000
was scattered by more than 90°!

To explain these observations, Rutherford in 1911 concluded that the posi-
tively charged mass of an atom must be concentrated within a sphere of radius
about 10~12 cm. The electrons, therefore, must revolve about a massive, small,
positively-charged nucleus in orbits with diameters of the size of atoms, namely,

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



about 10 8 cm. With such a model of the nucleus, the predicted deflection of alpha
particles by the gold foil fit the experimental data very well.

3.1.4 The Bohr Atomic Model
The Rutherford model of an atom was quickly found to have serious deficiencies.
In particular, it violated classical laws of electromagnet-ism. According to classical
theory, an accelerating charge (the electrons in circular orbits around a nucleus)
should radiate away their kinetic energy within about 1CP9 s and spiral into the
nucleus.1

But obviously atoms do not collapse. Were they to do so, the electromagnetic
radiation emitted by the collapsing electrons should be continuous in frequency,
since as the electrons collapse, they should spiral ever faster around the nucleus
and hence experience increasing central accelerations. When atoms are excited
by an electrical discharge, for example, atoms are observed to emit light not in a
continuous wavelength spectrum but with very discrete wavelengths characteristic
of the element. For example, part of the spectrum of light emitted by hydrogen is
shown in Fig. 3.4.

n=3

Ha H0 H^ H5

X = 6563.1 4861.3 4340.5 4101.7 3646 A (0.1 nm)
red blue violet ultraviolet

Figure 3.4. Diagram of the lines of the Balmer series of atomic hydrogen. After Kaplan [1963].

It was found empirically, the wavelength of light emitted by hydrogen (excited
by electrical discharges) could be described very accurately by the simple equation

(3.1)

where n0, n are positive integers with n > n0 and RH is the Rydberg constant found
empirically to have the value RH = 10967758 m"1. The integer n0 defines a series
of spectral lines discovered by different researchers identified in Table 3.1.

The observed discrete-wavelength nature of light emitted by excited atoms was in
direct conflict with Rutherford's model of the atom. In a series of papers published
between 1913 and 1915, Bohr developed an atomic model which predicted very
closely the observed spectral measurements in hydrogen. Bohr visualized an atom
much like the Rutherford model with the electrons in orbits around a small dense

lrThis radiation produced by an accelerated electric charge explains how radio waves are generated.
Electrons are accelerated back and forth along a wire (antenna) by an alternating potential with
a well defined frequency, namely that of the radio waves that are emitted from the wire.
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Table 3.1. Various hydrogen spectral series.

n0

1
2
3
4
5

Series name

Lyrnan
Balmer
Paschen
Brackett
Pfund

Spectrum location

ultraviolet
visible and near ultraviolet
infrared
infrared
infrared

central nucleus. However, his model included several non-classical constraints. Bohr
postulated:

1. An electron moves in a circular orbit about the nucleus obeying the laws of
classical mechanics.

2. Instead of an infinity of orbits, only those orbits whose angular momentum L
is an integral multiple of h/2-rr are allowed.

3. Electrons radiate energy only when moving from one allowed orbit to another.
The energy E — hv of the emitted radiation is the difference between charac-
teristic energies associated with the two orbits. These characteristic energies
are determined by a balance of centripetal and Coulombic forces.

Consider an electron of mass me moving with speed v in a circular orbit of radius
r about a central nucleus with charge Ze. From postulate (1), the centripetal force
on the electron must equal the Coulombic attractive force, i.e.,

where e0 is the permittivity of free space and e is the charge of the electron. From
postulate (2)

L = mevr = n — , n = l,2,3, . . . . (3.3)
ZTT

Solution of these relations for r and v yields

Ze2
 J n2h2e0 , Nand Tn = - ;=-o, n = l ,2 ,3 , . . . (3.4)2" o2e0nh

For n = 1 and Z = 1, these expressions yield r\ = 5.29 x 10~n m and vi —
2.2 x 106 m/s « c, indicating that our use of non-relativistic mechanics is justified.

The electron has both potential energy2 Vn — —Ze2/(47re0rn) and kinetic energy
Tn = ^rrieV^ or, from Eq. (3.2), Tn = \[Ze2 /(47re0rn)]. Thus the electron's total
energy En = Tn + Vn or, with Eq. (3.4),

2The potential energy is negative because of the attractive Coulombic force, with energy required
to extract the electron from the atom. The zero reference for potential energy is associated with
infinite orbital radius.
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For the ground state of hydrogen (n = 1 arid Z = 1), this energy is E\ = —13.606
eV, which is the experimentally measured ionization energy for hydrogen.

Finally, by postulate (3), the frequency of radiation emitted as an electron moves
from an orbit with "quantum number" n to an orbit denoted by n0 < n is given by

Since I/A = v/c. the wavelength of the emitted light is thus

1 mPZ2e4 f 1 H _ F 1 1 ,. _,
n > n0. (3.7)

This result has the same form as the empirical Eq. (3.1). However, in our analysis
we have implicitly assumed the proton is infinitely heavy compared to the orbiting
electron by requiring it to move in a circular orbit about a stationary proton. The
Rydberg constant in the above result (with Z = 1) is thus denoted by -Roo, and is
slightly different from RH for the hydrogen atom. In reality, the proton and electron
revolve about each other. To account for this, the electron mass in Eq. (3.7) should
be replaced by the electron's reduced mass fi,e = memp/(me + mp) [Kaplan 1963].
This is a small correction since ^e — 0.999445568 me, nevertheless an important
one. With this correction, RH = fj-ee

4 / (8e^h2) — 10967758 m"1, which agrees with
the observed value to eight significant figures!

The innermost orbits of the electron in the hydrogen atom are shown schemat-
ically in Fig. 3.5 to scale. The electronic transitions that give rise to the various
emission series of spectral lines are also shown. The Bohr model, with its excel-
lent predictive ability, quantizes the allowed electron orbits. Each allowed orbit is
defined by the quantum number n introduced through Bohr's second postulate, a
postulate whose justification is that the resulting predicted emission spectrum for
hydrogen is in amazing agreement with observation.

Example 3.1: What is the energy (in eV) required to remove the electron in
the ground state from singly ionized helium? For the helium nucleus Z — 2 and
the energy of the ground state (n=l) is, from Eq. (3.5),

From Table 1.5, we find h = 6.626 x 1(T34 J s, mc = 9.109 x 1CT31 kg,
e = 1.6022xl(T19 C, and e0 = 8.854xl(T12 Fm"1 (= C2 J"1 m"1). Substitution
of these values into the above expression for E\ yields

Ei = -8.720 x 10 ~ 1 8 —^ = -8.720 x 10~18J
\m s /

= (-8.720 x 10~18J)/(1.6022 x 10"19J/eV) = -54.43 eV.

Thus, it takes 54.43 eV of energy to remove the electron from singly ionized
helium.
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Pfund series

Brackett series

Paschen series

Balmer series

Lyman series
(ultraviolet)

Figure 3.5. Bohr orbits for the hydrogen atom showing the deexcitation transitions that are
responsible for the various spectral series observed experimentally. After Kaplan [1963].

3.1.5 Extension of the Bohr Theory: Elliptic Orbits
The Bohr theory was very successful in predicting with great accuracy the wave-
lengths of the spectral lines in hydrogen and singly ionized helium. Shortly after
Bohr published his model of the atom, there was a significant improvement in spec-
troscopic resolution. Refined spectroscopic analysis showed that the spectral lines
were not simple, but consisted of a number of lines very close together, a so-called
fine structure. In terms of energy levels, the existence of a fine structure means
that instead of a single electron energy level for each quantum number n, there are
actually a number of energy levels lying close to one another. Sommerfeld partly
succeeded in explaining some of the lines in hydrogen and singly ionized helium
by postulating elliptic orbits as well as circular orbits (see Fig. 3.6). These ellipti-
cal orbits required the introduction of another quantum number i to describe the
angular momentum of orbits with varying eccentricities.

Sommerfeld showed that, in the case of a one-electron atom, the fine structure
could be partially explained. When the predictions of Sommerfeld's model were
compared to experimental results on the resolution of the Balmer lines for He+,
the theory predicted more lines than were observed in the fine structure. Agree-
ment between theory and experiment required the new quantum number I to be
constrained by an empirical or ad hoc selection rule which limited the number of
allowed elliptical orbits and the transitions between the orbits.
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71= 1

n = 2
n = 3

n = 4

Figure 3.6. Relative positions and dimensions of the elliptical orbits corresponding to the first
four values of the quantum number n in Sommerfeld's modification for the hydrogen atom. After
Kaplan [1963].

For two-electron atoms, difficulties arose in the further refinement of Bohr's
theory. To account for the observed splitting of the spectral lines in an applied
magnetic field, it was necessary to introduce a third quantum number m, related to
the orientation of the elliptical orbits in space. In the presence of a magnetic field,
there is a component of the angular momentum in the direction of the field. This
modification again led to the prediction of more spectral lines than were experimen-
tally observed, and a second set of selection rules had to be empirically introduced
to limit the number of lines.

Further difficulties arose when the model was applied to the spectrum of more
complicated atoms. In the spectra of more complicated atoms multiplet structure
is observed. Multiplets differ from fine structure lines in that lines of a multiplet
can be widely separated. The lines of sodium with wavelengths of 589.593 nm and
588.996 nm are an example of a doublet. Triplets are observed in the spectrum of
magnesium.

These difficulties (and others) could not be resolved by further changes of the
Bohr theory. It became apparent that these difficulties were intrinsic to the model.
An entirely different approach was necessary to solve the problem of the structure
of the atom and to avoid the need to introduce empirical selection rules.

3.1.6 The Quantum Mechanical Model of the Atom
From the ad hoc nature of quantum numbers and their selection rules used in re-
finements of the basic Bohr model of the atom, it was apparent an entirely different
approach was needed to explain the details of atomic spectra. This new approach
was introduced in 1925 by Schrodinger who brought wave or quantum mechanics
to the world. Here, only a brief summary is given. Schrodinger's new theory (or
model) showed that there were indeed three quantum numbers (n, i, ra) analogous
to the three used in the refined Bohr models. Further, the values and constraints on
these quantum numbers arose from the theory naturally—no ad hoc selection rules
were needed. The solution of the wave equation for the hydrogen atom is discussed
in Addendum 2 of Chapter 2.

To explain the multiple fine-line structure in the observed optical spectra from
atoms and the splitting of some of these lines in a strong magnetic field (the anom-
alous Zeeman effect), the need for a fourth quantum number ms was needed. This
quantum number accounted for the inherent angular momentum of the electron
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equal to ±/i/27r. In 1928, Dirac showed that this fourth quantum number also
arises from the wave equation if it is corrected for relativistic effects.

In the quantum mechanical model of the atom, the electrons are no longer point
particles revolving around the central nucleus in orbits. Rather, each electron is
visualized as a standing wave around the nucleus. The amplitude of this wave
(called a wave function] at any particular position gives the probability that the
electron is in that region of space. Example plots of these wave functions for the
hydrogen atom are given in Fig. 2.14. Each electron wave function has a well-defined
energy which is specified uniquely by the four quantum numbers defining the wave
function.

3.2 Models of the Nucleus
Models of a nucleus tend to be relatively crude compared to those used to describe
atomic electrons. There are two reasons for this lack of detail. First, the nuclear
forces are not completely understood. And then, even with approximate nuclear
force models, the calculation of the mutual interactions between all the nucleons
in the nucleus is a formidable computational task. Nevertheless, a few very simple
models, which allow interpretation and interpolation of much nuclear data, have
been developed.

We begin our discussion on nuclear models by reviewing some fundamental prop-
erties of the nucleus and some early views about the nucleus. Then we review some
systematics of the known nuclides and what these observations imply about the
arrangements of neutrons and protons in the nucleus. Finally, the liquid drop and
nuclear shell models are introduced.

3.2.1 Fundamental Properties of the Nucleus
Early research into the structure of atoms revealed several important properties of
the nucleus. Experiments by J.J. Thomson in 1913 and Aston in 1919 showed that
the masses of atoms were very nearly whole numbers (the atomic mass numbers),
based on a mass scale in which elemental oxygen was given a mass of 16.3 Thomson
showed in 1898 that atoms contain electrons whose mass is considerably less than
the mass of the atom. For example, an atom of 12C has a mass of 12 u (by definition)
while the mass of its six electrons is only 0.00329 u.

In Section 3.1.3 we discussed how, in 1911, Rutherford demonstrated from his
alpha-scattering experiments that the positive charge and most of the mass of an
atom were contained in a nucleus much smaller (~ 10~14 m) than the size of the
atom (~ 10~~8 m). More accurate measurements of the nuclear size were later
made by scattering energetic beams of electrons from various nuclides to determine
the density of protons (or positive charge) inside a nucleus. Since nuclei have
dimensions of the order of several fm ("fermis"), the de Broglie wavelength of the
incident electrons needs to be no more than a few fm. For example, if A = 2 fm,
then the kinetic energy of the electrons must be T = ^/p2c2 + mec

2 ~ 620 MeV.

3This oxygen standard used to define the atomic mass unit was replaced over thirty years ago by
the 12C standard that defines an atom of 12C to have a mass of exactly 12 amu. The difference
between the two standards, while small, is important when interpreting historical data.
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From such electron scattering experiments, later confirmed by experiments mea-
suring x-ray emission following muon capture by a nucleus, the density of protons
inside spherical nuclei4 was found to be well described by the simple formula

1 + exp [(r - R)/a]
(protons/fnr (3.8)

where r is the distance from the center of the nucleus, R is the "radius" of the
nucleus (defined as the distance at which the proton density falls to one-half of
its central value), and a is the "surface thickness" over which the proton density
becomes negligibly small. This distribution is shown in Fig. 3.7. The quantity p°p

is obtained from the normalization requirement that the total number of protons
must equal the atomic number, i.e.,

pp(r) dV = 4vr / r2pp(r) dr = Z. (3.9)

0.5

Table 3.2. Nuclear density parameters for three spherical nuclei.
From Cottingham and Greenwood [1986] using data from Barrett
and Jackson [1977].

Nuclide
16Q

109 Ag

208pb

R (fm)

2.61
5.33
6.65

a (fm)

0.513
0.523
0.526

Po (fm-3)

0.156
0.157
0.159

R/A1/3

1.036
1.116
1.122

200

2 150

100

Distance from center (fm)Distance from center, r

Figure 3.7. Distribution function used to de- Figure 3.8. Nucleon mass density distribu-
scribe the proton density inside the nucleus. tions for three nuclides.

If it is assumed that the density ratio of neutrons pn(f} to protons pp(r) at all
points in the nucleus is N/Z = (A — Z)/Z, the nucleon density is

p(r) = Pp(r) + Pn(r) = l + PP(r) = (A/Z)pp(r) nucleons/fm3. (3.10)

4 Not all nuclei are spherically symmetric, but we restrict our discussion to those nuclei that are
symmetric or nearly so.
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Thus the nucleon density inside a nucleus can be described by

where p0 — (A/Z)p°. Typical values for the density parameters are given in
Table 3.2, and nucleon density plots for three representative nuclei are shown in
Fig. 3.8. From these and similar results, it is found that the density at the nucleus
center is about

Po = 0.16 x 1045 nucleons/m-3. (3.12)

Also from Table 3.2, the radius R of the nucleus is seen to be proportional to
i.e.,

R= 1.1A1/3 x 10~15 m. (3.13)

This A1/3 variation of R suggests each nucleon in the nucleus has the same volume
since the total volume of the nucleus (4/3)7rft3 is then proportional to A, the number
of nucleons. Because a nucleon has a mass of about 1.67 x 10~24 g, the mass density
inside a nucleus is about (0.16 x 1039 nucleons/cm~3)(1.67 x 10~24 g/nucleon) =
2.7 x 1014 g/cm-3.

Any model of the nucleus and the forces that hold it together must explain the
small nuclear volume and the corresponding high density. In addition, a nuclear
model needs to explain which combinations of neutrons and protons produce stable
nuclei and which combinations lead to unstable, or radioactive, nuclei.

3.2.2 The Proton- Electron Model
The masses of all nuclei, when measured in atomic mass units, are observed to be
almost whole numbers. Because the hydrogen nucleus has the smallest mass (1
amu), a simple nuclear model was to assume that all heavier nuclei were composed
of multiples of the hydrogen nucleus, namely protons.5 This simple nuclear model
neatly explains why nuclei have masses that are nearly an integer,

However, to give the correct nuclear charge with this model it was also necessary
to assume that some electrons (of negligible mass) were also included in the nucleus
to cancel some of the positive charge of the protons. For example, sodium has an
atomic mass number of 23 and an atomic charge of 1 1 . Thus the nucleus of a sodium
atom must contain 23 protons to give it the correct mass and 12 electrons to give
it the correct charge. In addition, there are 11 electrons surrounding the nucleus to
produce a neutral sodium atom. Thus in this proton-electron model, an atom with
atomic mass A and atomic number Z would have a nucleus containing A protons
and (A — Z) electrons with Z orbital electrons surrounding the nucleus. The atomic
mass is determined by the number of protons, since the electrons make a negligible
contribution.

However, there are two serious difficulties with this proton-electron model of the
nucleus. The first problem is that predicted angular momentum (or spin) of the
nuclei did not always agree with experiment. Both the proton and electron have an

5This conjecture is an extension of Prout's 1816 hypothesis which proposed that, since most atomic
weights are nearly whole numbers and since the atomic weight of hydrogen is nearly one, then
heavier atoms are composed of multiple hydrogen atoms.
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inherent angular momentum (spin) equal to |(/i/27r). The spin of the nucleus must
then be some combination of the spins of the nuclear constituents, e.g.. (in units of
h/2ir) spin = \ + \ + \~\ + \~\ • • •• Beryllium (A = 9, Z = 4) should contain an
even number of particles in the nucleus (9 protons and 5 electrons), and thus should
have a spin which is a combination of 14 factors of | (added and subtracted in some
manner). Such a combination must necessarily give a spin that is an integer (or
zero). But experimentally, the spin is found to be a half-integer. Similarly, nitrogen
(A = 14, Z — 7) should have 21 particles in its nucleus (14 protons and 7 electrons).
Its spin must, therefore, be a half-integer multiple ofh/2ir. Experimentally, nitrogen
nuclei have integer spin.

The second problem with the proton-electron model, derives from the uncer-
tainty principle. If an electron is confined to the nucleus of diameter about 10~14 m,
its uncertainty in position is about Ax ~ 10"14 m. From Heisenberg's uncertainty
principle, the uncertainty in the electron's momentum Ap is given by

ApAx>^- . (3.14)
2ir

From this we find that the minimum uncertainty in momentum of the electron is
about Ap = 1.1 x 10~~20 J m"1 s. From Eq. (2.16). the electron's total energy
E = T + m0c2 = V^p2c2 + m2c4, which yields for p = Ap, E ~ T = 20 MeV, an
energy far greater than its rest-mass energy (0.51 MeV).6 Electrons (beta particles)
emitted by atoms seldom have energies above a few MeV. Clearly, there is some
fundamental problem with having electrons confined to a nucleus.

From these difficulties, it was apparent that the proton-electron model of the
nucleus was fundamentally flawed.

3.2.3 The Proton-Neutron Model
In 1932 Chadwick discovered the neutron, a chargeless particle with a mass just
slightly greater than that of the proton (mn = 1.008665 u versus mp = 1.007276 u).
Our current view that every nucleus is composed of only protons and neutrons was
first suggested by Heisenberg in 1932. By this model, a nucleus with a mass number
A contains Z protons and N = A — Z neutrons.

This neutron-proton model avoids the failures of the proton-electron model.
The empirical rule connecting mass number and nuclear angular momentum can
be interpreted by showing that the neutron, as well as the proton, has half-integral
spin. The spin of a nucleiis containing A neutrons and protons must, therefore, be
an integral or half-integral multiple of /z/(2vr), according to whether A is even or
odd. This has been well verified by experiment.

The neutron-proton model is also consistent with radioactivity. As previously
discussed, there are reasons why electrons cannot exist in the nucleus, and hence it
must be concluded that in beta-minus decay the beta particle (electron) is created
at the instant of emission. Such a decay is regarded as the conversion within the
nucleus of a neutron into a proton, thereby transforming the nucleus into one with

6The same calculation applied to the proton shows that, because of the proton's much higher
mass, most of the energy of a free proton confined to a nucleus is rest-rnass energy (931 MeV),
the kinetic energy being less than 1 MeV.
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Figure 3.9. The potential energy between two nucleons versus separation
distance, r.

one more proton and one less neutron. Similarly in alpha decay, two bound neutrons
and protons are ejected from the nucleus.

A major difficulty with the proton-neutron model is how the protons and neu-
trons in the nucleus are held together. Because the protons are so close to each
other, electromagnetic repulsive forces are very large and try to separate the pro-
tons. In the proton-electron model, the electrons with their negative charge tend
to mitigate this repulsive force. To hold the neutrons and protons together in the
proton-neutron model, there must be a very strong short-range force, the so-called
nuclear force, that attracts nucleons to each other. A major challenge in nuclear
physics is the understanding and quantification of the nature of the nuclear force
which holds the nucleus together.

In a multi-proton nucleus, there must be nuclear attractive forces strong enough
to overcome the repulsive forces among the protons. These attractive forces occur
between a proton and neutron, between two neutrons, and between two protons.
Further, they must be very strong at distances less than or equal to the nuclear
radius. Outside the nucleus, however, they decrease radially very rapidly, and the
Coulombic repulsive forces, responsible for the scattering of Rutherford's alpha
particles, dominate. The magnitude of these forces is such that the work required
to separate a nucleus into its constituent protons and neutrons (the binding energy
of the nucleus) is orders of magnitude larger than the work required to remove an
outer electron from an atom. The latter is usually a few electron volts; removing a
nucleon from a nucleus requires energies typically a million times greater.

In Fig. 3.9(a) the potential energy of a proton is shown as a function of its
distance from the center of a nucleus. The potential energy is zero at very large
separation distances; but as the proton approaches the nucleus, the Coulombic
repulsive force increases the proton's potential energy as it approaches the nucleus.
When the proton reaches the surface of the nucleus, however, the nuclear force
attracts and tries to bind the proton to the nucleus creating a negative potential
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energy. If a neutron approaches a nucleus [see Fig. 3.9(b)], there is no electrostatic
repulsive force, and the potential energy of the neutron remains zero until it reaches
the surface of the nucleus at which point it experiences the attractive nuclear force
and becomes bound to the nucleus.

3.2.4 Stability of Nuclei
The neutron and proton numbers of the 3200 known nuclides are shown in the
mini chart of the nuclides of Fig. 3.10. The 266 stable nuclides are shown as solid
squares, and the radioactive nuclides are represented by a cross. The light stable
nuclides are seen to have almost equal neutron and proton numbers, TV and Z.
However, as the mass of the nucleus increases, there have to be more neutrons than
protons to produce a stable nucleus. With an increasing number of protons, the
long-range electromagnetic repulsive forces trying to tear the nucleus apart increase
dramatically. Although there are attractive nuclear forces between the protons,
more neutrons are needed to provide additional attractive nuclear force to bind all
the nucleons together. But because the nuclear force is short ranged (the order
of the distance between a few nucleons), eventually when Z exceeds 83 (bismuth),
extra neutrons can no longer provide sufficient extra nuclear force to produce a
stable nucleus. All atoms with Z > 83 are thus radioactive.

Careful examination of the stable nuclides reveals several important features
about the combinations of Z and TV that produce stability in a nucleus.

1. In Figs. 3.11 arid 3.12 the number of stable isotopes is plotted versus proton
number Z and neutron number TV. respectively. We see from these plots that
there are many more stable isotopes with even TV and/or Z (thick lines) than
there are with odd TV and/or Z (thin lines). In particular, there are 159
nuclides with even Z and even TV; 53 nuclides with even Z and odd TV; 50
nuclides with odd Z and even TV; and, only 4 nuclides with both odd Z and
odd TV. It is apparent from these observations that stability is increased when
neutrons and protons are both are paired.

2. The nuclei of radioactive atoms undergo spontaneous changes whereby the
number of neutrons arid/or protons change. Such changes produce nuclei that
are closer to the region of stability in Fig. 3.10. One might think that a nucleus
with too many neutrons or protons for stability would simply expel neutrons or
protons, perhaps one by one, in order to reach a stable configuration. However,
neutron or proton emission in radioactive decay is rarely observed. Moreover,
heavy radioactive atoms (Z > 83), often emit a small nucleus composed of
2 neutrons and 2 protons, called an alpha particle (which is the nucleus of
4He). This observation indicates that, in a heavy nucleus, the neutrons and
protons tend to group themselves into subunits of 2 neutrons and 2 protons.
This alpha-particle substructure is also observed for light nuclei. In the next-
chapter, we will see that nuclei composed of multiples of alpha particles (e.g.,
8Be. 12C. 16O. 20Ne) are extremely stable as indicated by the inordinately
high energy required to break them apart.

3. From Figs. 3.11 arid 3.12, it is seen that when either Z or TV equals 8, 20. 50, 82,
or 126, there are relatively greater numbers of stable nuclides. These numbers
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Figure 3.10. The known nuclides. Stable nuclides are indicated by solid squares and radioactive
nuclides by +. The line of equal neutrons and protons is shown by the heavy dashed line.
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are commonly called magic numbers. Other nuclear properties are also found
to change abruptly when N or Z becomes magic. For example, 1gO, 2oCa,
15oSn. ^Pb, and several other isotopes with magic TV or Z are observed to
have abnormally high natural abundances. Similarly, the readiness with which
a neutron is absorbed by a nucleus with a magic number of neutrons is much
less than for isotopes with one more or one less neutron. These observations
suggest that neutrons and protons form into groups or shells, analogous to
electron shells, which become closed when Z or N reaches a magic number.

0 10 20 30 40 50 60 70 80 90 100

Proton number, Z

Figure 3.11. The number of stable isotopes for each element or proton number Z.

I I I I I I

even N

10 20 30 40 50 60 70 80 90 100 110 120 130

Neutron number, N

Figure 3.12. The number of stable isotopes as a function of neutron number N.

3.2.5 The Liquid Drop Model of the Nucleus
In Section 3.2.1. we saw that the density of matter inside a nucleus is nearly the
same for all nuclides and that the volume of the nucleus is proportional to the num-
ber of nucleons A. These observations suggest that the nuclear forces holding the
nucleus together are "saturated." i.e., a rmcleon interacts only with its immediate
neighbors. This is similar to a liquid drop in which each molecule interacts only
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with its nearest neighbors. Moreover, the near constancy of the density of nuclear
matter is analogous to an incompressible liquid. To a first approximation, the mass
of a nucleus (liquid droplet) equals the sum of the masses of the constituent nucleons
(molecules). Thus, the nuclear mass rn(^X) of chemical element X whose nucleus
is composed of Z protons and N = A — Z neutrons is approximately

ra(^X) = Zmp + (A - Z)mn (3.15)

where mp and mn are the proton and neutron mass, respectively.
But the actual mass is somewhat less since it always requires energy to break up a

nucleus into its individual neutrons and protons. Equivalently, when Z free protons
and N neutrons come together to form a nucleus, energy is emitted. This binding
energy BE comes from the conversion of a small fraction of the neutron and proton
masses into energy (as prescribed by E = me2). Thus, the mass equivalent of the
binding energy, BE/c2, must be subtracted from the right-hand side of Eq. (3.15)
to account for the conversion of a small fraction of the mass into energy when a
nucleus is created. Several slightly different formulations are available. The one we
present below is taken from Wapstra [1958].

One insightful way to make such binding energy corrections is to treat a nucleus
as if it were a drop of nuclear liquid. Hence the name liquid drop model. As
more nucleons bind to form a nucleus, more mass is converted into binding energy.
Since each nucleon interacts only with its nearest neighbors, the volume binding
energy component BEV should be proportional to the volume of the nucleus or to
the number of nucleons, i.e., BEV = avA, where av is a constant. This volume
binding energy, however, tends to overestimate the total binding energy and several
binding energy corrections are needed. Phenomena leading to such binding energy
corrections include the following.

1. Nucleons near the surface of the nucleus are not completely surrounded by
other nucleons and, hence, are not as tightly bound as interior nucleons. This
reduction in the binding energy of nucleons near the surface is analogous to
surface tension effects in a liquid drop in which molecules near the surface
are not as tightly bound as interior molecules. The surface tension effect
decreases the volume binding energy and is proportional to the surface area of
the nucleus, i.e., proportional to R2 or A2/3. Thus, a surface binding energy
component, which has the form BES = — asA

2/3 where as is some positive
constant, must be included.

2. The protons inside a nucleus produce Coulombic electrostatic repulsive forces
among themselves. This repulsion decreases the stability of the nucleus, i.e.,
it reduces the nuclear binding energy by the negative potential energy of the
mutual proton repulsion. This potential energy is proportional to Z(Z —
l)/R or to Z(Z - I)/A1/3 ~ Z2/A1/3. Hence, a Coulombic binding energy
correction, of the form BEC = — acZ

2/A1/3 with ac a positive constant, is
needed.

3. As we have observed, stable nuclides of small mass number A have equal
numbers of protons and neutrons. We thus expect, neglecting Coulombic
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repulsion between the protons, that a departure from an equality, or symme-
try, in neutron and proton numbers tends to reduce nuclear stability. The
greater the asymmetry (N — Z) = (A — 2Z) the more the binding energy
is decreased. Further, this asymmetry effect is greater for smaller nuclides.
Thus, we need an asymmetry binding energy correction, which empirically
has the form BEa = — aa(A — 2Z}2/A, where aa is a positive constant.

4. We have also observed that stable nuclides with even neutron and proton
numbers are more abundant than stable even-odd or odd-even nuclides. Very
few odd-odd stable nuclides exist. Thus, pairing both neutrons and protons
produces more stable nuclides and increases the nuclear binding energy. By
contrast, unpaired neutrons and unpaired protons decrease stability and the
binding energy. To account for this effect, an empirical binding energy cor-
rection of the form BEp = —ap/^fA is used, where ap is positive for even-even
nuclei, negative for odd-odd nuclei, and zero for even-odd or odd-even nu-
clides.

Finally, the sum of these binding energy components BE = BEV + BES + BEC +
BEa + BEP, converted to a mass equivalent by dividing by c2, is subtracted from
Eq. (3.15). With this refinement, the mass of a nucleus with mass number A and
atomic number Z is

= Zmp + (A- Z)mn

(A-2Z)2 a p ] '.
-a/ ^ ' --JLJ. (3.16)

Values for the empirical constants av, as, ac. aa and ap are as follows [Wapstra,
1958]:

av = 15.835 MeV, as = 18.33 MeV, ac = 0.714 MeV, aa = 23.20 MeV,

and
+ 11.2 MeV for odd N and odd Z
0 for odd TV, even Z or for even N, odd Z
-11.2 MeV for even N and even Z

Line of Stability
The liquid drop model says nothing about the internal structure of the nucleus.
However, it is very useful for predicting the variation of nuclear mass with changing
A and Z number. In particular, it is able to predict those heavy nuclides that are
easily fissioned, radioactive decay modes, energetics of unstable nuclides, and, of
course, masses of isotopes not yet measured.

To illustrate the use of the liquid drop model, we use it to predict the variation
of N and Z that produces the most stable nuclides. In the condensed chart of the
nuclides shown in Fig. 3.10, it is seen that to produce stable nuclides for all but
the lightest nuclides, the number of neutrons must exceed slightly the number of
protons. This asymmetry effect becomes more pronounced as A increases.

For a given mass number A, the most stable nuclide of the isobar is the one
with the smallest mass. To find the Z number that produces the smallest mass,
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differentiate Eq. (3.16) with respect to Z and set the result to zero. Thus

/0 ^
=0. (3.17)

Solving for Z (at constant A) yields

- . (3.18)

The value of Z versus N = A — Z obtained from this result is shown in Fig. 3.10
and is seen to be in excellent agreement with the observed nuclide stability trend.

Atomic Masses
By adding Z electrons to a nucleus of ^X, a neutral atom of ^X is formed. To
obtain a formula for the atomic mass of a nuclide, simply add conceptually Z
electron masses to both sides of Eq. (3.16) to form the mass of an atom of ^X on
the left and the mass of Z hydrogen atoms *H on the right. Although, a very small
amount of mass is lost as the electrons bind to the ^X nucleus or to the protons,
these mass losses not only tend to cancel but, as we will see in the next chapter, are
negligible compared to the nuclear binding energies (the former being of the order
of eVs and the later millions of times greater). Thus the mass of an atom of ^X is

ZM(}H) + (A - Z}mn

1 / A ,2/3 & (A-2Z)2 ap \

Example 3.2: /Estimate the mass of an atom of 3?Ga using the liquid drop
model. If we neglect the binding energy of the electrons to the nucleus, we find
that the atomic mass is

Mg?Ga) ~ m(I?Ga) + 31me

= [31mp + (70 - 31)mn - BE(™Ga)/c2] + 31me

where the nuclear binding energy is, from Eq. (3.16),

RFf70raW.2 L 7n „ 7fi2/3 31' (71 ~ 62)2 ap \ IBE(31Ga)/c =|a,70-a s70/ -ac^-aa— - -- _ j _

= 0.65280 u.

Then, evaluating the expression for the atomic mass, we find

M^Ga) = [31mn + (39)mp - BE(^Ga)/c2] + 31me

= [31(1.0072765) + 39(1.0086649) - 0.65280 + 31(0.00054858)] u
= 69.9277 u.

The tabulated value from Appendix B is M(^Ga) = 69.9260 u.
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3.2.6 The Nuclear Shell Model
Although the liquid drop model of the nucleus has proved to be quite successful for
predicting subtle variations in the mass of nuclides with slightly different mass and
atomic numbers, it avoids any mention of the internal arrangement of the nucleons
in the nucleus. Yet, there are hints of such an underlying structure. We have
observed that there is an abnormally high number of stable nuclides whose proton
and/or neutron numbers equal the magic numbers

2,8,14,20,28,50,82,126

Further evidence for such magic numbers is provided by the very high binding
energy of nuclei with both Z and N being magic, and the abnormally high or low
alpha and beta particle energies emitted by radioactive nuclei according to whether
the daughter or parent nucleus has a magic number of neutrons. Similarly, nuclides
with a magic number of neutrons are observed to have a relatively low probability
of absorbing an extra neutron.

To explain such nuclear systematics and to provide some insight into the internal
structure of the nucleus, a shell model of the nucleus has been developed. This model
uses Shrodinger's wave equation or quantum mechanics to describe the energetics
of the nucleons in a nucleus in a manner analogous to that used to describe the
discrete energy states of electrons about a nucleus. This model assumes

1. Each nucleon moves independently in the nucleus uninfluenced by the motion
of the other nucleons.

2. Each nucleon moves in a potential well which is constant from the center of
the nucleus to its edge where it increases rapidly by several tens of MeV.

When the model's quantum-mechanical wave equation is solved numerically (not
an easy task), the nucleons are found to distribute themselves into a number of
energy levels. There is a set of energy levels for protons and an independent set
of levels for neutrons. Filled shells are indicated by large gaps between adjacent
energy levels and are computed to occur at the experimentally observed values of 2.
8, 14, 20, 28, 50, 82, and 126 neutrons or protons. Such closed shells are analogous
to the closed shells of orbital electrons. However, to obtain such results that predict
the magic numbers, it is necessary to make a number of ad hoc assumptions about
the angular momenta of the energy states of nuclei.

The shell model has been particularly useful in predicting several properties of
the nucleus, including (1) the total angular momentum of a nucleus, (2) characteris-
tics of isomeric transitions, which are governed by large changes in nuclear angular
momentum, (3) the characteristics of beta decay and gamma decay, and (4) the
magnetic moments of nuclei.

3.2.7 Other Nuclear Models
The liquid drop model and the shell model are in sharp contrast, the former based
on the strong interactions of a nucleon with its nearest neighbors and the later
based on the independent motion of each nucleon uninfluenced by other nucleons.
A unified or collective model has been proposed in which an individual nucleon
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interacts with a "core" of other nucleons which is capable of complex deformations
and oscillations. Although the shell characteristics are preserved with this model,
the closed shells are distorted by the other nucleons. Such distortions produce
regularly spaced excited energy levels above the ground state, levels which have
been observed experimentally.

The development of this and other sophisticated nuclear models is a major re-
search area in contemporary nuclear physics. For the most part, however, the
nature of how nucleons interact inside a nucleus need not concern us. The simple
neutron-proton nuclear model is sufficient for our study of nuclear energy.
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PROBLEMS

1. Estimate the wavelengths of the first three spectral lines in the Lyman spectral
series for hydrogen. What energies (eV) do photons with these wavelengths
have?

2. Consider an electron in the first Bohr orbit of a hydrogen atom, (a) What is
the radius (in meters) of this orbit? (b) What is the total energy (in eV) of the
electron in this orbit? (c) How much energy is required to ionize a hydrogen
atom when the electron is in the ground state?

3. What photon energy (eV) is required to excite the hydrogen electron in the
innermost (ground state) Bohr orbit to the first excited orbit?

4. Based on the nucleon distribution of Eq. (3.11), by what fraction does the
density of the nucleus decrease between r = R — 2a and r = R + 2a?

5. Using the liquid drop model, tabulate the nuclear binding energy and the var-
ious contributions to the binding energy for the nuclei 40Ca and 208Pb.

6. From the difference in mass of a hydrogen atom (Appendix B) to the mass of a
proton and an electron (Table 1.5), estimate the binding energy of the electron
in the hydrogen atom. Compare this to the ionization energy of the ground
state electron as calculated by the Bohr model. What fraction of the total mass
is lost as the electron binds to the proton?
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7. Using the liquid drop model, plot on the same graph, as a function of A, in
units of MeV/riucleon (a) the bulk or volume binding energy per nucleon, (b)
the negative of the surface binding energy per nucleon, (c) the negative of
the asymmetry contribution per nucleon. (d) the negative of the Coulombic
contribution per nucleon, and (e) the total binding energy per nucleon ignoring
the pairing term. For a given A value, use Z determined from Eq. (3.18) for
the most stable member of the isobar.

8. In radioactive beta decay, the number of nucleons A remains constant although
the individual number of neutrons and protons change. Members of a such
beta-decay chain are isobars with nearly equal masses. Using the atomic mass
data in Appendix B, plot the mass difference [70 — ̂ X] (in u) of the nuclei
versus Z for the isobar chain JgKr, JgBr, gJSe, £§As, jgGe, |?Ga, JfjZn, gjCu,
2gNi, and PjiCo. Compare the position of maximum nuclear stability with that
predicted by Eq. (3.18).
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Chapter 4

Nuclear Energetics

In reactions (nuclear, atomic, mechanical) in which some quantity is changed into
some other quantity (e.g., two cars into a mass of tangled metal), energy is usually
emitted (exothermic reaction) or absorbed (endothermic reaction). This energy,
according to Einstein's Special Theory of Relativity comes from a change in the
rest mass of the reactants. This change in mass AM is related to the reaction
energy AE" by the famous relation

= AMc2. (4.1)

Here AM = Mjnitjai — Mfinaj, i.e., the loss of rest mass between the initial mass
of the reactants and the mass of the final products. If mass is lost in the reaction
^initial > -^finab then AE > 0 and the reaction is exothermic. If mass is gained in
the reaction Mflnaj > Mjnitja], then AE < 0 and the reaction is endothermic.

Any reaction in which reactants ^4, B ... form the products C, D ... can be writ-
ten symbolically as

A + B + >c + D + - - - . (4.2)

If Mi represents the mass of the ith component, the mass change in the reaction is

AM = (MA + MB + •••)- (Mc + MD + • • • ) • (4.3)

The energy emitted is then given by Eq. (4.1).
In principle, the energy emitted (or absorbed) in any reaction could be computed

from Eq. (4.1). However, only for nuclear reactions is it feasible to calculate the AE
from AM. To illustrate, consider a familiar exothermic chemical reaction involving
the rearrangement of atomic electrons:

C + O2 —> CO2, A#293K = -94.05 kcal/mol, (4.4)

This says
1 mol C + 1 mol O2 —>1 mol CO2 + 94050 cal. (4.5)

Since one mole contains Na = 6.022 x 1023 entities, the creation of one molecule
of CO2 from one atom of C and one molecule O2 liberates AE = — AH2Q3K/Na =
1.56 x 10~19 cal = 4.08 eV. The energy emitted in this chemical reaction is typical
of almost all chemical reactions, i.e., a few eV per molecule.

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



How much of a mass change occurs in the formation of a CC>2 molecule? From
the energy release of AE = 4.08 eV

( eV \ f /MeV\ K ( eV \
AM = 4.08 ^ x 931 x 106 -^-:

\CO2 molec.y [ \amu / \MeV/

amu
= 4.4 x 1(

CO2 molec.

One molecule of CO2 has a mass of about 44 amu, and thus about 100(4.4 x
10~9/44) = 10~8% of the reactant mass is converted into energy. To measure such
a mass change would require the atomic and molecular masses to be correct to
about 10 significant figures, far more accuracy than present technology allows.

For more macroscopic reactions, such as the deformation of a bullet penetrating
a steel plate, even greater, and unrealistic, accuracy in the reactant masses would
be needed in order to use Eq. (4.1) to calculate the energy released. However,
for reactions in which nuclei are altered, typically a million times more energy is
absorbed (or emitted) compared to a chemical reaction. Thus for nuclear reactions,
nuclear masses correct to only 4 or 5 significant figures (well within reach of current
technology) are needed.

4.1 Binding Energy
A special reaction is one in which two or more entities A,B,... come together to
form a single product C. i.e.,

A + B + > C. (4.6)

The energy emitted in such a reaction is called the binding energy, abbreviated BE.
Should the BE turn out to be negative, then energy is absorbed (endothermic reac-
tion) in the formation of C, while a positive BE indicates an exothermic reaction.
Alternatively, the BE can be viewed as the energy required to divide C into its
constituents (A B , . . . ) ,

As in any reaction, the BE arises because of a change in the mass of the reactants.
The mass defect AA7/ is defined as the difference between the sum of initial masses
arid the sum of the final masses. Here

AM = [mass A + mass B + • • • ] - mass C. (4.7)

The binding energy can then be computed as BE = AM c2, provided the masses of
the reactants are known with sufficient accuracy.

4.1.1 Nuclear and Atomic Masses
First some notation: The rest mass of an atom is denoted by M(^X) while that of
its nucleus is denoted by ra(^X). A few frequently used symbols are also used for
convenience: the neutron rest mass rnn = ra(gn), the proton rest mass rnp = ra(jH),
and the electron rest mass me = m(_°e). NOTE: the data in Appendix B are for
the atomic rest masses M(^X) of all the known isotopes, not the nuclear masses.
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An atom of ^X is formed by combining Z electrons with its nucleus to form the
neutral atom. As these electrons bind to the nucleus, energy is emitted equal to the
binding energy BEz& of the electrons. To remove all the electrons from the atom
would thus require an ionization energy of BE^e. This electron binding energy
comes from a decrease in the mass of the atom compared to the sum of nuclear
and electron masses, by an amount BE^e/c

2. Thus, atomic and nuclear masses are
related by

m(^X) + Zme - 5 . (4.8)

The binding energy term in this relation is often neglected since it is always
very small compared to the other terms. For example, it requires 13.6 eV to ionize
the hydrogen atom. This electron binding energy represents a mass change of
BEie/c2 = 13.6 (eV)/9.315 x 108 (eV/u) = 1.4 x 1(T8 u. This mass change is
negligible compared to the mass of the hydrogen atom and nucleus (each about 1
u) and even the electron (about 5.5 x 10~4 u).

4.1.2 Binding Energy of the Nucleus
To examine the energies involved with nuclear forces in the nucleus, consider the
binding energy of a nucleus composed of Z protons and N = A — Z neutrons. The
formation of such a nucleus from its constituents is described by the reaction

Z protons + (A - Z) neutrons — > nucleus(^X) + BE. (4.9)

The binding energy is determined from the change of mass between the left and
right-hand sides of the reaction, i.e.,

Mass Defect = BE/c2 = Z mp + (A - Z)mn - m(^X) (4.10)

where ra(^X) is the nuclear mass. However, masses of nuclei are not available;
only atomic masses are known with great accuracy (see Appendix B). To express
Eq. (4.10) in terms of atomic masses, use Eq. (4.8) to obtain

55 = z M(}H) -me + 51 + (A - z)mn

= ZM(}H) + (A- Z)mn - M(^X) + [ZEEle - BEZe]. (4.11)

The last term is the equivalent mass difference between the binding energies of
Z hydrogen electrons and the Z electrons to the nucleus of interest. These electron
binding energies are generally not known. However, the term involving electron
binding energies can be ignored for two reasons: (1) the two electron binding ener-
gies tend to cancel, and (2) electron binding energies are millions of times less than
the nuclear binding energy. Thus, neglect of the last term gives

BE(^X) = [ZM(}H) + (A - Z}mn - (4.12)
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Example 4.1: What is the binding energy of the nucleus in ^He? From the
atomic mass data in Appendix B, the mass defect is

Mass Defect = BE/c2 = 2M(\H) + 2mn - M(|He)

= 2(1.0078250) + 2(1.0086649) - 4.0026032 = 0.0303766 u

Thus
BE(tHe) = Mass Defect (u) x 931.5 (MeV/u) = 28.30 MeV.

Notice the manner in which mass is converted to equivalent energy. Simply
multiply the mass deficit in u by the conversion factor 931.5 MeV/u. This is far
easier than multiplying a mass deficit in kg by c2 and going through the necessary
units conversion.

4.1.3 Average Nuclear Binding Energies
The larger the BE of a nucleus, the more energy is needed to break it up into its
constituent neutrons and protons. In Fig. 4.1, the average nuclear binding energy
per nucleon (total BE divided by the number of nucleons A) is shown for all the
naturally occurring isotopes. The value of BE/A. is a stability measure of the
nucleus; the larger BE/A, the more energy is needed, per nucleon, to tear apart the
nucleus. From Fig. 4.1, we see that there is a broad maximum in the BE/ A curve
around A ~ 60 (e.g., Cr, Mn, Fe isotopes).

From the expanded portion of the BE/ A curve (left-hand part of Fig. 4.1, we
see that several light nuclei have particularly high average ~BE/A values. These are
isotopes whose nuclei are multiples of the |He nucleus (i.e., an alpha particle). This
observation implies that inside a nucleus, the nucleons tend to form alpha- particle
groupings.

The BE/A versus A curve immediately suggests two ways to extract energy from
the nucleus.

Fusion
If two light nuclei (A < 25) are joined (or fused) to form a single heavier nucleus,
the average BE per nucleon will increase. This increase in BE/A times the number
of nucleons A then equals the energy that must be emitted. For example, consider
the fusion reaction in which two deuterium nuclei are combined to form a helium
nucleus, namely,

The energy released can be computed in several equivalent ways.

Method 1 (from the change in BE): From Eq. (4.12) one finds that BE(?H)=
2.225 MeV and BE(fHe) = 28.296 MeV. Thus the increase in the binding energy of
the 4 nucleons involved is 28.296 - 2(2.225) = 23.85 MeV. This is the energy Efusion

emitted in this particular fusion reaction.
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Method 2 (from the change in mass): The fusion energy released Elusion must
equal the energy equivalent of the decrease in mass caused by the formation of f He.

^fusion = [2m(2H) - m(^He)] (u) x 931.5 (MeV/u).

= [2(M(2H) - me + BEie/c
2) - (M(|He) - 2me + BE2e/c

2)] x 931.5.

~ [2M(2H) - M(|He)] x 931.5.

= [2(2.014102) - 4.002603] x 931.5.

= 23.85 MeV.

This release of energy through the fusion of two light nuclei is the mechanism
responsible for energy generation in stars. Moreover, all the light elements above
lithium and below about iron have been formed by fusion reactions during the
normal lifetime of stars. In each exothermic fusion reaction, heavier products are
formed that move up the BE/-A curve. The heavier elements above iron have also
been formed in stars, but only during the final moments of their cataclysmic death
as an exploding nova. The tremendous energy released during a nova explosion
allows intermediate mass nuclides to fuse (an endothermic reaction) to create the
elements beyond iron.

Fission
An alternative way of extracting energy from a nucleus is to start at the upper end of
the BE/^4 curve with a very heavy nucleus, such as "^U, and split (or fission) it into
two lighter nuclei. To obtain an approximate idea of how much energy is released
in a fission event, we see from Fig. 4.1 that if a nucleus of mass number 235 is split
into two nuclei with A ~ 117, the BE per nucleon increases from about 7.7 to 8.5
MeV/nucleon. Thus, the total fission energy released is about 235 x (8.5 — 7.7) ~ 210
MeV.

Chemical versus Nuclear Reactions
The formation of a single molecule of CC^ from carbon burning in oxygen releases
4.08 eV, typical of chemical reactions. By contrast, a nuclear fusion and fission
event releases 5 million to 50 million times this energy, respectively. This huge
concentration of nuclear energy gives nuclear power plants a major advantage over
fossil-fuel power plants. For the same power capacity, a nuclear power plant con-
sumes only about one millionth the mass of fuel that a fossil-fuel plant consumes.
For example, a 1000 MW(e) coal-fired power plant consumes 11 x 106 kg of coal
daily. By contrast, a nuclear power plant of the same capacity consumes only 3.8
kg of 235U daily.

4.2 Nucleon Separation Energy
Closely related to the concept of nuclear binding energy is the energy required to
remove a single nucleon from a nucleus. Consider the addition of a single neutron
to the nucleus of ^X, i.e.,
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The energy released in this reaction, Sn(^X), is the energy required to remove (or
separate) a single neutron from the nucleus ^X. This energy is analogous to the
ionization energy required to remove an outer shell electron from an atom. The
neutron separation energy equals the energy equivalent of the decrease in mass for
the reaction, namely

[ m - X ) + mn - m(^X)]c2 ~ [ M ( X ) + mn - M(^X)]c2. (4.13)

This separation energy can be expressed in terms of nuclear binding energies. Sub-
stitution of Eq. (4.12) into this expression yields

Sn(^X) = BE(^X) - BE(^-jX). (4.14)

A similar expression is obtained for the energy required to remove a single pro-
ton from the nucleus of ^Y, or equivalently, the energy released when a proton is
absorbed by a nucleus ^I^X, i.e.,

The energy equivalent of the mass decrease of this reaction is

JX) + mp - m(^Y)]C
2

}X) + M(}H) - M(^Y)]c2 = BE(^Y) - BE^lJX). (4.15)

The variation of Sn and Sp with Z and TV provides information about nuclear
structure. For example, nuclides with an even number of neutrons or protons have
high values of Sn and Sp, respectively, indicating that stability is increased when
neutrons or protons are "paired" inside the nucleus.

Example 4.2: What is the binding energy of the last neutron in 1gO? This is
the energy released in the reaction

^O + Jn—^iO.

Then, from Eq. (4.13),

Sn = [m(1 |0)+mn-m(1iO)]c2

= [15.0030654 + 1.00866492 - 15.9949146] u x 931.5 MeV/u

= 15.66 MeV.

This is an exceptionally high value for a single nucleon. The average binding
energy per nucleon for 1|O is 7.98 MeV. This large result for Sn indicates that
1gO is very stable compared to 1gO.
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4.3 Nuclear Reactions
Nuclear reactions play a very important role in nuclear science and engineering,
since it is through such reactions that various types of radiation are produced or
detected, or information about the internal structure of a nucleus is gained. There
are two main categories of nuclear reactions.

In the first category, the initial reactant X is a single atom or nucleus that
spontaneously changes by emitting one or more particles, i.e.,

X —>y l + Y 2 + ...

Such a reaction is called radioactive decay. As we have seen from the Chart of the
Nuclides, the vast majority of known nuclides are radioactive. We will examine
in detail in the next chapter the different types of radioactive decay and how the
number of radioactive atoms vary with time. For the present, we simply note
that radioactive decay is a particular type of nuclear reaction that, for it to occur
spontaneously, must necessarily be exothermic; i.e., mass must decrease in the decay
process and energy must be emitted, usually in the form of the kinetic energy of
the reaction products.

In the second broad category of nuclear reactions are binary reactions in which
two nuclear particles (nucleons, nuclei or photons) interact to form different nuclear
particles. The most common types of such nuclear reactions are those in which
some nucleon or nucleus x moves with some kinetic energy and strikes and interacts
with a nucleus X to form a pair of product nuclei y and Y, i.e.,1

x + X —> Y + y.

As a shorthand notation, such a reaction is often written as X(x, y}Y where x and
y are usually the lightest of the reaction pairs.

4.4 Examples of Binary Nuclear Reactions
For every nuclear reaction, we can write a reaction equation. These reaction equa-
tions must be balanced, just as chemical reactions must be. Charge (the number of
protons) and mass number (the number of nucleons) must be conserved. The num-
ber of protons and the number of neutrons must be the same before and after the
reaction. We shall illustrate this with some examples of typical miclear reactions.

(a, p) reaction: The first nuclear reaction was reported by Rutherford. He bom-
barded nitrogen in air with alpha particles (helium nuclei) and observed the
production of protons (hydrogen nuclei),

—^JO + IH or VjNfop)1^.

The product of this reaction is 1gO and there are nine protons and nine neu-
trons on both sides of the equation, so the equation is balanced.

1 Although there are a few important nuclear reactions (e.g., fission) in which an interacting pair
produces more than two products, we restrict our attention, for the present, to those producing
only a pair of product nuclei.
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(a, n) reaction: In 1932, Chadwick discovered the neutron by bombarding beryl-
lium with alpha particles to produce neutrons from the reaction

^He + ^Be — * ^C + Jn or 5Be(a,n)1|C.

(7, n) reaction: Energetic photons (gamma rays) can also interact with a nucleus.
For example neutrons can be produced by irradiating deuterium with suffi-
ciently energetic photons according to the reaction

7 + ?H-^;H + ;n or ?H(7,n)}H or ?H(7,p)Jn.

(p, 7) reaction: Protons can cause nuclear reactions such as the radiative capture
of a proton by 7Li, namely

}H + I.Li — > ^ B e + 7 or

The product nucleus |Be is not bound and breaks up (radioactively decays)
almost immediately into two alpha particles, i.e.,

(7, an) reaction: As an example of a reaction in which more than two products
are produced, a high-energy photon can cause 17O to split into 12C, an a
particle and a neutron through the reaction

7 + 8 — + e + n or

(n, p) reaction: Fast neutrons can cause a variety of nuclear reactions. For ex-
ample, in a reactor core, fast neutrons can interact with 16O to produce 16N,
which radioactively decays (half life of 7.12 s) with the emission of a 6.13-MeV
(69%) or a 7.11-MeV (5%) photon. The radionuclide 16N is produced by the
reaction

Jn + 'SO— ̂ fN + ip or ^Ofap)1?]*.

4.4.1 Multiple Reaction Outcomes
In general, more than one outcome can arise when a particle x reacts with a nucleus
X . Let us consider a number of possible results when a neutron of moderately high
energy (a few MeV) reacts with a f|S nucleus. In the first place, there may be no
reaction at all with the neutron being scattered elastically, i.e., the nucleus which
scatters the neutron is left unaltered internally. This elastic scattering reaction is
written

On + 16S — > '16S + On.

This reaction is written as (n,n). An inelastic scattering reaction may occur, in
which the fgS is left in a nuclear excited state, namely
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This is an (n, n') reaction. The asterisk means that the fgS nucleus is left in an
excited state2 and the prime on the n' means that the neutron has less energy than
it would have if it had been elastically scattered. The incident neutron can be
absorbed and a proton ejected,

!n -L 32Q _, 32p i ITT
O n + 16b ~* 151 + 1M'

which is called an (n. p) reaction. The neutron may also be simply captured resulting
in the emission of a gamma ray from the product nucleus

!n _l_ 32Q _^ 33Q _1_ ̂
O n+ 16S -> i6b + 7,

which is called a radiative capture reaction or simply an (n, 7) reaction in which
the binding energy of the neutron to the fgS nucleus is emitted as a photon called
a gamma ray.

Elastic scattering and radiative capture are possible at all values of the incident
neutron energy. However, the neutron's incident kinetic energy must exceed certain
threshold energies to make the other reactions possible. If we use neutrons of
sufficient energy, all of the four possibilities, as well as others, can occur when we
bombard fJS with neutrons.

4.5 Q-Value for a Reaction
In any nuclear reaction energy must be conserved, i.e., the total energy including
rest-mass energy of the initial particles must equal the total energy of the final
products, i.e..

mlc
2} (4.16)

where EI (E^) is the kinetic energy of the ith initial (final) particle with a rest mass
mi (m-) .

Any change in the total kinetic energy of particles before and after the reaction
must be accompanied by an equivalent change in the total rest mass of the particles
before and after the reaction. To quantify this change in kinetic energy or rest-mass
change in a reaction, a so-called Q value is defined as

Q = (KE of final particles) — (KE of initial particles). (4.17)

Thus, the Q value quantifies the amount of kinetic energy gained in a reaction.
Equivalently, from Eq. (4.16), this gain in kinetic energy must come from a decrease
in the rest mass, i.e.,

Q = (rest mass of initial particles)c2 — (rest mass of final particles)c2

(4.18)

2 An atom whose nucleus is in an excited state has a mass greater than the ground-state atomic
mass listed in Appendix B. The mass difference is just the mass equivalent of the nuclear excita-
tion energy.
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The Q value of a nuclear reaction may be either positive or negative. If the rest
masses of the reactants exceed the rest masses of the products, the Q value of the
reaction is positive with the decrease in rest mass being converted into a gain in
kinetic energy. Such a reaction is exothermic.

Conversely, if Q is negative, the reaction is endothermic. For this case, kinetic
energy of the initial particles is converted into rest-mass energy of the reaction
products. The kinetic energy decrease equals the rest-mass energy increase. Such
reactions cannot occur unless the colliding particles have at least a certain amount
of kinetic energy.

4.5.1 Binary Reactions
For the binary reaction x + X —>• Y + y, the Q value is given by

Q = (Ey + EY) - (Ex + Ex] = [(mx + mx) - (my + mY)}c2. (4.19)

For most binary nuclear reactions, the number of protons is conserved so that the
same number of electron masses may be added to both sides of the reactions and,
neglecting differences in electron binding energies, the Q-value can be written in
terms of atomic masses as

Q = (Ey + EY) - (Ex + Ex) = \(MX + Mx) - (My + MY)}c2. (4.20)

4.5.2 Radioactive Decay Reactions
For a radioactive decay reaction X —> Y + y, there is no particle x and the nucleus
of X generally is at rest so EX = 0. In this case

Q = (Ey + EY) = [mx - (my + my)]c2 > 0. (4.21)

Thus radioactive decay is always exothermic and the mass of the parent nucleus
must always be greater than the sum of the product masses. In some types of
radioactive decay (e.g., beta decay and electron capture), the number of protons is
not conserved and care must be exercised in expressing the nuclear masses in terms
of atomic masses. This nuance is illustrated in detail in Section 4.6.1 and in the
next chapter.

4.6 Conservation of Charge and the Calculation of Q-Values
In all nuclear reactions total charge must be conserved. Sometimes this is not
clear when writing the reaction and subtle errors can be made when calculating the
Q-value from Eq. (4.18). Consider, for example, the reaction 1gO(n,p)1fN or

Jn + ^O—^jN + ip. (4.22)

One might be tempted to calculate the Q-value as

Q = {mn + M(16
80) - M(!?N) - mp}c2.

However, this is incorrect since the number of electrons is not conserved on both
sides of the reaction. On the left side there are 8 electrons around the :oO nucleus,
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while on the right there are only 7 electrons in the product atom ^N. In reality,
when the proton is ejected from the 1|O nucleus by the incident neutron, an orbital
electron is also lost from the resulting ^N nucleus. Thus, the reaction of Eq. (4.22),
to conserve charge, should be written as

16i (4.23)

The released electron can now be conceptually combined with the proton to form
a neutral atom of }H, the electron binding energy to the proton being negligible
compared to the reaction energy. Thus, the reaction can be approximated by

and its Q-value is calculated as

Q = {mn + - M(}H)}c2.

(4.24)

(4.25)

In any nuclear reaction, in which the numbers of neutrons and protons are con-
served, the Q-value is calculated by replacing any charged particle by its neutral-
atom counterpart. Two examples are shown below.

Example 4.3: Calculate the Q value for the exothermic reaction |Be (a, n}l^C
and for the endothermic reaction 1|O(n, a)l^C. In terms of neutral atoms, these
reactions may be written as 466 + ^He —>• 1gC + on and 1|O + on —» 1eC + fHe.
The Q-values calculations are shown in detail in the tables below using the atomic
masses tabulated in Appendix B.

Reactants |Be

2He

sum

Products ^C

^sum

Difference of sums

Atomic
Mass (u)

9.012182
4.002603

13.014785

12.000000
1.008664

13.008664

0.006121 u

X931.5 MeV/u = 5.702 MeV

16«o

Reactants 1|O
lo-

sum

Products X|C

2He

sum

Difference of sums

Atomic
Mass (u)

15.994915
1.008664

17.003579

13.003354

4.002603

17.005957

-0.002378 u

X931.5 MeV/u = -2.215 MeV

4.6.1 Special Case for Changes in the Proton Number
The above procedure for calculating Q-values in terms of neutral-atom masses,
cannot be used when the number of protons and neutrons are not conserved, and
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a more careful analysis is required. Such reactions involve the so-called weak force
that is responsible for changing neutrons into protons or vice versa. These reactions
are recognized by the presence of a neutrino v (or antineutrino 17) as one of the
reactants or products. In such reactions, the conceptual addition of electrons to
both sides of the reaction to form neutral atoms often results in the appearance or
disappearance of an extra free electron. We illustrate this by the following example.

Example 4.4: What is the Q-value of the reaction in which two protons fuse
to form a deuteron (the nucleus of deuterium fH). Specifically, this reaction in
which the number of protons and neutrons changes is

iP + l p — > ? d + + ? e + i/. (4.26)

where +?e is a positron (antielectron). This particular reaction is a key reaction
occuring inside stars that begins the process of fusing light nuclei to release fu-
sion energy. To calculate the Q- value of this reaction in terms of neutral atomic
masses, conceptually add two electrons to both sides of the reaction and, neglect-
ing electron binding energies, replace a proton plus an electron by a }H atom and
the deuteron and electron by iH. Thus, the equivalent reaction is

. (4.27)

The Q-value of this reaction is then calculated as follows:

Q = {2M(jH) - M(?D) - 2me - mv}c

= {2 x 1.00782503 - 2.01410178 - 2 x 0.00054858}(u) x 931.5 (MeV/u)

= 0.0420 MeV.

where we have assumed the rest mass of the neutrino is negligibly small (if not
actually zero).

4.7 Q-Value for Reactions Producing Excited Nulcei
In many nuclear reactions, one of the product nuclei is left in an excited state,
which subsequently decays by the emission of one or more gamma photons as the
nucleus reverts to its ground state. In calculating the Q-value for such reactions,
it must be remembered that the mass of the excited nucleus is greater than that
of the corresponding ground state nucleus by the amount E* /c2, where E* is the
excitation energy. The mass of a neutral atom with its nucleus in an excited state
is thus

M(^X*) =M(^X) + £*/c2 (4.28)

where M(^X) is the mass of ground state atoms given in Appendix B. An example
of a Q-value calculation for a reaction leaving a product nucleus in an excited state
is shown below.
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Example 4.5: What is the Q-value of the reaction 10B(n, ct)7Li* in which the
7Li* nucleus is left in an excited state 0.48-MeV above its ground state? In terms
of neutral atomic masses, the Q-value is

Q = [mn + M(10
5E) - M(^He) - M(sLi*)]c2.

The mass of the lithium nucleus with an excited nucleus M(3Li*) is greater than
that for the ground state atom M^Li), whose mass is tabulated in Appendix B,
by an amount 0.48 (MeV)/931.5 (MeV/u), i.e., M^Li*) = M(^Li)+0.48 MeV/c2.
Hence

Q = [mn + M(1°B) - M(|He) - M(3Li)]c2 - 0.48MeV

= [1.0086649 + 10.0129370 - 4.0026032 - 7.0160040] u x 931.5 MeV/u
-0.48 MeV

= 2.310 MeV.
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PROBLEMS

1. Complete the following nuclear reactions based on the conservation of nucleons:

(b) ^

(c)

(d) (?

2. Determine the binding energy (in MeV) per nucleon for the nuclides: (a) 1|O,
(b) 17A (c) iiFe, and (d) 2iU.

3. Calculate the binding energy per nucleon and the neutron separation energy
for ^O and
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4. Verify Eq. (4.15) on the basis of the definition of the binding energy.

5. A nuclear scientist attempts to perform experiments on the stable nuclide le^e.
Determine the energy (in MeV) the scientist will need to

1. remove a single neutron.

2. remove a single proton.

3. completely dismantle the nucleus into its individual nucleons.

4. fission it symmetrically into two identical lighter nuclides ifAl.

6. Write formulas for the Q-values of the reactions shown in Section 4.4. With
these formulas, evaluate the Q- values.

7. What is the Q-value (in MeV) for each of the following possible nuclear reac-
tions? Which are exothermic and which are endothermic?

7

Li +

8. Neutron irradiation of 6Li can produce the following reactions.

' 3
7Li

+ {p

What is the Q-value (in MeV) for each reaction?

9. What is the net energy released (in MeV) for each of the following fusion
reactions? (a) f H + ?H —> iHe + Jn and (b) fH + fH —> ^He + on

10. Calculate the Q-values for the following two beta radioactive decays,
(a) ??Na — 38C1 38Ar
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Chapter 5

Radioactivity

5.1 Overview
Radioactive nuclei and their radiations have properties that are the basis of many
of the ideas and techniques of atomic and nuclear physics. We have seen that the
emission of alpha and beta particles has led to the concept that atoms are composed
of smaller fundamental units. The scattering of alpha particles led to the idea of the
nucleus, which is fundamental to the models used in atomic physics. The discovery
of isotopes resulted from the analysis of the chemical relationships between the
various radioactive elements. The bombardment of the nucleus by alpha particles
caused the disintegration of nuclei and led to the discovery of the neutron and the
present model for the composition of the nucleus.

The discovery of artificial, or induced, radioactivity started a new line of nuclear
research and hundreds of artificial nuclei have been produced by many different
nuclear reactions. The investigation of the emitted radiations from radionuclides
has shown the existence of nuclear energy levels similar to the electronic energy
levels. The identification and the classification of these levels are important sources
of information about the structure of the nucleus.

A number of radioactive nuclides occur naturally on the earth. One of the most
important is fgK, which has an isotopic abundance of 0.0118% and a half-life of
1.28 x 109 y. Potassium is an essential element needed by plants and animals, and
is an important source of human internal and external radiation exposure. Other
naturally occurring radionuclides are of cosmogenic origin. Tritium (fH) and l$C
are produced by cosmic ray interactions in the upper atmosphere, and also can cause
measurable human exposures. *|C (half life 5730 y), which is the result of a neutron
reaction with ^N in the atmosphere, is incorporated into plants by photosynthesis.
By measuring the decay of 14C in ancient plant material, the age of the material
can be determined.

Other sources of terrestrial radiation are uranium, thorium, and their radioactive
progeny. All elements with Z > 83 are radioactive. Uranium and thorium decay into
daughter radionuclides, forming a series (or chain) of radionuclides that ends with
a stable isotope of lead or bismuth. There are four naturally-occurring radioactive
decay series; these will be discussed later in this chapter.
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Table 5.1. Summary of important types of radioactive decay. The parent atom is denoted as P
and the product or daughter atom by D.

Decay Type Reaction Description

gamma (7)

alpha (a)

negatron (/3~)

positron ((3+)

electron
capture (EC)

proton (p)

neutron (n)

internal con-
version (1C)

Ao* -> ^P + 7 An excited nucleus decays to its
ground state by the emission of a
gamma photon.

z~2^ + Oi An a particle is emitted leaving the
daughter with 2 fewer neutrons and
2 fewer protons than the parent.

z+^D+/3~+I7 A neutron in the nucleus changes to
a proton. An electron (/3~) and an
anti-neutrino (F) are emitted.

•f v A proton in the nucleus changes into
a neutron. A positron (/?+) and a
neutrino (y] are emitted.

\-v An orbital electron is absorbed by the
nucleus, converts a nuclear proton into
a neutron and a neutrino (^), and,
generally, leaves the nucleus in an
excited state.

A nuclear proton is ejected from the
nucleus.

A nuclear neutron is ejected from the
nucleus.

The excitation energy of a nucleus is
used to eject an orbital electron
(usually a X-shell) electron.

In all nuclear interactions, including radioactive decay, there are several quan-
tities that are always conserved or unchanged by the nuclear transmutation. The
most important of these conservation laws include:

• Conservation of charge, i.e., the number of elementary positive and negative
charges in the reactants must be the same as in the products.

• Conservation of the number of nucleons, i.e., A is always constant. With
the exception of EC and (3^ radioactive decay, in which a neutron (proton)
transmutes into a proton (neutron), the number of protons and neutrons is
also generally conserved.
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• Conservation of mass/energy (total energy). Although, neither rest mass nor
kinetic energy is generally conserved, the total (rest-mass energy equivalent
plus kinetic energy) is conserved.

• Conservation of linear momentum. This quantity must be conserved in all
inertial frames of reference.

• Conservation of angular momentum. The total angular momentum (or the
spin) of the reacting particles must always be conserved.

5.2 Types of Radioactive Decay
There are several types of spontaneous changes (or transmutations) that can occur
in radioactive nuclides. In each transmutation, the nucleus of the parent atom ^P
is altered in some manner and one or more particles are emitted. If the number
of protons in the nucleus is changed, then the number of orbital electrons in the
daughter atom D must subsequently also be changed, either by releasing an electron
to or absorbing an electron from the ambient medium. The most common types of
radioactive decay are summarized in Table 5.1.

5.3 Energetics of Radioactive Decay
In this section, the energies involved in the various types of radioactive decay are
examined. Of particular interest are the energies of the particles emitted in the
decay process.

5.3.1 Gamma Decay

97f3Tc (90.5 d)
96.56 keV

1C (99.7%)
7(0.31%)

In many nuclear reactions, a nuclide is produced
whose nucleus is left in an excited state. These
excited nuclei usually decay very rapidly within
10~9 s to the ground state by emitting the ex-
citation energy in the form of a photon called a
gamma ray.1 However, a few excited nuclei re-
main in an excited state for a much longer time
before they decay by gamma emission. These
long-lived excited nuclei are called metastable nu-
clei or isomers. When such an excited nuclide
decays by gamma emission, the decay is called an

isomeric transition. A simple example is shown in Fig. 5.1. The first excited state
of 974TjTc is a metastable state with a half-live of 90.5 d. It decays to the ground
state with the emission of a 96.5 keV gamma photon.

The gamma-decay reaction of an excited isotope of element P can be written as

(2.6 X 106 y)

Figure 5.1. Energy level diagram
for the decay of 97r"Te.

decay: (5.1)

*Any photon emitted from a nucleus is termed a gamma photon. Photons emitted when atomic
electrons change their energy state are called x rays. Although x rays generally have lower
energies than gamma photons, there are many exceptions.
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Energy conservation for this nuclear reaction requires

or E* = £P+E7, (5.2)

where E^ is the energy of the gamma photon, E* is the excitation energy (above
the ground state) of the initial parent nucleus, and Ep is the recoil kinetic energy
of the resulting ground-state nuclide. If the initial nuclide is at rest, the Q-value of
this reaction is simply the sum of the kinetic energies of the products, which, with
Eq. (5.2), yields

C|/7 = Ep -\- hj~j = h/ . (5.3]

Linear momentum must also be conserved.2 Again with the parent at rest
before the decay (i.e., with zero initial linear momentum), the gamma photon and
recoil nucleus must move in opposite directions and have equal magnitudes of linear
momentum. Since the photon has momentum p7 = E^/c and the recoil nuclide has
momentum Mpvp = \J1MpEp, conservation of momentum requires

or EP =

where MP = M(^P). Substitution of this result for Ep into Eq. (5.3) yields

(5.5)

The approximation in this result follows from the fact that E^ is at most 10-20
MeV, while 2Mpc2 > 4000 MeV. Thus, in gamma decay, the kinetic energy of
the recoil nucleus is negligible compared to the energy of the gamma photon and

5.3.2 Alpha- Particle Decay
From our prior discussion of nuclear structure, we noted that nucleons tend to group
themselves into subunits of ^He nuclei, often called alpha particles. Thus, it is not
surprising that, for proton-rich heavy nuclei, a possible mode of decay to a more
stable state is by alpha-particle emission.

In alpha decay, the nucleus of the parent atom ^P emits an alpha particle. The
resulting nucleus of the daughter atom ^I2D then has two fewer neutrons and two
fewer protons. Initially, the daughter still has Z electrons, two too many, and thus
is a doubly negative ion [^I^D]2", but these extra electrons quickly break away
from the atom, leaving it in a neutral state. The fast moving doubly charged alpha
particle quickly loses its kinetic energy by ionizing and exciting atoms along its path
of travel and acquires two orbital electrons to become a neutral ^He atom. Since
the atomic number of the daughter is different from that of the parent, the daughter
is a different chemical element. The alpha decay reaction is thus represented by

a decay: (5.6)

2Throughout this section, because of the comparatively large mass and low energy of the recoil
atom, momentum of the recoil is computed using laws of classical mechanics.
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Decay Energy
Recall from the previous chapter, the Q- value of a nuclear reaction is defined as
the decrease in the rest mass energy (or increase in kinetic energy) of the product
nuclei (see Eq. (4.18)). For radioactive decay, the Q- value is sometimes called the
disintegration energy. For alpha decay we have

2m

(5.7)

In this reduction to atomic masses the binding energies of the two electrons in the
daughter ion and in the He atom have been neglected since these are small (several
eV) compared to the Q- value (several MeV). For alpha decay to occur. Qa must be
positive, or, equivalently, M(^P) > M^IgD) + M(fHe).

Kinetic Energies of the Products
The disintegration energy Qa equals the kinetic energy of the decay products. How
this energy is divided between the daughter atom and the a particle is determined
from the conservation of momentum. The momentum of the parent nucleus was zero
before the decay, and thus, from the conservation of linear momentum, the total
momentum of the products must also be zero. The alpha particle and the daughter
nucleus must, therefore, leave the reaction site in opposite directions with equal
magnitudes of their linear momentum to ensure the vector sum of their momenta
is zero.

If we assume neither product particle is relativistic,3 conservation of energy
requires

Qa = ED + Ea = ^MDv2
D + -Mav

2
a. (5.8)

and conservation of linear momentum requires

MDvD = Mava, (5.9)

where Mrj = M(^~^D) and Ma = M^He). These two equations in the two
unknowns VD and va can be solved to obtain the kinetic energies of the products.
Solve Eq. (5.9) for VD and substitute the result into Eq. (5.8) to obtain

. (5.10)
2,

Hence we find that the kinetic energy of the alpha particle is

• (5-n)

Notice that, in alpha decay, the alpha particle is emitted with a well defined energy.

3Here a non-relativistic analysis is justified since the energy liberated in alpha decay is less than
10 MeV, whereas the rest mass energy of an alpha particle is about 3700 MeV.
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The recoiling nucleus carries off the remainder of the available kinetic energy. From
Eq. (5.8) we see ED — Qa — Ea, so that from the above result

ED = Qa
Mn

-Qa AD + Aa
(5.12)

Example 5.1: What is the initial kinetic energy of the alpha particle produced
in the radioactive decay 2ff Ra —>• 2||Rn + ^He. The Qa value in mass units (i.e.,
the mass defect) is, from Eq. (5.7),

Qa = [Af (22jRa) - M(22jRn) - Af (^He)]c2

= [226.025402 - 222.017571 - 4.00260325 = 0.005228] u x 931.5 MeV/u.

= 4.870 MeV.

The kinetic energy of the alpha particle from Eq. (5.11) is

AD 1 , nnn \ 222 1 _= 4-870L522-nJ=4784MeV-
The remainder of the Qa energy is the kinetic energy of the product nucleus,
2ff Rn, namely, 4.870 MeV - 4.783 MeV = 0.087 MeV.

Alpha Decay Diagrams
The above calculation assumes that the alpha decay proceeds from the ground state
of the parent nucleus to the ground state of the daughter nucleus. This does not
always occur. Sometimes the daughter nucleus is left in an excited nuclear state
(which ultimately relaxes to the ground state by the emission of a gamma ray).
In these cases, the Qa-value of the decay is reduced by the excitation energy of
the excited state. Often a radionuclide that decays by alpha emission is observed
to emit alpha particles with several discrete energies. This is an indication that
the daughter nucleus is left in excited states with nuclear masses greater than the
ground state mass by the mass equivalent of the excitation energy.

A simple case is shown in
22

8
6
8Ra(1600y)

635.5
600.7

448.4

186.2

«! (0.0003%)
cc2 (0.0010%)

(0.0065%)

cc4 (5.55%)

oc5 (94.44%)

= 4870.7 keV

2^Rn(3.824d)

Figure 5.2. Energy levels for a decay of226Ra.

Fig. 5.2 for the decay of 2||Ra.
This nuclide decays to the first
excited state of ^Rn 5.55%
of the time and to the ground
state 94.45% of the time. Two
alpha particles with kinetic en-
ergies of Eal = 4.783 MeV
and Ea2 = 4.601 MeV are thus
observed. Also a 0.186-MeV
gamma ray is observed, with an
energy equal to the energy dif-
ference between the two alpha
particles or the two lowest nu-
clear states in 2iiRn.
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5.3.3 Beta-Particle Decay
Many neutron-rich radioactive nuclides decay by changing a neutron in the parent
(P) nucleus into a proton and emitting an energetic electron. Many different names
are applied to this decay process: electron decay, beta minus decay, negation decay,
negative electron decay, negative beta decay, or simply beta decay. The ejected
electron is called a beta particle denoted by (3~. The daughter atom, with one more
proton in the nucleus, initially lacks one orbital electron, and thus is a single charged
positive ion, denoted by [^-iD] + . However, the daughter quickly acquires an extra
orbital electron from the surrounding medium. The general (3~ decay reaction is
thus written as

0 decay: (5.13)

Here v is an (anti)neutrino, a chargeless particle with very little, if any, rest mass.4

That a third product particle is involved with f3~ decay is implied from the
observed energy and momentum of the emitted j3~ particle. If the decay products
were only the daughter nucleus arid the j3~ particle, then, as in a decay, conservation
of energy and linear momentum would require that the decay energy be shared in
very definite proportions between them. However, (3~ particles are observed to be

emitted with a continuous distribu-
tion of energies that has a well de-
fined maximum energy (see Fig. 5.3).
Rather than abandon the laws of con-
servation of energy and momentum,
Pauli suggested in 1933 that at least
three particles must be produced in
a f3~ decay. The vector sum of the
linear momenta of three products can
be zero without any unique division
of the decay energy among them. In
1934 Fermi used Pauli's suggestion of
a third neutral particle to produce
a beta-decay theory which explained
well the observed beta-particle energy
distributions. This mysterious third
particle, which Fermi named the neu-
trino (lit. "little neutral one"), has

since been verified experimentally and today it is extensively studied by physicists
trying to develop fundamental theories of our universe. The maximum energy of
the /3~ spectrum corresponds to a case in which the neutrino obtains zero kinetic
energy, and the decay energy is divided between the daughter nucleus and the (3~
particle.

2 3

Energy (MeV)

Figure 5.3. Energy spectra of principle 38C1
0~ particles. From Shultis and Faw [1996].

4The mass of the neutrino is currently a subject of great interest in the high-energy physics
community. Although some experiments indicate it may have a very small rest mass (a few eV
energy equivalent), we can assume it is negligibly small.
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Decay Energy
The beta decay energy is readily obtained from the Q-value of the decay reaction.
Specifically,

Qp-/c2 =

-me}+

(5.14)

(37.24 m)

For /? decay to occur spontaneously, Qp- must be positive or, equivalently, the
mass of the parent atom must exceed that of the daughter atom, i.e.,

Often in (3 decay, the nucleus
of the daughter is left in an ex-
cited state. For example, 38C1 de-
cays both to the ground state of
the daughter 38Ar as well as to
two excited states (see Fig. 5.4).
The resulting (3~ energy spectrum
(Fig. 5.3) is a composite of the /3~
particles emitted in the transition
to each energy level of the daugh-
ter. For a decay to an energy level
E* above the ground level, the mass
of the daughter atom in Eq. (5.14)

must be replaced by the
;. Thus, Qp- for /3~ decay

3810keV
Y(31.9%)
2167

y(42.4%)

i§Ar (stable)

Figure 5.4. Energy level diagram for the decay
of 38C1. Three distinct groups of (3~~ particles are
emitted.

mass the excited daughter M(Z+^D*) ~ J\
to an excited level with energy E* above ground level in the daughter is

(5.15)

Because the kinetic energy of the parent nucleus is zero, the Qp- decay energy
must be divided among the kinetic energies of the products. The maximum kinetic
energy of the /3~ particle occurs when the antineutrino obtains negligible energy. In
this case, since the mass of the (3~ particle is much less than that of the daughter
nucleus, Q = ED + Ep- ~ Ep- or

(Ep- )max — Q(3~ • (5.16)

5.3.4 Positron Decay
Nuclei that have too many protons for stability often decay by changing a proton
into a neutron. In this decay mechanism an anti-electron or positron (3+ or +°e, and
a neutrino v are emitted. The daughter atom, with one less proton in the nucleus,
initially has one too many orbital electrons, and thus is a negative ion, denoted
by [Z_^D]~. However, the daughter quickly releases the extra orbital electron to
the surrounding medium and becomes a neutral atom. The (3+ decay reaction is
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written as

(5.17)

The positron has the same physical properties as an electron, except that it has one
unit of positive charge. The positron 3+ is the antiparticle of the electron. The
neutrino v is required (as in f3~ decay) to conserve energy and linear momentum
since the /?+ particle is observed to be emitted with a continuous spectrum of
energies up to some maximum value (Ep+}m&yi. The neutrino v in Eq. (5.17) is the
antiparticle of the antineutrino v produced in beta-minus decay.

Decay Energy
The decay energy is readily obtained from the Q- value of the decay reaction. Specif-
icall.

-[M([zj}D]-) + m(+°1

- [{M(zj}D) + me} +

- M(ZJ*D) - 2me

m

(5.18)

where the binding energy of the electron to the daughter ion has been neglected. If
the daughter nucleus is left in an excited state, the excitation energy E* must also
be included in the Qj+ calculation, namely

r/c2. (5.19)f(A-p\ A//Y ^r>^ 9m F1* //-2
i\z ) — J - \ z — i ) — ̂ Tne — Hi / c .

Thus, for /3+ decay to occur spontaneously, Qg+ must be positive, i.e.,

The maximum energy of the emitted positron occurs when the neutrino acquires
negligible kinetic energy, so that the Qp- energy is shared by the daughter atom and
the positron. Because the daughter atom is so much more massive than the positron
(by factors of thousands), almost all the Q$- energy is transferred as kinetic energy

to the positron. Thus

p+ (89.84%)
EC (10.10%)

1274 keV-

0

y (99.94%)

(2.602 y)

— Q/3+- (5.20)

(0.056%)
QB += 1820keV

An example of a radionuclide that
decays by positron emission is
The decay reaction is

+ 0 +

Figure 5.5. Energy level diagram for
positron emission from 22Na.

and the level diagram for this decay
is shown to the left. Notice that the
daughter is almost always left in its first

excited state. This state decays, with a mean lifetime of 3.63 ps. by emitting a
1.274-MeV gamma ray.

The emitted positron loses its kinetic energy by ionizing and exciting atomic
electrons as it moves through the surrounding medium. Eventually, it captures
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an ambient electron, forming for a brief instant a pseudo-atom called positronium
before they annihilate each other. Their entire rest mass energy 2rnec

2 is converted
into photon energy (the kinetic energy at the time of annihilation usually being
negligible). Before the annihilation there is zero linear momentum, and there must
be no net momentum remaining; thus, two photons traveling in opposite directions
must be created, each with energy E — mec

2 = 0.511 MeV.

5.3.5 Electron Capture
In the quantum mechanical model of the atom, the orbital electrons have a finite
(but small) probability of spending some time inside the nucleus, the innermost K-
shell electrons having the greatest probability. It is possible for an orbital electron,
while inside the nucleus, to be captured by a proton, which is thus transformed
into a neutron. Conceptually we can visualize this transformation of the proton
as p + _ie —> n + V, where the neutrino is again needed to conserve energy and
momentum. The general electron capture (EC) decay reaction is written as

EC decay: ^P —> z 4
D* + v. (5.21)

where the daughter is generally left in an excited nuclear state with energy E* above
ground level. Unlike in most other types of radioactive decay, no charged particles
are emitted. The only nuclear radiations emitted are gamma photons produced
when the excited nucleus of the daughter relaxes to its ground state. As the outer
electrons cascade down in energy to fill the inner shell vacancy, x rays and Auger
electrons are also emitted.

Decay Energy

The decay energy is readily obtained from the Q- value of the decay reaction. If we
assume the daughter nucleus is left in its ground state

QEC/c2 = M(£P) - [M(z J}D) + mv]

~ M(£P) - M(ZJ}D). (5.22)

If the daughter nucleus is left in an excited state, the excitation energy E* must
also be included in the QEC calculation, namely

QEc/c2 = M(^P) - M(Z4D) - E*l<?. (5.23)

Thus, for EC decay to occur spontaneously, QEC must be positive, i.e.,

Notice that both (3+ and EC decay produce the same daughter nuclide. In fact,
if the mass of the parent is sufficiently large compared to the daughter, both decay
modes can occur for the same radionuclide. From Eq. (5.19) and Eq. (5.23), we see
that if the parent's atomic mass is not at least two electron masses greater than
the daughter's mass, Qp+ is negative and /3+ decay cannot occur. However, QEC
is positive as long as the parent's mass is even slightly greater than that of the
daughter, and EC can still occur.
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EC (10.52%)

477.6 keV-

0

Y (10.52%)

(53.29 d)

EC (89.48%)
- = 861.8 keV

An example of a radionuclide that decays by electron capture is |Be. The decay
reaction is

jBe —> l~L\ + v.

The level diagram for this decay is shown in Fig. 5.6. Notice that in this example,
the QEC of 862 keV is less than 2mec

2 — 1022 keV so that there can be no competing
j3+ decay.

Finally, in an EC transmutation,
an orbital electron (usually from an
inner shell) disappears leaving an in-
ner electron vacancy. The remaining
atomic electrons cascade to lower or-
bital energy levels to fill the vacancy,
usually emitting x rays as they be-
come more tightly bound. The en-
ergy change in an electronic tran-
sition, instead of being emitted as
an x ray, may also be transferred to
an outer orbital electron ejecting it

from the atom. These ejected electrons are called Auger electrons, named after their
discoverer, and appear in any process that leaves a vacancy in an inner electron shell.

5.3.6 Neutron Decay
A few neutron-rich nuclides decay by emitting a neutron producing a different iso-
tope of the same parent element. Generally, the daughter nucleus is left in an
excited state which subsequently emits gamma photons as it returns to its ground
state. This decay reaction is

Li (stable)

Figure 5.6. Energy level diagram for electron
capture in 'Be.

n deca: (5.24)

An example of such a neutron decay reaction is ^fXe —> ^Xe + n. Although,
neutron decay is rare, it plays a very important role in nuclear reactors. A small
fraction of the radioactive atoms produced by fission reactions decay by neutron
emission at times up to minutes after the fission event in which they were created.
These neutrons contribute to the nuclear chain reaction and thus effectively slow it
down, making it possible to control nuclear reactors.

The Q-value for such a decay is

Qn/c
2 =

- mn - (5.25)

where E* is the initial excitation energy of the daughter nucleus. Thus, for neutron
decay to occur to even the ground state of the daughter, M(^P) > M( ZD) +mn .

5.3.7 Proton Decay
A few proton-rich radionuclides decay by emission of a proton. In such decays,
the daughter atom has an extra electron (i.e., it is a singly charged negative ion).
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This extra electron is subsequently ejected from the atom's electron cloud to the
surroundings and the daughter returns to an electrically neutral atom. The proton
decay reaction is thus

p decay: ^P (5.26)

In this reaction P and D refer to atoms of the parent and daughter. Thus, the
Q- value for this reaction is

Qp/c
2 = M(^P)

me + mp

me} + mp

- M(}H) - (5-27)

Thus, for proton decay to occur and leave the daughter in the ground state (E* = 0),
it is necessary that M(^P) > M(^ljD) - M(jH).

5.3.8 Internal Conversion
Often the daughter nucleus is left in an excited state, which decays (usually within
about 10~9 s) to the ground state by the emission of one or more gamma photons.
However, the excitation may also be transferred to an atomic electron (usually a
K-shell electron) causing it to be ejected from the atom leaving the nucleus in
the ground state but the atom singly ionized with an inner electron-shell vacancy.
Symbolically,

1C decay: (5.28)

The inner electrons are very tightly bound to the nucleus with large binding
energies BEjf for K-shell electrons in heavy atoms. The amount of kinetic energy
shared by the recoil ion and the ejected electron should take this into account. The
Q value for the 1C decay is calculated as follows:

E*/c2} -

= [E*-BEf]/c2.

- me + BEf /c2} + me]

(5.29)

This decay energy is divided between the ejected electron and the daughter ion.
To conserve the zero initial linear momentum, the daughter and 1C electron must
divide the decay energy as

[£*-BEf]~E*-BEK (5.30)
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and

ED —

Besides the monoenergetic 1C conversion electron, other radiation is also emitted
in the 1C process. As the outer electrons cascade down in energy to fill the inner-
shell vacancy, x rays and Auger electrons are also emitted.

5.3.9 Examples of Energy-Level Diagrams
In the previous discussion of the types of radioactive decay, several examples of
nuclear energy-level diagrams were shown. There is a protocol which is used when
describing radioactive decay and constructing these energy-level diagrams. When
the decay produces a decrease in the atomic number (e.g., alpha, positron, or EC
decay), the daughter is shown to the left of the parent. When there is an increase
in the atomic number (e.g., (3~ decay), the daughter is shown to the right of the
parent. The ground state of the daughter nucleus is designated as zero energy.
Some additional examples of beta decay and nuclear level diagrams are shown, in
simplified form, in Figs. 5.7 through 5.12.

Many radionuclides decay by more than one mechanism. For example, if the
mass of a parent that decays by EC is greater than that of the daughter by at
least 2mec

2. f3+ decay almost always competes with EC. Some radionuclides decay
by even more decay modes. For example, [jgCu, whose decay scheme is shown in
Fig. 5.11, decays by EC, (3+ decay, and (3~ decay.

5.4 Characteristics of Radioactive Decay
All radioactive decays, whatever the particles that are emitted or the rates at which
they occur, are described by a single law: the radioactive decay law. The probability
that an unstable parent nucleus will decay spontaneously into one or more particles
of lower mass/energy is independent of the past history of the nucleus and is the
same for all radionuclides of the same type.

5.4.1 The Decay Constant
Radioactive decay is a statistical (random or stochastic) process. There is no way
of predicting whether or not a single nucleus will undergo decay in a given time
period; however, we can predict the expected or average decay behavior of a very
large number of identical radionuclides. Consider a sample containing a very large
number TV of the same radionuclide. In a small time interval At, A7V of the atoms
undergo radioactive decay.

The probability that any one of the radionuclides in the sample decays in At is
thus AN/N'. Clearly as At becomes smaller, so will the probability of decay per
atom AN/N. If one were to perform such a measurement of the decay probability
A AT/A/" for different time intervals At and plot the ratio, we would obtain results
such as those shown in Fig. 5.13. The decay probability per unit time for a time
interval At would vary smoothly for large At. But as At becomes smaller and
smaller, the statistical fluctuations in the decay rate of the atoms in the sample
would become apparent and the measured decay probability per unit time would
have larger and larger statistical fluctuations.
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Figure 5.7. Energy level diagram for the
decay of 32P.
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Figure 5.8. Energy level diagram for the
decay of 18F.
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Figure 5.9. Energy level diagram for the
decay of 99mTc. Not shown is the beta decay
to ^Ru with a frequency of 0.04%.
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Figure 5.10. Energy level diagram for the
decay of 28A1.
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Figure 5.11. Energy level diagram for the
decay of 64Cu.
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Figure 5.12. Energy level diagram for the
decay of 60Co.
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If the experiment were re-
peated a large number of times,
and the results of each experi-
ment were averaged, the statisti-
cal fluctuations at small values of
At would decrease and approach
the dashed line in Fig. 5.13. This
dashed line can also be obtained
by extrapolating the decay proba-
bility per unit time from those val-
ues that do not have appreciable
statistical fluctuations. This ex-
trapolation averages the stochas-
tic nature of the decay process for
small time intervals. The statis-
tically averaged decay probability

per unit time, in the limit of infinitely small At, approaches a constant A. i.e.. we
define

(AN/N)

Measurement interval, At

Figure 5.13. Measured decay probabilities &N/N
divided by the measurement interval Ai.

A = lim (5.32)

Each radionuclide has its own characteristic decay constant A which, for the
above definition, is the probability a radionuclide decays in a unit time for an
infinitesimal time interval. The smaller A. the more slowly the radionuclides decays.
For stable nuclides, A = 0. The decay constant for a radionuclide is independent of
most experimental parameters such as temperature and pressure, since it depends
only on the nuclear forces inside the nucleus.

5.4.2 Exponential Decay
Consider a sample composed of a large number of identical radionuclides with decay
constant A. With a large number of radionuclides (TV >» 1) one can use contin-
uous mathematics to describe an inherently discrete process. In other words, N ( t )
is interpreted as the average or expected number of radionuclides in the sample at
time t, a continuous quantity. Then, the probability any one radionuclide decays
in an interval dt is Adt, s the expected number of decays in the sample that occur
in dt at time t is X d t N ( t ) . This must equal the decrease — dN in the number of
radionuclides in the sample, i.e.

-dN = XN(t)dt,

or
dN(t)

dt
= -XN(t).

The solution of this differential equation is

N(t) = N(
e-xt

(5.33)

(5.34)
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where N0 is the number of radionuclides in the sample at t — 0. This exponential
decay of a radioactive sample is known as the radioactive decay law. Such an
exponential variation with time not only applies to radionuclides, but to any process
governed by a constant rate of change, such as decay of excited electron states of
an atoms, the rate of growth of money earning compound interest, and the growth
of human populations.

5.4.3 The Half-Life
Any dynamic process governed by exponential decay (or growth) has a remarkable
property. The time it takes for it to decay to one-half of (or to grow to twice) the
initial value, Ti/2, is a constant called the half-life. From Eq. (5.34)

(5.35)

Solving for 7\/2 yields

In 9 n RQ3
(5.36)1/2

In 2
A

0.693
~ A '

Notice that the half-life is independent of time t. Thus, after n half-lives, the
initial number of radionuclides has decreased by a multiplicative factor of l/2n, i.e.,

N(nT1/2) = ̂ N0 (5.37)

The number of half-lives n needed for a radioactive sample to decay to a fraction e
of its initial value is found from

_ N(nTl/2) = 1
6 ~ N0 2n

which, upon solving for n, yields

n=-j^~-1.441ne. (5.38)
in ^

Alternatively, the radioactive decay law of Eq. (5.34) can be expressed in terms
of the half-life as

/ I \t/Tl/2

N(t) = N0(-\ . (5.39)
\ z /

5.4.4 Decay Probability for a Finite Time Interval
From the exponential decay law, we can determine some useful probabilities and
averages. If we have N0 identical radionuclides at t = 0, we expect to have N0e~xt

atoms at a later time t. Thus, the probability P that any one of the atoms does not
decay in a time interval t is

e~" (5-4o)
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The probability P that a radionuclide does decay in a time interval t is

P(t) = l-P(t) = l -e~ A *. (5.41)

As the time interval becomes very small, i.e., t —» At « 1, we see

P(At) - 1 - e-AAt - 11 - XAt + ~(AAi)2 - + ... | ~
^.

(5.42)

This approximation is in agreement with our earlier interpretation of the decay
constant A as being the decay probability per infinitesimal time interval.

From these results, we can obtain the probability distribution function for when
a radionuclide decays. Specifically, let p(t)dt be the probability a radionuclide,
which exists at time t = 0, decays in the time interval between t and t + dt. Clearly,

p(t)dt = {prob. it doesn't decay in (0, t)}

x {prob. it decays in the next dt time interval}

}} {P(dt}} = {e~xt} {Xdt} = Xe-xtdt. (5.43)

5.4.5 Mean Lifetime
In a radioactive sample, radionuclides decay at all times. From Eq. (5.34) we see
that an infinite time is required for all the radioactive atoms to decay. However, as
time increases, fewer and fewer atoms decay. We can calculate the average lifetime
of a radionuclide by using the decay probability distribution p(t)dt of Eq. (5.43).
The average or mean lifetime Tav of a radionuclide is thus

Tav= / tp(t)dt = \ tXe
Jo Jo

-At -Xt

A '
(5.44)

5.4.6 Activity
For detection arid safety purposes, we are not really interested in the number of
radioactive atoms in a sample; rather we are interested in the number of decays or
transmutations per unit of time that occur within the sample. This decay rate, or
activity A(t), of a sample is given by5

A(t) = -
dt

= A0e-
xt (5.45)

where A0 is the activity at t — 0. Since the number of radionuclides in a sample
decreases exponentially, the activity also decreases exponentially.

The SI unit used for activity is the becquerel (Bq) and is defined as one trans-
formation per second. An older unit of activity, arid one that is still sometimes
encountered, is the curie (Ci) defined as 3.7 x 1010 Bq. One Ci is the approximate
activity of one gram of 2ff Ra (radium). To obtain 1 Ci of tritium (Tx/2 = 12.6 y,

5 Do not confuse the symbol A used here for activity with the same symbol use for the atomic
mass number.
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A = 1.74 x 1(T9 S"1) we need 1.06xlO~4 g of tritium. By contrast, one Ci of 238U
(A = 4.88 x 1(T18 s-1) is S.OOxlO6 g.

In many instances, the activity of a radioactive sample is normalized to the mass
or volume of the sample, e.g., curies/liter or Bq/g. This normalized activity is called
the specific activity, which we denoted by A. Many safety limits and regulations
are based on the specific activity concept.

However, it is important to be very clear when using specific activities to spec-
ify clearly to what exactly the activity is normalized. For example, a particular
radionuclide dissolved in water could have its specific activity specified as Bq per
g of solution. Alternatively, the same radionuclide could be normalized per gram
of radionuclide. In this later case, a sample containing only N(t) atoms of the ra-
dionuclide would have a mass m(t) — N(t}M/Na, where M is the atomic weight
(g/mol) of the radionuclide. Thus the specific activity, on a per unit mass of the
radionuclide, is

A(t} =
\N(t)

m(t) N(t)M/Na
= constant. (5.46)

The specific activity of tritium (A = 1.79 x 10 9 s 1 ) is thus found to be 9.71 x 103

curies per gram of tritium. By contrast, 238U (A =
activity of 3.34 x 1CT5 curies per gram of 238U.

has a specific

5.4.7 Half-Life Measurement
Of great practical importance is the determination of a radionuclide's half-life Ti/2,
or, equivalently, its decay constant A. If the decay of the radionuclide's activity
A(t) = XN(t) = A(Q)e~xt is plotted on a linear plot as, in Fig. 5.14, the exponential
decay nature is very apparent. However, it is difficult to extract the decay constant
from such a plot. On the other hand, if a semilog plot is used, i.e., plot \ogA(t) =
logvl(O) — \t versus t, the result is a straight line with a slope —A (see Fig. 5.15).

10

8

6

4

2

0
4 6

Time (h)

10'

10°

10"
10

slope = -A

4 6

Time (h)

10

Figure 5.14. The activity of a radioactive
sample with a half-life of two hours. At any
time on the exponential curve, the activity is
one-half of the activity two hours earlier.

Figure 5.15. Semilog plot of the decay of
the sample's activity. The decay curve is a
straight line with a slope of —A, from which
the half-life 7\/2 = ln2/A can be calculated.
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Fitting a straight line to data, which always have measurement errors, is much
easier than fitting an exponential curve to the data in Fig. 5.14.

When performing such measurements, we don't even need to measure the exact
activity A(t] of the radioactive source but only some quantity proportional to it
(such as the a count rate obtained from a radiation detector). A semilog plot of
KA(t] (K being some proportionality constant) also has a slope of -A.

The above approach is effective for determining the decay constant and the
half-life of a radionuclide that decays appreciably during the time available for
measurements, it cannot, however, be used for very long lived radionuclides, such
as 2Q2U (half-life of 4.47 x 109 y). For such a radionuclide, determination of its half-
life requires an absolute measurement of a sample's activity A0 = \N0 ~ constant
and a careful measurement of the mass m of the radioactive atoms in the sample.
The number of radionuclides is calculated as N0 = mNa/A, where A is the atomic
weight of the radionuclide. The decay constant is then obtained as A = A0/N0 —
A0A/(mNa).

5.4.8 Decay by Competing Processes
Some radionuclides decay by more than one

+ 17 AO/\ process. For example, 2gCu decays by /3+ emis-
UA/o) . . _ 9 0% of

f|Ni (/?- 39.0%) the time, and by electron capture 43.6% of the
?4Ni (EC 43 6%) time. Each decay mode is characterized by its

own decay constant A^. For the present example
Figure 5.16. fgCu has three ra- of fgCu, the decay constants for the three decay
dioactive decay modes. modes are A^+ = 0.009497 bT1, X/3- = 0.02129

hr1, and AEc = 0.02380 br1.
To find the effective decay constant when the decay process has n competing

decay modes, write the differential equation that models the rate of decay. Denote
the decay constant for the ?'th mode by A^. Thus, the rate of decay of the parent
radionuclide is given by,

- X2N(t) \riN(t) = -y XiN(t) = -XN(t). (5.47)
di /—'1=1

where A is the overall decay constant, namely,

n

A = ]TA,. (5.48)
1=1

The probability /,; that the nuclide will decay by the iih mode is

decay rate by «th mode Aj
decay rate by all modes A

See Example 5.2 for the calculation of the decay probabilities shown in Fig. 5.16.
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Example 5.2: What is the probability 64Cu decays by positron emission? The
decay constants for the three decay modes of this radioisotope are Xp+ = 0.009497
h"1, A0- = 0.02129 h"1, and AEC = 0.02380 h"1. The overall decay constant is

A = A^+ + A0- + AEC = 0.009497 + 0.02129 + 0.02380 = 0.05459 h"1.

The probability that an atom of 64Cu eventually decays by positron emission is

Probability of /3+ decay = A / 3+/A = 0.009497/0.05459 = 0.174,

a value in agreement with the branching probabilities shown in Fig. 5.16.

5.5 Decay Dynamics

The transient behavior of the number of atoms of a particular radionuclide in a
sample depends on the nuclide's rates of production and decay, the initial values of
it and its parents, and the rate at which it escapes from the sample. In this section,
several common decay transients are discussed.

5.5.1 Decay with Production
In many cases the decay of radionuclides is accompanied by the creation of new
ones, either from the decay of a parent or from production by nuclear reactions
such as cosmic ray interactions in the atmosphere or from neutron interactions in
a nuclear reactor. If Q(t) is the rate at which the radionuclide of interest is being
created, the rate of change of the number of radionuclides is

—-— = —rate of decay + rate of production (5.50)

or
HN(t\

= -\N(t) + Q(t). (5.51)

(5.52)

dt
The most general solution of this differential equation is

/•*
N(t) = N0e~xt + / dt'Qtfy-W-^.

Jo

where again N0 is the number of radionuclides at t = 0.
For the special case that Q(t) = Q0 (a constant production rate), the integral

in Eq. (5.52) can be evaluated analytically to give

N(t) = N0e~xt + %[1 - e~xt]. (5.53)
A

As t —> oo we see N(t) —> Ne — Q0/X. This constant equilibrium value Ne can be
obtained more directly from Eq. (5.51). Upon setting the left-hand side of Eq. (5.51)
to zero (the equilibrium condition) we see 0 = — XNe + Q0, or Ne = Q0/\.
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Example 5.3: How long after a sample is placed in a reactor is it before the
sample activity reaches 75% of the maximum activity? Assume the production of
a single radionuclide species at a constant rate of Q0 s"

1 and that there initially
are no radionuclides in the sample material. Multiplication of Eq, (5.53) by A
and setting A(0)=0 gives the sample activity

A(t) = Qo[l-exp(-\t}].

The maximum activity Amax is obtained as t —> oo, namely Amax = Q0, i.e.,
the sample activity when the production rate equals the decay rate. The time
to reach 75% of this maximum activity is obtained from the above result with
A(t) = 0.75Q0, i.e.,

0.75<2o = Q0[l-exp(-At)].

Solving for t we obtain

5.5.2 Three Component Decay Chains
Often a radionuclide decays to another radionuclide which in turn decays to yet
another. The chain continues until a stable nuclide is reached. For simplicity, we
first consider a three component chain. Such three component chains are quite
common and an example is

Qfir-< - " - l / ^ — — "• • • • .7 U()-.r " l / ^ ' •"" mir-7 / , i i \3gSr —> 3gY —> 4oZn( stable),

in which both radionuclides decay by (3~ emission. Such three-member decay chains
can be written schematically as

•\T A! ~y ^2 Ttr / i 1 1 \

At t = 0 the number of atoms of each type in the sample under consideration is
denoted by A^(0), i — 1, 2, 3. The differential decay equations for each species are
(assuming no loss from or production in the sample)

= -XlNl(t] (5.54)

-\iNi(t) (5.55)

(5.56)

dt

dN2(t)
dt

dN3(t)
dt

The solution of Eq. (5.54) is just the exponential decay law of Eq. (5.34), i.e.
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The number of first daughter atoms N2(t} is obtained from Eq. (5.52) with the
production term Q(t) = \iNi(t). The result is

N2(t) = N2(0)e-X2t + x x
A l t - e-A2t]. (5.58)

A2 — AI

The number of second daughter (granddaughter) atoms is obtained by integrating
Eq. (5.56). Thus

/•*
N3(t) = N3(0) + X2 / dt'N2(t')

Jo

= JV3(0) + A27V2(0)

= 7V3(0) + JV2(0)[l-e-A2*] + - _ [ A 2 ( i - e - - M ) - A i ( l - e - a * ) ] . (5.59)
A2 — AI

Activity of the First Daughter
The activity of a parent radionuclide sample AI (t) = XNi (t) decays exponentially
from its initial activity ^4i(0), i.e.,

Ai(t) = Ai(Q)e~Xlt, t>0. (5.60)

The activity of the radioactive daughter (with zero initial activity) is found by
multiplying Eq. (5.58) by A2 to give

A2(t) = X2N2(t) = ̂ (0)-^— [e-Alt - e'^}. (5.61)
A2 — AI

The rate of decay of the daughter activity depends on how much larger or smaller
its half-life is to that of the parent.

Daughter Decays Faster than the Parent
Equation (5.61) can be written as

A2(t) = ^i(O) \ e~Al*[l - e-<A2-Al>*]. (5.62)

Since A2 — AI > 0, then as t becomes large, the asymptotic activity of the daughter
is

A2(t} — * ̂ (0)-^— e-Al*, (5.63)
A2 — AI

i.e., the daughter decays asymptotically at almost the same rate as its parent. The
buildup to this asymptotic behavior is shown in Fig. 5.17. From this figure, we see
that the asymptotic decay rate of the daughter, for AI < A2, is never faster than the
parent's decay rate. This is reasonable because the daughter cannot decay faster
than the rate at which it is being created (the parent's activity). The asymptotic
behavior, in which the daughter's decay rate is limited by the decay rate of the
parent is called transient equilibrium.
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Figure 5.17. Activity of the first daughter
with a half-life less than that of the parent, i.e.,
the daughter's decay constant A2 = eAi, e > I .
The six displayed daughter transients are for
e = 1.2, 1.5, 2, 3, 5, and 10. The heavy-dashed
line is the parent's activity.

0 2 4 6 8 10

Number of parent half-lives

Figure 5.18. Activity of the first daughter
with a half-life greater than that of the par-
ent, i.e., the daughter's decay constant A2 =
e A i , e < 1. The six displayed daughter tran-
sients are for t = 0.9, 0.7, 0.5, 0.3, 0.2, and 0.1.
The heavy-dashed line is the parent's activity.

In the extreme case that the daughter decays much more rapidly than the parent
(i.e., AI « A 2) , Eq. (5.62) reduces to

-Ai t (5.64)

The activity of the daughter approaches that of the parent. This extreme case is
known as secular equilibrium, and is characteristic of natural decay chains headed
by a very long lived parent. Such decay chains are discussed in the next section.

Daughter Decays Slower than the Parent
Equation 5.61 can also be rewritten as

A2
* * ^ v / ^ ' \ \

For large values of t with AI — A2 > 0 , we see

A2A2(t)~Al(0)-

(5.65)

(5.66)

i.e., the daughter decays in accordance with its normal decay rate. Activity tran-
sients for AI = eA2 (e > 1) are shown in Fig. 5.18.

Daughter is Stable
The limiting case of a daughter decaying much more slowly than the parent is a
stable daughter (A2 —* 0). The number of stable daughter nuclei present after time
t is the number of initial daughter atoms N2(0) plus the number of daughter atoms
created by the decay of the parent up to time t (which equals A/"i(0) less the number
of parent atoms remaining, namely 7Vi(0)e~A t). Thus the buildup of the daughter
atoms is

N2(t) = N2(0) + N!(Q) (1 - e"At) . (5.67)

This same result comes directly from Eq. (5.58) when A2 —> 0.
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Example 5.4: A radioactive source is prepared by chemically separating 90Sr
from other elements. Initially, the source contains only 90Sr (T"i/2 = 29.12 y) but
this radionuclide decays to a radioactive daughter 90Y (Ti/2 = 64.0 h), which,
after some time, reaches secular equilibrium with its parent. What is the time
after the source is created that the activity of the daughter 90Y is within 5% of
that of the parent?

First consider the general case. The activity of the parent decays exponen-
tially as Ai(t) = Ai(0) exp(—Ait) and the activity of the daughter (obtained by
multiplying Eq. (5.58) by A2) is

A2(t) Ao - Ai

Here the sample initially contains no daughter nuclides, i.e., A2(0) = 0, and we
seek the time t such that

~ 0.05 = 1 -
A2

A2

v i* A2 -

[l-e- (-

Solving for t yields

For the present problem, AI = \n2/T^/2 = 2.715 x I0~6 h"1 and A2 = ln2/T^2 =
1.083 x 10~2 h"1. Because AI « A2 the above general result reduces to

1 2 QQfi
t = -— ln(l - 0.95) ~ -^ = 276.6 h = 11.52 d.

A2 A2

In a radionuclide generator a long-lived radioisotope decays to a short-lived
daughter that is useful for some application. When the daughter is needed,
it is extracted from the generator. The first such generator contained 226Ra
(T1/2 = 1599 y) from which 222Rn (T1/2 = 3.82 d) was extracted. Today,
the most widely used generator is one containing 99Mo (Ti/2 = 65.5 h) from
which its daughter 99mTc (Ti/2 = 6.01 h) is obtained by passing a saline solution
through an aluminum oxide column containing the 99Mo. In jargon, the 99mTc is
said to be "milked" from the 90Mo "cow." Other radionuclide generators include
81Rb/81mKr, 82Sr/82Rb, 87Y87r"Sr, 113Sn/113mIn, and 191Os/191mIr.
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5.5.3 General Decay Chain
The general decay chain can be visualized as

Xl -^ X2 ̂  X3 -^ • • -X, -^ • • • A-̂  Xn (stable)

The decay and buildup equations for each member of the decay chain are

dNi(t) _ _
dt

dNM A /V m A N m: = A i i V i l t ) — A 2 - / V 2 1 C )
dt

^ = ^N,(t) - A3AW<)

- - - -
at

= Xn-iNn^t). (5.68)n - n .
at

For the case when only radionuclides of the parent Xi are initially present, the
initial conditions are ATi(O) ^ 0 and A^(0) = 0, i > 1. The solution of these so-called
Bateman equations with these initial conditions is [Mayo 1998]

Aj(t) = \jNj(t) =
771 = 1

(5.69)
The coefficients Cm are

flLi ^j AiA2A3 , .

where the i = m term is excluded from the denominator.

Example 5.5: What is the activity of the first daughter in a multicomponent
decay chain? From Eq. (5.70) for j = 2

and
A 2 - A i ' A i - A 2

Substitution of these coefficients into Eq. (5.69) then gives

A2(t) = 7Vi(C

This result agrees, as it should, with Eq. (5.61).
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5.6 Naturally Occurring Radionuclides
Radionuclides existing on earth arose from two sources. First, earth has always been
bombarded by cosmic rays coming from the sun and from intergalactic space. For
the most part, cosmic rays consist of protons and alpha particles, with heavier nuclei
contributing less than 1% of the incident nucleons.6 These cosmic rays interact with
atoms in the atmosphere and produce a variety of light radionuclides.

The second source of naturally occurring radionuclides is the residual radioac-
tivity in the matter from which the earth was formed. These heritage or primordial
radionuclides were formed in the stars from whose matter the solar system was
formed. Most of these radionuclides have since decayed away during the 4 billion
years since the earth was formed.

5.6.1 Cosmogenic Radionuclides
Cosmic rays interact with constituents of the atmosphere, sea, or earth, but mostly
with the atmosphere, leading directly to radioactive products. Capture of secondary
neutrons produced in primary interactions of cosmic rays leads to many more. Only
those produced from interactions in the atmosphere lead to significant radiation
exposure to humans.

The most prominent of the cosmogenic radionuclides are tritium 3H and 14C.
The 3H (symbol T) is produced mainly from the 14N(n,T)12C and 16O(n,T)14N
reactions. Tritium has a half-life of 12.3 years, and, upon decay, emits one f3~
particle with a maximum energy of 18.6 (average energy 5.7) MeV. Tritium exists
in nature almost exclusively as HTO.

The nuclide 14C is produced mainly from the 14N(n,p)14C reaction. It exists in
the atmosphere as CO2, but the main reservoirs are the oceans. 14C has a half life
of 5730 years and decays by /3~ emission with a maximum energy of 157 keV and
average energy of 49.5 keV.

Over the past century, combustion of fossil fuels with the emission of CO2 with-
out any 14C has diluted the cosmogenic content of 14C in the environment. More-
over, since the use of nuclear weapons in World War II, artificial introduction of
3H and 14C (and other radionuclides) by human activity has been significant, es-
pecially from atmospheric nuclear-weapons tests. Consequently, these isotopes no
longer exist in natural equilibria in the environment.

5.6.2 Singly Occurring Primordial Radionuclides
Of the many radionuclide species present when the solar system was formed about 5
billion years ago, some 17 very long-lived radionuclides still exist as singly occurring
or isolated radionuclides, that is, as radionuclides not belonging to a radioactive
decay chain. These radionuclides are listed in Table 5.2, and are seen to all have
half-lives greater than the age of the solar system. Of these radionuclides, the most
significant (from a human exposure perspective) are 40K and 87Rb since they are
inherently part of our body tissue.

6Electrons, primarily from the sun, also are part of the cosmic rays incident on the earth. But
they are deflected by earth's magnetosphere and do not produce cosmogenic radionuclides.
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Table 5.2. The 17 isolated primordial radionuclides. Data taken from GE-NE [1996].

radionuclide
& the decay modes

l°9K /3~ EC (3+

!?Rb P~

^Eln /T
13jLa EC 0-
147o

62om a

llGd a
177^Hf a

^Re /r
19r°8Pt a

half-life
(years)

1.27 x 109

4.88 x 1010

4.4 x 1014

1.05 x 1011

1.06 x 1011

1.1 x 1014

2.0 x 1015

4.3 x 1010

6.5 x 1011

%E1.
Abund.

0.0117

27.84

95.71

0.090

15.0

0.20

0.162

62.60

0.01

radionuclide
& the decay modes

iv p- EC
Micd p-
'iTe EC

'eoNd a
14|Sm a
17?Lu /T

^Ta EC p+

^Os a

half-life
(years)

1.4 x 1017

9 x 1015

> 1.3 x 1013

2.38 x 1015

7 x 1015

3.78 x 1010

> 1.2 x 1015

2 x 1015

%E1.
Abund.

0.250

12.22

0.908

23.80

11.3

2.59

0.012

1.58

5.6.3 Decay Series of Primordial Origin
Each naturally occurring radioactive nuclide with Z > 83 is a member of one of
three long decay chains, or radioactive series, stretching through the upper part of
the Chart of the Nuclides. These radionuclides decay by a or 0~ emission and they
have the property that the number of nucleons (mass number) A for each member
of a given decay series can be expressed as 4n + z, where n is an integer and i is a
constant (0. 2 or 3) for each series. The three naturally occurring series are named
the thorium (4n), uranium (4n + 2), and actinium (4n + 3) series, named after the
radionuclide at, or near, the head of the series. The head of each series has a half-life
much greater than any of its daughters.

There is no naturally occurring series represented by 4n + 1. This series was
recreated after ^Pu was made in nuclear reactors. This series does not occur
naturally since the half-life of the longest lived member of the series, ^Np, is only
2.14 x 106 y, much shorter than the lifetime of the earth. Hence, any members of
this series that were in the original material of the solar system have long since
decayed away.

The decay chains for the three naturally occurring series are shown in Figs. 5.19
and 5.20. In all of these decay chains, a few members decay by both a and J3~
decay causing the decay chain to branch. Nevertheless, each decay chain ends in
the same stable isotope.

5.6.4 Secular Equilibrium
For a radioactive decay series, such as the natural decay series, in which the parent
is long-lived compared to the daughters, an equilibrium exists in samples that have
been undisturbed for a very long period of time. The rate of decay of the parent
is negligibly slow, that is, Ai(t) — \iN(t) ~ A0 (a constant) since the number of
atoms of the parent does not change in time intervals comparable to the half-lives
of the daughters. Thus, dNi(t)/dt ~ 0.
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Figure 5.19. The 2g|U (4n + 2) natural decay series. Alpha decay is depicted by downward
arrows and (3~ decay by arrows upward and to the left. Not shown are (1) the isomeric transition
to 2|4Pa (0.16%) followed by beta decay to 234U, (2) beta decay of 218Po to 218At (0.020%)
followed by alpha decay to 214Bi, (3) alpha decay of 214Bi to 210T1 (0.0210%) followed by beta
decay to 210Pb, and (4) alpha decay of 210Bi to 206T1 (0.000132%) followed by beta decay to
206Pb. After Faw and Shultis [1999].
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Figure 5.20. The 23,2Th (4n) natural decay series (left) and the 2||U (4n + 3) natural decay
series (right). Alpha decay is depicted by downward arrows and /3~ decay by arrows upward and
to the left. Not shown in the ^U series on the right are two very minor side chains: (1) alpha
decay of 223Pr (0.004%) to 85At which beta decays to 223Ra (3%) or alpha decays to 215Bi which
beta decays to 215Po, and (2) the beta decay of 215At (< 0.001%) followed by alpha decay to
211Bi. After Faw and Shultis [1999].
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The number of first daughter atoms can decay away no faster than they are
formed at the constant rate A0, i.e., A2-/V2(t) ~ AI./VI = A0. Thus dN<2(t}/dt ~ 0.
Similarly, the second daughter can decay away no faster than the rate it is formed by
the decay of the first daughter (at the constant rate A0, so that again dN2(t)/dt ~ 0.
This pseudo equilibrium called secular equilibrium continues down the decay chain
for each daughter.

Under secular equilibrium, we thus have for each radioactive member dNi/dt —
dNz/dt ~ • • • dNn-i/dt c± 0. By setting each of the derivatives to zero in the decay
equations, given by Eq. (5.68), we obtain

= X2N2 = ••• = Xn-iNn-i (5.71)

or, equivalently,
AO = A! =A2 = - - - = An-l. (5.72)

Thus, under secular equilibrium, each member of the decay chain has the same
activity.

However, this very useful result applies only in samples that have been undis-
turbed for periods greater than several half- lives of the longest lived daughter. The
daughters in samples of 238U obtained by extraction from ore, are not in secular
equilibrium.

Application of Secular Equilibrium
The secular equilibrium condition can be used to determine the decay constant
of long-lived nuclides. For example, a uranium ore sample contains the daughter
2||Ra, which has a half life of 1620 y. From chemical measurements it is found that
the ratio of the number of atoms of 226Ra, N^IQ-, to the number of atoms of 238U,
7V238 is N226/N238 = 1/2.3 x 106. Since 238U and 226Ra are in secular equilibrium,
the half life of 238U can be determined from

^238^238 — ^226-^226-

From this and the relationship A = In 2/7\/2, we have the following,

^238 ^226

Thus, the half life for 238U is

T238 = 7226^ = (1-62 x 103)(2.3 x 106) = 4.5 x 109y.
JV226

5.7 Radiodating

A very important application of radioactive decay is the dating of geological and
archaeological specimens. Measurements of daughter and parent concentrations
in a specimen allow us to determine the sample's age because the decay rates of
the radionuclides in the sample serve as nuclear clocks running at a constant rate.
Several variations of radiodating have been developed and are now used routinely.
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5.7.1 Measuring the Decay of a Parent
If, at the time a sample was created, a known number of radioactive atoms of the
same type. Ar(0), was incorporated, the sample age t is readily found from the
remaining number of these atoms, N ( t ) , and the radioactive decay law N ( t ) =
7V(0)exp(-At). namely

Unfortunately, we never know N(0). However, sometimes the initial ratio
N(Q)/NS of the radionuclide and some stable isotope of the same element can be
estimated with reliability. This ratio also decays with the same radioactive decay
law as the radionuclide. Thus

I N(t)/N.
(5-73)

C-14 Dating
The most common dating method using this approach is 14C dating. The ra-
dionuclide 14C has a half-life of 5730 y and is introduced into the environment by
cosmic-ray 14N(n,p)14C interactions in the atmosphere (and more recently by at-
mospheric nuclear explosions and the burning of fossil fuels). As a consequence,
14C is no longer in equilibrium with its atmospheric production rate. However,
before humans upset this ancient equilibrium, the ratio of 14C to all carbon atoms
in the environment was about Ni^/Nc = 1.23 x 10~12, a value that has remained
constant for the last several tens of thousand years. It is usually easier to measure
the specific activity of 14C in a sample, i.e., A\^ per gram of carbon. This specific
activity is proportional to the NI^/NC ratio, since

'Nu\ Xl4Na „_ Bq „ A pCi
12 -—" g(C) g(C)'

All isotopes of carbon are incorporated by a living (biological) organism, either
through ingestion or photosynthesis, in the same proportion that exists in its en-
vironment. Once the entity dies, the Ni^(t)/Nc ratio decreases as the 14C atoms
decays. Thus, a carbonaceous archaeological artifact, such as an ancient wooden
axe handle or a mummy, had an initial Au(Q)/g(C} ratio of about 6.4 x 10~12.
From a measurement of the present N-\_±(t)/Nc ratio, the age of the artifact can be
determined from Eq. (5.73), namely

Nl4(t)/Nc\ 1 Au(t)/g(C)

Example 5.6: What is the age of an archaeological sample of charcoal from an
ancient fire that has a Ai4(t)/g(C) ratio of 1.2 pCi/g of carbon? The age of the
wood, from Eq. (5.74),

1 / 1 . 2 x l O ~ 1 2 \ 5730. /1.2\
t — — T hi r- = — In — ~ 13, 800 y.

A V 6.4 x 10-12 / In2 V6.4/ ' y
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5.7.2 Measuring the Buildup of a Stable Daughter
Consider a sample containing an initial number of identical parent radioactive atoms
7Vi(0), each of which decays (either directly or through a series of comparatively
short-lived intermediate radionuclides) to N2 stable daughter atoms. For simplicity,
assume there are initially no daughter nuclides in the sample. If we further assume
that there is no loss (or gain) of the parent NI and daughter A^ atoms from the
sample since its formation, the number of these atoms in the sample at time t is
then

7Vi(t) = JVi(0)e-At and N2(t) = #i(0)[l - e~xt] (5.75)

Division of the second equation by the first and solution of the result for the sample
age t yields

The atom ratio -/V2(£)/-/Vi(t) in the sample is the same as the concentration ratio
and can readily be found from mass spectroscopy or chemical analysis.

Example 5.7: Long-lived 232Th (T1/2 = 14.05 x 109 y) decays through a series
of much shorter lived daughters to the stable isotope 208Pb. The number of atom
of 208Pb in a geological rock sample, assuming no initial inventory of 208Pb in
the sample, equals the number of initial 232Th atoms that have decayed since the
rock was formed. The number of decayed 232Th atoms in the form of intermediate
daughters, which are in secular equilibrium and have not yet reached 208Pb, is
negligibly small.

What is the age of a rock sample that is found to have 1.37 g of 232Th and
0.31 g of 208Pb? The corresponding atom ratio of these two isotopes is thus

NPb(t) mPbNa/MPb mPb

NTh(t) mThJVa/MTh ~ mTh APb '

If there is no 208Pb initially in the rock, then from Eq. (5.76) the rock's age is

* ln2/T1 / 2
l n | 1 +

_ 1
~ In 2/14.05 x 109 y

Stable Daughter with Initial Concentration
Often, however, the initial value A^O) of the stable daughter is not zero, and a
slightly more refined analysis must be used. In this case, the number of atoms of a
radioactive parent and a stable daughter in a sample at age t is

A/i(t) = JVi(0)e-Ai and N2(t) = 7V2(0) + M(0)[l - e'xt} (5.77)

We now have two equations and three unknowns (ATi(O), A^(0), and, of course, t).
We need one additional relationship.
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Suppose there exists in a sample N2 atoms of another stable isotope of the
same element as the daughter, one that is not formed as a product of another
naturally occurring decay chain. The ratio R — N2/N2 is known from the relative
abundances of the stable isotopes of the element in question and is a result of the
mix of isotopes in the primordial matter from which the solar system was formed.
In samples, without any of the radioactive parent, this ratio remains constant, i.e..
N2(t)/N2(t} = Ar

2(0)/Ar2(0) = R0. Samples in which R is observed to be larger
than R0 must have been enriched as a result of the decay of parent radionuclides.

If we assume a sample has experienced no loss (or gain) of parent and daughter
nuclides since its formation, then we may assume N2(t) = N2(Q}. Division of
Eq. (5.77) by N2(Q) = N2(t) yields

^ = J^(Q}e~Xt and *(t) = jRo + 4(0) [1-6~At]-

Substitution for Ni(0)/N2(Q) from the first equation into the second equation gives

o , Witt) A t M __ A t l „ , Ar!(t)r _A t ,.

from which the sample age is found, namely

(5.78)

Thus, the age of the sample can be determined by three atom ratios (much easier
to obtain than absolute atom densities): N2(t)/Ni(t] and N2(t)/N2(t] (obtained
from measurements on the sample) and the primordial relative isotopic ratio R0 =

Example 5.8: Some geological samples contain the long-lived radionuclide 87Rb
(half-life 4.88 x 1010 y) which decays to stable 87Sr. Strontium has another stable
isotope 86Sr. In samples without 8 'Rb, the normal atomic 8 'Sr to 86Sr ratio is
R0 = 7.00/9.86 = 0.710 (see data in Table A.4).

What is the age of a rock that has an atomic 87Sr to 86Sr ratio R(t) — 0.80,
and an atomic 87Rb to 86Sr ratio of 1.48? The age of this rock is estimated from
Eq. (5.78) as

mil + -^— [0.80 ™ 0.710]) = 4.16 x 10£

I 1.48 J
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PROBLEMS

Consider a stationary nucleus of mass mn in an excited state with energy E*
above the ground state. When this nucleus decays to the ground state by
gamma decay, the emitted photon has an energy £"7. (a) By considering the
conservation of both energy and momentum of the decay reaction explain why
E-y < E* . (b) Show that the two energies are related by

(c) Use an explicit example to verify that the difference between E* and E^ is
for all practical purposes negligible.

2. The radioisotope 224Ra decays by a emission primarily to the ground state of
220Rn (94% probability) and to the first excited state 0.241 MeV above the
ground state (5.5% probability). What are the energies of the two associated
a particles?

3. The radionuclide 41Ar decays by (3~ emission to an excited level of 41K that
is 1.293 MeV above the ground state. What is the maximum kinetic energy of
the emitted 0~ particle?
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4. As shown in Fig. 5.11, 64Cu decays by several mechanisms, (a) List the energy
and frequency (number per decay) of all photons emitted from a sample of
material containing 64Cu. (b) List the maximum energy and frequency of all
electrons and positrons emitted by this sample.

5. What is the value of the decay constant and the mean lifetime of 40K (half-life
1.29 Gy)?

6. From the energy level diagram of Fig. 5.5, what are the decay constants for
electron capture and positron decay of 22Na? What is the total decay constant?

7. The activity of a radioisotope is found to decrease by 30% in one week. What
are the values of its (a) decay constant, (b) half-life, and (c) mean life?

8. The isotope 132I decays by j3~ emission to 132Xe with a half-life of 2.3 h. (a)
How long will it take for 7/8 of the original number of 132I nuclides to decay?
(b) How long will it take for a sample of 132I to lose 95% of its activity?

9. How many grams of 32P are there in a 5 mCi source?

10. How many atoms are there in a 1.20 MBq source of (a) 24Na and (b) 238U?

11. A very old specimen of wood contained 1012 atoms of 14C in 1986. (a) How
many 14C atoms did it contain in 9474 B.C.? (b) How many 14C atoms did it
contain in 1986 B.C.?

12. A 6.2 mg sample of 90Sr (half-life 29.12 y) is in secular equilibrium with its
daughter 90Y (half-life 64.0 h). (a) How many Bq of 90Sr are present? (b) How
many Bq of 90Y are present? (c) What is the mass of 90Y present? (d) What
will the activity of 90Y be after 100 y?

13. A sample contains 1.0 GBq of 90Sr and 0.62 GBq of 90Y. What will be the
activity of each nuclide (a) 10 days later and (b) 29.12 years later?

14. Consider the following (3~ decay chain with the half-lives indicated.

210pb _^ 210Bi __> 210pa

22 y 5.0 d

A sample contains 30 MBq of 210Pb and 15 MBq of 210Bi at time zero, (a)
Calculate the activity of 210Bi at time t = 10 d. (b) If the sample were originally
pure 210Pb. how old would it have been at time t = 0?

15. A 40-mg sample of pure 226Ra is encapsulated, (a) How long will it take for
the activity of 222Rri to build up to 10 rnCi? (b) What will be the activity of
222Rn after 2 years? (c) What will be the activity of 222Rn after 1000 y?

16. Tritium (symbol T) is produced in the upper atmosphere by neutron cosmic
rays primarily through the 14N(n,T)12C and 16O(n,T)14N reactions. Tritium
has a half-life of 12.3 years and decays by emitting a (3~ particle with a maxi-
mum energy of 18.6 keV. Tritium exists in nature almost exclusively as HTO.
and in the continental surface waters and the human body it has an atomic
T:H ratio of 3.3 x 10~18. Since the human body is about 10% hydrogen by
weight, estimate the tritium activity (Bq) in a 100-kg person.
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17. The global inventory of 14C is about 8.5 EBq. If all that inventory is a result
of cosmic ray interactions in the atmosphere, how many kilograms of 14C are
produced each year in the atmosphere?

18. The average mass of potassium in the human body is about 140 g. From the
abundance and half-life of 40K (see Table 5.2), estimate the average activity
(Bq) of 40K in the body.

19. The naturally occurring radionuclides 222Rn and 220Rn decay by emitting a
particles which have a range of only a few centimeters in air. Yet there is con-
siderable concern about the presence of these radioisotopes in interior spaces.
Explain how these radioisotopes enter homes and workspaces and why they are
considered hazardous to the residents.

20. Charcoal found in a deep layer of sediment in a cave is found to have an atomic
14C/12C ratio only 30% that of a charcoal sample from a higher level with a
known age of 1850 y. What is the age of the deeper layer?
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Chapter 6

Binary Nuclear
Reactions

By far the most important type of nuclear reaction is that in which two nuclei
interact and produce one or more products. Such reactions involving two react ants
are termed binary reactions. All naturally occurring nuclides with more than a
few protons were created by binary nuclear reactions inside stars. Such nuclides
are essential for life, and the energy that nurtures it likewise derives from energy
released by binary nuclear reactions in stars.

Binary nuclear reactions are shown schematically as

A + B —>C + D + E + - - -

In all such reactions involving only the nuclear force, several quantities are con-
served: (1) total energy (rest mass energy plus kinetic and potential energies),
(2) linear momentum. (3) angular momentum (or spin). (4) charge, (5) number of
protons,1 (6) number of neutrons,1 and several other quantities (such as the parity
of the quantum mechanical wave function, which we need not consider).

Many binary nuclear reactions are caused by a nucleon or light nuclide x striking
a heavier nucleus X at rest in our frame of reference. Although several products may
result, very often only two products y (the lighter of the two) and Y are produced.
Such binary, two-product reactions are written as

x + X —> y + Y or, more compactly, as X(x, y)Y. (6-1)

In this chapter, the consequences of conservation of energy and momentum in
such two-product binary reactions are examined. The kinetic energies of the prod-
ucts and their directions of travel with respect to the incident particle are of par-
ticular interest. Such considerations are usually referred to as the kinematics of the
reaction.

1The number of protons and neutrons is not necessarily conserved in reactions involving the so-
called weak force, which is responsible for beta and electron-capture radioactive decays.
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6.1 Types of Binary Reactions
For a given pair of reactants, many possible sets of products are possible. The prob-
ability of obtaining a specific reaction outcome generally depends strongly on the
kinetic energy of the incident reactants and the mechanism by which the products
are produced.

Reactions Mechanisms
Nucleons or light nuclei, as projectiles with kinetic energies greater than about 40
MeV, have de Broglie wavelengths that are comparable to the size of the nucleons
in a target nucleus. Such projectiles, consequently, are likely to interact with one
or, at most, a few neighboring nucleons in the target nucleus. The remainder of the
nucleons in the target play little part in the interaction. These direct interactions
usually occur near the surface of the target nucleus and are, thus, sometimes called
peripheral processes.

Incident projectiles with less than a few MeV of kinetic energy have de Broglie
wavelengths much larger than the nucleons in the target nucleus. Consequently,
the projectile is more likely to interact with the nucleus as whole, i.e., with all the
nucleons simultaneously, forming initially a highly excited compound nucleus. This
compound nucleus decays within about 10~14 s of its formation into one of several
different sets of possible reaction products. The concept of the compound nucleus,
introduced by Bohr in 1936, is discussed in detail below.

6.1.1 The Compound Nucleus
As explained above, incident particles with kinetic energies less than a few MeV, are
more likely to interact with the whole target nucleus than with any individual con-
stituent nucleon. Upon absorption, the incident particle's kinetic energy is absorbed
and transferred to the nucleus as a whole, creating a single excited nucleus called a
compound nucleus. This excited nucleus typically has a lifetime much greater than
the nuclear lifetime, the time it would take the incident particle to pass through
the target nucleus (between 10~21 and 10~17 s). Within 10~15 to 10~13 seconds,
the compound nucleus decays through the emission of one or more particles. The
excited states of the compound nucleus are called virtual states or virtual levels since
they decay by particle emission. This is to distinguish them from bound states of
excited nuclei which decay only by 7-ray emission.

Reactions involving a compound nucleus are, therefore, two-step processes. First
a relatively long-lived excited compound nucleus is formed, which subsequently
decays into two or more products. We can visualize such a reaction as

x + X—>(x + X)*—>y + Y. (6.2)

Because the lifetime of the compound nucleus is much longer than the nuclear
lifetime, the compound nucleus "forgets" how it was formed or the direction of
the incident particle. Upon disintegration of the compound nucleus, the reaction
products are emitted, with equal probability, in all directions (from the point of
view of the compound nucleus). Moreover, the modes of decay of the compound
nucleus are independent of how it was formed. Indeed, this has been well confirmed
experimentally. For example, the compound nucleus 64Zn* can be formed in two
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ways and can decay in the following three ways [Mayo 1998]
63Zn + n

c u + n + p •
The different ways the compound nucleus disintegrates into different reaction prod-
ucts are called exit channels. The probability of observing a particular exit channel
is independent of how the compound nucleus was formed.

Reaction Nomenclature
There is some standard nomenclature used to classify different types of binary reac-
tions based on the identity of the projectile and light product. Here we summarize
the most frequently encountered types of reactions.

transfer reactions: These are direct reactions in which one or two nucleons are
transferred between the projectile and light product. Examples are (CM, d) or
(d, n) reactions.

scattering reactions: When the projectile and light product are the same, the
projectile is said to have scattered. If the target nucleus is left in the ground
state, the scattering is elastic, whereas, if some of the incident kinetic energy
is used to leave the target nucleus in an excited state, the scattering is called
inelastic. In inelastic scattering, the excited heavy product usually decays
rapidly with the emission of a gamma photon. Elastic scattering reactions are
denoted by (x, x) and inelastic scattering reactions by (x,x ;).

knockout reactions: In certain direct interactions, the initial projectile is emitted
accompanied by one or more nucleons from the target nucleus. Examples are
(n, In). (n,np}. arid (n, 3n) reactions.

capture reactions: Sometimes the incident projectile is absorbed by the target
leaving only a product nucleus. These product nuclei are usually left in an
excited state and rapidly decay by emitting one or more gamma photons.
The ground-state product nucleus may or may not be radioactive. The (n, 7)
reaction is one of the most important capture reactions, since this reaction
allows us to produce radioisotopes from stable target nuclei by bombarding
them with neutrons inside a nuclear reactor.

nuclear photoeffect: If the incident projectile is a gamma photon, it can liber-
ate a riucleon from the target. For example, (7, n) reactions are a means of
producing neutrons for laboratory use.

6.2 Kinematics of Binary Two-Product Nuclear Reactions
A very common type of nuclear reaction is one in which two nuclei react to form
two product nuclei. Such a reaction may be written as

£Xi + zlX2 — > z"X3 + i^4, or, more compactly, as x + X — > Y + y. (6.3)

Conservation of the number of protons and neutrons requires that Z\ + Z^ = Z% + Z^
and AI+ A2 = A3 + A4.
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In these two-product reactions, the constraints of energy and momentum con-
servation require that the two products divide between them, in a unique manner,
the initial kinetic energy and the reaction energy from any mass changes.

6.2.1 Energy/Mass Conservation
The energy released in the binary reaction of Eq. (6.3) is the Q-value of the reac-
tion. This energy is manifested as a net gain in kinetic energy of the products, or,
equivalently, a net decrease in the rest masses, i.e.,

Q = Ey + Ey — Ex — EX — (rax + rax ~ my ~ ray)c2. (6-4)

Because the number of protons is usually conserved in this binary reaction,2 the
nuclear masses mi in this expression can be replaced by the corresponding atomic
masses Mi of the particles. The electron masses on both sides of the reaction cancel,
and the small difference in electron binding energies is negligible. Thus, the Q-value
may also be written

Q = (Mx + Mx-My- My)c2. (6.5)

In many binary nuclear reactions, the target nucleus is stationary in the lab-
oratory coordinate system, i.e., EX = 0. If the target nucleus is not at rest, we
can always perform our analyses in a coordinate system moving with the target
since the laws of physics are the same in all inertial frames of reference. Thus, with
EX = 0, the Q-value is

Q = Ey + EY-Ex = (mx+mx-my- ray)c2 = (Mx + Mx - My - My)c2. (6.6)

If Q > 0, the reaction is exoergic (exothermic) and there is a net increase in the
kinetic energy of the products accompanied by a net decrease in the rest mass of
the products. By contrast, if Q < 0, the reaction is endoergic (endothermic), and
energy is absorbed to increase the rest mass of the products. The special case of
Q = 0 occurs only for elastic scattering, i.e., when mx — my and mx = ray. In
inelastic scattering, mx = my but ray > mx, since Y is an excited configuration of
the target nucleus X, and hence Q < 0.

If one of the reactants or products is a photon, its rest mass is zero and its
kinetic energy is E — hv = pc, where p is the photon's momentum.

6.2.2 Conservation of Energy and Linear Momentum
Consider the binary reaction shown in Fig. 6.1 in which the target nucleus is at
rest. The products y and Y move away from the collision site at angles 9y and 0y,
respectively, with respect to the incident direction of x.

From the constraints imposed by conservation of total energy and linear mo-
mentum, the energy and direction of a product nuclei can be determined in terms
of those of the reactants. If Ei denotes the kinetic energy of the iih nucleus and Q
is the Q-value of the reaction, conservation of energy requires (with EX = 0)

Ex = Ey + EY-Q. (6.7)

2The exceptions being electron capture and similar reactions involving the weak force.
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Reaction Geometry

Momentum Balance

Figure 6.1. The geometry for a binary two-product nuclear reaction in the laboratory
frame of reference in which the target nucleus is stationary (left-hand figure). Conser-
vation of linear momentum requires that the momentum vectors of the three moving
particles be closed (right-hand figure).

Conservation of momentum requires px — py+py where pL is the momentum vector
for the iih nucleus. For linear momentum to be conserved, these three vectors must
lie in the same plane, and the vector triangle formed by them (see Fig. 6.1) must
be closed. Thus, by the law of cosines

2 2 / r\
Py = Px + Py — 2pxPy COS Vy .

For non-relativistic particles.3 pt — \/1mlEl. Then from Eq. (6.8)

ImyEy ~ 2mxEx + 2myEy — 2\ (6.9)xmyExEycosOy.

Substitution from Eq. (6.7) for Ey and rearrangement yields

(my +my}Ey — 2 ̂ /mx rny Ex ujy \f~E~y + Ex(mx — my) — myQ — 0 (6.10)

?v has the following generalwhere ujy = cos9y. This quadratic equation for
solution:

mxmyE -TT a;.

mxmyEx
/ . X(my + my

+
mYQ

/ . N(my + my

(6.11)

This solution has the form \/E^ — a±\/a2 + b< and, depending on the magnitude
and sign of a2 + 6, there can be zero, one. or even two acceptable values for \J~E^. For

3For the more general relativistic treatment, see Shultis and Faw [f996].
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a physically realistic solution ^I/E^ must be real and positive. If the right-hand side
of Eq. (6.11) is negative or complex (a2 + b < 0), then the solution is not physically
possible and the reaction cannot occur. The physical factors which can contribute
toward making a particular emission angle Oy for my energetically impossible are
(1) a negative Q-value, (2) a heavy projectile so that my — mx < 0, and (3) a large
scattering angle 9y so that uy = cosOy < 0.

Exoergic Reactions (Q > 0)
For Q > 0 and with my > mx, the term in square brackets in Eq. (6.11) is always
positive and only the positive sign of the ± pair is meaningful. Thus Ey = (a +
A/a2 + b}2 is the only solution.

As the bombarding energy Ex approaches zero we see

E —, —^—Q, Q > 0. (6.12)
my + my

In this case of zero linear momentum, the Q-value is simply the sum of the kinetic
energies of the products, which must be apportioned according the mass fractions
of the products to preserve zero linear momentum. Notice, that the kinetic energy
Ey is the same for all angles 9y since conservation of energy and momentum require

Q = Ey + EY and 9y + By = n.

Endoergic Reactions (Q < 0)
For Q < 0 and with my > mx, the argument of the square-root term in Eq. (6.11)
is negative if Ex is too small, and the reaction is thus not possible. However
as Ex increases, a2 + b becomes positive and two positive values of \f~E~y can be
obtained for forward angles ujy > 0. These double values of Ey correspond to two
groups of particles y that are emitted in the forward and backward directions from
the perspective of the compound nucleus4 in the center-of-mass coordinate system
(i.e., that of the compound nucleus' perspective). The backward directed group is,
however, carried forward in the laboratory coordinate system whenever the velocity
of the center of mass, Vc, is greater than that of particle y in that system (see
Fig. 6.2). However, as Ex increases further only the Ey = (a + Va2 + b)2 becomes
physically, admissible.

For endoergic reactions, we thus expect the incident projectile to have to supply
a minimum amount of kinetic energy before the reaction can occur, i.e., before
physically meaningful values of Ey can be obtained from Eq. (6.11). This reaction
threshold behavior is discussed next.

4This coordinate system, in which the compound nucleus is at rest and in which there is no net
linear momentum before or after the reaction, is often referred to as the center-of-mass coordinate
system. Kinematic relations similar those of Section 6.2.2 can be derived in this alternative
coordinate system and are sometimes used since, from the point of view of the compound nucleus,
the reaction products are emitted (nearly) isotropically because during the relatively long lifetime
of the compound nucleus all information about the initial direction of the reactants is lost.
The velocity vectors v in the laboratory coordinate system (in which the target is stationary
and the compound nucleus moves) can be obtained by adding to the corresponding velocity
vectors v' in the center-of-mass coordinate system the velocity vector of the center of mass,
Vc = mxvx/(mx + mx).
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compound
nucleus

Figure 6.2. In the left figure, two particle y are emitted with the same speed v'y from
the compound nucleus with respect the compound nucleus (which emits particles equally
in all directions). By adding the velocity vector of the compound nucleus, Vc, the speeds
are transformed in the right-hand figure to the laboratory coordinate system (target at
rest). If the speed of the compound nucleus is greater than v' both example particles
will appear to be moving along the same direction 6^, but with different speeds, in the
laboratory coordinate system.

6.3 Reaction Threshold Energy
For reactions with Q < 0 (or even for reactions with Q > 0 when my < raa the
incident project must supply a certain minimum amount of energy Ex before the
reaction can occur. This minimum incident energy is termed the reaction thresh-
old energy. Two types of reaction threshold energies are encountered. These are
discussed below.

6.3.1 Kinematic Threshold
For endoergic reactions, the reaction is possible only if Ex is greater than some
threshold energy, above which the argument of the square-root term in Eq. (6.11) is
positive. For the argument of the square-root term in Eq. (6.11) to be non-negative,
it is necessary that

my(my + my}Q
(my + my) (my — mx} + mxmy cos2 9

m mY)Q
my (mxmy/my) sin2 Oy

(6.13)

For this expression to have the smallest value, the denominator must be as large as
possible, i.e.. 9y must go to zero. Thus, the kinematic reaction threshold energy is

m -f rmy — -Q-

Since » Q/c2 for most nuclear reactions, my + my ~ ma

my — mx ~ mx so that Eq. (6.14) simplifies to

-<th
1 +

mx
rax Q.

(6.14)

and my +

(6.15)
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At the threshold for endoergic reactions, the product particle y is emitted from
the compound nucleus with negligible speed (see Fig. 6.2). However, in the labora-
tory system, y has the speed of the compound nucleus and is moving with 6y = 0.
At bombarding energies Ex just slightly greater than E1^, the product nucleus my

will appear at a forward angle 9y with two distinct energies Ey given by Eq. (6.11)
with the ± pair. However, for larger values of incident energy Ex, the square-root
term in Eq. (6.11) exceeds the ^/mxmyExujy term (i.e., \/a'2 + b > a), and only the
+ sign gives a physically realistic value for ^/Ey.

6.3.2 Coulomb Barrier Threshold
If the incident projectile x is a neutron or gamma photon, it can reach the nucleus
of the target without hindrance. The minimum energy needed to initiate a given
nuclear reaction is, thus, that specified by the threshold energy of the previous
section. For exoergic reaction (Q > 0), neutrons or photons need negligible incident
kinetic energy to cause the reaction. For endoergic reactions (Q < 0), the minimum
energy of the incident neutron or photon, needed to conserve both energy and linear
momentum, is given by Eq. (6.15).

However, if the incident projectile is a nucleus, it necessarily has a positive
charge. As it approaches the target nucleus, Coulombic nuclear forces repel the
projectile, and, if the projectile does not have sufficient momentum, it cannot reach
the target nucleus. Only if the projectile reaches the surface of the target nucleus
can nuclear forces cause the two particles to interact and produce a nuclear re-
action. Thus, even for a reaction with a positive Q-value, if a positively charged
incident projectile does not have enough kinetic energy to reach the target nucleus,
the reaction cannot occur even though energy and momentum constraints for the
reaction can be satisfied. No matter what the magnitude or sign of the Q- value, a
charged incident projectile must come into close proximity of the target nucleus for
the nuclear forces to interact and cause the nuclear reaction.

The Coulombic repulsive forces between the incident projectile (charge Zxe) and
the target nucleus (charge Zxe}, when separated by a distance r, is

FC = (6.16)2

where e0 is the permittivity of free space. Consider an incident particle (charge
Zx] starting infinitely far from the target nucleus and moving directly towards it.
The work done by the bombarding particle against the electric field of the target
nucleus, by the time it is a distance 6 from the target, is

, , ZxZxe
2 f b d r ZxZxe

2 ,„ _x

This work comes at the expense of a reduction in the kinetic energy of the incident
particle by an amount We- The incident projectile must possess kinetic energy
equal to We to get its center within a distance b of the center of the target nucleus.
For a nuclear reaction to occur, 6 must be such that the surfaces of the projectile
and target nucleus come into close proximity.
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Nuclear surfaces are not sharply defined; and quantum mechanics allows par-
ticles that do not '"touch" to still interact (the "tunneling effect") [Eisberg and
Resnick 1985]. Moreover, the nuclear and electrostatic forces overlap. However, we
may assume, to a first approximation, that b — Rx + RX* where Rx and RX are the
radii of the incident projectile and the target nucleus, respectively. From Eq. (1.7)
we obtain

b = Rx + Rx = R0(A
1/3 + A1^}. (6.18)

Thus, for an incident particle with a positively charged nucleus to interact with the
target nucleus, it must have a kinetic energy to penetrate the Coulomb barrier of
about (after substituting appropriate values for the constants) [Mayo 1998]

(MeV). (6.19)C .

This threshold energy required to penetrate the Coulombic barrier is not lost
from the reaction. As the incident particle works against the Coulomb field of
the target nucleus, the target nucleus recoils and gains the kinetic energy lost by
the incident projectile. The momentum of the initial projectile must equal that of
the temporary compound nucleus, i.e.. mxvx = McnVcn where Mcn and Vcn and
the mass and speed of the compound nucleus. Hence, the kinetic energy of the
compound nucleus is Ecn — E(j.(mx/Mcn). The remainder of Ec

x is used to excite
the compound nucleus. Upon the decay of the compound nucleus into the reaction
products, the entire Ec

r is recovered in the mass and kinetic energy of the reaction
products.

6.3.3 Overall Threshold Energy
For a chargeless incident particle (e.g., neutron or photon), no Coulomb barrier has
to be overcome before the reaction takes place. For exoergic reactions (Q > 0),
there is no threshold. For endoergic reactions Q < 0, the only threshold is the
kinematic threshold of Eq. (6.15).

However, for incident particles with a charged nucleus, the Coulomb barrier al-
ways has to be surmounted. For exoergic reactions (Q > 0), there is no kinematic
threshold, only the Coulomb barrier threshold E^ , given by Eq. (6.19). For endo-
ergic reactions (Q < 0). there are both kinematic and Coulomb thresholds. For this
case, the minimum energy (Ex)min needed for the reaction to occur is

f,£f). (6.20)

Example 6.1: The compound nucleus 15N* is produced by many nuclear re-
actions including 13C(d,t)12C, 14C(p,n)14N, and 14N(n,a)nB. What is the mini-
mum kinetic energy of the incident deuteron, proton, or neutron for each of these
reactions to occur?

The first step is to calculate the Q-value for each reaction as discussed in
Section 4.5.1. The kinematic threshold E*r

h and the Coulombic threshold Ec
t: are
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found by the methods described in this section. The minimum kinetic energy of
the products is mm(Ey + EY) = Q + (Ex ) m m- The calculations are summarized
below.

Reaction

path

13C(d,t)12C
14C(P,n)14N

"Nfn.a^B

Q- value

(MeV)

1.311

-0.6259

-0.1582

*£
(MeV)

1.994

2.111

0

Eth

(MeV)

0

0.6706

0.1695

Reaction

Condition

E* > E*
Ex > E^

Ex > E*h

min(Ey + Ey)

(MeV)

3.305

1.485

0.0113

6.4 Applications of Binary Kinematics

The results presented so-far in this chapter apply to any binary, two-product nuclear
reaction. We now apply these general results to three example binary reactions.

6.4.1 A Neutron Detection Reaction
Most radiation is detected by measuring the ionization it creates as it passes through
some material. However, neutrons without any charge cannot directly ionize matter
as they pass through it. Neutrons must first cause a nuclear reaction whose charged
products are then detected from the ionization the products create. One such
reaction, widely used to detect neutrons, is the 3He(n,p)3H reaction. This is an
exoergic reaction with Q = 0.764 MeV. Because the neutron can approach the
nucleus of 3He without Coulombic repulsion, there is no threshold energy. For
incident neutrons with negligible kinetic energy, the resulting proton has kinetic
energy Ep = 0.573 MeV (from Eq. (6.12)) and the recoil tritium nucleus 0.191 MeV

(Q — Ep). As the energy of the in-
cident neutron increases, the product
proton energy Ep also increases in ac-
cordance with Eq. (6.11). The varia-
tion of Ep with the incident neutron
energy En for several emission angles
is shown in Fig. 6.3. No double-energy
region or threshold energy exists for
this reaction. By measuring the pro-
ton's kinetic energy at a specific scat-
tering angle, the kinetic energy of the
incident neutron can be inferred. In
the limit of very high incident neutron
energy (En » Q), Ep is directly pro-
portional to En, as can be seen from
the figure and from Eq. (6.11).

12

10 3He(n,p)3H

2 4 6 8

Neutron energy, E (MeV)

10

Figure 6.3. Proton energy versus incident
neutron energy for the 3He(n,p)3H reaction.

6.4.2 A Neutron Production Reaction
Neutrons can be produced by many reactions. One such reaction is the 7Li(p, n)7Be
reaction. This is an endoergic reaction with Q — —1.644 MeV, and hence has
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a small double-energy region slightly above the threshold energy for Ep. From
Eqs. (6.15) and (6.19), the kinematic and Coulombiobarrier threshold energies are,
respectively, 1.875 and 1.236 MeV. The reaction threshold is, thus, determined by
the kinematic constraint. The neutron energy versus the incident proton energy is
shown in Figs. 6.4 and 6.5.

0.14

012
7Li(p,n)7Be

Proton energy, E (MeV)

3 5 7

Proton energy, E (MeV)

Figure 6.4. Neutron energy versus incident pro- Figure 6.5. Neutron energy versus incident
ton energy for the 7Li(p. n)7Be reaction in the proton energy for the 7Li(p. ?i)7Be reaction
double energy region. above the double energy region.

6.4.3 Heavy Particle Scattering from an Electron
As heavy charged particles such as alpha particles pass through matter, they in-
teract through the Coulombic force, mostly with the electrons of the medium since
they occupy most of the matter's volume. For heavy charged particles with MeV
kinetic energies, the much smaller binding energy of an electron to the nucleus is
negligible. Thus, the electrons, with which an incident alpha particle interacts, can
be considered as a "free" electrons at rest.

To analyze this scattering reaction, identify particles X and y in Eq. (6.1) as the
electron, so mx = my = me. Ey — Ee (the recoil electron energy), mx = my = M
(the mass of the heavy particle), and Ex = EM (the kinetic energy of the incident
heavy particle). For this scattering process, there is no change in the rest masses of
the reactants, i.e., Q = 0. With the substitution of these variables into Eq. (6.11),
we obtain

,— 9 ,
COS Oe.

Squaring this result and using M » m(

electron is
Ee = 4

mf

we find that the recoil energy of the

(6.21)cos

The maximum electron recoil energy and the maximum kinetic energy loss by the
incident heavy particle, occurs for cos2 9e = I (i.e., for 9e = 0). Thus, the maximum
energy of the recoil electron is

(6.22)
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Example 6.2: What is the maximum energy loss (A£'Q)max for a 4-MeV alpha
particle scattering from an electron? From Eq. (6.22), we have

(A£Q)max = (£e)max = ̂ ~EM = 4

This is an energy sufficient to free most electrons from their atoms and create an
ion-electron pair. Most collisions transfer less energy from the alpha particle, and,
hence, we see that tens of thousands of ionization and excitation interactions are
required for an alpha particle (or any other heavy charged particle with several
MeV of kinetic energy) to slow down and become part of the ambient medium.

6.5 Reactions Involving Neutrons

Of special interest to nuclear engineers are nuclear reactions caused by incident neu-
trons or ones that produce neutrons. In this section, several of the most important
neutron reactions are described.

6.5.1 Neutron Scattering
When a neutron scatters from a nucleus, the nucleus is either left in the ground
state (elastic scattering) or in an excited state (inelastic scattering). Such scattering
is shown schematically below.

X + n elastic scattering
n + X —> { (6.23)

X* + n' inelastic scattering

The scattered neutron has less kinetic energy than the incident neutron by the
amount of recoil and excitation energy (if any) of the scattering nucleus.

The energy of the scattered neutron can be obtained directly from the general
kinematics result for binary reactions given by Eq. (6.11). For neutron scattering
from some nucleus, particles x and y are identified as the neutron so that mx = my =
mn (the neutron mass) and 9y = 9S (the neutron scattering angle). Neutron energies
before and after scattering are denoted as Ex = E and Ey = E'. Particles X and Y
are the same nucleus, although particle Y may be an excited state of the scattering
nucleus if the scattering is inelastic (i.e., if Q < 0). However, mx — my = M since
Me2 » Q\. With this change of notation, Eq. (6.11) becomes

ftf = __J ( v/m2£cos0s ± JE(M2 + m2 cos2 Os - 1) + M(M + mn)Q^
M + rnn

(6.24)
or, equivalently,

E> = (A i \ 2 {v^cosfl, ± VE(A* - 1 + cos2 es) + A(A + i)Q\ , (6.25)
•A r I j *• '
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where A = M/mn ~ the atomic mass number of the scattering nucleus. For elastic
scattering (Q = 0), only the + sign in this equation is physically meaningful. Re-
arrangement of this equation allows the scattering angle to be expressed in terms
of the initial arid final neutron kinetic energies, namely

QA (6.26)

Example 6.3: What is the minimum and maximum energy of an elastically
scattered neutron? Equation (6.25) for elastic scattering (Q = 0) becomes

\A i J-J"
s + \/E(A2 - 1 + cos^T)

)

The minimum energy of the scattered neutron occurs when the scattered neutrons
rebounds directly backward from its initial direction, i.e., the scattering angle
6s = TV so that cos Os = — 1. The above result gives

r(A _ 1)x/£ j
771' _ _l _ ) _ I v _ ' ) — pi

m i n ~ (A + l)2 ~ (.4 + 1)2 -

where a = (A ~ 1)2/(A + I)2. The maximum energy of the scattered neutron
occurs for a glancing collision, i.e., for 6S — 0 so that cos^s = 1. Thus

_ {(A + l)y/£}" _
^max - (.4+1)2 ~ (A + 1)2 ~ E'

These results hold for A > I . For scattering from hydrogen A = 1, we must be
more careful. Conservation on energy and momentum gave us Eq. (6.10) which
we then solved for \f~E~'. For elastic scattering from hydrogen, m.T = my — mx =
my ~ 1 (u), so that this quadratic equation for \/~E' reduces to

IE' - 2^/E cos Os ^J~E' +0 = 0.

From this we find \TE' = v^cos^. Since \E' must be non-negative, the
only physically allowed scattering angles are 0 < Os < ?r/2, i.e.. there can be no
backscatter—a result well known to every pool player who scatters a ball from
a ball of equal mass. The minimum energy of the scattered neutron now occurs
for 6S = 7T/2 for which E'min = 0. The maximum energy of the scattered neutron
occurs, as in the general case, for #., = 0 which gives E'maK — E.

Average Neutron Energy Loss
For elastic scattering (Q — 0), the minimum and maximum energy of the scattered
neutron is found from Eq. (6.25) for maximum arid minimum scattering angles
[(^s)max = TT and (^s)min = 0]. respectively. The result is

£•':_ = aE and E' = E. (6.27)
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where a = (A — I}2/(A+l}2. The corresponding neutron energy loss (equal to the
average kinetic energy of the recoiling nucleus) is, for isotropic scattering,

(A£)av = E - E'av = E - l-(E + aE} = 1(1 - a)E. (6.28)

Notice, that as the neutron energy decreases, the average energy loss also decreases.

Average Logarithmic Energy Loss
Because neutrons in a reactor can have a wide range of energies, ranging from a few
milli to several mega electron volts, a logarithmic energy scale is often used when
plotting the energy spectrum of the neutrons. One can also compute the average
logarithmic energy loss per elastic scatter, i.e., the average value of (InE — InE') =
log(E/E'). For isotropic scattering with respect to the compound nucleus, it can
be shown [Mayo 1998]

In
a

In a = £. (6.29)

Notice that this result is independent of the initial neutron energy. Thus, on a
logarithmic energy scale a neutron loses the same amount of logarithmic energy per
elastic scatter, regardless of its initial energy.

From Eq. (6.29) we can calculate the average number of scatters required to
bring a neutron of initial energy E\ to a lower energy E^. Because the change
in the logarithm of the energy is In^i/E^), and because £ is the average loss in
the logarithm of the energy per scatter, the number of scatters n needed, (on the
average), is

(6.30)

Since the smaller the A number the larger is £, material with small A numbers are
more effective at slowing down neutrons than materials with large A numbers. The
effectiveness of several elements in slowing a 2-MeV neutron to thermal energies
(0.025 eV) is shown in Table 6.1.

Table 6.1. Slowing of neutron by various materials.
Here n is the number of elastic scatters to slow, on
the average, a neutron from 2 MeV to 0.025 eV.

Material

H

H2O

D

D2O

He

Be

C
238 u

A

1

1 & 16
2

2 & 16

4

9

12

238

a

0

—

0.111

—

0.360
0.640
0.716

0.983

£

1

0.920
0.725
0.509
0.425
0.207
0.158

0.0084

n

18.2

19.8
25.1

35.7

42.8
88.1

115

2172
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Thermal Neutrons
As fast neutrons slow down, they eventually come into thermal equilibrium with
the thermal motion of the atoms in the medium through which they are moving.
The atoms of the medium are moving with a distribution of speeds, known as the
Maxwellian distribution. In such a thermal equilibrium, a neutron is as likely to
gain kinetic energy upon scattering from a rapidly moving nucleus as it is to lose
energy upon scattering from a slowly moving nucleus. Such neutrons are referred
to as thermal neutrons. At room temperature, 293 K, the average kinetic energy of
thermal neutrons is 0.025 eV corresponding to a neutron speed of about 2200 m/s.
This is a minuscule energy compared to the energy released in nuclear reactions
induced by such slow moving neutrons.

6.5.2 Neutron Capture Reactions
The ultimate fate of free neutrons is to be absorbed by a nucleus, and thereby
sometimes convert a stable nucleus into a radioactive one. Such transformations
may be intentional (such as in the production of useful radioisotopes) or an un-
desirable by-product of a neutron field. The capture of a neutron by a nucleus
usually leaves the compound nucleus in a highly excited state (recall the average
binding energy of a nucleon is about 7 to 8 MeV). The excited nucleus usually de-
cays rapidly (within about 10"" 13 s) by emitting one or more capture gamma rays.
These energetic capture gamma photons may present a significant radiation hazard
if produced in regions near humans. Such (71,7) reactions may be depicted as

n + AX — > [A+1X}* — > A+1X + 7. (6.31)

To shield against neutrons, we often allow the neutron to first slow down by
passing through a material composed of elements with small A (e.g.. a hydrogen
rich material such as water or paraffin) and then pass into a material that readily
absorbs slow moving (thermal) neutrons. One such material is boron whose natural
isotope 10B has a large propensity to absorb neutrons with kinetic energies less than
1 eV. This neutron absorption reaction is

6.5.3 Fission Reactions
We saw in Chapter 4, in the discussion of binding energies of nuclei, that nuclear
energy can be obtained by splitting a very heavy nucleus (e.g.. 235U) into two lighter
nuclei. This fission reaction is an important and practical source of energy. A large
fraction of the world's electrical energy is currently generated from energy liberated
through the fission process.

The trick to generating fission energy is to get a heavy nucleus to fission and
release the fission energy. Some very heavy nuclides actually undergo radioactive
decay by spontaneously fissioning into two lighter nuclides. For example, 252Cf has
a half-life of 2.638 y and usually decays by alpha particle emission. However, in
3.09% of the decays, 252Cf spontaneously fissions. Such spontaneously fissioning
nuclides are rare arid usually decay more rapidly by alpha decay. Some properties
of spontaneously fission radionuclides are summarized in Table 6.2.
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Table 6.2. Nuclides which spontaneously fission. All also decay by alpha emission, which
is usually the only other decay mode. However, nuclides 241Pu, 250Cm, and 249Bk also
undergo beta decay with probabilities of 99.99755%, 14%, and 99.99856%, respectively.

Nuclide

233U

235 u

238 u

237Np

236 Pu
238 pu

239pu

240 pu

241 Pu
242pu

244 pu

241Am
242 Cm
244 Cm
246Cm
248 Cm
250Cm
249 Bk
246 Cf
248 Cf
249Cf

250 Cf
252Cf

254 Cf

253 Es
254 Fm

Half-life

1.59 xlO5 y
7.04 xlO8 y
4.47 xlO9 y
2.14 XlO6 y
2.85 y
87.7 y
2.41 xlO4 y
6569 y
14.35 y
3.76 xlO5 y
8.26 xlO7 y
433.6 y
163 d
18.11 y
4730 y
3.39 xlO5 y
6900 y
320 d
35.7 h
333.5 d
350.6 y
13.08 y
2.638 y
60.5 d
20.47 d
3.24 h

Fission prob.
per decay (%)

1.3 xlO-10

2.0 xlO~7

5.4 xlQ-5

2.1 xlO-12

8.1 xlO-8

1.8 xlO-7

4.4 xlO"10

5.0 xlO-6

5.7 xlO-13

5.5 xlO-4

0.125
4.1 XKT10

6.8 xlO-6

1.3 xlO~4

0.0261
8.26
61.0
4.7 xlO-8

2.0 xlO~4

2.9 xKT3

5.2 xlO~7

0.077
3.09
99.69
8.7 xlO-6

0.053

Neutrons
per fission

1.76
1.86
2.07
2.05
2.23
2.28
2.16
2.21
2.25
2.24
2.28
3.22
2.70
2.77
2.86
3.14
3.31
3.67
2.83
3.00
3.20
3.49
3.73
3.89
3.70
4.00

a per
fission

7.6 xlO11

5.0 xlO8

1.9 xlO6

4.7 xlO11

1.2 xlO9

5.4 xlO8

2.3 xlO11

2.0 xlO7

4.3 xlO9

1.8 xlO5

8.0 xlO2

2.4 xlO11

1.5 xlO7

7.5 xlO5

3.8 xlO3

11
0.40
3.1 xlO4

5.0 xlO5

3.5 xlO4

1.9 xlO8

1.3 xlO3

31
0.0031
1.2 xlO7

1.9 xlO3

Neutrons
per (g s)

8.6 xlO~ 4

3.0 xlO~ 4

0.0136
1.1 xlO~4

3.6 xlO4

2.7 xlO3

2.2 xlO-2

920
0.05
1.8 xlO3

1.9 xlO3

1.18
2.3 xlO7

1.1 xlO7

8.5 xlO6

4.1 xlO12

1.6 xlO10

1.1 xlO5

7.5 xlO10

5.1 xlO9

2.5 xlO3

1.1 xlO10

2.3 xlO12

1.2 xlO15

3.0 xlO8

3.0 xlO14

Source: From Shultis and Faw [1996].

Generally, however, it is necessary to hit a heavy nucleus with a subatomic
particle, such as a neutron, to produce a compound nucleus in an extremely highly
excited state. The unstable compound nucleus may decay by a variety of methods
including the fission process. For example, if 235U is bombarded with neutrons,
some possible reactions are

+ on elastic scatter

+ on' + 7 inelastic scatter

+ 7 radiative capture

Yr + y-i + V2 H fission

235TT
92 U

236i
92'

where, in the fission reaction, YH and YL are the heavy and light fission products,
respectively, and the yi are other lighter subatomic particles such as neutrons and
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beta particles. Direct reactions such as (n, 2n). (n, a), and (n,p] proceed without
the formation of the compound nucleus. These reactions occur only for incident
neutron energies of more than several MeV, and, hence, are not important in fission
reactors where few neutrons have energies above 5 MeV.

The crucial aspect of fission reactions induced by neutrons is that some of the
subatomic particles emitted are neutrons, usually more than one. These fission neu-
trons can then be used to cause other uranium nuclei to fission and produce more
neutrons. In this way, a self-sustaining fission chain reaction can be established to
release fission energy at a constant rate. This is the principle upon which fission re-
actors are based. The maintenance and control of such a chain reaction is discussed
in detail in a later chapter.

Any very heavy nucleus can be made to fission accompanied by a net release of
energy if hit sufficiently hard by some incident particle. However, very few nuclides
can fission by the absorption of a neutron with negligible incident kinetic energy.5

The binding energy of this neutron in the compound nucleus provides sufficient
excitation energy that the compound nucleus can deform sufficiently to split apart.
Nuclides, such as 235U, 233U, and 239Pu, that fission upon the absorption of a slow
moving neutron, are called fissile nuclei and play an important role in present-day
nuclear reactors. Nuclides that fission only when struck with a neutron with one or
more MeV of kinetic energy, such as 238U and 240Pu, are said to be fissionable, i.e.,
they undergo fast fission.

Some nuclides, which are themselves not fissile, can be converted into fissile
nuclides upon the absorption of a slow moving neutron. Such fertile nuclides can be
converted into useful nuclear fuel for fission reactors in which most of the neutrons
are slow moving. The two most important of these fissile breeding reactions are

232T, . 1 233T} ff~ 233p /3~ 233Ty
90in + 0n —> 90 in —-> 91ra —-» 92u

22 m 27 d

2 3 8 T T _ L 1 r 1 , 239TT _ / j~ 239ivTl_ ^~. 239p,.g 2 U + 0 n > no U > 93-IMp *• g^11-JZ U y/ 24 m y<i 56 h

6.6 Characteristics of the Fission Reaction
In this section, several important properties of the fission reaction, which are of
great importance in designing fission power reactors, are discussed.

The Fission Process

When an incident subatomic projectile is absorbed by a heavy nucleus, the resulting
compound nucleus is produced in a very excited state. The excitation energy E*
of the compound nucleus equals the binding energy of the incident particle to it
plus the kinetic energy of the incident projectile, less a negligible recoil energy of

5 Such neutrons typically are thermal neutrons, neutrons which have lost almost all of their kinetic
energy and are moving with speeds comparable to the speed of the thermal motion of the ambient
atoms. At room temperature, thermal neutrons have an average kinetic energy of only about
0.025 eV. Neutrons with energies just above thermal energies are call epithermal, and those with
energies above several tens of eV are called fast neutrons.
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the compound nucleus. The excited compound nucleus is very unstable, with a
lifetime of about 10~14 s. The "nuclear fluid" of such an excited nucleus undergoes
large oscillations and deformations in shape. If the compound nucleus is sufficiently
excited, it may, during one of its oscillations in shape, deform into an elongated or
dumbbell configuration in which the two ends Coulombically repel each other and
the nuclear forces, being very short ranged, are no longer able to hold the two ends
together. The two ends then separate (scission) within ~ 10~20 s into two nuclear
pieces, repelling each other with such tremendous Coulombic force that many of
the orbital electrons are left behind. Two highly charged fission fragments are thus
created.6 For example, in neutron-induced fission of 235U, the reaction sequence,
immediately following scission of the compound nucleus, is

n + 2gU — > 2^U* — > Y+n + Y+m + (n + m)e~ , (6.32)

where the Y# and YL indicate, respectively, the heavy and light primary fission
products, and the ionic charge n and m on the fission fragments is about 20.

The primary fission fragments are produced in such highly excited nuclear states
that neutrons can "boil" off them. Anywhere from 0 to about 8 neutrons, denoted
by i^p, evaporate from the primary fission fragments within about 10~17 s of the
scission or splitting apart of the compound nucleus. These neutrons are called
prompt fission neutrons, hence the subscript p in z/p, in order to distinguish them
from delayed neutrons emitted at later times during radioactive decay of the fission
products.

Following prompt neutron emission, the fission fragments are still in excited
states, but with excitation energies insufficient to cause particle emission. They
promptly decay to lower energy levels only by the emission of prompt gamma rays
7p. This emission is usually completed within about 2 x 10~14 s after the emission
of the prompt neutrons.

The highly charged fission fragments pass through the surrounding medium
causing millions of Coulombic ionization and excitation interacts with the electrons
of the medium. As the fission fragments slow, they gradually acquire electrons
reducing their ionization charge, until, by the time they are stopped, they have
become electrically neutral atoms. This transfer of the fission fragments' kinetic
energy to the ambient medium takes about 10~12 s. Thus, after about 10~12 s
following scission, the fission reaction may be written

2jgU — > 255U* — > YH + YL + i/p(Jn) + 7p- (6-33)

In the fission process, the number of neutrons and protons must be conserved.
For neutron-induced fission of 2g|U this requires

AL + AH + VP = 236
NL + NH + vp = 144 (6.34)

ZL + ZH = 92

6Sometimes three fission fragments are formed in ternary fission with the third being a small
nucleus. Alpha particles are created in about 0.2% of the fissions, and nuclei of 2H, 3H and
others up to about 10B with much less frequency. Such ternary fission, though rare, accounts in
part for buildup of tritium in water-cooled nuclear reactors.
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After prompt neutron and gamma ray emission, the fission fragments are termed
fission products. The fission products are still radioactively unstable since they still
have too many neutrons compared to protons to form stable atoms. They thus form
the start of decay chains whose members radioactively decay, usually by isobaric
/3~ decay, (constant A) until a stable end-nuclide is reached. The half-lives of
the fission product daughters range from fractions of a second to many thousands
of years. The proper management of these long-lived fission products is a major
challenge to proponents of nuclear fission power.

6.6.1 Fission Products
Several hundred different nuclides can be produced by a fission event or by the
subsequent decay of the fission products. Understanding how the radioactive fission
products accumulate and decay in time is important in the management of nuclear
waste. Also since the kinetic energy of the fission fragments represents the bulk of
the released fission energy, the energetics of these products is also very important.
In this section these and other related properties are discussed.

Fission Product Decay Chains
The neutron to proton ratio in 236U is 144/92 = 1.57, and the fission fragments must
initially have this same ratio. However, stable nuclides of the mass of the fission
fragments have much lower ratios, typically between 1.2 to 1.4. Thus the initial
fission products are neutron rich and begin to decrease their neutron to proton
ratio through fl~ decay.7 Consequently, a fission product chain is created, whereby
a series of isobaric (constant A) j3~ decays occur until a stable nuclide is obtained.
Schematically,

^Y -— v A~Y -̂ 1*. ^Y -̂ 1* ^~ ^Y fo f f lK lp^
z A — > z+1 A — > z+2A — > ---- *• z+n-^ (stable;

Decay chains may be short or long and vary tremendously in how long it takes
to reach the stable end nuclide. A few important examples of decay fission product
chains are presented below.

It is through the following fission product chain

. »°Cs »°Ba » '«La »°Ce (stable) (6.35)
16 s 66 s 12.8 d 40 h

that fission was discovered. Otto Hahn, working with Fritz Strassman and Lise
Meitner, observed in 1939 that the elements La and Ba were produced in an initially
pure uranium sample bombarded by neutrons and thus had to be produced by the
splitting of the uranium atom.

The short fission product chain

igSm (T1/2 = 1011 y). (6.36)

7Very rarely, a fission product decays by neutron emission. Although very important for reactor
control, decay by neutron emission is unlikely and is usually ignored in assessing fission product
inventories.

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



produces an isotope of the element promethium, which has no stable isotopes, and
which had been poorly identified before the discovery of fission.

Another long fission product chain,

99 or
38 D1

0.27 s
Y

1.5 s
99 r
40' 2.2 s 15 s 2.75 d

99m
43Tc*

6.01 h
STC -£-> JJi

0.21 My
(stable), (6.37)

contains the longest lived isotope of technetium, all of which are radioactive and do
not occur naturally on earth. This element was first discovered through this fission
product chain. Also of interest, the metastable 99mTc is the radioisotope most often
used today in medical diagnoses.

Finally, a decay chain of great importance to nuclear reactor operations is

135
51Sb

1.7 s

135
52Te

19 s

135T
531

6.57 h
135
54Xe

9.10 h
135
55Cs 0-

2.6 My
135i (stable). (6.38)

The nuclide ^Xe has such a huge propensity (the largest of all nuclides) to absorb
slow moving neutrons, that a very little buildup of this nuclide in a reactor core
can absorb enough neutrons to stop the self-sustaining chain reaction. This 135Xe
effect is discussed at length in Chapter 10.

Mass Distribution of Fission Products
The two fission fragments can

have mass numbers ranging from
about 70 to about 170. Thus,
about 100 different fission product
decay chains, each with a constant
A, are formed. However, not all
fission fragment masses are equally
likely. Likewise, not all nuclides
with the same A number are pro-
duced equally.

The probability a fission frag-
ment is a nuclide with mass num-
ber A, i.e., it is a member of the
decay chain of mass number A, is
called the fission chain yield and is
denoted by y(A). The fission chain
yield for the thermal fission of 235U
and 239Pu are shown in Fig. 6.6.
Both fissile isotopes have very sim-

ilar yield curves, that for 239pu being shifted slightly towards higher masses. Notice
also that there is an asymmetry in the mass of the fission fragments. It is much
more likely to obtain a fission fragment with mass numbers of 94 and 140 (obtained
in about 6.5% of all fissions) than it is to obtain a symmetric splitting A ~ 118
(obtained in only 0.01% of all fissions of 235U).

10'

10"

10'

10"

10"

10-5
60 80 100 120 140 160

Atomic mass number, A

180

Figure 6.6. Fission product yields for the thermal
fission of 235U and 239Pu. Data source: GE-NE
[1996]
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It should be noted, that the mass of one fission fragment determines that of the
other. For thermal fission of 236U, if the light fragment has mass AL, conservation
of nucleons requires the other fragment to have mass AH — 236 — AL — vp. Thus,
the probability of producing a fragment of a given mass is closely correlated with
the mass of the other fragment.

We see that thermal fission is an asymmetric process. However, as the energy
of the incident neutron increases, the compound nucleus is produced in a higher
excited state. The resulting fission chain curve shows a smaller asymmetry. For
thermal fission, the peak maximum to valley minimum is about 6.5%/0.01% — 650.
For 14-MeV neutrons this asymmetry ratio is about 100, and for 90-MeV neutrons,
there is only a single central peak.

Many members of a decay chain can be produced as fission fragments. The
probability of obtaining a fission fragment with mass number A and with Z protons
is the fission yield y(A, Z}. The fission chain yield through member k is simply the
cumulative yield through that member, i.e.,

j). (6.39)

Initial Energy of Fission Fragments
Following the scission of the compound nucleus, as in the reaction of Eq. (6.32), the
reaction's Q- value plus the incident neutrons's kinetic energy, if any, must equal the
kinetic energy of the two highly excited fission fragments YL and YH- For a fission
caused by the absorption of an incident neutron with negligible kinetic energy, such
as a thermal neutron, conservation of momentum requires

VL mH (K ,mniLVL — mHvH or — = - . (6.40)
VH rnL

where m^ and Vi are the masses and speeds of the two fragments. The kinetic
energies El of the two fragments are then in the ratio (using the above result),

mH ,
EH rnHvH/2 mL '

Thus, a fragment's initial kinetic energy is inversely proportional to its mass, so that
the lighter fragment has a greater kinetic energy than does the heavy fragment.

Because the mass distribution of the fission fragments is bimodal (two peaks).
we expect the initial kinetic energy of the fragments to also be bimodal. In Fig. 6.7,
the kinetic energy distribution of the fission fragments produced in the thermal
fission of 235U is shown. This energy is rapidly transferred to the ambient medium
as thermal energy as the fragments slow and become incorporated into the medium.

6.6.2 Neutron Emission in Fission
The neutrons emitted by a fission reaction are of great importance for the practical
release of nuclear power. With these fission neutrons, other fission reactions can be
caused, and, if properly arranged, a self sustaining chain reaction can be established.
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Figure 6.7. Energy distribution of fission products pro-
duced by the thermal fission of 235U. The mean energy
of the light fragment is 99.2 MeV and that of the heavy
fragment is 68.1 MeV. After Keepin [1965].

Example 6.4: Consider the following fission reaction.

235-1
92 '

140
54

after 139
-—* 54
1 s

where the 2 prompt fission neutrons have a total kinetic energy of 5.2 MeV and
the prompt gamma rays have a total energy of 6.7 MeV. What is the prompt
energy released for this fission event and what is the initial kinetic energy of the
*54Xe* fission fragment?

The prompt energy released Ep is obtained from the mass deficit of this
reaction as

Ep = [M(2iU) + mn - MC^Xe) - M(lSr) - 2mn] c

= [235.043923 + 1.008665 - 138.918787 - 94.919358 -

2(1.008665)] u x 931.5 MeV/u

= 183.6 MeV.

The total kinetic energy Eg of the ^Xe* and §lSr* fission fragments equals
Ep less the kinetic energy of the prompt neutrons and gamma rays since their
energy comes from the excitation energy of the fission fragments. Thus, Eg =
183.6 - 5.2 - 6.7 = 171.7 MeV = EH + EL, where EH and EL are the kinetic
energies of the heavy and light fission fragment, respectively. From Eq. (6.41)

IT= EL - = P \—En) - =
rriH +

= 69.8 MeV.
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Prompt and Delayed Neutrons
Almost all of the neutrons produced from a fission event are emitted within 10~14 s
of the fission event. The number vp of these prompt neutrons can vary between 0
and about 8 depending on the specific pair of fission fragments created. The average
number vp of prompt fission neutrons produced by thermal fission, i.e., averaged
over all possible pairs of fission fragments, is typically about 2.5, although its precise
value depends on the fissile nuclide. As the energy of the incident neutron increases,
the compound nucleus and the resulting fission fragments are left in higher excited
states, and more prompt neutrons are produced.

A small fraction, always less than 1% for thermal fission, of fission neutrons are
emitted as delayed neutrons, which are produced by the neutron decay of fission
products at times up to many seconds or even minutes after the fission event. The
average number T>d of delayed neutrons emitted per fission depends on the fissioning
nucleus and the energy of the neutron causing the fission.

The average number of prompt plus delayed fission neutrons per fission is then
~& = ̂ p + ~&d- The fraction of these
neutrons that are emitted by the Table 6.3. Total fission neutrons per fission. Z7.
fission products as delayed neu- and the delayed neutron fraction/3 = I7d/I7 for sev-

„ , , , , , ", , eral important nuclides. Results for fast fission are
trons is called the delayed neutron for a fosion neutron energy spectrum.
fraction (3 = Vd/^.8

Much research has been per-
formed to determine the exact fis-
sion neutron yield for many fis-
sionable nuclides because of the
importance this parameter plays
in the theory of nuclear reactors.
In Table 6.3 the average yield of
fission neutrons, v. is given for five
important fissionable nuclides for
fission caused by a thermal neu-
tron and by a fast fission neutron
(average energy 2 MeV).

Nuclide

235 u

233TJ

239 pu

241 pu

238 u

232Th

240 pu

Fast

17

2.57

2.62

8.09

2.79

2.44

3.3

Fission

&

0.0064

0.0026

0.0020
-

0.0148
0.0203
0.0026

Thermal Fission

17

2.43

2.48

2.87
3.14
-
_

-

0

0.0065
0.0026
0.0021
0.0049

-

-

-

Source: Keepin [1965].

Energies of Fission Neutrons
The energy spectrum of fission neutron has been investigated extensively, particu-
larly for the important isotope 235U. All fissionable nuclides produce a distribution
of prompt fission-neutron energies which goes to zero at low and high energies and
reaches a maximum at about 0.7 MeV. The energies of the prompt fission neu-
trons are described by a function x(.E') defined such that the fraction of prompt
neutrons emitted with kinetic energies in dE about E is \(E}dE. This prompt
fission-neutron energy spectrum %(£') is shown in Fig. 6.8 for three fissioning nu-
clides. Spectra for other fissionable isotopes are very similar to these results. The
average energy of prompt fission neutrons is about 2 MeV.

8The symbol v is overly used in nuclear technology. It is used for photon frequency, the neutrino,
and for the delayed neutron fraction. However, the context is usually sufficient to indicate its
meaning.
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Figure 6.8. Energy distribution of the prompt fission neu-
trons produced by the thermal fission of 235U and 239Pu.
The results for 252Cf are for spontaneous fission.

The fraction of prompt fission neutrons emitted per unit energy about E,
%(£"), can be described quite accurately by the following modified two-parameter
Maxwellian distribution.

-(E+EW)/T
/ T-i\

X ( E ) =

This Watt distribution can be written more compactly as

(6.42)

(6.43)

where a = e EW /TW / \/n;Ew Tw, b = Tw, and c = 4EW/T^. Values of parameters for
several fissionable nuclides are given in Table 6.4

Table 6.4. Parameters for the Watt approximation to the prompt fission-neutron
energy distribution for several fissionable nuclides. From Shultis and Faw [1996].

Eq. (4.1)

Nuclide

233u

235u

239pu

232Th

238|j

252Cf

Type of fission

thermal
thermal
thermal
fast (2 MeV)
fast (2 MeV)
spontaneous

Tw

0.3870
0.4340
0.4130
0.4305
0.4159
0.359

Ew

1.108
1.035
1.159
0.971
1.027
1.175

a

0.6077
0.5535
0.5710
0.5601
0.5759
0.6400

Eq. (4.2)

6

1.1080
1.0347
1.1593
0.9711
1.0269
1.1750

c

1.2608
1.6214
1.2292
1.8262
1.5776
1.0401
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Delayed neutrons, being emitted by less excited fission products, have consider-
ably less kinetic energy, typically only several hundred keV. Their energy spectrum
is quite complex because it is a superposition of the neutron energy spectra from
each of the several dozen fission products which can decay by neutron emission.

6.6.3 Energy Released in Fission
The magnitude of the energy ultimately released per fission is about 200 MeV. The
energy released in other nuclear events is of the order of several MeV. The amount
of energy released per fission can be estimated by considering the binding energy
per nucleon, shown in Fig. 4.1. The value of the average binding energy per nucleon
has a broad maximum of about 8.4 MeV in the mass number range from 80 to
150, and all the fission products are in this range. The average binding energy per
nucleon in the vicinity of uranium is about 7.5 MeV. The difference of the average
binding energy is 0.9 MeV between the compound nucleus, 2||U, and the fission
products and the excess. 0.9 MeV, is released in fission. The total amount of energy
released is approximately equal to the product of the number of nucleons (236) and
the excess binding energy per nucleon (0.9 MeV), or about 200 MeV.

The fission energy released has two distinct time scales. Within the first 10~12 s
the majority of the fission energy is released. Subsequently, the initial fission prod-
ucts decay (usually by (3~ decay) until stable nuclides are reached. In both cases
the total energy released per fission can be calculated from the nuclear masses of the
reactants and the masses of the products. We have seen that the fission products
for 235U with the highest yields have mass numbers near A — 95 and A = 139. An
example of the "prompt" energy release from fission is given in Example 6.5, and,
after the fission product chains have decayed to their final stable end-chain nuclei,
is given in Example 6.5.

Example 6.5: What is the energy released by the decay of the initial 1ilXe
and s^Sr fission products of Example 6.4 as they decay to the stable end points
of their decay chains? From the Chart of the Nuclides, we find that after 3 (3~
decays ^Xe reaches the stable nuclide ^La and after 4 /3~ decays j^Sr reaches
stable 42 Mo. The delayed energy release reaction is therefore

Although seven /3~ particles are emitted by the decay chains, seven ambient elec-
trons have been absorbed by the decaying fission products to make each member
of the decay chains electrically neutral. The delayed energy release reaction should
be more properly written as

In this way we see the seven electron masses on both sides of this reaction cancel
so the delayed emitted energy is

Ed = [M^Xe) + M(^Sr) - M(1^La) - M(42Mo)]c2

= [138.918787 + 94.919358 - 138.906348 - 94.905842] u x 931.5 MeV/u

= 24.2 MeV.
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Because the fissioning of the compound nucleus can produce many different
pairs of fission fragments, each leading to different fission product decay chains,
there is a variation among different fission events in the amount of fission energy
released. However, since huge numbers of fissions occur in a nuclear reactor, we
are interested in the amount of fission energy per fission, averaged over all possible
fission outcomes. The average energy release in the thermal fission of 235U is shown
in Table 6.5. Some of the delayed energy emission is not recoverable either because
the carrier particle does not interact with the surrounding medium (neutrinos) or
because it is emitted at long times after the fission products are removed from a
reactor core (delayed betas and gamma rays). It is the recoverable energy that
is converted into thermal energy in a reactor core, which is subsequently used to
produce electrical energy.

Table 6.5. The average energy produced in the fission of 235U by
thermal neutrons. For those mechanisms in which some energy is
not recoverable in a reactor core, the recoverable energy is shown in
parentheses. After Lamarsh [1966].

Prompt:
kinetic energy of the fission fragments 168 MeV
kinetic energy of prompt fission neutrons 5
fission 7-rays 7
7 rays from neutron capture — (3-9)

Delayed:
fission product /3-decay energy 9 (8)
fission product 7-decay energy 8 (7)
neutrino kinetic energy 10 (0)

Total fission energy 207 MeV
Recoverable fission energy 198-204 MeV

Energy from Fission Products
Most fission products decay within a few years, but many others have much longer
half-lives. The decay heat produced by such slowly decaying fission products is of
concern to those who have to deal with spent nuclear fuel. The average power from
delayed gamma photons and beta particles that are emitted by the fission products
produced by a single fission of 235TJ at time 0 can be estimated from the empirical
formulas

Fp(t) = 1.26 i

MeV s 1 fission l

MeV s"1 fission"1

(6.44)

(6.45)

where t is the time (in seconds) after the fission with 10 s < t < 105 s. The results
of more detailed calculations are shown in Fig. 6.9.

Useful Fission Energy Conversion Factors
Quite often we need to convert energy units useful at the microscopic level (e.g.,
MeV) to macroscopic units (e.g., MWh). This is particularly true for nuclear power
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Figure 6.9. Total gamma-ray (G) and beta-particle (B) energy emission rates as
a function of time after the thermal fission of 235U. The curves identified by the
numbers 1 to 6 are gamma emission rates for photons in the energy ranges 5-7.5,
4-5, 3-4, 2-3, 1-2, and 0-1 MeV, respectively. Source: Shultis and Faw [1996].

where a vast number of fissions must occur to release a macroscopically useful
amount of energy. If we assume 200 MeV of recoverable energy is obtained per
fission, then

W =
1 1

1.602 x 10-13 (J/MeV) 200 (MeV/fission)

= 3.1 x 1010 (fissions/s).

Since A/Na is the mass (g) per atom, the rate at which 235U must be fissioned to
generate a power of 1 MW is

1 MW = 3.1 x 10lb (fissions/s) x 86400 (s/d) x

- 1.05 (g/d).

235 / g-fissioned \

6.023 x 1023 I atom-fissioned)
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In other words, the thermal fission of 1 g of 235U yields about 1 MWd of thermal en-
ergy. However, a thermal neutron absorbed by 235U leads to fission only 85% of the
time; the other 15% of absorptions lead to (71,7) reactions. Thus, the consumption
rate of 235U equals (the fission rate)/0.85, or

1 MWd = 1.24 grams of 235U consumed.

6.7 Fusion Reactions
An alternative to the fission of heavy nuclides for extracting nuclear energy is the
fusion of light nuclides. Some possible fusion reactions involving the lightest nuclides
are listed below.

?D + ? D — > ? T + }H, Q = 4.03 MeV

?D + 2D—^He + Jn, Q = 3.27 MeV

?D + ?T —> ^He + Jn, Q = 17.59 MeV

?D + 3He—^He+}H, Q = 18.35 MeV

3T + sT—>4H e + 2in) g = 11.33 MeV

}H + |Li —> *He + f>He, Q = 4.02 MeV

}H + U
5B —> 3(|He), Q = 8.08 MeV

Although these fusion reactions are exoergic, they have threshold energies be-
cause of the repulsive Coulomb forces between the two reactants. Consequently, for
these reactions to occur, it is necessary that the reactants have sufficient incident
kinetic energy to overcome the Coulomb barrier and allow the two reacting nuclides
to reach each other, thereby enabling the nuclear forces in each particle to interact
and precipitate the fusion reaction. The kinetic energy needed is typically a few
keV to several hundred keV. The needed incident kinetic energy could be provided
by a particle accelerator to give one of the reactants sufficient kinetic energy and
to direct it towards a target composed of the second reactant. Indeed, this is done
in many laboratories in which fusion reactions are studied. However, the energy
needed to operate the accelerator far exceeds the energy released by the subsequent
fusion reactions, and this approach is not a practical source of fusion energy.

6.7.1 Thermonuclear Fusion
The reactants can also be given sufficient kinetic energy to interact if they are
raised to high temperature T so that their thermal motion provides the necessary
kinetic energy (average kinetic energy Eav — kT), where k is Boltzmann's constant).
Fusion reactions induced by the thermal motion of the reactants are often called
thermonuclear reactions. However, the temperatures needed are very high, typically
10-300 xlO6 K. At these temperatures, the reactants exist as a plasma, a state of
matter in which the electrons are stripped from the nuclei so that the hot plasma
consists of electrons and positively charged nuclei. The challenge to produce fusion
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energy in useful quantities is to confine a high temperature plasma of light elements
for sufficiently long times and at sufficiently high nuclide densities to allow the
fusion reactions to produce more energy than is required to produce the plasma.
Three approaches are available.

Gravitational Confinement
One pilasma confinement approach, the basis of life itself, uses gravity to confine
a plasma of light nuclei. Such is the method used by stars where, deep in their
interiors, extreme temperatures and pressures are produced. For example, at our
sun's core, the temperature is about 15 MK and the pressure is 4 x 1016 MPa (~ 400
billion earth atmospheres). Obviously, this is not a very useful approach to use with
earth-bound energy-generating systems. The fusion energy production in stars is
discussed in detail in Section 6.7.2.

Magnetic Confinement
The second confinement approach, is to use magnetic fields to confine the plasma.
Since a plasma is composed of fast moving charged particles, their motion can be
affected by external magnetic fields. Currently, several multinational efforts are un-
derway to design fusion plasma devices with clever arrangements of electromagnetic
fields to heat and confine a plasma. The hot plasma fluid in these devices is gener-
ally very tenuous (~ 1015 particles per cm3) and is notoriously unstable, exhibiting
many modes of breaking up and allowing the plasma to come into contact with
the walls of the reaction chamber where it is immediately chilled to normal tem-
peratures and any possibility of thermonuclear reactions ceases. These instabilities
increase dramatically as the density and temperature of the plasma increase.

Moreover, the magnetic pressure needed to confine a plasma is enormous. For
example, to confine a plasma with an average thermal energy of 10 keV per particle
and a particle density equal to atmospheric density (~ 1019 cm""3) requires pressures
exceeding 10° atm [Mayo 1998]. The external magnetic field coils and their support
structure must be designed to withstand such pressures.

Finally, the reaction chamber must be surrounded with some system to cool
the chamber walls, which are heated by the charged fusion products, and to stop
and absorb the more penetrating fusion neutrons. The heat generated by the fu-
sion products must then be converted into electrical energy before these magnetic
confinement devices can be considered a practical source of nuclear energy.

All current experimental research into fusion power is based on the D-T fusion
reaction, which requires the lowest plasma temperature to overcome the Coulomb
barrier problem. This reaction is

ID + ?T —> ^He (3.54 MeV) + Jn (14.05 MeV). (6.46)

The radioactive tritium (7\/2 = 12.3 y) needed for this reaction can be generated by
having the fusion neutron produced in this reaction interact with lithium through
the following reactions:

Jn + aLi —> 4
2Re + JT Q = 4.78 MeV,

in + l L i — ^ H e , 3 T , i Q = 4.78 MeV.
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Although great advances have been made in magnetic confinement, no system
using this approach has yet to produce more energy than that used to operate
the system. Yet the enormous amount of energy that would be made available if
practical fusion devices could be fabricated motivates the current research efforts.

Inertial Confinement
The third approach to extract useful fusion energy from light nuclei is to first place
the reactants in a small pellet at normal temperatures and pressures. The pel-
let is then rapidly heated into a plasma and compressed to a very high density
by bombarding it from several directions instantly and simultaneously with enor-
mously powerful pulses of laser light. During the brief instant, in which the pellet
implodes and before it rebounds and blows apart, the resulting high-density, high-
temperature plasma will produce many fusion reactions. In this inertial confinement
approach, the challenge is to have the fusion reactions produce more energy than is
needed to produce the laser light. So far, break-even has yet to be achieved.

This same inertial confinement principle is the basis of thermonuclear weapons.
In these weapons, a small fission explosion is used to rapidly heat and compress a
deuterium-tritium mixture, thereby producing a vast number of D-T fusion reac-
tions in the small fraction of a second before the weapon is blown apart and the
reactions cease.

Example 6.6: What is the maximum energy released by the fusion of deuterium
to form ^He? When deuterons fuse ^He is not produced directly. Rather, the two
reactions ?D + ?D —> ?T + iH and ?D + iD —> ^He + on occur with almost equal
probabilities. However, the products of each of these reactions can fuse with each
other or another deuteron as shown below.

?D + ?D —> ?T + JH + 4.03 MeV ?D + ?D —> ^He + £n + 3.27 MeV
?D + ?T —-> sHe + £n + 17.59 MeV fc + 3He __> 4Re + IR + lg 3

Jn + }H -^ ?D + 2.22 MeV Jn + JH —> ?D + 2.22 MeV

Summation of reactions in each path give the same result, namely

?D + ?D —> sHe + 23.84 MeV.

The Potential of Fusion Energy
Although nature has yet to produce the only practical fusion energy device (stars),
the potential energy yield by an earth-bound fusion system is enormous. For exam-
ple [Mayo 1998], deuterium has an abundance of 0.015% of all hydrogen isotopes.
Thus, in the 1.4 x 1018 m3 of earth's water, there are about 1.4 x 1043 atoms of
deuterium. If all this deuterium could be fused in d-d reactions (11.9 MeV/d, as
calculated in Example 6.6), about 1.8 x 1031 J of energy could be obtained. This
amount of energy source could provide our energy needs (at the world's current rate
of use) for about 50 billion years.
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This enormous potential for fusion energy, provides the current incentive for
the large research effort into how to extract useful amounts of energy from fusion
reactions.

6.7.2 Energy Production in Stars
Fusion energy, either directly or indirectly, provides all the energy used on earth.
Even fission energy requires the stars to produce heavy nuclides like uranium. In a
star such as our sun, light nuclei are fused to form heavier nuclei with the release of
several MeV of energy per fusion reaction. Our sun has produced radiant energy at
a rate of about 4 x 1026 W for the last few billions years. All this power arises from
fusion reactions that occur in the hot, dense, energy-producing core of the sun. This
central core is about 7.000 km in radius or about 0.1% of the sun's total volume.
The remainder of the sun is a "thermal blanket" through which the fusion energy
must pass by conductive, convective and radiative energy transfer processes before
it reaches the surface of the sun where it is radiated into space, a small fraction of
which subsequently reaches earth and makes life possible.

Stars are composed mostly of primordial matter created in the first few minutes
after the "big bang." This primordial matter is over 90% hydrogen, a few percent He,
and less than 1% of heavier elements. In stars the hydrogen is "burned" into helium,
which, as the star ages, is converted into ever heavier nuclides up to A ~ 56 (iron
and nickel), after which fusion reactions are not exothermic. The understanding of
how stars produce their energy through fusion reactions and how elements heavier
than iron are created in stars has been one of the major scientific achievements of
the 20th century. The following description of stellar evolution and the associated
nuclear reactions is adapted from Mayo [1998] and Cottingham and Greenwood
[1986].

Young Stars: Helium Production
The birth of a star begins with gravity (and possibly shock waves from nearby
supernovas) pulling together interstellar gas, composed primarily of hydrogen with
small amounts of helium and trace amounts of heavier nuclides (often called metals
in astrophysical jargon), to form a dense cloud of matter. As gravity pulls the
atoms together, gravitational potential energy is converted into thermal energy,
thereby heating the collapsing gas cloud. At some point, the temperature and
nuclide density at the center of the collapsing matter become sufficiently high that
fusion reactions begin to occur (i.e., the star ignites}. Eventually, the pressure of
the hot gas heated by thermonuclear reactions balances the gravitational forces and
a (temporary) equilibrium is established as the hydrogen is converted into helium.
This state, which our sun is now in, can exist for several billion years.

During this initial life of a star, hydrogen is fused to produce 4He. The principal
sequence of fusion reactions that transforms hydrogen ions into helium nuclei begins
with

}H + }H —> ID + f3+ + v, Q = 0.42 MeV.

In the sun, mass = 2.0 x 1030 kg, the central core, in which these reactions occur,
has a temperature of about 15 MK and a hydrogen nuclide density Np of about
1026 cm~3. This proton-proton fusion reaction involves the weak force instead of
the nuclear force and, consequently, it occurs very slowly with only one proton out
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of 1018 fusing each second. This is such an improbable reaction that it has never
been measured in a laboratory. Nevertheless, the high proton density in the central
core leads to a proton-proton fusion reaction rate Rpp of about 108 cm~3 s-1. The
average lifetime of a proton in the core is thus about NP/RPP ~ 3 x 1010 y. This
slow p-p reaction controls the rate at which a new star consumes its hydrogen fuel,
and is sometimes referred to as the "bottleneck" in the transformation of XH to 4He.

The deuterium product of the above reaction very rapidly absorbs a proton
through the reaction9

?D + }H — > ^He + 7, Q = 5.49 MeV.

The 3He product does not transform by absorbing a proton, since the product 4Li
rapidly breaks up into 3He and a proton. Rather the 3He migrates through the core
until it encounters another 3He nucleus, whereupon

iHe + ^He — > ^He + 2}H + 7, Q = 12.86 MeV.

The net result of the above three-step process is the transformation of four
protons into 4He, i.e.,

4(}H)—>• \He + 27 + 2/3+ + 2zy, Q = 26.72 MeV. (6.47)

Minor Variations: I. The transmutation of 3He into 4He in the third step above
can occasionally proceed along another path:

f^He + ^He — > jBe + 7.

The ^Be then goes to 4He through one of the following two sets of reactions:

jBe+_Je —>l~L\ + v

lU + }H —> 2(4He)
2(4He)

Both branches lead to 4He with the same net energy released, per 4He nucleus
formed.

Minor Variations: I I . In stars with some heavier nuclides, 12C can act as a catalyst
to transform 1H into 4He through the "carbon" or "CNO" cycle. This sequence of
reactions is

!SN —„ 13,c + (3+ + v

1 6 i t

J H + ^ N —> ^0 + 7

i|0 _ ijN + ̂  + i/

1 7 6 ^ 2

9The |D + |D —>• |He reaction is extremely unlikely since the density of D is exceedingly low.
Moreover, the large Q-value for this reaction (28.5 MeV) is well above the neutron or proton sep-
aration energies for 4He, thereby making it much more likely that 3He or 3T would be produced.
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The overall result of this CNO reaction sequence is

(6.48)4QH) -->4HeH- 87 + 2/?+ -+-1v O —^jix j Vc^ 26.72 MeV.

This CNO reaction is usually a minor contributor to a star's energy production,
representing only about 1% of the total in a young star.

Mature Stars
Once the hydrogen in a star's core is nearly consumed, leaving mostly 4He, the
helium burning phase of a star's life begins. With dwindling energy production
by hydrogen fusion, the gas pressure in the core decreases and gravity causes the
core to contract. As the core shrinks, the temperature increases as gravitational
energy is converted into thermal energy. Eventually, the temperature increases
to the point where the increased thermal motion of the He nuclei overcomes the
Coulombic repulsive forces between them and helium fusion begins. The outward
gas pressure produced by this new fusion energy source establishes a new balance
with the inward gravitation force during this helium burning phase of a star's life.
The new higher core temperature heats the gas surrounding the core and causes
the outer gas layer to expand and increase the star's size. As the star expands
the surface temperature decreases and the star becomes a red giant. Although the
surface temperature decreases, the greater surface area allows more radiant energy
to escape into space as needed to balance the higher energy production in the core.

The first step to forming elements heavier than 4He is not, as might be expected,
the fusion of two 4He nuclei to form 8Be. The average binding energy per nucleon
in 8Be is less than that for 4He (see Fig. 4.1). and 8Be in the ground state is very
unstable and disintegrates rapidly (half-life 7 x 10~17 s) into two alpha particles.
The path by which stars converted 4He into heavier elements was, for a long time,
a mystery. However, it was eventually discovered that the fusion of two 4He nu-
clei could produce 8Be in an excited resonance state which had a sufficiently long
(although still short) lifetime that, in the dense hot 4He rich core, there is enough
time for a third 4He nucleus to be absorbed by an excited 8Be complex to form 12C.
In effect, the path to heavier nuclei begins with the ternary reaction

3(^He) —> ^C, Q = 7.27 MeV.

With the production of 12C. heavier elements are formed through fusion reactions
with 4He.

4He + ^C —> ^0 + 7, Q = 7.16 MeV
4 He+^O —> ?SNe + 7, Q = 4.73 MeV

^He + 2°Ne —-> 2^Mg + 7, Q = 9.31 MeV

When the 4He fuel is exhausted, the star again shrinks and raises its core tem-
perature by the conversion of gravitational energy into thermal energy. When the
core becomes sufficiently hot, the heavier elements begin to fuse, forming even heav-
ier elements and generating additional pressure to offset the increased gravitational
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forces. Reactions during this phase include, for example,

tHe, Q = 4.62 MeV2

}H, Q = 2.24 MeV

and
Q = 9.59 MeV

Q = 7.68 MeV

As a star ages it generates heavier nuclei and the star shrinks to create ever
increasing core temperatures to sustain the fusion of the heavier nuclei. The details
of energy production in stars fusing elements heavier than helium are quite complex,
depending, for example, on the star's mass, rotation rate, and initial concentrations
of trace elements. Often an aging star acquires an onion-like structure. After the
helium burning phase it has an oxygen-neon core, surrounded by a layer of carbon,
then one of helium with the whole enveloped by a thick skin of unfused hydrogen.
As the temperature of the core increases, heavier elements are created. The neon
combines to form magnesium, which in turn combines to form silicon, and then, in
turn, to iron. In some aging stars, hydrogen from the outer layer is periodically
pulled towards the core causing periodic increases in power production which in
turn causes the star's brightness to oscillate. Sometimes the momentary increased
power production can be so high that material from the outer layer can be expelled
into space.

With an iron core, the star reaches the end of the fusion chain. Such an old star
has several concentric shells in each of which a different fuel is being consumed. The
central temperature reaches several billion degrees. The time a star spends fusing
helium and the other heavier elements is very short compared to the very long time
it spends as a young star fusing hydrogen. The slide into old age is very rapid.

Death of a Star
The production of fusion energy ceases in a star when most of the nuclides in the
core have been transformed into nuclides near the peak of the BE/ A versus A curve
(see Fig. 4.1), i.e., near A ~ 56. At this point, energy production begins to dwindle,
and there is no more possible fusion energy production to resist further gravita-
tional collapse. The result is a very unstable star. What happens next, depends
on the star's mass. A less massive star, like our sun, slowly shrinks, converting
more gravitational energy to thermal energy, thereby increasing its temperature to
become a white dwarf. Shrinkage is arrested when the electrons in the core cannot
be forced closer together by the gravitational forces. The star continues to radiate
away its thermal energy and eventually becomes a brown dwarf, the evolutionary
end of the star.

More massive stars, however, undergo a much more dramatic finale. When the
radiation and gas pressures can no longer counteract the gravitational forces, the
star, within a fraction of a second, implodes generating intense pressure shock waves
that produce immense temperatures. In one final burst of energy production from
the rapid fusion of unburned fuel in the star's outer layers, the star is blown apart
and becomes a supernova whose radiation output can exceed that of an entire galaxy.
The inward moving shock waves produce such large pressures that the electrons in
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the core plasma are forced to combine with the protons in nuclei allowing the core
to shrink even more. These electron-capture reactions are endothermic and tend to
cool the core which, in turn, causes more gravitational collapse and the absorption
of even more electrons. During this transformation of protons to neutrons, a huge
burst of neutrinos is emitted (one for every p-n transformation). These neutrino
bursts from collapsing stars have been observed on earth.

What often remains of the core after this catastrophic collapse is a small (~
40 km diameter), dense (comparable to that of nuclei), rapidly rotating (thousands
of rpm), neutron star. However, if the mass of the original star is sufficiently great,
the residual core is so small and massive that space-time around the core is pinched
off from the rest of the universe and a black hole is formed.

6.7.3 Nucleogenesis
Nuclear reactions in stars are responsible for the creation of all the naturally occur-
ring nuclides. save for the very lightest. Our present expanding universe was created,
by current understanding, in a "big bang" event about 15 to 20 billion years ago.
This big bang created a small, intensely hot. dense, and rapidly expanding universe
filled initially with only radiant energy.

As this infant universe expanded and cooled, some radiation was converted into
quarks and other elementary particles. After about 1/100 s, the temperature had
dropped to about 1011 K and the elementary particles had further condensed or
decayed into neutrons, protons and electrons (and their antiparticles) with a huge
residual of photons. After about 3 rnin, neutrons and protons had combined to form
nuclei of 4He, with a p:He-nuclei ratio of 100:6, arid trace amounts of D, Li, Be and
a few other light nuclei. Finally, after about 100,000 y. the universe had cooled to
about 3000 K and the electrons had combined with nuclei to form neutral atoms
of H, He and trace amounts of a few light atoms. All heavier nuclides have been
created subsequently by nuclear reactions in stars. During the explosive deaths of
early stars, newly created heavy elements were expelled into the interstellar gas from
which our solar system and sun later condensed. Thus, the heavy atoms found in
our solar system reflect the history of stellar evolution in our corner of the universe.

How the heavy elements are created in stars is still not completely understood.
This uncertainty arises, in part, because of our incomplete understanding of the
details of stellar evolution. Nevertheless, the basic processes are clear. We have
seen in the preceding section how hydrogen is transformed into the light elements
up to iron through the fusion reactions responsible for a star's energy production.
However, because iron and nickel are at the peak of the binding energy curve, fusion
reactions cannot produce heavier elements.

During the final silicon burning phase of a star's life, in which iron is produced,
the temperature of the core is roughly 1010 K (kT ~ 1 MeV). Some of the photons
of the associated thermal radiation have such high energies that they interact with
nuclei causing neutrons, protons, alpha particles, etc. to be ejected. The neutrons
and protons are, in turn, absorbed by other nuclei. In particular, neutron absorption
by iron produces heavier elements. As more neutrons are absorbed, the nuclides
become f3~ unstable and decay to elements with an increased number of protons, i.e.,
heavier elements. This mechanism of producing heavier elements through neutron
absorption and subsequent beta decay, however, is unable to produce some of the

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



proton-rich stable heavy nuclides. Interestingly, abundances of such proton-rich
nuclides are observed to be much smaller than their stable neutron-rich isotopes.

Two basic time scales appear to be involved with this mechanism of neutron
absorption followed by beta-decay to produce heavier nuclides. If the neutron cap-
ture is slow compared to the beta decay (the slow or s-process), the transformation
path on the chart of the nuclides follows closely the bottom of the beta-stability
valley just beneath the line of stable nuclides. By contrast, if neutron capture is
rapid compared to beta decay (the rapid or r-process), a highly neutron-rich nu-
clide is produced, which subsequently cascades down through a chain of J3~ decays,
to a stable nuclide with a much higher proton number than the nuclide absorbing
the first neutron. From the observed nuclear abundances, especially near magic-
number nuclei and heavy nuclei, it is apparent that both the r- and s-processes were
important in creating the heavy nuclides found in our solar system.

The s-process most likely occurs during the He-burning phase of a star. In this
phase, there is a small population of free neutrons produced by several reactions
such as the 13C(o;, n)16O reaction. To produce elements heavier than iron dur-
ing this phase, there must be some iron, generated by earlier stars, present in the
core. The r-process, on the other hand, occurs at the end of a star's life during the
supernova explosion. Close to the core (and future neutron star), an enormous neu-
tron population exists that can produce very neutron-rich nuclides through multiple
neutron absorptions in a very short time.
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PROBLEMS

1. A 2-MeV neutron is scattered elastically by 12C through an angle of 45 degrees.
What is the scattered neutron's energy?

2. The first nuclear excited state of 1gC is 4.439 MeV above the ground state.
(a) What is the Q-value for neutron inelastic scattering that leaves 12C in this
excited state? (b) WThat is the threshold energy for this scattering reaction?
(c) What is the kinetic energy of an 8-MeV neutron scattered inelastically from
this level at 45 degrees?

3. Derive Eq. (6.21) from Eq. (6.11).

4. For each of the following possible reactions, all of which create the compound
nucleus 7Li,

'7Li + 7
6Li + n

3Li —> YLi* —> t
5He + d

calculate (a) the Q- value, (b) the kinematic threshold energy, arid (c) the min-
imum kinetic energy of the products. Summarize your calculations in a table.

5. For each of the following possible reactions, all of which create the compound
nucleus 10B

10i Be
B

calculate (a) the Q-value. (b) the kinematic threshold energy of the proton,
(c) the threshold energy of the proton for the reaction, and (d) the minimum
kinetic energy of the products. Summarize your calculations in a table.

6. Consider the following reactions caused by tritoiis, nuclei of 3H, interacting
with 16O to produce the compound nucleus 19F

JTT ,H+

For each of these reactions calculate (a) the Q- value, (b) the kinematic thresh-
old energy of the triton, (c) the threshold energy of the triton for the reaction,
and (d) the minimum kinetic energy of the products. Summarize your calcu-
lations in a table.
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7. An important radionuclide produced in water-cooled nuclear reactors is 16N
which has a half-life of 7.13 s and emits very energetic gamma rays of 6.1
and 7.1 MeV. This nuclide is produced by the endoergic reaction 16O(n,p)16N.
What is the minimum energy of the neutron needed to produce 16N?

8. The isotope 18F is a radionuclide used in medical diagnoses of tumors and, al-
though usually produced by the 18O(p,n)18F reaction, it can also be produced
by irradiating lithium carbonate (I^COs) with neutrons. The neutrons inter-
act with 6Li to produce tritons (nuclei of 3H) which in turn interact with the
oxygen to produce 18F. (a) What are the two nuclear reactions? (b) Calcu-
late the Q-value for each reaction, (c) Calculate the threshold energy for each
reaction, (d) Can thermal neutrons be used to create 18F?

9. Consider the following two neutron-producing reactions caused by incident 5.5-
MeV a particles.

a + 7LI — > 10B + n

(a) What is the Q- value of each reaction? (b) What are the kinetic energies of
neutrons emitted at angles of 0, 30. 45, 90 and 180 degrees.

10. Show that for inelastic neutron scattering, the minimum and maximum energies
of the scattered neutron are

-
E'in = E - - - - - and E' = Emm max

11. How many elastic scatters, on the average, are required to slow a 1-MeV neutron
to below 1 eV in (a) 16O and in (b) 56Fe?

12. How many neutrons per second are emitted spontaneously from a 1 mg sample
of 252Cf?

13. In a particular neutron-induced fission of 235U, 4 prompt neutrons are produced
and one fission fragment is 121Ag. (a) What is the other fission fragment? (b)
How much energy is liberated promptly (i.e., before the fission fragments begin
to decay)? (c) If the total initial kinetic energy of the fission fragments is 150
MeV, what is the initial kinetic energy of each? (d) What is the total kinetic
energy shared by the four prompt neutrons.

14. Consider the following fission reaction

!._. i 235rT QOlS*. i 142-D,. I / i / l ^ X i f;.
O n+ 92 U - »36 K r + 56Ba + 4(on) +67

where 90Kr and 142Ba are the initial fission fragments, (a) What is the fission
product chain created by each of these fission fragments? (b) What is the
equivalent fission reaction taken to the stable end fission products? (c) How
much energy is liberated promptly? (d) What is the total energy eventually
emitted?
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15. A 10 g sample of 23oU is placed in a nuclear reactor where it generates 100 W
of thermal fission energy, (a) What is the fission rate (fission/s) in the sample?
(b) After one year in the core, estimate the number of atoms of IfTc in the
sample produced through the decay chain shown in Eq. (6.37). Notice that
all fission products above 43Tc in the decay chain have half-lives much shorter
than 1 year; hence all of these fission products can be assumed to decay to |§Tc
immediately.

16. (a) How much 235U is consumed per year (in g/y) to produce enough electricity
to continuously run a 100 W light bulb? (b) How much coal (in g/y) would
be needed (coal has a heat content of about 12 GJ/ton)? Assume a conversion
efficiency of 33% of thermal energy into electrical energy.

17. An accident in a fuel reprocessing plant, caused by improper mixing of 235U,
produced a burst of fission energy liberating energy equivalent to the detonation
of 7 kg of TNT (4.2 GJ/ton = 4.6 kJ/g). About 80% of the fission products
were retained in the building, (a) How many fissions occurred? (b) Three
months after the accident, what is the rate (W) at which energy is released by
all the fission products left in the building?

18. In an 8 ounce glass of water, estimate the available D-D fusion energy. For
how long could this energy provide the energy needs of a house with an average
power consumption of 10 kW?

19. The sun currently is still in its hydrogen burning phase, converting hydrogen
into helium through the net reaction of Eq. (6.47). It produces power at the
rate of about 4 x 1026 W. (a) What is the rate (in kg/s) at which mass is being
converted to energy? (b) How many 4He nuclei are produced per second? (c)
Wrhat is the radiant energy flux (W cm~2) incident on the earth? The average
distance of the earth from the sun is 1.5 x 1011 rn.

20. Explain how electricity generated from hydroelectric power, wind turbines,
coal-fired power plants, and nuclear power plants are all indirect manifestations
of fusion energy generated in stars.
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Chapter 7

Radiation Interactions
with Matter

We live in an environment awash in radiation. Radiation emitted by radioactive
nuclides, both inside and outside our bodies, interacts with our tissues. Electro-
magnetic radiation of all wavelengths, including radio waves, microwaves, radar, and
light, of both manmade and natural origins, constantly, bombard us. Photons are
far more abundant than matter in our universe; for every nucleon there are about
109 photons. Cosmic rays and the subatomic debris they create during interactions
in the atmosphere also impinge on us. Neutrinos from fusion reactions in stars
pervade the universe in such numbers that billions per second pass through every
square centimeter of our skin. Most of this radiation such as neutrinos and radio
waves, fortunately, passes harmlessly through us. Other radiation such as light and
longer wavelength electromagnetic radiation usually interact harmlessly with our
tissues. However, shorter wavelength electromagnetic radiation (ultraviolet light,
X rays, and gamma rays) and charged particles produced by nuclear reactions can
cause various degrees of damage to our cells.

For radiation to produce biological damage, it must first interact with the tissue
and ionize cellular atoms, which, in turn, alter molecular bonds and change the
chemistry of the cells. Likewise, for radiation to produce damage in structural and
electrical materials, it must cause interactions that disrupt crystalline and molecular
bonds. Such radiation must be capable of creating ion-electron pairs and is termed
ionizing radiation. Ionizing radiation is further subdivided into two classes: di-
rectly ionizing radiation whose interactions produce ionization and excitation of the
medium, and indirectly ionizing radiation that cannot ionize atoms but can cause
interactions whose charged products, known as secondary radiation, are directly
ionizing. Fast moving charged particles, such as alpha particles, beta particles, and
fission fragments, can directly ionize matter. Neutral particles, such as photons and
neutrons, cannot interact Coulombically with the electrons of the matter through
which they pass; rather, they cause interactions that transfer some of their incident
kinetic energy to charged secondary particles.
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In this chapter, we present how these two types of ionizing radiation interact
with matter. Particular emphasis is given to how these radiations are attenuated as
they pass through a medium, and to quantify the rate at which they interact and
transfer energy to the medium.

7.1 Attenuation of Neutral Particle Beams
The interaction of a photon or neutron with constituents of matter is dominated by
short-range forces. Consequently, unlike charged particles, neutral particles move
in straight lines through a medium, punctuated by occasional "point" interactions,
in which the neutral particle may be absorbed or scattered or cause some other
type of reaction. The interactions are stochastic in nature, i.e.. the travel distance
between interactions with the medium can be predicted only in some average or
expected sense.

The interaction of a given type of neutral radiation with matter may be classified
according to the type of interaction and the matter with which the interaction takes
place. The interaction may take place with an electron, arid in many cases the
electron behaves as though it were free. Similarly, the interaction may take place
with an atomic nucleus, which in many cases behaves as though it were not bound
in a molecule or crystal lattice. However, in some cases, particularly for radiation
particles of comparatively low energy, molecular or lattice binding must be taken
into account.

The interaction may be a scattering of the incident radiation accompanied by a
change in its energy. A scattering interaction may be elastic or inelastic. Consider,
for example, the interaction of a gamma photon with an electron in what is called
Compton scattering. In the sense that the interaction is with the entire atom within
which the electron is bound, the interaction must be considered as inelastic, since
some of the incident photon's energy must compensate for the binding energy of the
electron in the atom. However, in most practical cases, electron binding energies are
orders of magnitude lower than gamma-photon energies, and the interaction may
be treated as a purely elastic scattering of the photon by a free electron. Neutron
scattering by an atomic nucleus may be elastic, in which case the incident neutron's
kinetic energy is shared by that of the scattered neutron and that of the recoil
nucleus, or it may be inelastic, in which case, some of the incident neutron's kinetic
energy is transformed to internal energy of the nucleus and thence to a gamma ray
emitted from the excited nucleus. It is important to note that, for both elastic and
inelastic scattering, unique relationships between energy exchanges and angles of
scattering arise from conservation of energy and linear momentum.

Other types of interactions are absorptive in nature. The identity of the incident
particle is lost, and total relativistic momentum and energy are conserved, some of
the energy appearing as nuclear excitation energy, some as translational. vibrational,
arid rotational energy. The ultimate result may be the emission of particulate
radiation, as occurs in the photoelectric effect and in neutron radiative capture.

The discussion in this section of how a beam of radiation is attenuated as it
passes through matter applies equally to both neutrons and photons. In later
sections, descriptions specific to each type of neutral radiation and the particu-
lar radiation-medium interactions involved are given. We begin by introducing the
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concept of the interaction coefficient to describe how readily radiation particles in-
teract with matter, and then use it to quantify the attenuation of a beam of neutral
particles passing through some material.

7.1.1 The Linear Interaction Coefficient
The interaction of radiation with matter is always statistical in nature, and, there-
fore, must be described in probabilistic terms. Consider a particle traversing a
homogeneous material and let P^(Ax) denote the probability that this particle,
while traveling a distance Ax in the material, causes a reaction of type i (e.g., it is
scattered). It is found empirically that the probability per unit distance traveled,
Pi (Ax)/ Ax, approaches a constant as Ax becomes very small, i.e.,

. .
/Zj = lim - - '-, (7.1
^ AX^O Ax ' v '

where the limiting process is performed in the same average statistical limit as was
used in the definition of the radioactive decay constant A discussed in Section 5.4.1.
The quantity \ii is a property of the material for a given incident particle and
interaction. In the limit of small path lengths, ^ is seen to be the probability,
per unit differential path length of travel, that a particle undergoes an ith type of
interaction.

That fjii is constant for a given material and for a given type of interaction
implies that the probability of interaction, per unit differential path length, is in-
dependent of the path length traveled prior to the interaction. In this book, when
the interaction coefficient is referred to as the probability per unit path length of an
interaction, it is understood that this is true only in the limit of very small path
lengths.

The constant /Zj is called the linear coefficient for reaction i. For each type of
reaction, there is a corresponding linear coefficient. For, example, /j,a is the linear
absorption coefficient, /j,s the linear scattering coefficient, and so on. Although this
nomenclature is widely used to describe photon interactions, ̂  is often referred to
as the macroscopic cross section for reactions of type i, and is usually given the
symbol £j when describing neutron interactions. In this section, we will use the
photon jargon, although the present discussion applies equally to neutrons.

The probability, per unit path length, that a neutral particle undergoes some
sort of reaction, /^, is the sum of the probabilities, per unit path length of travel,
for each type of possible reaction, i.e.,

(E). (7.2)

Since these coefficients generally depend on the particle's kinetic energy £", this
dependence has been shown explicitly. The total interaction probability per unit
path length, f i t , is fundamental in describing how indirectly- ionizing radiation in-
teracts with matter and is usually called the linear attenuation coefficient. It is
perhaps more appropriate to use the words total linear interaction coefficient since
many interactions do not "attenuate" the particle in the sense of an absorption
interaction.
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7.1.2
Consider
normally

7°(0)

Attenuation of Uncollided Radiation
a plane parallel beam of neutral particles of intensity I0 particles cm"2

incident on the surface of a thick slab, (see Fig. 7.1). As the particles pass
into the slab some interact with the slab mate-
rial. Of interest in many situations, is the in-
tensity 7°(x) of uncollided particles at depth x
into the slab. At some distance x into the slab,
some uncollided particles undergo interactions
for the first time as they cross the next Ax
of distance, thereby reducing the uncollided
beam intensity at x, /°(x). to some smaller
value I°(x + Ax) at x + Ax. The probability
an uncollided particle interacts as its crosses
Ax is

dx)

0 x x + dx
distance into slab P(Ax) =

Figure 7.1. Uniform illumination
of a slab by radiation. In the limit as Ax —* 0, we have from Eq. (7.1)

rLit = hm
O Ax

v= hm
/°(x) - I°(x + Ax) 1 _ dl°(x] I

Ax dx I°(x)

or

dx
(7.3)

This has the same form as the radioactive decay Eq. (5.33). The solution for the
uncollided intensity is

(7.4)

Uncollided indirectly-ionizing radiation is thus exponentially attenuated as it passes
through a medium.

From this result, the interaction probability P(x) that a particle interacts some-
where along a path of length x is

p(x\ _ 1 _
1 j 7°(0)

(7.5)

The probability P(x) that a particle does not interact while traveling a distance x
is

As x —>• dx, we find P(dx) —> Lttdx, which is in agreement with the definition of Lit.

7.1.3 Average Travel Distance Before An Interaction
From the above results, the probability distribution for how far a neutral particle
travels before interacting can be derived. Let p(x)dx be the probability that a
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particle interacts for the first time between x and x + dx. Then

p(x)dx = (prob. particle travels a distance x without interaction} x

{prob. it interacts in the next dx}

) } {P(dx}} = {e~^x}} {^tdx} = nte-^xdx. (7.7)

Note that J0°° p(x) dx = 1, as is required for a proper probability distribution func-
tion.

This probability distribution can be used to find the average distance x traveled
by a neutral particle to the site of its first interaction, namely, the average distance
such a particle travels before it interacts. The average of x is

/>OO /-OO pOO -I

x= xp(x)dx = Ht I xp(x}dx = nt I xe~^tx dx = — . (7.8)
Jo Jo Jo l-t-t

This average travel distance before an interaction, 1/^t, is called the mean-free-path
length.

The total linear attenuation coefficient pt can be interpreted, equivalently, as (1)
the probability, per unit differential path length of travel, that a particle interacts, or
(2) the inverse of the average distance traveled before interacting with the medium.

Note the analogy to radioactive decay, where the decay constant A is the inverse
of the mean lifetime of a radionuclide.

7.1.4 Half-Thickness
To shield against photons or neutrons, a convenient concept is that of the half-
thickness, #1/2, namely, the thickness of a medium required for half of the incident
radiation to undergo an interaction. For the uncollided beam intensity to be reduced
to one-half of its initial value, we have

2 7°(0)

from which we find

xi/2 = —• (7.9)

Again, note the similarity to the half-life of radioactive decay.

Example 7.1: What is the thickness of a water shield and of a lead shield
needed to reduce a normally incident beam of 1-MeV photons to one-tenth of the
incident intensity? We denote this thickness by XI/IQ and, by a similar analysis
to that in Section 7.1.4, we find

In Appendix C we find for water /x(l MeV) = 0.07066 cm"1 and for lead /j,(E =
I MeV) = 0.7721 cm"1. With these values for /z and the above formula, we find
for water XIIQ — 32.59 cm = 12.8 in and for lead XIIQ = 2.98 cm = 1.17 in.
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7.1.5 Scattered Radiation
The above discussion is concerned with uncollided neutral-particle radiation. How-
ever, once a particle collides, it is not necessarily absorbed. Some of the particles,
upon interacting with the medium, scatter and change their energy and direction of
travel. Thus, at any distance x into the attenuating slab,, the population of radiation
particles consists of both uncollided and scattered (collided) particles. Calculating
the number of the particles that have scattered one or more times is difficult, requir-
ing the use of transport theory. This theory keeps track of all radiation particles,
collided and uncollided; however, it generally requires complex calculations and its
discussion is well beyond the scope of this text.

However, in some situations, particularly for photon radiation, the total radia-
tion field (collided plus uncollided) can be obtained from the uncollided intensity
as

I(x) = B ( x ) I ° ( x ) ,

where B(x) is an appropriate buildup factor, determined by more elaborate radiation
transport calculations and whose values are tabulated or reduced to approximate
formulas. In this manner, the total radiation field can be obtained from a simple
(exponential attenuation) calculation of the uncollided radiation field.1

7.1.6 Microscopic Cross Sections
The linear coefficient ^i(E) depends on the type and energy E of the incident
particle, the type of interaction 2, and the composition and density of the interacting
medium. One of the more important quantities that determines p, is the density
of target atoms or electrons in the material. It seems reasonable to expect that /^
should be proportional to the "target" atom density N in the material, that is,

(7.10)

where o~i is a constant of proportionality independent of N. Here p is the mass
density of the medium. Na is Avogadro's number (mol"1), and A is the atomic
weight of the medium.

The proportionality constant al is called the microscopic cross section for reac-
tion i, and is seen to have dimensions of area. It is often interpreted as being the
effective cross-sectional area presented by the target atom to the incident particle
for a given interaction. Indeed, in many cases <jj has dimensions comparable to
those expected from the physical size of the nucleus. However, this simplistic in-
terpretation of the microscopic cross section, although conceptually easy to grasp,
leads to philosophical difficulties when it is observed that o~l generally varies with
the energy of the incident particle and, for a crystalline material, the particle direc-
tion. The view that <j is the interaction probability per unit differential path length,
normalized to one target atom per unit volume, avoids such conceptual difficulties
while emphasizing the statistical nature of the interaction process. Cross sections

1Most often, the buildup factor is applied not to the number of particles but to the "dose" induced
by the particles.
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are usually expressed in units of cm2 . A widely used special unit is the frarn, equal
to 10~24 cm2.

Data on cross sections and linear interaction coefficients, especially for photons,
are frequently expressed as the ratio of ̂  to the density /9, called the mass inter-
action coefficient for reaction i. Upon division of Eq. (7.10) by p, we have

^_^N_Na

~ ~ ~ ~ at> ( j

From this result, we see fa/p is an intrinsic property of the interacting medium —
independent of its density. This method of data presentation is used much more for
photons than for neutrons, in part because, for a wide variety of materials and a
wide range of photon energies, fii/p is only weakly dependent on the nature of the
interacting medium.

For compounds or homogeneous mixtures, the linear and mass interaction coef-
ficients for interactions of type i are, respectively,

and

in which the superscript j refers to the jth component of the material, the subscript
i to the type of interaction, and Wj is the weight fraction of component j. In
Eq. (7.12), the atomic density TV-7 and the linear interaction coefficient p,? are values
for the jth material after mixing.

Example 7.2: What is the total interaction coefficient (fj,t = //) for a 1-MeV
photon in a medium composed of an intimate mixture of iron and lead with equal
proportions by weight? From Eq. (7.13) we have

P •
For the shield mixture wpe = wpb = 0.5 and from the p/p values in Appendix C
we obtain

(A*/p)mix = 0.5(0.05951) + 0.5(0.06803) = 0.06377 cm2/g-

If there is no volume change on mixing, not necessarily true, then 2 grams of the
mixture contains a gram each of iron and lead. Then 2 grams of the mixture has
a volume of (1 g/pFe) + (1 g/PPb) = (1/7.784) + (1/11.35) = 0.2151 cm3. The
density of the mixture is, therefore, pmix = 2 g/0.2151 cm3 = 9.298 g/cm3. The
total interaction coefficient for a 1-MeV photon in the mixture is

Q.5929 cm"1.
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Example 7.3: What is the absorption coefficient (macroscopic absorption cross
section) for thermal neutrons in water? From Eq. (7.12) there are, in principle,
contributions from all stable isotopes of hydrogen and oxygen, namely,

= flNHal
a + f2NHa* + f6N°al

a
6 + f17Na0

Here the superscripts 1, 2, 16, 17 and 18 refer to 1H, 2H, 16O,17O and 18O,
respectively, and /l is the isotopic abundance of the ith isotope. The atomic
densities NH = 2NH'2° , N° = NH2° so that

H-)O T-JioO ArHoO T0 /•! 1 , 0 ^2 2 , /-16 16 , fl7 17 . r!8 181//„- == 5V = N [2f aa + 2/ aa + f aa + f aa + f cra \ .

The molecular density of water is NH2° = (^Na)/A
H2° = (1)(6.022 x 1023)/

18.0153 = 0.03343 x 1024 molecules/cm3. It is convenient to express atom densi-
ties in units of 1024 cm"3 because a has units of 10~24 cm2 and the exponents,
thus, cancel when multiplying atom densities by microscopic cross sections. From
the data in Table C.I this expression is evaluated as

^"2° = E^2° = 0.03343(2(0.99985) (0.333) + 2(0.00015) (0.000506)

+ (0.99756) (0.000190) + (0.00039) (0.239) + (0.00205) (0.000160)]

= 0.0223 cm"1.

Note that for this particular case only the contribution of :H is significant, i.e.,

2 V 1 = 0.0223 cm"1.

In general, isotopes with both small abundances and small cross sections com-
pared to other isotopes in a mixture or compound, can be ignored.

7.2 Calculation of Radiation Interaction Rates

To quantify the number of interactions caused by neutral particles as they passe
through matter, we often need to estimate the number of a specific type of interac-
tion that occurs, in a unit time and in a unit volume, at some point in the matter.
This density of reactions per unit time is called the reaction rate density, denoted
by Ri. This quantity depends on (1) the amount or strength of the radiation at
the point of interest, and (2) the readiness with which the radiation can cause the
interaction of interest.

7.2.1 Flux Density
To quantify the "strength" of a radiation field, we can use several measures. For
simplicity, we assume initially all the radiation particles move with the same speed
v and that the radiation field is constant in time.

For a parallel beam of radiation, we could use the intensity of the beam as a
measure of the radiation field in the beam. The intensity of a beam is the flow
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(number per unit time) of radiation particles that cross a unit area perpendicular
to the beam direction, and has dimensions, for example, of (cm~2 s"1).

However, in most radiation fields, the particles are moving in many different
(if not all) directions, and the concept of beam intensity losses its usefulness. One
possible measure of such a multidirectional radiation field is the density of radiation
particles n(r) at position r, i.e., the number of radiation particles in a differential
unit volume at r.

Another measure, and one which is very useful for calculating reaction rates, is
the particle flux density defined as

0(r) = vn(r). (7.14)

Because v is the distance one particle travels in a unit time and, because n(r) is the
number of particles in a unit volume, we see that the product vn(r) is the distance
traveled by all the particles in a unit volume at r in a unit time. In other words,
the flux density is the total particle track length per unit volume and per unit time.
The units of flux density are, for example, vn (cm s"1) cm~3 = cm"2 s"1.

7.2.2 Reaction-Rate Density
From the concept of flux density and cross sections, we can now calculate the density
of interactions. Specifically, let Ri(r) be the number of iih type interactions per
unit time that occur in a unit volume at r. Thus

Ri(r] = {total path- length traveled by the radiation in one cm3 in one second}/

{average distance radiation must travel for an ith type interaction

or

(7.15)

For, neutron interactions, E^ is usually used instead of /^, so the density of ith type
of neutron interaction per unit time is

(7.16)

This simple expression for reaction-rate densities is a key equation for many nuclear
engineering calculations.

7.2.3 Generalization to Energy- and Time- Dependent Situations
Sometimes, the radiation field at a particular location varies in time. For example,
an individual might walk past a radioactive source, which emits gamma photons
at a constant rate. The flux density of photons in the individual's body, however,
varies in time, reaching a maximum when the person is closest to the source and
decreasing as the person moves away from the source.
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More frequently, the radiation field is composed of particles of many energies.
For example, radioactive sources often emit photons with several discrete energies,
and these photons as they scatter in the surround medium can assume a continuous
distribution of lower energies. Similarly, fission neutrons are born with a continuous
distribution of high energies, and, as they slow down by scattering, a continuous
range of lower energies results. Thus, in general, the density of radiation particles
at some position r is a function of energy E and time t. We define the particle
density n(r,E,t) such that n(r, E, t)dV dE is the expected number of particles in
differential volume element dV about r with energies in dE about E at time t. The
corresponding energy- and time-dependent flux density is

< j > ( r , E , t ) = v ( E ) n ( r , E , t ) . (7.17)

This flux density, by extension of the arguments in the previous section, is
interpreted such that 0(r, E, t)dE is the total path length traveled, in a unit time
at t, by all the particles that are in a unit volume at r and that have energies in
dE about E. The mean-free-path length for the iih interaction for such particles
is l//^(r, E,t), where the interaction coefficient, generally, may vary with position,
the incident particle energy, and even time if the medium's composition changes.
Then the expected number of iih type interactions occurring in a unit volume at r,
in a unit time at time t, caused by particles with energies in dE about E is

Ri(r, E, t) dE = n,(r, E, t) 0(r, E, t) dE. (7.18)

From this interaction rate density, all sorts of useful information can be calcu-
lated about the effects of the radiation. For example, the total number of fissions
that occur in some volume V inside a reactor core between times ti and t-2 by
neutrons of all energies is

dt dV dEZf(r,E,t)<t>(r,E,t).
, J J Jv Jo

(7.19)

7.2.4 Radiation Fluence
In most interaction rate calculations, the interaction properties of the medium do
not change appreciably in time. For this usual situation, the example of Eq. (7.19)
reduces to

Number of fissions in (ti,t2) = dV dE £/(r, E) $(r, E). (7.20)
J J Jv Jo

where the fluence of radiation between t\ and t2 is the time-integrated flux density,
namely

dt(j>(r,E,t). (7.21)

For a steady-state radiation field, the fluence is simply <E>(r, E) = (t2 — £i)</>(r , E)
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Often the time interval over which the flux density is integrated to obtain the
fluence is implicitly assumed to be over all prior time. Thus the fluence at time t is

/"*
$(r, £ , * ) = / dt' <t>(r,E,t'}. (7.22)

J — oo

The rate of change of the fluence with time, or the fluence rate, is simply the flux
density. The fluence is thus used to quantify the cumulative effect of radiation
interactions, while the flux density is used to quantify the rate of interactions.

7.2.5 Uncollided Flux Density from an Isotropic Point Source
From the above discussion, we see that to quantify the number of radiation-induced
interactions, we need to know (1) the flux density 4>(r,E,t} of the radiation field,
and (2) the interaction coefficient (macroscopic cross section) for the material of
interest. The interaction coefficients are readily found from Eq. (7.10) with the
use of tabulated microscopic cross sections ai (the microscopic cross sections for
photons and neutrons are discussed at length in the next Sections). Calculation of
the flux density 0(r, E, t) is more difficult and, generally, requires particle transport
calculations, a subject well beyond the scope of this book.

Fortunately, in many practical situations, the flux density can be approximated
by the flux density of uncollided source particles, a quantity which is relatively easy
to obtain. For example, flux density of particles in a plane parallel beam is simply
the beam intensity. Then for the slab problem considered in Section7.1.2, we obtain
from Eq. (7.4)

The most basic source of radiation is a "point source," a mathematical ideal-
ization used to represent sources that are very small compared to other problem
dimensions. For example, a small sample of a radionuclide can often be treated as if
it were a point source emitting Sp radiation particles per unit time. Even spatially
large sources can be viewed as a set of point-like sources by conceptually dividing
the large source volume into a set of contiguous small volumes, each of which acts
like a point source. Most radiation (such as radiation from radioactive decay or
neutrons from a fission) is also emitted isotropically, i.e., the radiation is emitted
in all directions with equal probability. Consequently, the point isotropic source of
radiation is of fundamental importance in quantifying how radiation spreads out
from its source. The uncollided flux density arising from an isotropic point source
is derived below for several frequently encountered situations.

Point Source in Vacuum
Consider a point isotropic source of that emits Sp particles per unit time, all with
energy E1, into an infinite vacuum as in Fig. 7.2(a). All particles move radially
outward without interaction, and because of the source isotropy, each unit area on
an imaginary spherical shell of radius r has the same number of particles crossing
it, namely, 5p/(4-7rr2). It then follows from the definition of the flux density that
the flux density </>° of uncollided particles a distance r from the source is

(7.23)
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Figure 7.2. Point isotropic source (a) in a vacuum, (b) with a slab shield, and
(c) with a spherical-shell shield. Point P is the location of the point detector.

If at a distance r we place a small homogeneous mass, such as a small radiation
detector, with a volume AVd, the interaction rate Rd in the mass obtained from
Eq. (7.15) as

(7.24)

where ^d(E] is the linear interaction coefficient for the reaction of interest in the
detector material.

Notice that the flux density and interaction rate R decrease as 1/r2 as the
distance from the source is increased. This decreasing dose with increasing distance
is sometimes referred to as geometric attenuation.

Point Source in a Homogeneous Attenuating Medium
Now consider the same point monoenergetic isotropic source embedded in an in-
finite homogeneous medium characterized by a total interaction coefficient JJL. As
the source particles stream radially outward, some interact before they reach the
imaginary sphere of radius r and do not contribute to the uncollided flux density.
The number of source particles that travel at least a distance r without interaction
is Spe~^r , so that the uncollided flux density is

The term e~^r is referred to as the material attenuation term to distinguish it from
the 1/r2 geometric attenuation term.

Point Source with a Shield
Now suppose that the only attenuating material separating the source and the
detector is a slab of material with attenuation coefficient p, and thickness t as shown
in Fig. 7.2 (b). In this case, the probability that a source particle reaches the detector
without interaction is e~M f , so that the uncollided flux density is

This same result holds if the attenuating medium has any shape [e.g., a spherical
shell of thickness t as shown in Fig. 7.2(c)] provided that a ray drawn from the
source to the detector passes through a thickness t of the attenuating material.
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If the interposing shield is composed of a series of different materials such that
an uncollided particle must penetrate a thickness ti of a material with attenuation
coefficient ^ before reaching the detector, the uncollided flux density is

xp(-E^i). (7-27)

Here ̂  fj-iti is the total number of mean-free-path lengths of attenuating material
that an uncollided particle must traverse without interaction, and exp(—^^iti)
is the probability that a source particle traverses this number of mean-free-path
lengths without interaction.

Point Source in a Heterogeneous Medium
The foregoing treatment for a series of different attenuating materials can be ex-
tended to an arbitrary heterogeneous medium in which the interaction coefficient
//(r) is a function of position in the medium. In this case the probability that a
source particle reaches the detector a distance r away is e~i, where i is the total
number of mean-free-path lengths of material that a particle must traverse with-
out interaction to reach the detector. This dimensionless distance can be written
formally as

rt— I d s n ( s ] , (7.28)
Jo

where the integration is along the ray from source to detector.2 The uncollided flux
density then is given by

c r rr "i
(7.29)

Polyenergetic Point Source
So far it has been assumed that the source emits particles of a single energy. If
the source emits particles at several discrete energies, the reaction rate in a small
detector mass is found simply by summing the reaction rates for each monoenergetic
group of source particles. Thus if a fraction fi of the Sp source particles are emitted
with energy Ei, the total interaction rate caused by uncollided particles streaming
through the small detector mass at distance r from the source is

DO/ \ ^ Spfifj,d(Ei)AVd [ fr , /I , .R(r} = Z^ — ~A — 2 - exp I / dsfj.(s,Ei)\. (7.30)i 47rr L Jo J

For a source emitting a continuum of particle energies such that N(E) dE is the
probability that a source particle is emitted with energy in dE about E1, the total
uncollided interaction rate is

R0(r) = j- d£ sPN(E],d(E^vd r r ds ̂  B)| (7
«/ 0 L J 0 J

2The distance t is sometimes referred to as the optical depth or optical thickness, in analogy to
the equivalent quantity used to describe the exponential attenuation of light. This nomenclature
is used here to distinguish it from the geometric distance r.
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Example 7.4: A point source with an activity of 5 Ci emits 2-MeV photons with
a frequency of 70% per decay. What is the flux density of 2-MeV photons 1 meter
from the source? What thickness of iron needs to be placed between the source
and detector to reduce the uncollided flux density to <^max — 2 x 10s cm~2 s"1?

The source strength Sp (photons/s) = (5 Ci)(3.7 x 1010 Bq/Ci)(0.7 photons/
decay) = 1.295 x 1013 s"1. Because the mean-free-path length (= l//u) for a 2-
MeV photon is air is 187 m, we can ignore air attenuation over a 1-m distance. The
flux density of 2-MeV photons 1 meter from the source is then, from Eq. (7.23),

-- S» - L2% Xl°13 =1.031X10° cm-S-.Yi 47rr2 47r(100 cm)2

The uncollided flux density with an iron shield of thickness t placed between
the source and the 1-meter detection point is

Sv expf- t] = 0?exp[- t]

Solving for the shield thickness gives

From Ap. C, //(2 MeV) for iron equals (fj./p)p = (0.04254 cm2/g)(7.874 g/cm3)
= 0.3222 cm"1. With (fr?/^ — ci>mav/(£°, the thickness of the iron shield is

2x l°3 • 10.= 19.4 cm.
0.3222 cm'1 V 1-031 x 106

7.3 Photon Interactions
A photon is a quantum (particle) of electromagnetic radiation which travels with the
speed of light c = 2.9979 x 108 m/s, has zero rest mass, and an energy E = hv, where
h = 6.62608 x 10~34 J s is Planck's constant, and v is the photon frequency. Photon
energies between 10 eV and 20 MeV are important in radiation shielding design and
analysis. For this energy range, only the photoelectric effect, pair production, and
Compton scattering mechanisms of interaction are significant. Of these three, the
photoelectric effect predominates at the lower photon energies. Pair production is
important only for higher-energy photons. Compton scattering predominates at
intermediate energies. In rare instances one may need to account also for coherent
scattering (scattering from multiple atomic electrons simultaneously). These three
photon interaction mechanisms are discussed below.

7.3.1 Photoelectric Effect
In the photoelectric effect, a photon interacts with an entire atom, resulting in
the emission of a photoelectron, usually from the K shell of the atom. Although
the difference between the photon energy E and the electron binding energy Eb is
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distributed between the electron and the recoil atom, virtually all of that energy is
carried as kinetic energy of the photoelectron because of the comparatively small
electron mass. Thus, Ee = E — E^.

K-shell binding energies Ek vary from 13.6 eV for hydrogen to 7.11 keV for
iron, 88 keV for lead, and 116 keV for uranium. As the photon energy drops below
Efc, the cross section drops discontinuously as E decreases further, the cross section
increases until the first L edge is reached, at which energy the cross section drops
again, then rises once more, and so on for the remaining edges. These "edges" for
lead are readily apparent in Fig. 7.3. The cross section varies as E~n, where n ~ 3
for energies less than about 150 keV and n c± 1 for energies greater than about 5
MeV. The atomic photoelectric cross section varies as Zm, where ra varies from
about 4 at E = 100 keV to 4.6 at E = 3 MeV. As a very crude approximation in
the energy region for which the photoelectric effect is dominant,

<rph(E) oc ̂ . (7.32)

For light nuclei, K-shell electrons are responsible for almost all photoelectric
interactions. For heavy nuclei, about 80% of photoelectric interactions result in the
ejection of a K -shell electron. Consequently, the approximation is often made for
heavy nuclei that the total photoelectric cross section is 1.25 times the cross section
for K -shell electrons.

As the vacancy left by the photoelectron is filled by an electron from an outer
shell, either fluorescence x rays or Auger electrons3 may be emitted. The probability
of x-ray emission is given by the fluorescent yield. For the K shell, fluorescent yields
vary from 0.005 for Z = 8 to 0.965 for Z — 90. Although x rays of various energies
may be emitted, the approximation is often made that only one x ray or Auger
electron is emitted, with energy equal to the binding energy of the photoelectron.

7.3.2 Compton Scattering
In the process known as Compton scattering, a photon is scattered by a free (un-
bound) electron. The kinematics of such a scattering process are a bit more compli-
cated than the earlier discussion of binary nuclear reactions presented in Chapter
6, in which we used classical mechanics. However, in Section 2.2.2, the relativistic
scattering of a photon, of initial energy E, from a free electron is analyzed. From
Eq. (2.26), the energy E' of the scattered photon is

pi

l + (E/mec2)(l-cos0s)'

where cos 9S is the photon scattering angle, and mec
2 is the rest-mass energy of the

electron, 0.51100 MeV or 8.1871 x 10~14 J.

3If an electron in an outer shell, say Y, makes a transition to a vacancy in an inner shell, say X,
an x ray may be emitted with energy equal to the difference in binding energy between the two
shells. Alternatively, an electron in some other shell, say Y', which may be the same as Y, may
be emitted with energy equal to the binding energy of the electron in shell X less the sum of the
binding energies of electrons in shells Y and Y'. This electron is called an Auger electron.
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The total cross section, per atom with Z electrons, based on the free-electron
approximation, is given by the well-known Klein-Nishina formula [Evans 1955]

- 2A - 2A')ta(l + f) +
 2(1 + 9

(
A

A
+

+
8
2
A; + 2A3)1 . (7.34)

\ A/ 1A + z ) J

Here A = mec
2/'E. a dimensionless quantity, and re is the classical electron radius.

The value of re is given by

e2

re = T , (7.35)
47re0mecr

where e is the electronic charge, 1.6022 x 10~19 C, and e0 is the permittivity of free
space, 8.8542 x 1CT14 F cm"1. Thus, re = 2.8179 x 10"13 cm.

Incoherent Scattering Cross Sections for Bound Electrons
Equations (7.33) and (7.34) for scattering from free electrons break down when the
kinetic energy of the recoil electron is comparable to its binding energy in the atom.
More complicated semiempirical models must be used to evaluate the incoherent
scattering cross section, denoted by <Jinc- An example of the difference between the
incoherent scattering cross section from free electrons ac and from bound electrons
(Jinc is shown in Fig. 7.3 where it is seen that the scattering cross section from
bound electrons decreases at very low photon energies while the Compton cross
section stays constant.

Thus, binding effects might be thought to be an important consideration for the
attenuation of low-energy photons in media of high atomic number. For example,
the binding energy of j^-shell electrons in lead is 88 keV. However, at this energy
the cross section for the photoelectric interactions greatly exceeds the incoherent
scattering cross section. Radiation attenuation in this energy region is dominated
by photoelectric interactions, and in most attenuation calculations, the neglect of
electron binding effects in incoherent scattering causes negligible error. Figure 7.3
shows the relative importance, in lead, of electron binding effects by comparing
photoelectric cross sections with those for incoherent scattering from both free and
bound electrons.

Coherent Scattering
In competition with the incoherent scattering of photons by individual electrons is
coherent (Rayleigh) scattering by the electrons of an atom collectively. Since the
recoil momentum in the Rayleigh interaction is taken up by the atom as a whole,
the energy loss of the gamma photon is slight and the scattering angle small. For
example, for 1-MeV photons scattering coherently from iron atoms, 75% of the
photons are scattered within a cone of less than 4° half-angle [Hubbell 1969]. As
is apparent from Fig. 7.3, coherent scattering cross sections may greatly exceed
incoherent scattering cross sections, especially for low-energy photons and high-Z
materials. However, because of the minimal effect on photon energy and direction,
and because the coherent scattering cross section is so much less than the cross
section for the photoelectric effect, it is common practice to ignore Rayleigh scat-
tering in radiation shielding calculations, especially when electron binding effects
mentioned in the preceding paragraph are ignored.
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Figure 7.3. Comparison of scattering, photoelectric-effect, and pair-production cross sections for
photon interactions in lead. From Shultis and Faw [1996].

7.3.3 Pair Production
In this process, the incident photon with energy E^ is completely absorbed and, in
its place, appears a positron-electron pair. The interaction is induced by the strong
electric field in the vicinity of the nucleus and has a photon threshold energy of
2mec

2 (= 1.02 MeV). It is possible, but much less likely, that the phenomenon is
induced by the electric field of an electron (triplet production), for which case the
threshold energy is 4mec

2. The discussion that follows is limited to the nuclear pair
production process.

In this process, the nucleus acquires indeterminate momentum but negligible
kinetic energy. Thus,

E+ + E_ = E7 - 2mec
2, (7.36)

in which E+ and E- are the kinetic energies of the positron and electron, respec-
tively. To a first approximation, the total atomic pair production cross section
varies as Z2. The cross section increases with photon energy, approaching a con-
stant value at high energy. The electron and positron both have directions not far
from the direction of the incident photon (although they are separated by TT radians
in azimuth about the photon direction). As an approximation, the positron-electron
angles with respect to the incident photon direction are mec

2/E~f radians.
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The fate of the positron is annihilation in an interaction with an ambient elec-
tron, generally after slowing to practically zero kinetic energy. The annihilation
process results in the creation of two photons moving in opposite directions, each
with energy me(?.

7.3.4 Photon Attenuation Coefficients
The photon linear attenuation coefficient n is, in the limit of small path lengths,
the probability per unit distance of travel that a gamma photon undergoes any
significant interaction. Thus, for a specified medium, the effective total attenuation
coefficient is

H(E) = N [aph(E) + o-inc(E) + app(E}}

~ N [aph(E] + ac(E) + app(E}} , (7.37)

in which N = pNa/A is the atom density. Note that Rayleigh coherent scattering
and other minor effects are specifically excluded from this definition.

More common in data presentation is the effective total moss interaction coeffi-
cient

^ = ̂  [*ph(E) + ac(E] + app(E}} = M + ̂  + M, (7.38)
p A p p p

which, from Eq. (7.11), is independent of the density of the medium. Effective total
mass interaction coefficients for four common gamma-ray shielding materials are
shown in Fig. 7.4. and the mass coefficients fa/p for various reactions are tabulated
in Appendix C.

Correction for Secondary Radiation
When a photon interacts with matter, not all of the photon's energy is transferred
to the medium locally. Secondary photons (fluorescence, Compton scattered pho-
tons, annihilation photons and bremsstrahlung) are produced and continue to travel
through the medium eventually depositing their energy at points far removed from
the original interaction site. To allow easy calculations of energy deposition, vari-
ous photon interaction coefficients are defined as the total coefficient p,/p times the
fraction of photon energy that does not escape the interaction site as different types
of secondary photons. Of considerable use is the linear energy absorption coefficient
defined as

Men - M/, (7-39)

where / is the fraction of the incident photon energy E that is transferred to sec-
ondary charged particles and subsequently transferred to the medium through ion-
ization and excitation interactions. Other, photon coefficients, denoted by /ia, /^r/,
and utri which account for fewer secondary photons escaping from the interaction
site, are sometimes encountered. These derived coefficients are shown schematically
in Fig. 7.5.

7.4 Neutron Interactions
The interaction processes of neutrons with matter are fundamentally different from
those for the interactions of photons. Whereas photons interact, more often, with
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Figure 7.4. Comparison of the total mass interaction coefficients, less co-
herent scattering, for four important shielding materials.

the atomic electrons, neutrons interact essentially only with the atomic nucleus.
The cross sections that describe the various neutron interactions are also very unlike
those for photons. Neutron cross sections not only can vary rapidly with the incident
neutron energy, but also can vary erratically from one element to another and
even between isotopes of the same element. The description of the interaction of
a neutron with a nucleus involves complex interactions between all the nucleons
in the nucleus and the incident neutron, and, consequently, fundamental theories
which can be used to predict neutron cross-section variations in any accurate way
are still lacking. As a result, all cross-section data are empirical in nature, with
little guidance available for interpolation between different energies or isotopes.

Over the years, many compilations of neutron cross sections have been gen-
erated, and the more extensive, such as the evaluated nuclear data files (ENDF)
[Kinsey 1979; Rose and Dunford 1991], contain so much information that digital
computers are used to process these cross-section libraries to extract cross sections
or data for a particular neutron interaction. Even with the large amount of cross-
section information available for neutrons, there are still energy regions and special
interactions for which the cross sections are poorly known. For example, cross sec-
tions which exhibit sudden decreases as the neutron energy changes only slightly
or cross sections for interactions which produce energetic secondary photons are of
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Bremsstrahlung
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ionization, etc.

Figure 7.5. Relationships leading to definitions of various energy deposition coefficients for
photons, (a) Energy deposition for photon energy involved in the interactions in an incremental
volume of material, (b) Formulas for the energy per unit mass of the material in the incremental
volume, corresponding to the various energy increments in (a), (c) Linear coefficients defined by
their proportionality to the mass energy relationships in diagrams (a) and (b).
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obvious concern in shielding problems and often still are not known to an accuracy
sufficient to perform precise deep-penetration shielding calculations.

7.4.1 Classification of Types of Interactions
There are many possible neutron-nuclear interactions, only some of which are of
concern in radiation-protection calculations. Ultra-high-energy interactions can
produce many and varied secondary particles; however, the energies required for
such reactions are usually well above the neutron energies commonly encountered,
and therefore such interactions can be neglected here. Similarly, for low-energy
neutrons many complex neutron interactions are possible—Bragg scattering from
crystal planes, phonon excitation in a crystal, coherent scattering from molecules,
and so on—none of which is of particular importance in neutron shielding or dosime-
try problems. As summarized in Table 7.1, the reactions of principal importance
for radiation shielding applications are the absorption reactions and the high-energy
scattering reactions with their various associated angular distributions.

Table 7.1. Principal nuclear data required for neutron shielding calculations.

High-energy interactions (1 eV < E < 20 MeV)
Elastic scattering cross sections
Angular distribution of elastically scattered neutrons
Inelastic scattering cross sections
Angular distribution of inelastically scattered neutrons
Gamma-photon yields from inelastic neutron scattering
Resonance absorption cross sections

Low-energy interactions (< 1 eV)
Thermal-averaged absorption cross sections
Yield of neutron-capture gamma photons
Fission cross sections and associated gamma-photon and neutron yields

The total cross section, which is the sum of cross sections for all possible in-
teractions, gives a measure of the probability that a neutron of a certain energy
will interact in some manner with the medium. The components of the total cross
section for absorption and scattering interactions are usually of primary concern for
shielding analysis. Nonetheless, when the total cross section is large, the probability
of some type of interaction is great and thus the total cross section, which is the
most easily measured and the most widely reported, gives at least an indication of
the neutron energy regions over which one must investigate the neutron interactions
in greater detail.

The total cross sections, although they vary from nuclide to nuclide and with
the incident neutron energy, have certain common features. For the sake of classi-
fication, the nuclides are usually divided into three broad categories: light nuclei,
with mass number < 25; intermediate nuclei; and heavy nuclei, with mass number
> 150. Example total cross sections for each category are shown in Figs. 7.6 through
7.9. Thermal cross sections for several important isotopes are given in Table C.I of
Appendix C.
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Figure 7.6. Total neutron cross section for aluminum computed using NJOY-processed ENDF/B
(version V) data.
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Figure 7.7. Total neutron cross section for iron computed using NJOY-processed ENDF/B
(version V) data.
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Figure 7.8. Total neutron cross section for lead computed using NJOY-processed ENDF/B
(version V) data.
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Figure 7.9. Total neutron cross section for uranium computed using NJOY-processed ENDF/B
(version V) data. Above 4 keV the resonances are no longer resolved and only the average cross-
section behavior is shown.
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For light nuclei and some magic number nuclei the cross section at energies less
than 1 keV often varies as

(To

(7.40)

where E is the neutron energy, a\ and <72 are constants, and the two terms on
the right-hand side represent the elastic scattering and the radiative capture (or
absorption) reactions, respectively. For solids at energies less than about 0.01 eV,
there may be Bragg cutoffs representing energies below which coherent scattering
from the various crystalline planes of the material is no longer possible. These
cutoffs are not shown in Figs. 7.6 through 7.9. For energies from about 0.1 eV to
a few keV, the cross sections are usually slowly varying and featureless. At higher
energies, resonances appear that are fairly wide (keV to MeV). Of all the nuclides,
only hydrogen and its isotope deuterium exhibit no resonances. For both isotopes,
the cross sections above 1 eV are almost constant up to the MeV region, above
which they decrease with increasing energy.

For heavy nuclei, as illustrated in Fig. 7.9, the total cross section, unless masked
by a low-energy resonance, exhibits a l/^/E behavior at low energies and usually a
Bragg cutoff (not shown). The resonances appear at much lower energies than for
the light nuclei, usually in the eV region, and have very narrow widths (1 eV or less)
with large peak values. Above a few keV the resonances are so close together and
so narrow that they cannot be resolved and the cross sections appear to be smooth
except for a few broad resonances. Finally, the intermediate nuclei, as would be
expected, are of intermediate character between the light and heavy nuclei, with
resonances in the region from 100 eV to several keV. The resonances are neither as
high nor as narrow as for the heavy nuclei.

For neutron shielding purposes, one is usually concerned with neutrons of energy
500 keV or greater. Neutron penetration studies are somewhat simplified in this
energy region compared to the lower-energy region since the heavy nuclides have no
resolved resonances and the cross sections vary smoothly with the neutron energy.
Only for the light elements must the complicating resonances be considered. Fur-
ther, the absorption cross sections for all nuclides are usually very small compared
to those for other reactions at all energies except thermal energies. Over the fission-
neutron energy spectrum, the (n. 7) reaction cross sections seldom exceed 200 mb
for the heavy elements, and for the lighter elements this cross section is considerably
smaller. Only for thermal neutrons and a few isolated absorption resonances in the
keV region for heavy elements is the (n,7) reaction important. Some important
thermal activation cross sections are given in Table C.2 of Appendix C.

In the high-energy region, by far the most important neutron interaction is the
scattering process. Generally, elastic scattering is more important, although, when
the neutron energy somewhat exceeds the energy level of the first excited state of
the scattering nucleus, inelastic scattering becomes possible. For energies greater
than about 8 MeV, multiple-particle reactions such as (n, 2n) and (n, n + p] become
possible. In most materials of interest for shielding purposes the thresholds for these
reactions are sufficiently high and the cross sections sufficiently small that these
neutron-producing reactions may be ignored compared to the inelastic scattering
reactions. However, a few rare reactions producing secondary neutrons should be
noted. The threshold for (n, 2n) reactions are particularly low for D and Be (3.3
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MeV and 1.84 MeV, respectively) and for these two nuclei there is no inelastic
scattering competition. Also, fission induced by fast neutrons may release multiple
neutrons. In most shielding situations, though, reactions which produce secondary
neutrons are not encountered.

Finally, interactions such as (n,p) and (n, a), which produce charged particles,
may be of importance when light elements are involved. In the MeV region the
(n, a) reaction cross sections for Be, N, and O are appreciable fractions of the total
cross sections and may exceed the inelastic scattering contributions. This situation
is probably true for most light elements, although only partial data are available.
For heavy and intermediate nuclei the charged-particle emission interactions are at
most a few percent of the total inelastic interaction cross sections and hence are
usually ignored.

Example 7.5: A 54Mn sample with mass m — 2 g and density p = 7.3 g cm 3

is exposed for At = 2 minutes in a thermal neutron field with a flux density of
1013 cm~2 s"1. What is the activity of the sample immediately after the exposure
as a result of the radioactive 55Mn (l\/2 = 2.579 h) produced by (n/y) reactions
in the sample?

Since the irradiation time is very small compared to the half-life of 55Mn, we
can neglect any radioactive decay. Then the number of 55Mn atoms produced,
TV55, equals the number of (n/y) reactions that occur in the sample. The sample
volume A\^ = m/p, and from Eq. (7.24) it follows

i\r A T / ^\+ pNaTV =

From Table C.2, we find the thermal-neutron, microscopic, (n,7) cross section
for 54Mn is c^4 = 13.3 b. The decay constant for 55Mn is A = ln2/T1/2 =
ln2/(2.579 h x 3600 s/h) = 7.466 x 10~5 s"1. Hence, the activity of the sample
after irradiation is

Activity = XN55 =
A54 -

(7.466 x 10"5 s~
' 55 g/mol

(13.3 x 10~24 cm2/atom)(1013 cm~2 s~1)(120 s)

= 2.657 x 1010 Bq.

7.4.2 Fission Cross Sections
Of special interest in the design of nuclear reactors are the fission cross sections
of heavy isotopes. Fissile isotopes are those which can undergo fission upon the
absorption of a thermal neutron. Three important fissile isotopes are 233U, 235U,
and 239Pu. The total and fission cross sections for the most important uranium
fissile isotope 235U is shown in Fig. 7.10. Fission cross sections for other important
nuclides are given in Table C.I of Appendix C.
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Fissionable isotopes are those which can be made to fission upon the absorption
of a neutron with sufficiently high kinetic energy. Most heavy isotopes are thus
fissionable; however, only a few will fission readily upon absorption of a neutron
with energies around 1 MeV. comparable to the energies of fission neutrons. The
fission cross sections of three fissionable isotopes are shown in Fig. 7.11.

7.5 Attenuation of Charged Particles
Understanding how charged particles interact with matter, the ranges of these di-
rectly ionizing particles, and the rates at which their energy is dissipated along their
paths is important for several practical reasons. First, secondary charged particles
resulting from neutron and photon interactions are responsible for the radiation
effects of principal concern, namely, biological, chemical, and structural changes.
Second, detection and measurement of photons or neutrons are almost always ef-
fected through interactions that produce secondary charged particles. Indeed, the
roentgen unit of photon exposure (see Chapter 9) is defined in terms of ionization
produced by secondary electrons. Third, a knowledge of the ranges of charged parti-
cles leads directly to the determination of shield thicknesses necessary to stop them
or the extents of the regions in which they can cause biological damage.

7.5.1 Interaction Mechanisms
Charged particles such as beta particles, alpha particles and fission fragments, are
directly ionizing radiation and interact with the ambient medium primarily through
the long-range electromagnetic force. Consequently, charged particles continuously
interact with the electrons of the ambient atoms, interacting simultaneously with
multiple electrons. These interactions primarily cause the atomic electrons of the
atoms along the particle's path to jump into excited states or to be torn from the
atoms creating electron-ion pairs. Thousands of such interactions are needed to
transfer the particle's initial kinetic energy to the medium and slow the particle
to thermal energies. With almost all their kinetic energy exhausted, the charged
particles capture ambient electrons and become neutral atoms, or. in the case of
beta particles, become part of the ambient electron field. Charged particles of a
given initial energy have a maximum distance or range they can travel through a
medium before they are stopped and become incorporated into the medium.

An indirectly ionizing photon or neutron, by contrast, travels in straight-line
segments past enormous numbers of ambient atoms before interacting and altering
its direction and energy. Unlike charged particles, neutrons and photons typically
interact only a few to several tens of times before they are captured by the ambient
medium. Also, indirectly ionizing particles have no definite range, as do charged
particles, but rather are exponentially attenuated as they traverse the medium.

Although, excitation and ionization of the surrounding medium is the primary
method by which a charged particle loses its energy, it may (very rarely) cause
a nuclear reaction or transmutation, or, scatter from an atomic nucleus (usually,
only when the particle has slowed and is near the end of its path). Also, if the
energy of the charged particle is sufficiently high arid/or the mass the of particle
is sufficiently small, the charged particles will lose energy through the emission
of electromagnetic radiation, called bremsstrahlung (lit. "braking radiation"), as
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Figure 7.10. The total and fission cross section for 235U based on NJOY-processed ENDF/B
(version V) data.
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Figure 7.11. The fast fission cross section for three fissionable uranium isotopes based on NJOY-
processed ENDF/B (version V) data.
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they are deflected (centripetally accelerated) primarily by the atomic nuclei of the
medium.

7.5.2 Particle Range
Energetic charged particles cause thousands of ionizations and excitations of the
atoms along their path before they are slowed and become part of the ambient
medium. Charged particles, unlike photons and neutrons, can travel only a certain
maximum distance in matter, called the range, before they are stopped. The paths
traveled by light particles, like electrons and positrons, are quite different from those
of heavy charged particles such as protons and alpha particles. We considered each
separately.

Heavy Charged Particles
As an example, consider a 4 MeV alpha particle. From Eq. (6.22), the maximum
energy loss of such an alpha particle when it interacts with an electron is 2.2 keV.
Most such alpha-electron interacts result in far less energy loss, although usually
sufficient energy transfer to free the electron from its atom or at least to raise the
atom to a high excitation state. Consequently, many thousands of these interactions
are required for the alpha particle to lose its kinetic energy.

Moreover, the mass the alpha particle being over 7000 times that of an electron,
the alpha particle experiences negligible deflection from its path of travel. An
important characteristic of such heavy charged particles, as they move through a
medium, is that they travel in almost straight lines, unless they are deflected by
a nucleus. Such nucleus-particle interactions are rare and usually occur only when
the charged particles have lost most of their kinetic energy.

Because of the large number of interactions with electrons of the ambient
medium, heavy charged particles, of the same mass and initial kinetic energy, travel
in straight lines and penetrate almost the same distance into a medium before they
are stopped. Because of the stochastic nature of the particle-medium interactions
and because, near the end of their paths, some heavy particles experience large angle
deflections from atomic nuclei, the penetration distances exhibit a small variation
called straggling

Many measurements of the range of heavy particles have been made. In Fig. 7.12,
the fraction of alpha particles, with the same initial energy, that travel various
distances s into a medium is illustrated. We see from this figure, that the number
of alpha particles penetrating a distance s into a medium remains constant until
near the end of their range. The number penetrating beyond this maximum distance
falls rapidly.

The distance a heavy charged particle travels in a medium before it is stopped
is not a precise quantity because of the stochastic nature of the number and energy-
losses of all the particle-medium interactions, and because of possible large-angle
deflections near the end of the path. From Fig. 7.12, we see that the range of a
heavy charged particle is not an exact quantity. Several measures of the range can
be defined. We can define R as the mean range, that is, the distance at which the
intensity of heavy particles has been halved. This range is at the maximum of the
differential energy curve or straggling curve dl(s}/ds. shown as the dotted curve in
Fig. 7.12. Alternatively, the range can be taken as Re, the extrapolated range, that
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Figure 7.12. Fraction of a-particles that penetrate a distance s. The dotted
line shows the derivative d l ( s ) / d s and is termed the straggling curve, a result of
the large-angle scattering near the end of the particles' paths and the statistical
fluctuations in the number of interactions needed to absorb the particles' initial
energy.

is, the value obtained by drawing the tangent to the curve at its inflection point
and extrapolating the tangent until it crosses the s-axis. Finally, if we treat the
slowing down of heavy charged particles as a continuous process, a unique range,
called the continuous slowing-down approximation (CSDA), a unique CSDA range
can be calculated. The CSDA range, denoted by A, is now the standard way of
specifying the penetration depth of the heavy charged particle. Although, slightly
different, all three of these definitions of a heavy particle's range are, for practical
purposes, nearly the same.

Electrons
Beta particles (electrons or positrons) also produce numerous ionizations and elec-
tronic excitations as they move through a medium. Most interactions are small
deflections accompanied by small energy losses. However, beta particles, having
the same mass as the electrons of the medium, can also undergo large-angle scat-
ters producing secondary electrons with substantial recoil energy. These energetic
secondary electrons (called delta rays) in turn pass through the medium causing
additional ionization and excitation. Large-angle deflections from atomic nuclei
can also occur with negligible energy loss. Consequently, the paths 'travelled by
beta particles as they transfer their energy to the surrounding medium are far from
straight. Such paths are shown in Figs. 7.13 and 7.14.

For such paths, we see that the distances beta particles travel into a medium
vary tremendously. The range of beta particles is defined as the path length of the
particles, i.e., the distance they travel along their twisted trajectories. This range is
also the maximum distance a beta particle can penetrate, although most, because
of the twisting of their paths seldom penetrate this far (see Section 7.5.4).
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SOkeV

Figure 7.13. Tracks of 30 electrons from
a 50-keV point isotropic source in water,
shown as orthographic projections of tracks
into a single plane. The box has dimen-
sions 2r0 x 2r0. Calculations performed using
the EGS4 code, courtesy of Robert Stewart,
Kansas State University.

1 MeV

Figure 7.14. Tracks of 30 electrons from a 1-
MeV point isotropic source in water, shown as
orthographic projections of tracks into a sin-
gle plane. The box has dimensions 2r0 x 2r0.
Calculations performed using the EGS4 code,
courtesy of Robert Stewart, Kansas State
University.

7.5.3 Stopping Power
With initial kinetic energy E0, a particle is slowed to kinetic energy E ( s ) , after
traveling a distance s along its path, as a result of both Coulombic interactions
with (atomic) electrons and radiation losses (bremsstrahlurig). During deceleration,
the stopping power. (-dE/ds). generally increases until the energy of the particle
is so low that charge neutralization or quantum effects bring about a reduction in
stopping power. Only for particles of very low energy do collisions with atomic
nuclei of the stopping medium become important.

Heavy charged particles (those with masses greater than or equal to the pro-
ton mass), with kinetic energies much less than their rest-mass energies, slow down
almost entirely due to Coulombic interactions. A multitude of such interactions
take place—so many that the slowing down is virtually continuous and along a
straight-line path. These interactions, taken individually, may range from ioniza-
tion processes producing energetic recoil electrons (delta rays) to weak atomic or
molecular excitation which may not result in ionization at all. The stopping power
resulting from Coulombic interactions, (—dE/ds)cou. is called collisional stopping
power, or the ionization stopping power.

Another mechanism, which is important for electrons, is radiative energy loss,
characterized by the radiative stopping power (—dE/ds}rad- Also, a careful treat-
ment of electron slowing down requires accounting for the possibility of delta-ray
production and the concomitant deflection of the incident electron from its original
direction. In this discussion, electron range will refer to the mean path length rather
than the straight-line penetration distance.
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Collisional Stopping Power
The collisional stopping power depends strongly on the charge number z and speed
v of the particle. The speed v is commonly expressed in terms of /?, the ratio of v to
the speed of light c. If m is the mass of the particle and E its kinetic energy, then /3 =
v/c = ^E2 + 2Emc2/(E+mc2). The collisional stopping power also depends on the
density p of the stopping medium, the ratio Z/A of the medium's atomic number
to the atomic mass (atomic mass units), and the effective ionization potential /
(typically a few tens of eV) of the medium. For protons with energies between
about 2 and 10 MeV (or other heavy charged particles with comparable speeds)
and for electrons of energies between 0.01 and 10 MeV, the collisional stopping
power is [Evans 1955]

•£L ->!«•«'•« (7-41)

where /(/, (3} is a complicated function different for heavy charged particles and for
electrons. Selected collisional stopping-power data are presented in Fig. 7.15.

Radiative Stopping Power for Electrons
A charged particle gives up its kinetic energy either by collisions with electrons along
its path or by photon emission as it is deflected by the electric fields of nuclei. The
photons produced by the deflection of the charged particle are called bremsstrahlung.

No single formula can adequately describe the radiative stopping power over a
wide range of electron kinetic energies. Bremsstrahlung is emitted when the electron
is deflected by the electromagnet field of both ambient electrons and ambient nuclei,
the later usually being the dominant mechanism. The radiative stopping power may
be written [ICRU 1984]

dE\ = /^\ (E + meC2}Z2F(EjZ}^ (7>42)

aS /rad \ A /

where F(E, Z) is a function strongly dependent on E and weakly dependent on Z.
The function varies slowly with E for energies up to about 1 MeV, then increases
as E increases, reaching another plateau for energies greater than about 100 MeV.
Selected data for the radiative stopping power are presented in Fig. 7.15.

For an electron with kinetic energy E » mec
2, we see from Eq. (7.42) the

radiative stopping power, (—dE/ds)rad, varies as Z2E. The collisional stopping
power for relativistic electrons (/? — 1), however, varies as Z (see Eq. (7.41)). The
ratio of radiative to collision stopping powers is then proportional to ZE. From
this we see bremsstrahlung production is most important for energetic electrons in
a medium with large Z.

For a relativistic heavy charged particle of rest mass M, with E » Me2, it
can be shown that the ratio of radiative to ionization losses is approximately [Evans
1955]

(-dE/ds}rad EZ_ / m e \ 2 , ,
(-dE/ds)cou ~ 700 \M) ' l j

where E is in MeV. From this result it is seen that bremsstrahlung is more im-
portant for high-energy particles of small mass incident on high-Z material. In
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Figure 7.15. Stopping power (~dE/ds)/p in mass units (MeV cm2/g) for protons and
electrons. The dashed line for aluminum is the collisiorial LET for positrons. Electron
data from ICRU [1984] and proton data from Janni [1982].

shielding situations, only electrons (me/M — 1) are ever of importance for their as-
sociated bremsstrahlung. All other charged particles are far too massive to produce
significant amounts of bremsstrahlung. Bremsstrahlung from electrons is of partic-
ular radiological interest for devices that accelerate electrons, such as betatrons and
x-ray tubes, or for situations involving radionuclides that emit only beta particles.

Example 7.6: At what energy does an electron moving through gold lose as
much energy by bremsstrahlung as it does by ionizing and exciting gold atoms?
From Eq. (7.43)

OO ( - d E / d s ) r a d

(-dE/ds)c.,,i,

For gold Z = 79 and for equal energy loss by both mechanisms, we have find
for electrons M = me that E = 700/79 = 8.9 MeV. This cross-over energy is in
agreement with the data shown in Fig. 7.15.

7.5.4 Estimating Charged-Particle Ranges
It is common to neglect energy-loss fluctuations and assume that particles lose
energy continuously along their tracks, with a mean energy loss per unit path length
given by the total stopping power. Under this approximation [ICRU 1984], the range
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of a charged particle with initial kinetic energy E0 is given by

R = ds =
E0 dE

(-dE/ds)tot
(7.44)

where (—dE/ds)tot = (—dE/ds)coii + (~dE/ds)rad, the total stopping power.
Evaluation of the integral is complicated by difficulties in formulating both the

radiative stopping power and the collisional stopping power for low-energy parti-
cles, particularly electrons, and it is common to assume that the reciprocal of the
stopping power is zero at zero energy and increases linearly to the known value at
the least energy. The range defined in this way is identified as the CSDA range,
i.e., the range in the continuous slowing-down approximation. Proton and electron
CSDA ranges are presented in Fig. 7.16.

102E I • I I • I .

10"

10-2

10-3

10
-2 10U

Energy (MeV)

Figure 7.16. Range or path length pR, in mass units (g/cm2), in the continuous slowing-
down approximation. Electron data from ICRU [1984] and proton data from Janni [1982].

It may be inferred from data given by Cross, Freedman, and Wong [1992] that
for a beam of electrons, ranging in energy from 0.025 to 4 MeV, normally incident
on water, about 80% of the electron energy is deposited within a depth of about
60% of the CSDA range, 90% of the energy within about 70% of the range, and
95% of the energy within about 80% of the range. For a point isotropic source
of monoenergetic electrons of the same energies in water, 90% of the energy is
deposited within about 80% of the range, and 95% of the energy within about 85%
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of the range. In either geometry, all of the energy is deposited within about 110%
of the CSDA range. For protons in aluminum, for example, pR is 0.26 mg/cm2

at 100 keV. However, for such protons normally incident on a sheet of aluminum,
the likely penetration depth,4 in mass thickness, is only 0.22 mg/cm2. For 10-keV
protons incident on gold, the average penetration depth is only about 20% of the
CSDA range.

For heavy charged particles, we may use Eq. (7.44) to obtain the dependence of
the range on the particle's mass m and charge z. Because bremsstrahlung is seldom
important for heavy charged particles with energies below several tens of MeV,
we may take (-dEfds)tot — (—dE/ds)con. From Eq. (7.41) we see the collisional
stopping power is of the form (—dE/ds)coii = p(Z/A)z2 f(v] where f ( v ) is a function
only of v or /3 = v/c. Then from Eq. (7.44), the mass thickness range, pR is

E° dE E° l dE

PH PJQ (-dE/ds}coli
 PJQ (

Substitution of dE/dv = mv and (—dE/ds)coii = p ( Z / A ) z 2 f ( v ) then gives

n fv° vdv _ iA\m . .
"o / f( \ — I 7? ) ~~^9\vo) (7.46);2 Jo /(^) V^ / z2

where g(t?0) is a function only of the initial speed v0 of the particle. From this
result, three useful "rules" for relating different ranges follow.

1. The mass-thickness range pR is independent of the density of the medium.

2. For particles of the same initial speed in the same medium, pR is approximately
proportional to m/z2, where m and z are for the charged particle.

3. For particles of the same initial speed, in different media, pR is approximately
proportional to (m/z2)(Z/A). where Z is the atomic number of the stopping
medium and A is its atomic weight.

Thus, from rule 2, in a given medium a 4-MeV alpha particle has about the same
range as a 1-MeV proton. However, these rules fail for particle energies less than
about 1 MeV per atomic mass unit. For example, the CSDA range of a 0.4-MeV
alpha particle in aluminum is about twice that of a 0.1-MeV proton.

Approximate Formula for Proton and Electron Range
Very useful empirical methods are available for making approximate estimates of
charged particle ranges. CSDA ranges for electrons and protons with initial energy
E may be estimated using the formula

pR = I0a+bx+cx\ (7.47)

where x = Iog10 E. The empirical constants a, b and c are given in Table 7.2.

4If a particle starts its trajectory along the 2-axis, the penetration depth is the final z-coordinate
when the particle has come to rest.
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Table 7.2. Constants for the empirical formula y — a + bx + ex2 relating charged-particle energy
and CSDA range, in which y is logic of pR (g/cm2) and x is logic of the initial particle energy
E0 (MeV). Valid for energies between 0.01 and 100 MeV.

Material

Aluminum
Iron
Gold
Air
Water
Tissue"
Bone6

a

-2.3829
-2.2262
-1.8769
-2.5207
-2.5814
-2.5839
-2.5154

Protons

b

1.3494
1.2467
1.1664
1.3729
1.3767
1.3851
1.3775

c

0.19670
0.22281
0.20658
0.21045
0.20954
0.20710
0.20466

a

-0.27957
-0.23199
-0.13552
-0.33545
-0.38240
-0.37829
-0.33563

Electrons

b

1.2492
1.2165
1.1292
1.2615
1.2799
1.2803
1.2661

c

-0.18247
-0.19504
-0.20889
-0.18124
-0.17378
-0.17374
-0.17924

"Striated muscle (ICRU).
6Cortical bone (ICRP).
Source: Shultis and Faw [1996].

Example 7.7: Estimate the range in water of a 6-MeV triton (nucleus of 3H).
Data for the empirical range formula of Eq. (7.47) are not provided for a triton.
We must, therefore, estimate the triton's range from the observation that, for a
given medium, the range R of heavy charged particles with the same speed is
proportion to m/z2 where m and z are the mass and charge of the particle.

Step 1: First find the kinetic energy of a proton with the same speed as the
6-MeV triton. Classical mechanics, appropriate for these energies, gives

Ep_ = (l/2)mX
~ (l/2)mT4

Jp
ET

The proton energy with the same speed as a 6-MeV triton is, thus, Ep = ET/% = 2
MeV.

Step 2: Now we find the range in water of a 2-MeV proton using the empirical
formula of Eq. (7.47) and the data in Table 7.2. With x = Iog10 2 = 0.30103

^-2.5839+1.3767z+0.20954z2

= 0.00707 g/cm2.pRp(2 MeV) = 10

Since p= 1 g/cm3, Rp(2 MeV) = 0.00707 cm.

Step 3: From the range "rule" for the same medium, we have

RT (6 MeV) mT _ 3 1
1 1Rp(2 MeV) m.

The range of the triton is then RT(6 MeV) = 3RP(2 MeV) = 0.021 cm.
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Range of Fission Fragments
The range of fission fragments is difficult to calculate because of the change of the
fission fragment's charge as they slow down. The lighter of the two fragments,
having the more initial kinetic energy, has a somewhat longer range. The ranges of
the median-mass fission fragments are shown in Figs. 7.17 and 7.18. An empirical

formula for the range of a fission product with initial kinetic energy E (expressed
in units of mass thickness), with an accuracy of ±10% is [Alexander and Gazdik
1960]

{ 0.14, air
0.19, aluminum (7.48)
0.50, gold

where the energy E is in units of MeV.

too

so

60

40

20

Light Fragment

gold
nickel

minum

10 12

Penetration distance, Rp (mg/cm )

Figure 7.17. Energy of the median light fis-
sion product (initial energy 99.9 MeV) after
penetrating a distance x into various materi-
als. Range x is in units of mass thickness xp.
After Keepin [1965].

Penetration distance, Rp (mg/cm )

Figure 7.18. Energy of the median heavy fis-
sion product (initial energy 67.9 MeV) after
penetrating a distance x into various materi-
als. Range x is in units of mass thickness xp.
After Keepin [1965].
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PROBLEMS

1. A broad beam of neutrons is normally incident on a homogeneous slab 6-cm
thick. The intensity of neutrons transmitted through the slab without inter-
actions is found to be 30% of the incident intensity, (a) What is the total
interaction coefficient nt for the slab material? (b) What is the average dis-
tance a neutron travels in this material before undergoing an interaction?

2. With the data of Appendix C, calculate the half-thickness for 1-MeV photons
in (a) water, (b) iron, and (c) lead.

3. Based on the interaction coefficients tabluated in Appendix C, plot the tenth-
thickness (in centimeters) versus photon energy from 0.1 to 10 MeV for water,
concrete, iron and lead.

4. A material is found to have a tenth-thickness of 2.3 cm for 1.25-MeV gamma
rays, (a) What is the linear attenuation coefficient for this material? (b) What
is the half-thickness? (c) What is the mean-free-path length for 1.25-MeV
photons in this material?

5. In natural uranium, 0.720% of the atoms are the isotope 235U, 0.0055% are
234U, and the remainder 238U. From the data in Table C.I, what is the total
linear interaction coefficient (macroscopic cross section) for a thermal neutron
in natural uranium? What is the total macroscopic fission cross section for
thermal neutrons?

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



6. Calculate the linear interaction coefficients in pure air at 20°C and 1 atm
pressure for a 1-MeV photon and a thermal neutron (2200 m s"1). Assume
that air has the composition 75.3% nitrogen, 23.2% oxygen, and 1.4% argon by
mass. Use the following data:

Element /

Nitrogen
Oxygen
Argon

Photon

*j,/p (cm2 g-1)

0.0636
0.0636
0.0574

Neutron

a tot (b)

11.9
4.2
2.2

7. At a particular position the flux density of particles is 2 x 1012

If the particles are photons, what is the density of photons at that position?
(b) If the particles are thermal neutrons (2200 m/s), what is the density of
neutrons?

8. A beam of 2-MeV photons with intensity 108 cm~2s~1 irradiates a small sample
of water, (a) How rnariy photon-water interactions occur in one second in one
cm3 of the water? (b) How many positrons are produced per second in one
cm3 of the water?

9. A small homogeneous sample of mass m (g) with atomic mass A is irradiated
uniformly by a constant flux density </> (cm~2 s"1). If the total atomic cross
section for the sample material with the irradiating particles is denoted by
<jt (cm2), derive an expression for the fraction of the atoms in the sample that
interact during a 1-h irradiation. State any assumptions made.

10. A 1-mCi source of 60Co is placed in the center of a cylindrical water-filled tank
with an inside diameter of 20 cm and depth of 100 cm. The tank is make of
iron with a wall thickness of 1 cm. What is the uncollided flux density at the
outer surface of the tank nearest the source?

11. What is the maximum possible kinetic energy (keV) of a Compton electron
and the corresponding minimum energy of a scattered photon resulting from
scattering of (a) a 100-keV photon, (b) a 1-MeV photon, and (c) a 10-MeV
photon? Estimate for each case the range the electron would have in air of 1.2
mg/crn3 density and in water of 1 g/cm3 density.

12. From Fig. 7.7, the total microscopic cross section in iron for neutrons with
energy of 27 keV is about 0.4 b. and for a neutron with an energy of 28 keV
about 90 b. (a) Estimate the fraction of 27-keV neutrons that pass through
a 10-crn thick slab without interaction, (b) What is this fraction for 28-keV
neutrons?

13. Wrhen an electron moving through air has 5 MeV of energy, what is the ratio
of the rates of energy loss by bremsstrahlung to that by collision? What is this
ratio for lead?
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14. About what thickness of aluminum is needed to stop a beam of (a) 2.5-MeV
electrons, (b) 2.5-MeV protons, and (c) 10-MeV alpha particles? Hint: For
parts (a) and (b), use Table 7.2 and compare your values to ranges shown in
Fig. 7.16. For part (c) use the range interpolation rules on page 196.

15. Estimate the range of a 10-MeV tritium nucleus in air.
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Chapter 8

Detection and
Measurement

of Radiation

Ionizing radiation is rarely detected directly. Instead, detectors usually measure the
secondary products arising from the interactions of the radiation with the detector
material. For example, as an alpha or beta particle traverses a detector's sensitive
volume, electron-ion pairs or electron-hole pairs are created and the subsequent
movement and collection of charges gives rise to an electrical pulse or current. In-
directly ionizing radiation such as gamma photons and neutrons must first undergo
interactions in the detector material that produce secondary charged particles, recoil
atoms or electrons that, in turn, produce charge pairs as they slow down.

The collection of the ionization created by radiation in a detector volume can
be used simply to detect the passage of a radiation particle. The rate of generation
of radiation-induced pulses can then be used to measure the rate at which radiation
particles traverse the detector. Such detectors are termed radiation counters. In
some detectors, the magnitude of the radiation induced pulse is related to the type
of radiation particle and its energy. By measuring both the number of pulses and
the distribution of pulse sizes produced by a given type of radiation, both the
number and energy distribution of the incident radiation can be determined. These
detectors can then be used as energy spectrometers. In some detectors the average
current can be used as a measure of the amount of ionization or energy deposition,
per unit mass of detector material, caused by incident radiation. These detectors
can then be calibrated to measure radiation absorbed doses and are thus called
dosimeters. In this chapter, the properties of some of the most common radiation
detectors are reviewed.

An important aspect of radiation detection is an assessment of the uncertainties
associated with ionization measurements. Both the release of radiation by radioac-
tive decay and the interactions of radiation with matter are stochastic in nature.
Thus, repeated measurements of radiation emitted by a source of constant activity,
in a given detector volume in a given time interval, exhibit random statistical fluctu-
ations. The quantification of such statistical fluctuations is a necessity in radiation
measurements. This topic also is addressed briefly in this chapter.
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Cathode

Figure 8.1. Basic elements of a gas-filled
radiation-detector tube. The cathode is often
used to seal the gas cavity from the ambient en-
vironment. The output voltage pulse is produced
across the load resistor RL. After Knoll [2000].

8.1 Gas-Filled Radiation Detectors
The idea of measuring the radiation-
induced ionization in a gas volume
dates to the nineteenth-century.
These early gas-filled detectors be-
came known as ionization chambers.
As ionizing radiation passes through
a chamber, the motion within an
electric field of the ion pairs formed
inside the chamber produces an elec-
trical current. The magnitude of
the current is measured and corre-
lated (calibrated) to the intensity of
the radiation field. A very com-
mon geometry is a coaxial detector
that consists of a thin, positively-
charged, center wire anode (held in
place by insulators) surrounded by an outer, negatively-charged, cathode tube. The
outer tube contains the gas and defines the active volume of the chamber. Air filled
chambers may or may not be sealed from the ambient environment. A gas-filled
chamber is illustrated in Fig. 8.1.

Radiation either interacts in the wall of the chamber or directly in the filling-gas.
For incident electromagnetic radiation the dominant interactions, photoelectric ef-
fect, Compton scatter, and pair production, occur primarily in the chamber wall
material. If the electrons released from the atoms in the wall material escape from
the wall and enter the active gas volume of the chamber, then these charged par-
ticles (secondary radiation) produce ionization as they pass through the gas. The
potential difference between the anode wire and the cathode establishes an electric
field that causes positive and negative charges to move in opposite directions. Elec-
trons rapidly drift toward the anode and positive ions migrate more slowly toward
the cathode. The motion of these ion pairs causes a flow of current in the external
circuit and establishes a voltage across the load resistance. If the incident radiation
field contains beta particles, for example, then the chamber must be constructed so
that these particles can enter the volume. This is achieved by placing a very thin
"window" on one end of the tube.

There are three basic types of gas-filled radiation detectors: ionization chambers,
proportional counters and Geiger-Mueller counters. All three are known as ioniza-
tion chambers, but they each have a unique process for forming the total number of
ion pairs that are collected at the electrodes. All three operate by forming initial ion
pairs from the incident radiation. Once these ion pairs are formed, it is important
that they do not recombine and thereby fail to contribute to the electrical signal.

Figure 8.2 shows the various operational regions of gas-filled chambers. Region
I represents the recombination region where the potential difference between the
anode and cathode is not sufficient to collect all the initial ion pairs. Ion chambers
operating in this region are not useful radiation detectors.
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Figure 8.2. Operational regions for gas-filled radiation detectors.

As the potential difference between the anode and cathode is increased, the
ionization chamber Region II is entered. In this region the resulting output current
is referred to as the ionization chamber saturation current. Region III represents
the proportional counter region. In this region, electrons acquire sufficient energy
to induce secondary ionization, and hence multiplication. This internal ion-pair
multiplication increases the total number of ion pairs in the active volume and,
hence, the output current increases by a multiplicative factor M > 1. This region
is called the proportional counter region since the output current, or total collected
charge per interaction, is proportional to the initial number of ion pairs created by
the incident radiation.

Next is entered a limited proportionality region where the number of ion-electron
pairs collected is relatively independent of the initial number of ion-electron pairs
created by the incident radiation. This region generally is not useful operationally.

The region of Geiger-Mueller (GM) counter operation, Region IV, exhibits a
"plateau" over which M reaches a nearly constant value. In this region one
avalanche produces secondary photons whose interactions produce other local
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avalanches until the entire anode is surrounded by ion-electron pairs. In this region,
the charge collected per interaction is no longer proportional to the initial number
of ion pairs created. Therefore, it is very difficult to distinguish between different
types of incident radiation or to gain knowledge about the energy of the incident
radiation.

If the tube voltage is too large, the tube undergoes continuous avalanches around
the central anode, one leading to another. This region V, is known as the continuous
discharge region. Its entry normally leads to failure of the ion chamber.

8.1.1 lonization Chambers
lonization chambers or ion chambers are widely used as radiation monitors. They
can be designed to respond to alpha particles, beta particles, gamma rays, x rays,
and neutrons. The ion chamber is the most basic type of gas-filled radiation detector
since it operates without gas multiplication. These chambers are frequently referred
to as current chambers since they are often operated by directly measuring the
output current. When operated at the saturation current level (region II of Fig. 8.2),
the output current level is proportional to the intensity of the incident radiation
and permits a direct measurement of the exposure rate.

In an ion chamber with parallel-plate electrodes and a uniform electric field,
current pulses from individual events can be registered, thereby allowing energy
spectroscopy of the incident radiation. In their most common cylindrical geometry,
however, ionization chambers cannot be used for this purpose since the pulse am-
plitude is dependent upon where the ion-electron pairs are formed in the detector.

Gamma-Ray Ion Chambers
Gamma-ray ion chambers, operated in the current mode, are very stable and have a
long life. They can be fabricated in a variety of sizes and shapes. Large ion chambers
are used as area monitors for ionizing radiation and high-pressure chambers offer a
very high sensitivity, permitting measurement of exposure rates as low as 1 /iR/h.
Small chambers with low gas pressures can be operated in radiation fields with
exposure rates as great as 107 R/h.

Air-filled ionization chambers vented to atmospheric pressure are often used
to measure radiation exposure. After the formation of an electron-ion pair, the
electrons and ions begin to move through the gas towards their collecting electrodes.
However, the electronegative oxygen quickly captures the free electron to produce a
heavy negative ion. Because of this attachment most of the free electrons disappear
and the chamber current is produced by the motion of negative and positive ions.
This is not a problem when a detector is operated in the current mode as long as the
potential difference is sufficient to prevent significant recombination. However, such
a chamber is not suited for pulse-mode operation, since the positive and negative
ions move very slowly compared to electron speeds in the same electric field, and
very broad and indistinct pulses are produced.

Neutron-Sensitive Ion Chambers
Because neutrons do not directly produce ion-electron pairs, an ion chamber sensi-
tive to neutrons must incorporate some isotope with a large neutron cross section
for a nuclear reaction that produces charged particles, which, in turn, create ion-
electron pairs in the chamber gas. The most common gases in use are 3He and BFs.
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Alternatively, the inside of the tube may be lined with a neutron-sensitive material
such as boron or 235U which, upon absorbing a neutron, emits charged particles
such as alpha particles or fission fragments into the chamber gas. Chambers lined
with a fissile isotope are called fission chambers. Such chambers are often operated
in the proportional-counter mode.

Fission chambers are often used where there is a mixed radiation field containing
a large component of gamrna rays. Since these detectors are operated in the pulse
mode, the large voltage pulse formed by the large charge produced by the ioniza-
tion of the heavy charged fission products or their resulting radioactivity makes it
possible to discriminate against the much smaller gamma-ray voltage pulse. Fission
chambers containing 235U or 239Pu are efficient thermal-neutron detectors often
used for in-core nuclear reactor startup channels.

A compensated ton chamber is a neutron detector that effectively discriminates
against the gamma ray induced current. Typically the chamber has three concentric
electrodes, one coated with a neutron sensitive material such as 23°U or a compound
containing 10B. Compensated ion chambers are widely used in nuclear reactors
because of their ability to respond to neutron fields that vary up to ten orders of
magnitude; i.e., these detectors have a very large "dynamic range."

8.1.2 Proportional Counters
Proportional counters are gas-filled chambers operated in region III of Fig. 8.2. In
this region, there is an internal multiplication in the chamber gas of the original ion-
electron pairs created by the incident radiation. The physical mechanism for this
multiplication process is discussed in the next section. This internal multiplication
M is typically from 10 to 10,000. Because of the location of the gas multiplication
avalanche, near the central wire, the output voltage pulse is not only amplified
by a factor of M but the pulse amplitude is proportional to the total ionization
energy deposited inside the active volume of the detector. This feature allows
the proportional counter to be used as a spectrometer by using the output pulse
amplitude to infer the energy of the incident radiation. Also, since the number of
ion pairs is proportional to the initial ionization caused by the incident radiation,
proportional counters can be used to distinguish between different types of charged
particles. For example, one common application is to use a gas-flow counter to
distinguish between beta particles and alpha particles.

Gas Multiplication
In a proportional counter, the electric
field strength is large enough to increase
the energy of the electrons generated in
the active volume to a level sufficient to
cause additional ionization of the cham-. . 25 |im diameter
ber gas. In a cylindrical counter, the elec- anode wire
trie field strength varies inversely with
the distance from the axis of the central Figure 8.3. An orthogonal view of an
anode wire and essentially all of the mul- Blanche triggered by a single electron.

I he density ot the shading indicates the
tiplication occurs very near the central concentration of electrons formed in the
electrode. This avalanche multiplication avalanche. After Knoll [2000].
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process is illustrated in Fig. 8.3. Electrons produced by this avalanche are quickly
collected at the anode leaving a sheath of positive-ion space charge. Regardless of
where the initial ion pairs are formed in the active volume, most of the current
during charge collection results from the motion of the positive ions moving from
the anode wire to the cathode.

Applications

The proton recoil proportional counter is one of the few instruments available to
measure fast neutron spectra in the energy range from 10 keV to about 800 keV.
When a high energy neutron scatters from a hydrogen atom in the chamber gas,
the recoil energy of the hydrogen nucleus (a proton) depends on the kinetic energy
of the incident neutron. The recoil proton's energy is then registered as a current
pulse in the external circuit of the proportional counter. From the measured dis-
tribution of the pulse magnitudes, the energy distribution of the incident neutrons
can be inferred. Gas fillings for neutron energy spectroscopy are usually hydrogen
or methane. Techniques have been developed to discriminate against gamma rays.
Techniques are also available to infer tissue dose from neutrons by using counters
filled with a tissue equivalent gas.

Thin-window proportional counters are frequently used to measure low energy
x-ray spectra. The efficiency is about 10% at 5 keV. To enhance the photoelectric
response, the counters are filled with a counting gas mixture in which one component
has a high atomic number, e.g., a mixture of xenon and CE^. Beryllium is a common
window material, and, because of its low atomic number, it has a low photoelectric
cross section and is relatively transparent to incident low energy photons.

3He and boron trifluoride (BFs) gas-filled counters are mainly sensitive to slow
neutrons based upon the two nuclear reactions: 3He(n,p)3H and 10B(n,a)7Li. Be-
cause of the large output voltage pulse caused by the alpha particles and the pro-
tons, these counters can be made essentially insensitive to gamma rays using pulse
height discrimination. These detectors have many applications including thermal
neutron diffraction, moisture content measurements in soil and concrete, nuclear
material assay, and nuclear fuel fabrication monitoring. Many applications require
that high-energy neutrons be moderated to increase the detector efficiency.

8.1.3 Geiger-Mueller Counters
Geiger and Mueller developed the Geiger-Mueller (GM) detector in 1928. These
radiation detectors are simple and robust devices that continue to be an impor-
tant tool for sensing the presence of ionizing radiation. These gas filled detectors
operate in region IV of Fig. 8.2, and have the remarkable property that the size
of the pulse, or total charge produced in the active volume is independent of the
ionization energy deposited by the initial ion pairs. Consequently, these detectors
do not have the inherent capability of distinguishing between different types of ra-
diation or measuring radiation energy. They can, however, be configured so that
they are sensitive to both charged particles (alpha particles and beta particles) and
electromagnetic radiation (x rays and gamma rays).

A GM detector's sensitivity to charged particles is limited only by the thickness
of the entrance window. The entrance window must be just thick enough to ensure
that the chamber's filling gas does not escape. Once charged particles enter the
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active volume of the detector, they are detected with almost 100% efficiency since
it takes only one ion-electron pair to initiate the pulse formation process. Typical
counter characteristics are shown in Table 8.1.

Table 8.1. Typical GM counter specifications and characteristics.

primary gas
quench gas
gas multiplication
cathode (outer case) material
anode wire diameter
window thickness (mg cm"2)
window material
operating voltage
plateau slope
dead time
energy response for j3 particles
energy response for x and gamma rays
sensitivity for low energy /3 particles
sensitivity for high energy beta particles
sensitivity for x and gamma rays
mode of operation
spectroscopy applications
advantages

helium, argon or neon
halogen or organic
104 - 108

stainless steel
0.1 mm
1.5 - 40
mica
500 - 1600 V
2 - 1 0 %/100 V
50 - 200 MS
poor
poor
poor due to window thickness limitation
excellent for thin window detectors
good
pulse
none
low cost and large output voltage pulse

Pulse Formation in a GM Counter
The initial ion pairs produced inside a GM tube are quickly separated in the electri-
cal field between the anode and the cathode. As electrons move toward the anode,
they gain sufficient energy to produce additional ionization. At this stage, the pulse
formation follows a pattern similar to the operation of a proportional counter. Very
quickly a dense collection of ion pairs forms near the anode, terminated when all
of the electrons are collected. This initial avalanche is followed by a succession
of other avalanches caused by the emission of light photons that are emitted from
gas molecules excited by electron impact. These photons, in turn, interact with
the walls of the detector and with the chamber gas to produce tertiary electrons,
which spread the discharge over the whole volume near the positive electrode. This
cascade of avalanches in a GM tube is shown in Fig. 8.4.

The operation of the GM counter, thus, depends upon the probability that an
electron in the gas produces a tertiary photoelectron. As the positive ion sheath
grows near the anode, a space charge builds up. This causes the electric field near
the wire to weaken and the multiplication to decrease. The discharge becomes
convergent and ion pair production stops. During the collection of the electrons,
the positive-ion sheath is essentially stationary because ion mobility is about 1000
times less than that for electrons.
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Figure 8.4. The mechanism by which additional avalanches are triggered in a GM
discharge. After Knoll [2000].

After collection of the electrons at the central anode, the positive ions slowly
move toward the chamber's cathode. If they strike the wall, there is a finite proba-
bility that these ions will cause new electrons to be released into the active volume
of the counter. If this happens, then the cascading avalanches begin anew. If the
probability of this happening is high, the counter can enter a continuous discharge
mode and destroy itself. These secondary avalanches caused by the positive ions
are reduced to an acceptable level by adding a small quantity of a quench gas, nor-
mally a halogen or organic compound. The final result of this complex process is
an internal gas multiplication of 104 to 108, which produces a very large charge and
a correspondingly large output voltage pulse.

Operating Voltage
One of the first steps in characterizing the operation of any gas-filled radiation
detector is establishing the correct operating voltage. GM counters have a fairly
wide range over which they can be operated. However, each counter should be
operated near the center of its plateau within the GM region shown as region IV
in Fig. 8.2. This assures the best long-term performance because, at this voltage,
small changes in the applied voltage have an insignificant effect on the amplitude
of the output pulse (see Fig. 8.5). If the applied voltage is too low, then the gas
multiplication is less than desired and the counting rate is very sensitive to small
changes in voltage.

Dead Time Corrections in GM Counters
Because of the relatively long time required for the ionization process to take place
in a GM counter, the chamber becomes insensitive to additional incident radiation
during the ionization process. For large incident radiation intensities, the GM
counter is unresponsive or dead for a large fraction of the counting time. These
slow detectors require that dead time corrections be made even when the count rate
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Figure 8.5. Operational plateau curve for a Geiger-Mueller counter.

is relatively low. For any GM counter application, consideration must be given to
systematic errors introduced by this count rate dependent phenomenon. Dead time
corrections can be made to determine the true counting rate using the procedure
discussed in Section 8.5.3.

Electronics
These detectors do not require expensive electronic components since the output
signal is very large. Simple analog meters and basic pulse counting circuits are quite
adequate.

Applications
GM counters are often the detectors of choice for applications requiring information
about only the magnitude or intensity of the radiation field. As such they find wide
application in hand-held survey meters used to detector radiation fields. Other
types of radiation detectors are more suitable if information is needed on the type
or energy of the radiation. GM counters can be made in essentially any size and
shape. Their low cost and high efficiency make them suitable as sensors of beta
particles, x-rays and gamma rays. This is especially true if the radiation level is low
enough that dead time losses are not a concern. These detectors are seldom used
to detect neutrons although, with a cadmium cover surrounding the tube, the GM
detector is sensitive to thermal neutrons and may be calibrated for thermal neutron
flux density. Because of their poor energy response, inability to distinguish among
different types of radiation, arid their large resolving times, care must be taken
to assure that some knowledge of the radiation field is available before making
measurements with these counters.
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8.2 Scintillation Detectors
There are two types of scintillation detectors, (1) solid crystals of inorganic mate-
rial, and (2) plastics and liquids consisting of organic molecules. Their modes of
excitation differ but the final result is the same. As charged particles pass through
the material the energy that they lose is transferred into excitation energy of the
inorganic crystals or molecular excitation of the organic molecules. The excitation
energy is released in fluorescence, i.e., scintillation. The number of light photons
emitted in any one event is proportional to the energy lost by the initial charged
particle in that event. The time dependence of the fluorescence emission, and hence
the output pulse shape, is dependent upon the specific type of material.

Although scintillator material has been used for almost 100 years to detect
ionizing radiation, their widespread application dates from the development of the
photomultiplier tube (PMT) some 50 years ago. This vacuum tube device allows
the measurement of extremely low levels of light. In a PMT the incident photons
strike a photocathode thereby liberating photoelectrons. These photoelectrons are
then accelerated towards another electrode at a higher potential where the energetic
impinging electrons cause more electrons to be emitted. This electron multiplication
process continues along a series of electrodes, each at higher potential than the
previous and, at each, the electron population is increased. The number of electrons
finally collected at the last electrode may be millions of times greater than the
number of electrons that began the cascade. In essence, the PMT is a photon to
electron amplifier.

A typical scintillator detector assembly consists of a hermetically sealed scin-
tillation material optically mounted to the PMT's photocathode, a voltage divider
string (YDS) in the PMT, and a preamplifier to produce a voltage pulse from the
electrons collected at the last PMT electrode. These components are usually bound
together in a single assembly By using this common configuration, the detector as-
sembly is a stand-alone device that only requires an external voltage for the PMT
and an external power supply for the preamplifier. Such an assembly is often called
a scintillation detector.

The amplitudes of the output voltage pulses are proportional to the energy de-
posited by charged particles produced in the scintillation material. A gamma ray
penetrating the scintillator material may give up its energy to the scintillator ma-
terial through photoelectric interactions, Compton scattering and pair production
reactions. If all of the incident gamma-ray energy is deposited in the scintillator
material, the number of scintillation photons produced is proportional to the in-
cident gamma-ray energy. Thus, by measuring the distribution of pulse sizes or
the pulse height distribution (PHD) produced by the scintillation detector, the en-
ergy distribution of the incident gamma rays can be determined. Thus, one of the
most important applications of scintillation detectors is gamma-ray spectroscopy.
Characteristics of some common scintillation detectors are shown in Table 8.2.

Nal Scintillation Detectors
The most popular inorganic scintillation material is Nal(Tl). These detectors are
available in a variety of sizes and shapes. Because the maximum wavelength of
light emitted by this material is 415 nm, it is easy to find commercially available
PMTs whose maximum sensitivity matches the fluorescence emission spectrum. The
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Table 8.2. Common scintillation materials.

Material
Decay

constant Primary applications Comments

Inorganic:

Nal(Tl) 230

Organic:

BC-400
NE-102
plastic

2.4

(1) x- and 7-ray detectors
(2) x- and 7-ray

spectrometers

(1) x- and 7-ray detectors
(2) used in portal and large

surface area detectors
(3) a. (3 and fast n detectors
(4) j3 spectrometers

(1) hygroscopic
(2) high Z material
(3) 3 x 3 inch most common for 7
(4) 7-ray resolution of 6 - 8%
(5) right cylindrical shape most common
(6) well-type have outstanding efficiency

(1) non-hydroscopic
(2) inexpensive
(3) low Z; minimal photoelectric effect
(4) high efficiency for charge particles
(5) available in many sizes and shapes

relatively large decay time constant is normally not a problem since a very high
efficiency for x- rays and gamma rays dominates their radiation response. Of all
the different Nal(Tl) detectors available to characterize gamma-ray radiation fields,
the 3 x 3 inch right circular cylindrical detector, has historically been the favorite.
This is the most extensively characterized Nal(Tl) detector and extensive efficiency
data are available in the literature. A typical Nal(Tl) pulse height distribution is
shown in Fig. 8.6.

Because of its very high efficiency for electromagnetic radiation (see Fig. 8.7),
Nal(Tl) is widely used to measure x rays and gamma rays. X-ray detectors with
a thin entrance window containing a very thin Nal(Tl) detector are often used
to measure the intensity and/or spectrum of low energy electromagnetic radiation.
Because Nal(Tl) detectors do not require cooling, they can be used in a great variety
of applications. Field applications are possible since they can operate over a long
time period in warm and humid environments, resist a reasonable level of mechanical
shock, and are resistant to radiation damage. Basically, for any application requiring
a detector with a high gamma-ray efficiency and a modest resolution, the Nal(Tl)
detector is clearly a good choice.

Comparison of Inorganic Scintillators
Advances in x-ray computed tomography and positron emission tomography have
placed new demands on speed, efficiency, and effective atomic number of scintillators
used for x-ray and annihilation photon detection. Table 8.3 compares with Nal
several new inorganic scintillators.

Organic Scintillation Detectors
Organic scintillation detectors are also very popular. They provide an excellent
option when a larger less expensive detector is needed. They can't be used for high-
energy electromagnetic radiation spectroscopy since their low atomic number limits
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Figure 8.6. Pulse height distribution of the gamma rays emitted
by the radioactive decay of 24Na as measured by a Nal(Tl) scintilla-
tion detector. In addition to the two photopeaks, corresponding to
the complete absorption of the 24Na 2.754 and 1.369-MeV gamma
rays, several other peaks are also apparent. The single and double
escape peaks arise from the escape of one and both 0.511-MeV an-
nihilation photons generated in the Nal crystal by the annihilation
of positrons created in pair-production interactions. The annihila-
tion peak is caused by 0.511-MeV annihilation photons produced
outside the Nal crystal and subsequently depositing their energy
in the crystal. The backscatter peak arises from photons scattered
from the source material into the Nal detector.
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Figure 8.7. Intrinsic peak efficiency for Nal(Tl) detectors.
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Table 8.3. Comparison of inorganic scintillation materials."

Scintillator

Relative light yield
Peak wavelength (nm)
Decay constant (ns)
Density (g/crn'^)
Effective Z

Index of refraction

Nal(Tl)

100

410

230

3.67

51

1.85

BGO

Bi4Ge3Oi2

15-20

480

300

7.13

75

2.15

LSO

Lu2(SiO4)O

75

420

12, 42

7.40

66

1.82

GSO

Gd2SiO5

20-25
440

30-60
6.71

59

1.85

"Compiled by Dr. Frederic H. Fahey. Wake Forest University Medical School.

their photoelectric sensitivity. Thus, Compton scattering dominates from about 60
keV to 10 MeV. Moreover, since these detectors are composed of only hydrogen
and oxygen with a density of 1.032 g cm~3 they make a unear tissue equivalent"
detector. Typical applications include portable survey instruments, portal monitors,
and beta-particle spectrometers.

8.3 Semiconductor lonizing-Radiation Detectors
Functioning of these radiation detectors is based upon the newest technologies. The
impact on radiation detection and measurement has been revolutionary because of
unique semiconductor properties, especially outstanding energy resolution. New
semiconductor detectors continue to be introduced into the market place. The
three most common types are described in Table 8.4.

Germanium Semiconductor Detectors
There are two main types of germanium semiconductor detectors: (1) Ge(Li) a
germanium crystal doped with interstitially drifted lithium ions to cancel the effect
of natural impurities in the germanium crystal, and (2) the more recent HPGe
high purity germanium crystal in which impurity atom concentration are less than
1010 cm~3. The more expensive HPGe detectors have replaced the older Ge(Li)
technology since they can be kept at room temperature when not in use whereas
Ge(Li) crystals must always be kept at liquid nitrogen temperatures.

Germanium detectors, besides having exceptional energy resolution, are very
efficient for detecting photons. Their efficiency ranges from excellent for low energy
x-rays to good for medium to high-energy gamma rays over an energy range of 1 keV
to 10 MeV. The performance of these detectors is often compared to Nal(Tl) and
Cd/Zn telluride (CZT) detectors. Because of the higher atomic number arid larger
size, Nal(Tl) detectors often have a higher efficiency for high energy gamma rays
than do germanium detectors, but a much poorer energy resolution. The dramatic
difference in the energy resolution between Na(Tl) and Ge(Li) spectrometers is
shown in Fig. 8.8.
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Table 8.4. Common semiconductor ionizing-radiation detectors.

Material

HPGe

Si(Li)

Cd/Zn/
Telluride
(CZT)

Resolution
(FWHM)

2.0 keV at 1.33 MeV
1.0 keV at 122 keV
0.15 keV at 5.9 keV

0.14 keV at 5.9 keV
from °°Fe

1.5 keV at 122 keV
from 5TCo

Principal application

x- and 7-ray energy
measurements

x-ray (low keV) and
charged particles
(especially a particles)
energy measurements

x-ray and low energy
gamma-ray energy
measurements

Comments

(1) excellent resolution
(2) intermediate atomic number
(3) high cost-varies with 7 eff.
(4) cooling needed when used
(5) small volume

(1) excellent resolution
(2) low atomic number
(3) low cost
(4) doesn't require cooling
(5) small volume
(6) thin entrance windows

(1) good resolution
(2) high atomic number
(3) expensive
(4) minimum cooling needs
(5) available only in small sizes

Silicon Semiconductor Detectors
Si (Li) detectors with thin entrance windows are commonly used in alpha- and beta-
particle spectrometers. They can be configured to achieve essentially 100% intrinsic
efficiency and have excellent resolution. They also offer an inexpensive option for
x-ray spectroscopy. Since Si(Li) detectors have a much lower atomic number than
CZT. Nal(Tl), and HPGe, their relative efficiency per unit thickness is significantly
lower for electromagnetic radiation. However, for x-ray or gamma ray energies less
than about 30 keV, commercially available Si(Li) detectors are thick enough to
provide performance which is superior to CZT, Nal(Tl), and HPGe and detector
materials. For example, as shown in Fig. 8.9, a 3 to 5 mm-thick detector with a
thin entrance window has an efficiency of 100% near 10 keV. Based upon the fact
that a majority of the applications require a thin window, Si(Li) detectors are often
manufactured with very thin beryllium windows.

Cadmium Zinc Telluride Detectors
Cadmium zinc telluride (CZT) is a new high-resolution and high-atomic number
semiconductor detector material. A reasonable degree of cooling for the detector
and the directly coupled preamplifier enhances detector system performance. CZT
detectors offer an excellent option for low energy x-ray spectroscopy where cooling
is not possible. Keeping the detector and preamplifier at about -30 °C, is adequate
to achieve optimum energy resolution. By contrast, HPGe detectors must be cooled
at liquid nitrogen temperatures to achieve optimum resolution.

These detectors are not available in large sizes. Their small size diminishes the
possibility of making detectors with large efficiencies for high-energy electromagnetic
radiation (see Fig. 8.10). Therefore, the major application is low energy x- or
gamma-ray spectroscopy.
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Figure 8.9. Full energy peak efficiency of Si(Li) detectors.
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Figure 8.10. Gamma-ray efficiency for a 2 mm thick CZT detector.
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When x-rays or gamma rays interact in a CZT detector, an average of one
electron/hole pair is produced for every 5 eV of energy lost by the photoelectron
or Compton electron. This is greater than in Ge or Si, so the resolution of these
detectors is not as good as HPGe or Si(Li) detectors. However, they are the detector
of choice for many applications requiring good energy resolution. For example, they
perform better than HPGe when it is not feasible to provide liquid nitrogen cooling.
Likewise, when detector sensitivity is the dominant consideration, they are much
better than Si(Li).

8.4 Personal Dosimeters

8.4.1 The Pocket Ion Chamber
Very familiar to radiation workers over many, many years are the self-reading pocket
ionization chamber (PIC) and the film badge dosimeter. The pocket ionization
chamber is an ion chamber, as described in Section 8.1, in the form of a cylinder
about the size of a fountain pen. A charge is placed on the electrodes of the ion
chamber and the corresponding voltage is displayed through an eyepiece using an
electroscope. As the ion chamber receives radiation exposure, the electrodes are
discharged and the voltage change of the electroscope is presented in a reticule
scaled to radiation dose or exposure. More commonly, the PIC is sensitive only to
gamma radiation. However, neutron sensitive ionization chambers are also used,
calibrated in dose equivalent.

8.4.2 The Film Badge
The film badge consists of a packet of photographic film sealed in a holder with
attenuating filters. Ionizing radiation darkens the film, as in the production of an
x-ray image. The filtration is designed to render the degree of film darkening as
nearly as possible a known function of gamma-ray exposure, independent of the
energy of the incident gamma rays. After the badge is carried by a radiation worker
for a period of time, the film is processed, along with calibration films with the same
emulsion batch exposed to known radiation doses. The worker's radiation dose for
the period is assessed and ordinarily maintained in a lifetime record of exposure. In
some cases special attenuation filters are used to relate the darkening of portions of
the film to beta-particle or even neutron dose. Special badge holders in the form of
rings or bracelets are used to monitor the radiation exposure of hands, wrists, and
ankles.

8.4.3 The Thermoluminescent Dosimeter
The thermolumiriescent dosimeter (TLD) is a solid state radiation detector, whose
radiation dose may be gauged by measurement of the release of light upon heating
of the detector after exposure. TLDs are inorganic crystals such as LiF or CaSO4
to which impurity elements, or dopants, such as Mg. P, Mn, or Cu are added in
small concentrations. The TLD matrix is an insulator but the dopant adds hole
and electron traps with energy levels within the insulator band gap. Upon radia-
tion exposure, traps are filled. They remain filled until the TLD is heated, thereby
releasing the trapped charge carriers. Recombination of newly mobile charged car-
riers leads to light emission. Natural Li, in which the abundance of 6Li is 7.4%, is
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somewhat sensitive to thermal neutrons. TLD neutron sensitivity may be enhanced
by increasing the abundance of the lighter isotope. Similarly, neutron insensitive
LiF employs only 7Li. Dosimetry of mixed neutron and gamma-ray radiation may
be accomplished by using pairs of neutron-sensitive and neutron-insensitive TLDs.

8.5 Measurement Theory

8.5.1 Types of Measurement Uncertainties
The analysis of any type of experimental data always requires that an assessment
be made of the uncertainties associated with each measurement. Without such
an estimate, the data have very limited value. There are several types of uncer-
tainties associated with any measurement. These include stochastic and sampling
uncertainties and errors as well as systematic errors. For example, the decay of
radioactive atoms occurs randomly or stochastically so that a measurement of the
number of decays in a fixed time interval has an inherent stochastic uncertainty.
Repeated measurements would give slightly different results. Systematic errors are
introduced by some constant bias or error in the measuring system and are often
very difficult to assess since they arise from biases unknown to the experimenter.
Sampling errors arise from making measurements on a different population from
the one desired. These biases too are hard to detect, let alone quantify.

Engineers and scientists must always be aware of the difference between accu-
racy and precision, even though popular usage often blurs or ignores the important
distinction. Precision refers to the degree of measurement quantification as deter-
mined, for example, by the number of significant figures. Accuracy is a measure of
how closely the measured value is to the true (and usually unknown) value. A very
precise measurement may also be very inaccurate.

8.5.2 Uncertainty Assignment Based Upon Counting Statistics
Data measured with an ionizing-radiation detection system embody both random
uncertainties and systematic errors. Uncertainty assignment requires knowledge of
both. Even with a perfect measurement system capable of operating over a long time
period without introducing significant systematic error, one must always consider
the random nature of the data caused by the stochastic decay of radioactive nuclei.

This section deals only with one component of the total uncertainty—the random
or statistical uncertainty, which can be estimated using the binomial distribution
since it is the basic statistical distribution describing the stochastic decay process
of radionuclides. It is usually possible to approximate the binomial distribution by
a Poisson distribution, which, for a sufficiently large number of decays or measured
events (> 40), can be well approximated by a Gaussian distribution. This approx-
imation simplifies the process of assigning the statistical uncertainty since, for the
Poisson distribution, the variance cr2 is equal to the mean value x, the value usually
measured.

Data are routinely reported as x ± s where x is the number of measured counts
during a specified time period and s is the standard deviation of x. When an error
is reported as one standard deviation (or "one sigma") it is called the standard
error. For a single measurement x of a radioactive sample, it can be shown that
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the standard deviation, for x greater than about 40, is

s = v/x (8.1)

Thus, for a single count measurement, the expected or mean value is estimated as x
with an estimated standard deviation of s = ^/x, so the reported value is x±s. Don't
arbitrarily use this concept to assign uncertainties to other types of experimental
measurements such as pressure or temperature measurement, which have totally
different statistical distributions from the Poisson distribution governing radioactive
decay.

Frequently, more than one count measurement is recorded. For this case, assum-
ing the radiation source has constant activity, estimates of the mean and standard
deviation can be obtained directly from the TV measured values, Xi , £2, • • • , ^TV- The
mean or expected count is the average value of the counts, i.e.,

N-l

— - — \^x~j^2^Xi

1=1
and the corresponding estimate of the standard deviation of the mean is

s = \/x/N - I

Note that for replicate measurements the error is reduced by the square root of
N. This assumes, of course that the measurements are independent and that no
changes occur in the radiation field or with the detector's response during the time
that the N data points were being recorded.

If a Gaussian distribution can approximate the data, then s has a specific mean-
ing, namely, there is a 68% probability that the mean value falls within the range
x ± s. This means that if the measurement were repeated a large number of times,
68% of the observed counts would fall within x±s. Table 8.5 shows the relationship
between the percent standard deviation and the number of counts recorded. For
example, a standard error of one percent or less would require recording at least
10,000 counts.

Uncertainties are not always reported as one standard deviation. Sometimes a
larger uncertainty e is reported in order to increase the probability that the mean
will be included within the range between x — e and x + e. As shown in Table 8.6,
if the error is reported as one standard deviation, the probability is 68%. However
for an error range of x —1.65s to x + 1.65s the probability increases to 90%. This
would be reported as the 90% confidence interval. The convention is to report errors
as one standard deviation. For anything other than one standard deviation, one
should specify the number of standard deviations or the probability interval.

8.5.3 Dead Time
All radiation detection systems operating in the pulse mode have a limit on the
maximum rate at which data can be recorded. The limiting component may be
either the time response of the radiation detector, which is the case for the Geiger
counter, or the resolving capability of the electronics. The true counting rate for a

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



Table 8.5. Standard deviation (%) of
count data measured with a radiation de-
tector operating in the pulse mode.

Table 8.6. Probability interval for dif-
ferent number of standard deviations
based upon a Gaussian distribution.

Observed
counts x

100
400

1100
2500

10000

Percent standard error
(1 sigma error)

10%
5%
3%
2%
1%

No. of standard
deviations

0.68
1.00
1.65
1.96
3.00

Probability

0.50
0.68
0.90
0.95
0.997

detector with zero dead time losses (n) is related to the recorded counting rate for
a detector with significant dead time losses (m) by

ra
n =

1 mr
(8.4)

where T is the dead time of the detector. Note that the term mr is the fraction
of the time that the detector is unable to respond to additional ionization in the
active volume of the detector. When designing an experiment, it is advisable to
keep these losses to a minimum. If possible, this means that mr should be less than
0.05. For example, for a GM counter with a typical dead time of r = 100 yus, the
maximum count rate would be 500 counts/s.

8.5.4 Energy Resolution
One important application for radiation detectors is radiation spectroscopy, mea-
surement of the energy distribution of a given type of radiation. Such spectrometers
requires measuring some quantity that is proportional to the energy of the incident
radiation. Typically, that quantity is the amplitude of a voltage pulse produced
from collection of the separated charge deposited in the detector. Raw spectroscopy
data, known as pulse height distributions (PHD), display count rate vs. pulse height.
They contain peaks whose relative positions are related to the energy of the incident
radiation. By processing a PHD, it is possible to determine the energy distribution
of the incident radiation.
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PROBLEMS

1. Should the quenching gas in a GM tube have a higher or lower ionization
potential than the major tube gas? Why?

2. What effect does each of the following changes have on the performance of a
proportional counter? (a) The diameter of the anode wire is increased, (b)
The pressure of the fill gas is increased, (c) The atomic number of the wall
material is increased.

3. For 1-MeV photons, sketch how the detector efficiency of a proportional or GM
chamber varies with the thickness of the cylindrical wall.

4. A given GM tube has a dead time of 0.25 ms. If the measured count rate is 900
counts per second, what would be the count rate if there were no dead time?

5. The decay constant for Nal(Tl) fluorescence radiation is about 230 /its. How
long must one wait to collect 90% of the scintillation photons?

6. In anthracene, scintillation photons have a wavelength of 447 nm. If 1-MeV of
energy is deposited in an anthracene crystal and 20,000 scintillation photons
are produced, what is the scintillation efficiency?

7. Why is air often used as a tube fill gas in an ionization chamber, but not in a
proportional counter?

8. If the energy resolution of a Nal(Tl) detector is 8%, what is the FWHM of the
full-energy peak for a 137Cs source?

9. Which detector has the greatest full-energy peak efficiency: Nal(Tl), HPGe,
Si(Li). or CZT for (a) 100-keV gamma rays, and (b) for 1-MeV gamma rays?
Justify your answer.
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Chapter 9

Radiation Doses and
Hazard Assessment

In this chapter, we examine the biological risks associated with ionizing radiation
and how they are quantified. That such radiation creates chemical free radicals
arid promotes oxidation-reduction reactions as it passes through biological tissue
is well-known. However, how these chemical processes affect the cell and produce
subsequent detrimental effects to an organism is not easily determined. Much re-
search has been directed towards understanding the hazards associated with ionizing
radiation.

Consequences of exposure to ionizing radiation may be classified broadly as
hereditary effects and somatic effects. Damage to the genetic material in germ cells,
without effect on the individual exposed, may result in hereditary illness expressed
in succeeding generations. Somatic effects are effects on the individual exposed and
may be classified by the nature of the exposure, e.g., acute or chronic, and by the
time scale of expression, e.g., short term or long term. The short-term acute effects
on the gastrointestinal, respiratory, and hematological systems are described as the
acute radiation syndrome.

The manner in which the hazards of human exposure to ionizing radiation are
expressed depends on both the exposure and its duration. Acute, life-threatening
exposure leads to deterministic consequences and requires a definite course of med-
ical treatment. Illness is certain, with the scope and degree depending on the
radiation dose and the physical condition of the individual exposed.

On the other hand, minor acute or chronic low-level exposure produces stochastic
damage to cells and the subsequent manifestation of ill effects is likewise quantifiable
only in a probabilistic sense. Hereditary illness may or may not result; cancer may
or may not result. Only the probability of illness, riot its severity, is dependent
on the radiation dose. The consequences of such radiation exposures are, thus.
stochastic as distinct from deterministic. Although the effects of low-level radiation
exposures to a large number of individuals can be estimated, the effect to a single
individual can be described only probabilistically.

9.1 Historical Roots
The culmination of decades of study of cathode rays and luminescence phenomena
was Roentgen's 1895 discovery of x rays and Becquerel's 1896 discovery of what
Pierre and Marie Curie in 1898 called radioactivity. The beginning of the twentieth
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century saw the discovery of gamma rays and the identification of the unique prop-
erties of alpha and beta particles. It saw the identification of first polonium, then
radium and radon, among the radioactive decay products of uranium and thorium.

The importance of x rays in medical diagnosis was immediately apparent and,
within months of their discovery, their bactericidal action and ability to destroy
tumors were revealed. The high concentrations of radium and radon associated with
the waters of many mineral spas led to the mistaken belief that these radionuclides
possessed some subtle, broadly curative powers. The genuine effectiveness of radium
and radon in treatment of certain tumors was also discovered and put to use in
medical practice.

What were only later understood to be ill effects of exposure to ionizing radiation
had been observed long before the discovery of radioactivity. Fatal lung disease,
later diagnosed as cancer, was the fate of many miners exposed to the airborne
daughter products of radon gas, itself a daughter product of the decay of uranium
or thorium. Both uranium and thorium have long been used in commerce, thorium
in gas-light mantles, and both in ceramics and glassware, with unknown health
consequences. The medical quackery and commercial exploitation associated with
the supposed curative powers of radium and radon may well have led to needless
cancer suffering in later years.

Certain ill effects of radiation exposure such as skin burns were observed shortly
after the discovery of x rays and radioactivity. Other effects such as cancer were riot
soon discovered because of the long latency period, often of many years duration,
between radiation exposure and overt cancer expression.

Quantification of the degree of radiation exposure, and indeed the standardiza-
tion of x-ray equipment, were for many years major challenges in the evaluation of
radiation risks and the establishment of standards for radiation protection. Fluores-
cence, darkening of photographic plates, and threshold erythema (skin reddening
as though by first-degree burn) were among the measures early used to quantify
radiation exposure. However, variability in equipment design and applied voltages
greatly complicated dosimetry. What we now identify as the technical unit of ex-
posure, measurable as ionization in air. was proposed in 1908 by Villard. but was
not adopted for some years because of instrumentation difficulties. Until 1928, the
threshold erythema dose (TED) was the primary measure of x-ray exposure. Un-
fortunately this measure depends on many variables such as exposure rate, site and
area of exposure, age and complexion of the person exposed, and energy spectrum
of the incident radiation.

The first organized efforts to promote radiation protection took place in Europe
and America in the period 1913-1916 under the auspices of various national advisory
committees. After the 1914-1918 world war, more detailed recommendations were
made, such as those of the British X-ray and Radium Protection Committee in 1921.
Notable events in the history of radiation protection were the 1925 London and 1928
Stockholm International Congresses on Radiology. The first led to the establishment
of the International Commission on Radiological Units arid Measurements (ICRU).
The 1928 Congress led to the establishment of the International Commission on
Radiological Protection (ICRP). Both these Commissions continue to foster the
interchange of scientific and technical information and to provide scientific support
and guidance in the establishment of standards for radiation protection.
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In 1929, upon the recommendation of the ICRP, the Advisory Committee on
X-ray and Radium Protection was formed in the United States under the auspices
of the National Bureau of Standards (NBS). In 1946, the name of the Committee
was changed to the National Committee on Radiation Protection. In 1964, upon
receipt of a Congressional Charter, the name was changed to the National Council
on Radiation Protection and Measurements (NCRP). It and its counterpart na-
tional advisory organizations maintain affiliations with the ICRP, and committees
commonly overlap substantially in membership. A typical pattern of operation is
the issuance of recommendations and guidance on radiation protection by both the
NCRP and the ICRP, with those of the former being more closely related to national
needs and institutional structure. The recommendations of these organizations are
in no way mandatory upon government institutions charged with promulgation
and enforcement of laws and regulations pertaining to radiation protection. In the
United States, for example, the Environmental Protection Agency (EPA) has the
responsibility for establishing radiation protection standards. Other federal agen-
cies, such as the Nuclear Regulatory Commission (NRC), or state agencies have the
responsibility for issuance and enforcement of laws and regulations.

9.2 Dosimetric Quantities
Consider the question of what properties of a radiation field are best correlated
with its effect on matter, which may be a biological, chemical, or even mechanical
effect. Dosimetric quantities are intended to provide, at a point or in a region of
interest, a physical measure correlated with a radiation effect. The radiometric
quantity called the fluence is not closely enough related to most radiation effects to
be a useful determinant. If faced with exposure to a radiation field of fixed fluence,
one would certainly care about the nature of the radiation or its energy. Energy
fluence appears to be more closely correlated with radiation effect than is fluence
alone, since the energy carried by a particle must have some correlation with the
damage it can do to material such as biological matter. Even so, this choice is
not entirely adequate—not even for particles of one fixed type. For example, one
has good reason to believe that the effect of a thermal neutron, with energy about
0.025 eV, is much greater than one would expect based on its relatively small kinetic
energy.

One must examine more deeply the mechanism of the effect of radiation on
matter in order to determine what properties of the radiation are best correlated
with its effects, especially its biological hazards. It is apparent that one should be
concerned not so much with the passage of particles or energy through a region of
material, but with the creation of certain physical effects in that material. These
effects may be, or may result from, the deposition of energy, ionization of the
medium, induction of atomic displacements, production of molecular changes, or
other phenomena. Major efforts have been made to quantify these phenomena by
measurement or calculation, the results to be used as indices of radiation damage.
Historically, since medical radiologists were the first persons concerned with the
effects of radiation on biological material, any such quantification is called a dose
if accumulated over a period of time, or a dose rate if the effect per unit time is of
interest.
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A number of different physical phenomena may be involved and these may be
quantified in a variety of ways. Thus, dose is not a precise term and is best used in
a generic sense to relate to any actual or conceptual measure of physical phenomena
involving the effect of radiation on a material. There are a few dosimetric quantities
that have been precisely denned and that are particularly useful in radiological
assessment. To understand these definitions, which follow, one must appreciate the
several-stage process in the passage of energy from its original to its final location
and form. In general, these stages are as follows for uncharged, indirectly ionizing
radiation:

1. Uncharged primary radiation such as neutrons or photons interact with the
nuclei or the electrons of the material through which they are passing.

2. As a result of the interactions, secondary charged particles are emitted from
the atoms involved, and each of these particles starts out with kinetic energy
related to the energy of the primary particle arid the type of interaction that
led to creation of the secondary particle.

3. The secondary charged particles lose energy while traversing the material
either (a) through ionizatiori and associated processes such as atomic and
molecular excitation and molecular rearrangement, or (b) through emission of
photons called bremsstrahlung. The progress of energy degradation need not
be considered further at this point, except to say that the energy removed from
the secondary charged particles by the process of ionization and associated
mechanisms is distributed along the tracks of the charged particles and. for
the most part, is degraded promptly into thermal energy of the medium.

4. The uncharged primary particles may produce additional uncharged particles
through scattering or other processes. These uncharged particles also carry
off part of the energy of the interaction, but this is not of immediate concern
in the definitions which follow.

The definitions given in this section are for dose quantities. Dose rate quantities
follow naturally. When it is necessary to make a distinction, these rate quantities
are symbolized in standard fashion by placing a dot over the appropriate symbol
(e.g.. D. K. and X).

9.2.1 Energy Imparted to the Medium
For a given volume of matter of mass m, the energy € "imparted" in some time
interval is the sum of the energies (excluding rest-mass energies) of all charged
and uncharged ionizing particles entering the volume minus the sum of the energies
(excluding rest-mass energies) of all charged and uncharged ionizing particles leaving
the volume, further corrected by subtracting the energy equivalent of any increase
in rest-mass energy of the material in the volume. Thus, the energy imparted is that
which is involved in the ionization and excitation of atoms and molecules within the
volume and the associated chemical changes. This energy is eventually degraded
almost entirely into thermal energy.
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9.2.2 Absorbed Dose
The absorbed dose is the quotient of the mean energy imparted Ae to matter of
mass Am, in the limit as the mass approaches zero [ICRU 1971],

D= lim ^-. (9.1)
Am^O Am

Here e is the expected energy imparted to the medium averaged over all stochastic
fluctuations. The absorbed dose is thus the average energy absorbed from the
radiation field, per unit differential mass of the medium. The concept of absorbed
dose is very useful in radiation protection. Energy imparted per unit mass in tissue
is closely, but not perfectly, correlated with radiation hazard.

The standard unit of absorbed dose is the gray (Gy), 1 Gy being equal to an
imparted energy of 1 joule per kilogram. A traditional unit for absorbed dose is the
rad (no abbreviation), defined as 100 ergs per gram. Thus, 1 rad = 0.01 Gy.

9.2.3 Kerma
The absorbed dose is, in principle, a measurable quantity; but in many circum-
stances it is difficult to calculate the absorbed dose from radiation fluence and
material properties. A closely related deterministic quantity, used only in connec-
tion with indirectly ionizing (uncharged) radiation, is the kerma, an acronym for
Ainetic energy of radiation absorbed per unit moss. If Etr is the sum of the ini-
tial kinetic energies of all the charged ionizing particles released by interaction of
indirectly ionizing particles in matter of mass m, then

= lim (9.2)

Again the bar over the Etr indicates the expected or stochastic average. That some
of the initial kinetic energy may be transferred ultimately to bremsstrahlung, for
example, is irrelevant.

The use of the kerma requires some knowledge of the material present in the
incremental volume, possibly hypothetical, used as an idealized receptor of radia-
tion. Thus, one may speak conceptually of tissue kerma in a concrete shield or in a
vacuum, even though the incremental volume of tissue may not actually be present.

Absorbed dose and kerma are frequently almost equal in magnitude. Under a
condition known as charged-particle equilibrium, they are equal. This equilibrium
exists in a small incremental volume about the point of interest if, for every charged
particle leaving the volume, another of the same type and with the same kinetic
energy enters the volume traveling in the same direction. In many practical situ-
ations, this charge-particle equilibrium is closely achieved so that the kerma is a
good approximation of the absorbed dose.

9.2.4 Calculating Kerma and Absorbed Doses
The calculation of the kerma (rate) is closely related to the reaction (rate) density
introduced in Section 7.2.2. If, at some point of interest in a medium, the fluence
of radiation with energy E is 4>, the kerma at that point is
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K = {no. of interactions per unit mass} x {energy imparted per interaction}

( E f ( E ) } . (9.3)

Here f(E] is the fraction of the fraction of the incident radiation particle's en-
ergy E that is transferred to secondary charged particles, and [i(E)/p is the mass
interaction coefficient for the detector material. This result can be rearranged as

V P )
(9.4)

The kerma rate. K is obtained by replacing the fluence by the fluence rate or flux
density 0. This result for the kerma applies equally well to neutrons and photons.

Photon Kerma and Absorbed Dose
The product //u, called /^r, is illustrated in Fig. 7.5. This coefficient accounts
only for charged secondary particles and excludes the energy carried away from the
interaction site by secondary photons (Compton scattered photons, annihilation
photons, and fluorescence). Thus for photon kerma calculations

p J
For the kerma in units of Gy, E in MeV, (fj,tr/p) hi cm2/g, and $ in cm"~2

(
cm

P \ 9
x E (MeV) x 1.602 x 1CT13 (J/MeV) x

x 1000 (g/kg) x $ (cm

or

# = 1.602 x 10-1UE $. (9.5)

If the secondary charged particles produce substantial bremsstrahlung, a signif-
icant portion of the charged-particles' kinetic energy is reradiated away as brems-
strahlung from the region of interest. Even under charged-particle equilibrium,
the kerma may overpredict the absorbed dose. The production of bremsstrahlung
can be taken into account by the substitution in Eq. (9.5) of jj,en/'p for far/P (see
Fig. 7.5). Then, under the assumptions of charged particle equilibrium and no local
energy transfer from bremsstrahlung

D = 1.602 x (9.6)

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



Example 9.1: What are the iron kerma and absorbed dose rates from uncollided
photons 1 meter from a point isotropic source emitting 1014 5-MeV gamma rays
per second into an infinite water medium?

From Appendix C, the total mass interaction coefficient for 5-MeV photons is
found to be (/// 'p)nf> = 0.03031 cm2/g or fj,H2p = 0.03031 cm"1. The uncollided
flux density 1 meter from the source is, from Eq. (7.25)

o

exp[— f j , r ]

4 c-l

exp[-(0.03031 cm"1)(100 cm)] = 38.41 cnrV1.
47r(100 cm)2

We find from Appendix C for 5-MeV photons in iron (/xtr/p)Fe = 0.02112 cm2/g
and (/j,en/p)Fe = 0.01983 cm2/g. Then, from Eq. (9.5), the iron kerma rate is

/ \Fe

K° = 1.602 x 10~10 E ( — J 0° = 6.50 x 10~10 Gy/s = 2.34 mGy/h.

With the assumption of charged particle equilibrium, the absorbed dose rate in
iron is obtained from Eq. (9.6) as

/ .. \Fe

D° = 1.602 x 10~10 E [ Z Z L ] (f>° = 6.10 x 10~10 Gy/s = 2.20 mGy/h.

Notice that the detection medium can be different from the medium through
which the radiation is traveling. Also, even with the assumption of charged
particle equilibrium, K is slightly larger than D since the bremsstrahlung energy
emitted by secondary electrons is absorbed away from the point at which the
absorbed dose is calculated; however, it is included (through the initial kinetic
energy of the secondary electrons) in the concept of the kerma.

Kerma for Fast Neutrons
When fast neutrons pass through a medium, the primary mechanism for transferring
the neutrons' kinetic energy to the medium is from neutron scattering interactions.
In a neutron scatter, the scattering nucleus recoils through the medium creating
ionization and excitation of the ambient atoms. For isotropic elastic scattering in
the center-of-mass system of a neutron with initial energy £", the average neutron
energy loss (and hence average energy of the recoil nucleus) is from Eq. (6.28)

1 2 A
f.(E)=-(l-c,)E=^ri-^E (9.7)

Thus, if only elastic scattering is of importance, the neutron kerma, from Eq. (9.4),
is

K = 1.602 x 10-10 E
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Here K has units of Gy, when E is in MeV. <& is in cm~2. the macroscopic cross
section for elastic scattering /j,s is in cm"1, and the medium's mass density p is
in g/cm3. For slow or thermal neutrons, calculation of the neutron kerma is more
difficult since charged particles produced by nuclear reactions must be considered.

Example 9.2: What is the kerma rate in a small sample of water irradiated with
a beam of 0.1-MeV neutrons with an intensity of / = 0 = 1010 cm"2 s^1? The
microscopic scattering cross sections at 0.1 MeV are a^ = 12.8 b and cr? = 3.5
b. Assume isotropic neutron scattering in the center of mass.

The fraction fs of the incident neutron energy E transferred to the recoiling
scattering nucleus is given by Eq. (9.7), namely, fs — 2A/(A + I)2 . For hydrogen
(A = 1) /f = 0.5 and for oxygen (A = 16) /f = 0.1107. Thus, the mass
scattering coefficient weighted by the fraction of energy transferred to recoil nuclei
is

(f^s/pfi° = [N»a«f» + N° a? !?}/?*> = (N/pf*>[2<r? /.f + a? f? }

= (0.6022/18)[(2)(12.8)(0.5) + (3.5)(0.1107)] = 0.4412 cm2/g.

Then, from Eq. (9.8) with E = 0.1 MeV and </> = 101 cm"1 s"1, we calculate
the kerma rate as

-10

9.2.5 Exposure
The quantity called exposure, with abbreviation X, is used traditionally to specify
the radiation field of gamma or x-ray photons. It is applied only to photons. Expo-
sure is defined as the absolute value of the ion charge of one sign produced anywhere
in air by the complete stoppage of all negative and positive electrons, except those
produced by bremsstrahlung, that are liberated in an incremental volume of air.
per unit mass of air in that volume. The exposure is closely related to air kerma
but differs in one important respect. The phenomenon measured by the interaction
of the photons in the incremental volume of air is not the kinetic energy of the
secondary electrons but the ionization caused by the further interaction of these
secondary electrons with air. The SI unit of exposure is coulombs per kilogram.
The traditional unit is the roentgeri, abbreviated R, which is defined as precisely
2.58 x 10~4 coulomb of separated charge of either sign per kilogram of air in the
incremental volume where the primary photon interactions occur.

Kerma in air and exposure are very closely related. A known proportion of the
initial kinetic energy of secondary charged particles results in ionization of the air.
The conversion factor, given the symbol W, fortunately is almost energy indepen-
dent for any given material. For air, it is estimated to be 33.85 ±0.15 electron volts
of kinetic energy per ion pair [ICRU 1979]. The product of K and W, with appro-
priate unit conversions, is the exposure X. The product, however, must be reduced
somewhat to account for the fact that some of the original energy of the secondary

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



electrons may result in bremsstrahlung, not in ionization or excitation. Thus the
interaction coefficient to be used is /-Len/p for air, which accounts for the fact that
some of the charged particles' kinetic energy is taken away as bremsstrahlung and
thus does not produce ionization locally.

For exposure in units of roentgen, E in MeV, (/j,en/p) for air in cm2/g, and $

(R, = x 1000 x , (MeV) x

x 1.602 x 1(T19 - - — ^) x - L_^_^$ (cm-2

ion-pairy 2.58 x lO"4 (C/R) v

or

X = 1.835 x ID"8 E ( ̂ ^ ) $. (9.9)
P /air

Exposure is a kerma-like concept, and, consequently, there are difficulties in its
measurement. The measurement must be such as to ensure that all the ionic charge
resulting from interaction in the air within the sensitive volume of a detector is
collected for measurement. However, it is likely that much of the ionization occurs
outside the test volume and some ionization in the test volume takes place as a
result of photon interactions taking place outside the volume. This makes charge
collection complicated. This difficulty can be surmounted, at least for low-energy
photons, if in the vicinity of the test volume there is electronic equilibrium.

The use of exposure as a measure of the photon field is sometimes criticized but
has survived because it is a measurable quantity correlated reasonably well with
biological hazard. This is because, per unit mass, air and tissue are similar in their
interaction properties with photons. On the other hand, absorbed dose in tissue
is more closely related to radiation hazard and is more fundamentally sound as a
radiation quantity for assessing biological effects.

9.2.6 Relative Biological Effectiveness
If the energy imparted by ionizing radiation per unit mass of tissue were by itself an
adequate measure of biological hazard, absorbed dose would be the best dosimetric
quantity to use for radiation protection purposes. However, there are also other
factors to consider that are related to the spatial distribution of radiation-induced
ionization and excitation. The charged particles responsible for the ionization may
themselves constitute the primary radiation, or they may arise secondarily from
interactions of uncharged, indirectly ionizing primary radiation.

In dealing with the fundamental behavior of biological material or organisms
subjected to radiation, one needs to take into account variations in the sensitivity of
the biological material to different types or energies of radiation. For this purpose,
radiobiologists define a relative biological effectiveness (RBE) for each type and
energy of radiation, and indeed for each biological effect or endpoint. The RBE is the
ratio of the absorbed dose of a reference type of radiation (typically, 250-kVp x rays1

xThe designation kVp refers to the peak energy of x rays released when the generating electron
beam is produced by a fluctuating voltage.
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or 1.25 MeV 60Co gamma rays) producing a certain kind and degree of biological
effect to the absorbed dose of the radiation under consideration required to produce
the same kind and degree of effect. RBE is normally determined experimentally and
takes into account all factors affecting biological response to radiation in addition
to absorbed dose.

9.2.7 Dose Equivalent
The RBE depends on many variables: the physical nature of the radiation field,
the type of biological material, the particular biological response, the degree of
response, the radiation dose, and the dose rate or dose fractionation. For this reason
it is too complicated a concept to be applied in the routine practice of radiation
protection or in the establishment of broadly applied standards and regulations.
In 1964. therefore, a group of specialists established a related but more explicitly
defined surrogate called the quality factor QF. Unlike the RBE, which has an
objective definition in terms of a particular biological eridpoint. QF is meant to
apply generically to those endpoints of importance in low-level radiation exposure,
namely cancer and hereditary illness. The quality factor and the absorbed dose
are both point functions, that is. deterministic quantities that may be evaluated at
points in space. Their product

(9.10)

is identified as the dose equivalent H and is recognized as an appropriate measure
of radiation risk when applied in the context of establishing radiation protection
guidelines and dose limits for population groups.

The standard unit of dose equivalent is the sievert (Sv) equal to the absorbed
dose in Gy times the quality factor. A traditional unit for dose equivalent is the
rem, based on the absorbed dose in rad, and 1 rem is equivalent to 0.01 Sv.

H = QFx D

Table 9.1. Values of the quality factor
for different radiations. Source: ICRP
[1991]; NCRP [1993].

Radiation QF

9.2.8 Quality Factor
Originally, methods for evaluation of qual-
ity factors were somewhat subjective in the
values assigned even though the prescrip-
tions were very precisely defined in terms of
macroscopic physical characteristics of the
radiation fields. Over the years, subjec-
tivity has been reduced in degree, but riot
eliminated, and the prescriptions have be-
come more highly reliant on very sophisti-
cated microscopic descriptions of the fields.
Although modern usage defines the value
of the quality factor for a particular radi-
ation in terms of its stopping power (or
linear energy transfer LET) [ICRP 1991.
NCRP 1993]. typical and practical values are those given in Table 9.1. Quality
factors used in U.S. federal regulations differ for neutrons, varying from 2 for low

A', 7, /3^, (all energies)
neutrons < 10 keV

10-100 keV
0.1-2 MeV
2- 20 MeV
> 20 MeV

protons (> 1 MeV) [ICRP]
protons (> 1 MeV) [NCRP]
alpha particles

1
5

10
20
10
5
5
2

20

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



energy neutrons to 11 for 0.5-1-MeV neutrons, and taken as 10 for neutrons of
unknown energy.

Since the quality factor is denned for use in conventional and routine radiation
protection practice, the dose equivalent is firmly established only for radiation doses
less than annual limits. It is nevertheless common for "dose" to be expressed in
sieverts in the context of very high doses. One school of thought is that such
practice should be deplored and such exposures should be expressed in terms of
quantities such as absorbed dose; the opposite school of thought is that the use of
dose equivalent units is permitted provided the user applies, not the standard quality
factor, but a relative biological effectiveness appropriate to the circumstances.

Example 9.3: What is the dose equivalent 15 meters from a point source that
emitted 1 MeV photons isotropically into an infinite air medium for 5 minutes at
a rate of 109 photons per second?

We can neglect air attenuation over a distance of 15 m so that the fluence
15 m from the source is

* = h% = (fn
S:''(6°°S) = 2.122 x !0< cm-.4?rr2 4?r(1500 cm)2

The dose equivalent H = QF x D, where D is the absorbed dose at the point
of interest. Implicit in the concept of the dose equivalent is that the energy
absorbing medium is tissue. If (/j,en/p) data is not available for tissue, we can
approximate tissue well by water. Finally, since the radiation is photons, the
quality factor from Table 9.1 is QF = I . Then with the data in Appendix C for
water, the dose equivalent is

H = QF x D ~ QF 1.602 x 10~1U£ ^
P

= (1)(1.602 x 10~10)(1)(0.03103)(2.122 x 104) = 10.5

9.2.9 Effective Dose Equivalent
In a human, different organs have different radiological sensitivities, i.e., the same
dose equivalent delivered to different organs results in different consequences. More-
over, a beam of radiation incident on a human body generally delivers different
dose equivalents to the major body organs and tissues. Finally, ingested or inhaled
sources of radiation usually produce different doses equivalents in the various body
organs and tissues. To account for different organ sensitivities and the different
doses received by the various organs a special dose unit, the effective dose equiv-
alent HE, is used to describe better the hazard a human body experiences when
placed in a radiation field. The effective dose equivalent is a weighted average of
the dose equivalents received by the major body organs and tissue, namely,

QFT DT = wTHT, (9.11)
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where, for organ/tissue T. WT is the tissue weighting factor (see Table 9.2), DT is
the absorbed dose, QF-p is the quality factor, averaged over LET and position in
the organ and weighted by dose as a function of LET and position in the organ.
Here HT = QFr DT is the dose equivalent.

Table 9.2. Tissue weighting factors adopted by the ICRP [1977]
for use in determining the effective dose equivalent.

Organ

gonads
breast
red marrow
lung

w-p

0.25
0.15
0.12
0.12

Organ

thyroid
bone surface
remainder"
TOTAL

WT

0.03
0.03
0.30
1.00

"A weight of 0.06 is applied to each of the five organs or tissues
of the remainder receiving the highest dose equivalents, the
components of the GI system being treated as separate organs.

Example 9.4: Naturally occurring radionuclides in the human body deliver
an annual dose to the various tissues and organs of the body as follows: lung 36
mrem, bone surfaces 110 mrem, red marrow 50 mrem, and all other soft tissues
36 mrem. What is the annual effective dose equivalent that a human receives?

With the organ weighting factors of Table 9.2, the calculations are summarized
in the following table.

Organ T

broch./epith.
bone surfaces
red marrow
Soft Tissues:

gonads
breast

HTt i \ WT(mrem/y)

36 0.12
110 0.03
50 0.12

36 0.25
36 0.15

thyroid 36 0.03
remainder 36 0.30

Total: (effective dose equivalent)

HTwT
(mrem/y)

4.32
3.30
6.00

9.00
5.40
1.08

10.80

39.90

9.2.10 Effective Dose
In 1991 the ICRP recommended replacement of the effective dose equivalent by the
effective dose. This recommendation was endorsed in 1993 by the NCRP in the
United States and has been adopted in the European Community. The effective
dose £ is defined as follows. Suppose that the body is irradiated externally by a
mixture of particles of different type and different energy, the different radiations
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being identified by the subscript R. The effective dose may then be determined as

£ = WT WR DT,R = WT HT, (9-12)
T R T

in which HT is the equivalent dose in organ or tissue T, DT,R is the mean absorbed
dose in organ or tissue T from radiation R, WR is the quality factor, now called the
radiation weighting factor, for radiation R, as determined from Table 9.1, and WT
is a tissue weight factor given in Table 9.3. Note that in this formulation, WR is
independent of the organ or tissue and WT is independent of the radiation.

Table 9.3. Tissue weighting factors adopted by the ICRP [1991] for use in determining the
effective dose.

0.01

Bone surface
Skin

0.05

Bladder
Breast
Liver
Esophagus
Thyroid
Remainder"

0.12

Bone marrow
Colon
Lung
Stomach

0.20

Gonads

°The remainder is composed of the following additional organs and tissues: adrenals,
brain, small intestine, large intestine, kidney, muscle, pancreas, spleen, thymus, uterus,
and others selectively irradiated. The weight factor of 0.05 is applied to the average dose
in the remainder tissues and organs except as follows. If one of the remainder tissues or
organs receives an equivalent dose in excess of the highest in any of the 12 organs or tissues
for which factors are specified, a weight factor of 0.025 should be applied to that tissue or
organ and a weight factor of 0.025 to the average dose in the other remainder tissues or
organs.

9.3 Natural Exposures for Humans
Life on earth is continually subjected to radiation of natural origin. Exposure is
both external and internal, the former arising from cosmic radiation and radionu-
clides in the environment, the latter arising from radionuclides taken into the body
by ingestion or inhalation. Natural sources are the major contributors to human
radiation exposure. Study of these sources is important for several reasons. Natural
exposure represents a reference against which exposure to man-made sources may
be compared, not only for standards-setting purposes, but also in epidemiological
studies of the consequences of man-made sources or even of unusually concentrated
natural sources in certain areas.

Cosmic radiation at the earth's surface consists mainly of muons and electrons
which are debris from cosmic ray showers caused by energetic galactic or intergalac-
tic cosmic rays interacting with atoms in the high atmosphere. The intensity of
cosmic radiation varies with atmospheric elevation and with latitude. The 11-year
cyclic variation of solar-flare activity affects the earth's magnetic field which, in
turn, modulates the intensity of cosmic radiation reaching the earth.

Cosmic radiation reaching the earth's atmosphere consists mainly of high energy
hydrogen nuclei (protons). Cosmic rays interact primarily with constituents of
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Table 9.4. Summary of the annual effective dose equivalents from various sources of natural
background radiation in the United States. Source: NCRP [1987].

Dose Equivalent Rate (mrem/y =

Radiation Source

cosmic radiation
cosmogenic radionuclides
external terrestrial radionuclides
inhaled radionuclides
radionuclides in body

Totals (rounded)

Brochial
Epithelium

27
1

28
2400

36

2500

Other
Soft

Tissues

27
1

28

36

90

Bone
Surfaces

27
1

28

110

170

= 10"5 Sv/y)

Bone
Marrow

27
3

28

50

110

HE

27
1

28
200

39

300

the atmosphere to produce showers of secondary particles including a number of
"cosmogenic" radionuclides. Chief among these are 3H and 14C. These radionuclides
are produced at relatively uniform rates and. except as augmented by man-made
sources, exist in the biosphere in equilibrium, i.e., with equal production and decay
rates.

Naturally existing radionuclides not of cosmic-ray origin and not members of
decay chains must have half lives comparable to the several billion-year age of the
earth (see Section 5.6.2. These radionuclides are few and only two. 40K and 87Rb,
result in significant portions of the dose rate in humans due to natural sources of
radiation.

There are also several decay chains of radionuclides which occur naturally and
whose parent radionuclides necessarily have half lives comparable to the age of the
earth. Identified by the name of the parent, the only series of significance to human
exposure are those of 238U and 232Th (see Section 5.6.3). Within these chains or
series are subgroups comprising the daughter products of 222Rn and 220Rn. Radon
as a source leads to the greatest component of natural radiation exposure and may
be responsible for a significant fraction of lung cancer mortality. Health risks from
exposure to radon daughter products have been studied intensively and in many
countries efforts are being taken to mitigate these risks.

The average annual radiation dose from natural sources for the U.S. population is
summarized in Table 9.4. Notice that the inhaled radon and its daughters represent
the highest exposure component, and, although this component can be reduced
somewhat by better ventilation of domiciles to prevent radon buildup, it cannot be
altogether eliminated. Other components such as the doses from the 40K in our
bodies cannot be reduced.

In addition to natural exposures, human activities have produced other sources
of radiation exposure. Primary among these sources are exposures resulting from
medical uses of radiation for diagnosis and therapy. On average, a U.S. resident
receives about 100 mrem per year from such medical uses of radiation [Faw and
Shultis 1999]. By contrast, doses from the debris created from nuclear weapons
testing or from our use of nuclear power amount to less than 1 mrem annually.
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9.4 Health Effects from Large Acute Doses
There are two circumstances under which high doses of ionizing radiation may be
received. The first is accidental, and likely to involve a single instance of short
duration. The second is medical, and likely to involve doses fractionated into a
series delivered over days or weeks, and perhaps administered under conditions
designed to modify response in certain organs and tissues. Oxygen, among a group
of chemical agents known to modify dose response, promotes the action of radiation
presumably through the enhanced production of oxidizing agents along the tracks
of the radiation. This section deals only with single, acute exposure of all or part
of the body. It does not address issues such as fractionation and effect modification
which pertain largely to medical exposure.

9.4.1 Effects on Individual Cells
The likelihood that a cell will be killed or prevented from division as a result of a
given radiation exposure or dose depends on many factors. Primary factors are the
dose rate and the collisional stopping power (i.e., the linear energy transfer LET).
Doses delivered at low dose rates allow the cell's natural repair mechanism to repair
some of the damage so that the consequences are generally not as severe as if the dose
were delivered at high dose rates. High LET radiation, like alpha particles, creates
more ion-electron pairs closer together than does low LET radiation. Consequently,
high LET radiation produces more damage to a cell it passes through than would,
say, a photon.

Another important factor affecting the consequences of radiation on a cell is
the state of the cell's life cycle at the time of exposure. Cell death is more likely
if the cell is in the process of division than if it is in a quiescent state. Thus,
radiation exposure results in a greater proportion of cell death in those organs and
tissues with rapidly reproducing cells. Examples include the fetus, especially in the
early stages of gestation, the bone marrow, and the intestinal lining. Whole-body
absorbed doses of several Gy are life-threatening largely because of cell killing in
the bone marrow and lining of the intestines. However, in these tissues and in
most other tissues and organs of the body, there are ample reserves of cells, and
absorbed doses of much less than one Gy are tolerable without significant short
term effect. Similarly, radiation doses which would be fatal if delivered in minutes
or hours may be tolerable if delivered over significantly longer periods of time.
Age, general health, and nutritional status are also factors in the course of events
following radiation exposure.

For those tissues of the body for which cell division is slow, absorbed doses
which might be fatal if delivered to the whole body may be sustained with little or
no effect. On the other hand, much higher absorbed doses may lead ultimately to
such a high proportion of cell death that, because replacement is so slow, structural
or functional impairment appears perhaps long after exposure and persists perhaps
indefinitely.

9.4.2 Deterministic Effects in Organs and Tissues
This section deals only with deterministic somatic effects—effects in the person
exposed, effects with well-defined patterns of expression and thresholds of dose
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Table 9.5. Median effective absorbed doses D$o and threshold doses Dtj1 for
exposure of different organs and tissues in the human adult to gamma photons at
dose rates < 0.06 Gy h"1. Source: Scott and Hahn [1989].

Organ/Tissue

skin

ovary

testes

eye lens

lung

GI system

bone marrow

Endpoint

erythema
moist desquamation

permanent ovulation supression

sperm count supressed for 2 y

cataract

death"

vomiting
diarrhea
death

death

D50 (Gy)

6± 1
30 ±6

3± 1

0.6 ±0.1

3.1 ±0.9

70 ±30

2 ±0.5
3 ±0.8
10 ±5

3. 8 ±0.6

Dth(Gy)

3± 1
10 ±2

0.6 ±0.4

0.3 ±0.1

0.5 ±0.5

40 ±20

0.5
1
8

1.8 ±0.3

a dose rate 0.5 Gy/h.

below which the effects are not experienced, and effects for which the severity is a
function of dose. The stochastic carcinogenic and genetic effects of radiation are
addressed in later sections.

The risk, or probability of suffering a particular effect or degree of harm, as a
function of radiation dose above a threshold, can be expressed in terms of a 50th-
percentile dose D5Q, or median effective dose, which would lead to a specified effect
or degree of harm in half the persons receiving that dose. The D$Q dose depends,
in general, on the rate at which the dose is received.

Effects of radiation on individual organs and tissues are described in the sub-
sections that follow. Information is taken from the following sources: [ICRP 1984,
1991; Langham 1967; NCRP 1971; Pochin 1983; Upton and Kimball 1967; Vogel
and Motulsky 1979; Wald 1967; UN 1988]. A summary is provided in Table 9.5

Skin
Erythema, equivalent to a first-degree burn, appears about two weeks after an acute
absorbed dose of 2 to 3 Gy, although reddening and itching may occur shortly after
exposure. Loss of hair may result beginning about two weeks after acute exposure
to 2 Gy or more, the effect being complete for doses greater than about 5 Gy and
permanent for doses greater than about 6 Gy.

Wet or dry desquamation (transepidermal injury), equivalent to a second-degree
burn, may appear one or two weeks after an acute absorbed dose in excess of 10 to
15 Gy. The desquamation results from destruction of basal cells of the epidermis.
Dry desquamation is experienced with doses between about 10 and 20 Gy. Greater
doses lead to moist desquamation. Doses on the order of 50 Gy result in prompt
and extremely painful injury (dermal necrosis) in the nature of scalding or chemical
burn.

Repair of sublethal damage to surviving cells is nearly complete in one day,
though cellular repopulation is much slower. The radiation dose for a given effect
is approximately doubled if the exposure is divided into ten equal daily fractions.
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The various layers of skin have differing sensitivity to radiation damage. In
terms of both chronic low-level exposure (potentially leading to skin cancer), and
transepidermal injury, the basal-cell layer of the epidermis, at a depth range from
approximately 0.05 to 0.1 mm, is the most sensitive region because of the mitotic
activity that takes place therein. For extremely high doses leading to ulceration,
damage to the dermal region, at depth greater than 0.1 mm, is of greater significance
than damage to the epidermis.

Lens of the Eye
The lens of the eye is particularly susceptible to ionizing radiation, as it is to
microwave radiation. As little as 1 to 2 Gy absorbed dose from x rays results
in detectable opacification of the lens. Effects are cumulative, resulting from the
migration of dead cells to a central position at the back of the lens. Dose equivalents
in excess of about 10 Sv lead to cataract formation causing detectable impairment
of vision.

Blood Forming Tissues
Except for lymphocytes, the mature circulating blood cells are relatively insensitive
to radiation. The precursor cells present in bone marrow and lymphoid tissue, being
rapidly dividing, are, however, highly sensitive. Exposure of the whole body leads
to rapid depletion of lymphocytes and a relatively slow decline in platelets, granulo-
cytes and the long-lived red blood cells. Depression of lymphocytes is central to the
impairment of immune response resulting from whole-body exposure to high levels
of ionizing radiation. Recovery of the blood-forming tissues occurs through multi-
plication of surviving precursor cells in the bone marrow, lymphoid organs, spleen
and thymus. Blood cell depression may be countered by transfusion. Recovery
may be enhanced by bone-marrow transplant, but with attendant immunological
difficulties.

Gastrointestinal Tract
The rapidly dividing cells in the lining of the gastrointestinal tract suffer significant
mitotic inhibition at doses on the order of 0.5 Gy for low-LET radiation. For
absorbed doses in excess of about 5 Gy, the lining cannot be adequately supplied
with new cells. Excessive fluid and salts enter the gastrointestinal system, while
bacteria and toxic materials enter the blood stream. The consequences are diarrhea,
dehydration, infection and toxemia.

Urinary, Respiratory, and Neurovascular Systems
The urinary system is relatively radiation resistant. Absorbed doses to the kidney
in excess of about 3 Gy of low-LET radiation leads to hypertension. Absorbed doses
of greater than 5 to 10 Gy of low-LET radiation lead to atrophy of the kidney and
potentially lethal renal failure.

The respiratory system as a whole is relatively radiation resistant as compared
to the blood-forming organs and tissues. Very high absorbed doses delivered only
to the thorax (as in radiation therapy) may lead to scarring of lung tissue and
pulmonary blood vessels, leading to chronic pneumonia-like illness.

The nervous system, with little or no mitotic activity, is extremely radiation
resistant. Acute whole-body doses in excess of 100 Gy lead, in hours or days, to
death from cerebro-vascular injury. Sub-lethal exposure may lead to impairment or
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degeneration of the nervous system as a result of radiation damage to blood vessels
of supporting tissues.

Ovaries and Testes

In certain stages of cellular life, germ cells and gametes are very susceptible to
radiation damage. In other stages, the cells are relatively resistant. There are
significant differences between the courses of radiation damage in the male and the
female.

Production of ova is completed early during fetal development. Some 2 million
ova are present in the ovaries at birth, but the number declines to less than about 10
thousand by age 40. The immature ova, or oocytes, begin meiotic division during
fetal development. However, the process is suspended in each ovum until a few
weeks before that ovum takes part in ovulation. That few-week period is the time
of greatest sensitivity for both cell killing and mutation induction. Mature oocytes
may be killed by dose equivalents of a few Sv, and complete sterilization requires
dose equivalents of 2.5 to 6 Sv, the required dose decreasing with subject age.

The spermatogenesis process which has a duration of about 74 days, occurs in
a series of stages. Spermatogonia, produced from spermatogonial stem cells are
the most radiosensitive cells. Cytological effects are observable within a few hours
after delivery of doses as low as 0.15 Gy. The spermatogonia divide mitotically to
spermatocytes. In a process which requires about 46 days, spermatocytes divide by
meiosis into spermatids which mature to spermatozoa. Cells in these latter three
stages are unaffected by absorbed doses less than about 3 Gy. A 0.15 Gy absorbed
dose causes reduction in the sperrn count beginning some 46 days later. By 74 days,
the count may be reduced by about 80 percent. A 1.0 Gy or greater absorbed dose
may lead to complete loss of sperm after the 74-day period. At absorbed doses
less than about 3 Gy, fertility is restored completely, but only after many months.
Permanent sterility results from greater absorbed doses.

The Embryo

In the developing embryo, the loss of only a few cells may risk serious consequences
more akin to severe hereditary illness than to cell killing in fully developed somatic
tissues. The natural probability for mortality and induction of malformations, men-
tal retardation, tumors and leukemia during gestation is about 0.06. The combined
radiation risk is about 0.2 per Sv delivered throughout gestation. The risk of child-
hood cancers and leukemia up to age 10 is about 0.02 per Sv. The risk of severe
mental retardation is greatest during the 8th to 15th week of gestation, with a radi-
ation risk of about 0.4 per Sv. The central nervous system is sensitive throughout
gestation, but teratological (i.e., malformation) risks may be greater by a factor of
2 or 3 during the major organogenesis of the 2nd through 8th weeks.

9.4.3 Potentially Lethal Exposure to Low-LET Radiation
The question of what constitutes a lethal dose of radiation has of course received a
great deal of study. There is no simple a-nswer. Certainly the age and general health
of the exposed person are key factors in the determination. So too are the availability
and administration of specialized medical treatment. Inadequacies of dosimetry
make interpretation of sparse human data difficult. Data from animal studies,
when applied to human exposure, are subject to uncertainties in extrapolation.
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Table 9.6. Lethal Doses.

Lethality

•^•^ 10/60

•^-^50/60

•^-^90/60

-k-C'gg/eO

Mid-line
dose

2.0
2.5
3.0
3.5
4.5

absorbed

(Gy)

- 2.5
- 3.0
- 3.5
- 4.5
- 5.5

Delay times in the response to radiation, and
the statistical variability in response have led
to expression of the lethal dose in the form,
for example, I/D50/6o? meaning the dose fa-
tal to 50 percent of those exposed within 60
days. The dose itself requires careful inter-
pretation. One way of defining the dose is
the free-field exposure, in roentgen units, for
gamma or x rays. A second is the average
absorbed dose to the whole body. A third is
the mid-line absorbed dose, i.e., the average
absorbed dose near the abdomen of the body. For gamma rays and x rays, the
mid-line dose, in units of rads, is about two-thirds the free-field exposure, in units
of roentgens. Anno et al. [1989] suggestions for the lethal doses of ionizing radia-
tion are given in Table 9.6. Representative effects of doses below the threshold for
lethality are given in Table 9.7.

The lethal effects of radiation exposure may take several courses. For extremely
high doses (>500 Gy), death is nearly instantaneous, resulting from enzyme inac-
tivation or possibly from immediate effects on the electrical response of the heart
[Kathren 1985]. Lesser but still fatal doses lead promptly to symptoms known col-
lectively as the prodromal syndrome. The symptoms, which are expressed within a
48-hour period, are of two main types as summarized in Table 9.8.

Table 9.7. Effects of high, sublethal doses. Source: NCRP [1971], Anno
et al. [1989].

Minimal dose detectable by chromosome analysis 0.05-0.25 Gy

Minimal dose detectable in groups by 0.25-0.50 Gy
change in white-blood cell count

Minimal acute dose readily detectable in a 0.50-0.75 Gy
specific individual

Mild effects only during first day post-exposure 0.50-1.00 Gy
with slight depression of blood counts

Minimal acute dose to produce vomiting in 0.75-1.25 Gy
10 percent of exposed individuals

Nausea and vomiting in 20 to 70% of persons exposed 1.00-2.00 Gy
fatigue and weakness in 30 to 60%; 20 to 35% drop
in blood cell production due to loss of bone marrow
stem cells

Acute dose likely to produce transient disability 1.50-2.00 Gy
and clear hematological changes in a majority
of individuals so exposed.
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Table 9.8. Symptoms of high, sublethal
doses. Source: Langham [1967].

Gastrointestinal

anorexia

nausea

vomiting

diarrhea

intestinal cramps

salivation

dehydration

Neuromuscular

fatigue

apathy

sweating

fever

headache

hypotension

hypotensive shock

At doses from about 50 to 500 Gy, most symptoms appear within minutes of
exposure, and death results from neurological or cardiovascular failure. At doses on
the order of 50 Gy, death is likely to result from cardiac failure within a few days.
At lower doses, down to about 6 Gy, death is more likely to result from damage to
the gastrointestinal system with attendant dehydration and electrolyte loss.

At doses for which survivability is questionable, the course of radiation illness
takes roughly the following pattern [Wald 1967]:

• Prodromal Stage (0 to 48 hours postexoposure): Symptoms are gas-
trointestinal and neuromuscular. Reduction in lymphocytes is apparent within
24 hours.

• Latent Stage (2 to 3 weeks postexposure): Remission of prodromal
symptoms occurs and there is a period of apparent well being.

• Manifest Illness Stage (2 to 3 weeks to 6 to 8 weeks postexposure):
Gastrointestinal and hematological symptoms are sharply defined. Blood el-
ements except for red blood cells are depleted and secondary infection is a
threat. Dehydration and loss of electrolytes are life threatening. Skin pig-
mentation changes and epilation takes place.

• Recovery Stage (beyond 6 to 8 weeks postexposure): If the exposed
person survives for six weeks, the outlook for permanent recovery is favorable.

9.5 Hereditary Effects
Inheritance of radiation-induced abnormalities was discovered by Hermann Muller
in 1927 while studying high-dose irradiation of fruit flies. Since 1927, studies of
plants and animals have revealed approximately linear relationships between mu-
tation frequency and dose, for doses as low as 3 mSv. Very little information is
available on mutational effects of radiation in humans. Indeed, the only unequivo-
cal evidence relates to chromosomal rearrangement in spermatocytes. However, the
evidence from animal studies has left no doubt that heritable mutational effects in
the human are possible. Estimation of risks to human populations are based largely
on extrapolation of studies of radiation effects in other mammals.
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Beginning in the 1950s, radiation protection standards recognized the potential
significance of radiation induced hereditary illness. Both the International Com-
mission on Radiation Protection and the National Council on Radiation Protection
and Measurements issued recommendations designed to minimize genetic risks in
future generations, and which may be interpreted as limiting exposure to human
populations to 1.7 mSv average dose equivalent per year in excess of medical and
background exposure.

This section deals only with exposure to low-LET ionizing radiation, at dose
rates comparable to those received from the natural radiation environment. It
deals only with heritable genetic effects, and not with radiation induced mutations
in somatic cells.

9.5.1 Classification of Genetic Effects
Table 9.9 reports estimates of the incidence of human hereditary or partially hered-
itary defects and diseases (traits) causing serious handicap at some time during life.
Inheritance of a deleterious trait results from mutation(s) in one or both maternal
and paternal lines of germ cells. By mutations, we mean either microscopically vis-
ible chromosome abnormality or submicroscopic disruption in the DNA making up
the individual genes within the chromosomes. Mutations take place in both germ
cells and somatic cells, but mutations in germ cells are of concern here.

Regularly inherited traits are those whose inheritance follows Mendelian laws.
These are autosomal dominant, X-linked, and recessive traits. Examples of auto-
somal dominant disorders, i.e., those which are expressed even when the person is
heterozygous for that trait, are certain types of muscular dystrophy, retinoblastoma,
Huntington's chorea, and various skeletal malformations. Examples of recessive dis-
orders, i.e., those which are expressed only when the individual is homozygous for
the trait, include Tay-Sachs disease, phenylketonuria, sickle-cell anemia, and cystic
fibrosis. X-linked disorders, i.e., those traits identified with genes in the X chromo-
some of the X-Y pair2 and which are expressed mostly in males, include hemophilia,
color-blindness, and one type of muscular dystrophy. Chromosome abnormalities
are of two types, those involving changes in the numbers of chromosomes and those
involving the structure of the chromosomes themselves. Down syndrome is an ex-
ample of the former. With natural occurrence, numerical abnormalities are more
common. Radiation-induced abnormalities are more frequently structural abnor-
malities.

There is a very broad category comprising what are variously called irregularly
inherited traits, multifactorial diseases, or traits of complex etiology. This cate-
gory includes abnormalities and diseases to which genetic mutations doubtlessly
contribute but which have inheritances much more complex than result from chro-
mosome abnormalities or mutations of single genes. They are exemplified by in-
herited predispositions for a wide variety of ailments and conditions. Included in
Table 9.9 is a subgroup of irregularly inherited traits, identified as congenital abnor-
malities. These are well identified conditions such as spina bifida and cleft palate,
with reasonably well known degrees of heritability. One or more other multifacto-

2In the X-Y chromosome pair, otherwise recessive genetic traits carried by the "stronger" maternal
X chromosome are expressed as though the traits were dominant.
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Table 9.9. Natural incidence of hereditary illness as estimated by the BEIR and
UNSCEAR committees. Source: NAS [1990] and UN

Current Incidence per Million Liveborn

Type of Disorder

Autosomal dominant"
clinically severe
clinically mild

X linked

Recessive

Chromosomal
structural abnormalities
numerical abnormalities

Congenital abnormalities

BEIR

2,500
7,500

400

2,500

600
3,800

20,000-30,000

UNSCEAR

10,0006

2,500

400
3,400

60,000
aOf the current incidence of 10,000 case, some 2,000 are thought to be newly
introduced from mutations in the parents.
faAutosomal and X-linked disorders are combined.

rial disorders, including cancer, are thought to afflict nearly all persons sometime
during life; however, the mutational components of these disorders are unknown
even as to orders of magnitude [NAS 1990].

9.5.2 Summary of Risk Estimates
Table 9.10 summarizes the 1990 BEIR-V and 1988 UNSCEAR genetic risk esti-
mates. The results are for low-LET radiation (quality factor QF = 1); thus, the
absorbed dose and dose equivalent are the same. These estimates are based on a
population-average gonad absorbed dose 0.01 Gy (1 rad) to the reproductive popula-
tion which produce one-million liveborne. Because of the linearity of the dose-effect
models used, these estimated hereditary risks are the same whether the gonad dose
is received in a single occurrence or over the 30-year reproduction interval. The
population for these results is assumed static in number, so that one million born
into one generation replace one million in the parental generation.

Exposure of Every Generation
If each future generation were to receive the same radiation exposure, generation
after generation, the number of radiation-induced hereditary illness cases observed
in each future generation would increase and eventually reach an equilibrium level.
The "equilibrium" radiation-induced genetic defects listed in Table 9.10 for the
one million newborn result from a collective gonad absorbed dose of 0.01 Gy x 106

persons = 104 person-Gy to their parents and all previous generations.
To illustrate the use of the data in terms of collective dose, use the high-estimate

data from Table 9.10 for total quantifiable genetic risk, namely, about 120 cases per
million liveborne, at equilibrium, resulting from 104 person-Gy of collective gonad
dose to the reproductive population in every previous generation. This result could
be restated as a increased risk, per live birth, of 120/104 = 0.012 in hereditary
illness, at equilibrium, per person-Gy of collective gonad dose to the reproductive
population.
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Table 9.10. Hereditary effects per 0.01 Gy (1 rad) average gonad dose to the reproductive
population in each generation, as estimated by the BEIR Committee [NAS 1990] and UNSCEAR
[UN 1988] for low dose and dose rates of low LET (quality factor QF = I ) .

Type of Disorder

Autosomal dominant
clinically severe
clinically mild

X linked

Subtotal

Autosomal recessive

Chromosomal
structural abnormalities
numerical abnormalities

Total (rounded)

1st Gen

5-20
1-15

< 1

6-36

< 1

< 5
< 1

6-43

Cases per

BEIR-V

Equil.

25
75

< 5

105

very slow rise

little increase
< 1

106

Million Liveborn

UNSCEAR

1st Gen. 2nd Gen.

15 13

negligible negligible

2.4 1

18 14

Equil.

100

15

4

120

Exposure of One Generation
Data in Table 9.10 also gives the expected number of genetic illness cases appearing
in the first generation and, for UNSCEAR results, the second generation following
0.01 Gy average gonad dose given only to the parent (zeroth) generation. For illness
in only the first two generations, the risk, from Table 9.10, is (18+14)/106 ~ 3x 10~5

per rad of gonad exposure to the parent. This compares well with the estimate by
the ICRP [1977] of a 4 x 10~5 probability, per rem, of hereditary illness in the first
two generations.

Data in Table 9.10 may also be used to estimate the risk of genetic effects in all
future generations resulting from a once-only exposure of the entire population—
reproductive and non-reproductive. It can be shown [Faw and Shultis 1999], that, if
a fixed dose is given to one generation, the total number carrying a particular defect
born in all future generations equals the equilibrium number born per generation
when each generation is given the same dose.

Hence, from Table 9.10, we may infer that 120 cases of genetic illness will arise
in all future generations from a collective gonad dose of 104 person-Gy (106 person-
rad) to the reproductive population in one generation. However, it is not correct to
say that the same number of cases would arise from 104 person-Gy collective gonad
dose to the entire population. Based on a mean reproductive age of 30 years and a
mean life expectancy of 75 years, one would expect that in a once-only exposure, the
collective (or average) gonad dose to the reproductive population to be 30/75 = 0.40
of the collective (or average) gonad dose to the entire population. Thus, one could
say that a collective gonad dose of 104 person-Gy to the entire population in one
generation would be expected to result in 120 x 0.4 ~ 50 cases of hereditary illness
in all future generations. The probability an individual, per gonad-rad of low LET
exposure, is responsible for the radiation-induced genetic illness of a child in some
future generation is 120 cases per million liveborne or 1.2 x 10~4.
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Deaths per 105 per year

Type Males Females

9.5.3 Estimating Gonad Doses and Genetic Risks
Expression of genetic risks in terms of population average or collective effective dose
equivalent is subject to considerable uncertainty. The weight factor for the gonads
in evaluating the effective dose equivalent is 0.2 [ICRP 1991]. This means that for
an effective dose equivalent of 1 Sv (1 Gy for low-LET radiation), the actual gonad
dose could be as little as zero (if the goriads were not exposed) to as great as 5
Gy (if only the gonads were exposed). Thus one could say that, per 104 person-
Sv collective effective dose equivalent to the reproductive population only in one
generation, one could expect 120 x (0 to 5) ~ 0 to 600 cases of hereditary illness in
all future generations. One could also say that, per 104 person-Sv collective effective
dose equivalent, to the entire population in one generation, one could expect 120 x
0.4 x (0 to 5) ~ 0 to 250 cases of hereditary illness in all future generations.

9.6 Cancer Risks from Radiation Exposures
A large body of evidence leaves no doubt
that ionizing radiation, when delivered Tabf* ̂  *^ "IT'i otnr -^per 100,000 population in the 1980 United
in high doses, is one of the many causes States p0puiation. Source: HHS [1985].
of cancer in the human. Excess cancer
risk cannot be observed at doses less than
about 0.2 Gy and therefore risks for lower
closes cannot be determined directly [UN
1988]. At high doses, in almost all body
tissues and organs, radiation can produce
cancers that are indistinguishable from
those occurring naturally. Consequently,
radiation induced cancer can be inferred
only from a statistical excess above nat-
ural occurrence (see Table 9.11). There is a large variation in the sensitivity of
tissues and organs to cancer induction by radiation.

For whole-body exposure to radiation, solid tumors are of greater numerical
significance than leukemia. The excess risk of leukemia appears within a few years
after radiation exposure and largely disappears within 30 years after exposure. By
contrast, solid cancers, which occur primarily in the female breast, the thyroid,
the lung, and some digestive organs, characteristically have long latent periods,
seldom appearing before 10 years after radiation exposure and continuing to appear
for 30 years or more after radiation exposure. It is also apparent that age at
exposure is a major factor in the risk of radiation induced cancer. Various host or
environmental factors influence the incidence of radiation induced cancer. These
may include hormonal influences, inmiunological status, and exposure to various
oricogenic agents.

Just how cancer is induced is not understood fully but it is clear that (1) there are
no unique cancer types created solely by ionizing radiation, and (2) that induction is
a multistep process involving initiation, promotion, and progression. The initiating
event is undoubtedly disruption of the genetic coding within a cell nucleus. The
mutation must not be so severe that the cell is unable to reproduce and it must
somehow confer a selective advantage in multiplication over sister cells in the host
organ or tissue. As Pochin [1983] observes, the transformation of a normal cell into

leukemia 8.4 6.3
respiratory 71.9 25.2
digestive 52.7 45.2
breast 30.6
other 72.3 56.3

Total 205.3 163.6
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one with the potential for abnormal multiplication does not necessarily promote the
multiplication. There are many carcinogenic agents, some of which are effective in
the initiation phase, some of which are effective in the promotion phase, and some
of which, like ionizing radiation, are effective in both phases. There is solid evidence
that there is a latent period between radiation exposure and the onset of cancer.
While it is not certain that the latent period may be explained simply in terms of
initiation-promotion phenomena, the fact that there is a latent period is evidence of
the multistep process of carcinogenesis. Tumor progression, known to be enhanced
by radiation, denotes either conversion of a benign growth to a malignant growth
or the attainment of increasingly malignant properties in an established cancer. In
either case, rapid growth of a subpopulation of cancer cells overwhelms less active
normal cells.

9.6.1 Dose-Response Models for Cancer
Our knowledge about radiation induced cancer is based on epidemiological studies
of people who have received large radiation doses. These populations include atomic
bomb survivors, radiation therapy patients, and people who have received large oc-
cupational doses. Some 91,000 survivors of the atomic weapon attacks on Hiroshima
and Nagasaki and their offspring remain under continuing study, and much of our
knowledge about radiation induced cancer derives from this group. Occupational
groups include medical and industrial radiologists and technicians, women who in-
gested large amounts of radium while painting instrument dials during World War I,
and miners exposed to high concentrations of radon and its daughter radionuclides.
Finally, radiation therapy patients have provided much information on radiation
carcinogenesis. These include many treated with X rays between 1930 and 1950 for
severe spinal arthritis, Europeans given 226Ra injections, and many women given
radiation therapy for cervical cancer.

Evidence is clear that absorbed doses of ionizing radiation at levels of 1 Gy or
greater may lead stochastically to abnormally high cancer incidence in exposed pop-
ulations. However, there is no direct evidence that chronic exposure to low levels
of ionizing radiation may likewise lead to abnormally high cancer incidence. Risk
estimates for chronic, low-level exposure requires extrapolation of high-dose and
high dose-rate response data. Methods used for extrapolation are often controver-
sial, any one method being criticized by some as over-predictive and by others as
under-predictive.

Models relating cancer incidence or mortality to radiation dose are required both
for interpretation of study data using regression analysis and for risk estimation.
Estimation models are usually applicable only to low-LET radiation doses (quality
factor QF =1). However, study data may be based in part on high-LET radiation
(QF > 5), as is the case for the atomic-bomb survivors. Thus, data interpretation
may require consideration of the relative biological effectiveness of the high-LET
component. The doses, on which projections are based, are average whole-body
doses that, for low-LET radiation, are equivalent to dose equivalents.

Current risk estimates for cancer have as the basic elements dose responses that
are functions of the cancer site, the age at exposure, the age at which the cancer is
expressed or the age at death, and the sex of the subject. Ethnic and environmental
factors are not taken into account explicitly, but do affect the estimates. For ex-
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ample, risk estimates based on studies of Hiroshima and Nagasaki nuclear-weapon
survivors are strictly applicable only to the Japanese population. Nevertheless,
such estimates are widely applied to estimation of risks for other populations. The
details of these risk estimation models for cancer will not be presented here. The
interested reader is referred to reports by the National Academy of Sciences and
the United Nations [NAS 1980, 1990; UN 2000]. Rather, in the section below, a few
results based on these risk models are given.

It should be emphasized that, in examining these risks of cancer from radiation
exposure, one should keep in mind the overall or natural risk of cancer. As indicated
in Table 9.11, two persons per thousand in the United States die each year from
cancer. The overall lifetime risk of cancer mortality is seen from Table 9.13 to be
about one in five for males and about one in six for females.

9.6.2 Average Cancer Risks for Exposed Populations
The 1990 BEIR-V Committee of the National Academy of Sciences [NAS 1990]
made various estimates of the risk of excess cancer mortality resulting from low
LET (gamma-ray) exposures. For high doses (10 rad) delivered at high dose rates
(e.g.. an sudden accidental exposure), these risks are summarized in Table 9.12
by sex and by age at exposure. The "average" value in this table is a population
weighted average risk, i.e., the risk for a large stationary population with the U.S.
age distribution for 1979-81.

For smaller doses delivered at low dose rates, the radiogenic cancer risk is some-
what smaller since biological repair mechanisms can repair a greater fraction of
the genetic damage produced by the radiation. Thus, the risks in Table 9.12 for
nonleukemia cancers should be divided by a so-called dose rate effectiveness factor
DREF which is estimated to be about 2 [NAS 1990]. The leukemia risks in this
table for 0.1 Gy exposures (or lower) do not require this correction.

The best estimate of the expected number of cancer fatalities for a large popula-
tion exposure to low doses at low dose rates is about 450 fatalities per 104 person-Gy
i.e., an individual fatality risk of 0.045 per Gy. This low dose and dose-rate risk
is about one-half of the expected 800 fatalities per 104 person-Gy for a 0.1 Gy (10
rad) exposure delivered at high dose rate to each person in a large population (see
Table 9.12). This low dose-rate risk, rounded to 0.05 per Gy, or 5 x 10~4 per rem,
may be used as an overall cancer risk factor for environmental exposures, i.e., small
exposures obtained at low dose rates.

The BEIR-V Committee also calculated risks to the United States population
under three (low-LET) exposure scenarios: (1) single exposure to 0.1 Gy, (2) contin-
uous lifetime exposure to 1 mSv per year, and (3) exposure to 10 mSv per year from
age 18 to age 65. Results are given in Table 9.13. The first scenario is representative
of accidental exposure of a large population, the second of chronic exposure of a
large population, and the third of occupational exposure. More recent estimates
have been made by UNSCEAR [UN 2000]. For example, for a single exposure of the
U.S. population to 0.1 Gy, the risk is 60 per 100,000 for leukemia mortality (male
or female) and. for nonleukemia, 660 to 900 fatalities per 100.000 for males and 800
to 1900 for females.

The radiation cancer risks summarized in Tables 9.12 and 9.13 can used to
estimate risks for a variety of exposures. See Example 9.5 for use of these data.
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Table 9.12. Excess cancer mortality for the U.S. population by age at exposure for a
whole-body or organ dose of 0.1 Gy (10 rad) from low LET radiation delivered at high
dose and dose-rate to populations of 105 males and 105 females. For low dose and dose
rates, the risks estimates for nonleukemia cancers should be halved. Source: [NAS 1990].

Females
Age at
Exposure

5
15
25
35
45
55
65
75
85

average"

Age at
Exposure

5
15
25
35
45
55
65
75
85

average"

total

1532
1566
1178
557
541
505
386
227
90
810

leukemia

75
72
29
46
73
117
146
127
73
80

breast

129
295
52
43
20
6
-
-
-

70

respiratory

48
70
125
208
277
273
172
72
15
150

digestive

655
653
679
73
71
64
52
26
4

290

other

625
476
293
187
100
45
16
3
-

220

Males

total

1276
1144
921
566
600
616
481
258
110
770

leukemia

111
109
36
62
108
166
191
165
96
110

nonleukemia

1165
1035
885
504
492
450
290
93
14
660

respiratory

17
54
124
243
353
393
272
90
17
190

digestive

361
369
389
28
22
15
11
5
-

170

other

787
612
372
233
117
42
7
-
-

300

weighted average based on a static population.

Example 9.5: What are the probabilities a 25-y old male who receives a sudden
accidental gamma-ray exposure of 2 rad (0.02 Gy) will eventually die from (1)
radiogenic leukemia and from (2) any cancer caused by his exposure?

From Table 9.12, the total risk for a 0.1 Gy exposure is 921/105. Thus for a
0.02Gy exposure, the person's risk of dying from radiogenic cancer is (921/105) x
(0.02/0.1) = 0.0018 or 1 chance in 540. Similarly, the probability he will die from
radiogenic leukemia is (36/105) x (0.02/0.1) = 0.000072 or 1 chance in 14,000.

If this same exposure were delivered over a period of 1 year, the nonleukemia
risk are reduced by a factor of 2, i.e., the probability of dying from nonleukemia
= (1/2) x (885/105) x (0.02/0.1) = 0.00089. The probability of dying from
leukemia is unchanged. Thus, the probability of dying from all cancers is 0.00089+
0.000072 = 0.00096 or 1 chance in 1,000.
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Table 9.13. Excess cancer mortality per 100,000 males and 100,000
females in the stationary U.S. population for three exposure scenarios.
For low dose and dose rates, the risks estimates for nonleukemia cancers
should be halved. Source: [NAS 1990].

Cancer Type

Single Exposure to 0.1 Gy (10 rad):

Radiation Induced:

leukemia
nonleukemia
total

Natural Expectation:
leukemia
nonleukemia
total

Continuous Lifetime Exposure
to 0.1 mGy (100 mrad) per year:

Radiation Induced:
leukemia
nonleukemia
total

Natural Expectation:
leukemia
nonleukemia
total

Continuous Exposure to 10 mGy
(1 rad) per year from age 18 to 65:

Radiation Induced:
leukemia
nonleukemia
total

Natural Expectation:
leukemia
nonleukemia

total

Deaths

Males

110
660
770

760
19750
20520

70
450
520

790
19760
20560

400
2480
2880

760
20140
20910

per 10°

Females

80
730
810

610
15540
16150

60
540
600

660
16850
17520

310
2760
3070

650
17050
17710

9.7 Radon and Lung Cancer Risks
A recently recognized radiation hazard to humans is that posed by naturally oc-
curring radon. This radioactive noble gas diffuses into the atmosphere from rocks,
soils, and building materials containing progenitor radionuclides. Each of the three
naturally occurring primordial decay series (see Figs. 5.19 and 5.20) include different
isotopes of radon.

Radon itself presents little radiation hazard on inhalation, and only minor hazard
if ingested in aqueous solution. The principal hazard associated with radon is due
to its short-lived daughter products. After a mixture of radon and daughters is
inhaled, the radon, a noble gas, is exhaled. However, the daughters, either attached
to aerosol particles or present in highly chemically reactive atomic or ionic states, are
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retained in the respiratory system, decaying one into the other and depositing their
decay energies within the cells on the surfaces of the respiratory system. Daughters
that decay by alpha emission are of greatest concern since they can produce very
large localized doses to the basal cells of the bronchial and pulmonary epithelia.
The importance of this localized lung exposure is evident in the natural background
exposures listed in Table 9.4.

222 Rn and its daughters ordinarily present a greater hazard than 220Rn and its
daughters, largely because the much shorter half life of 220Rn (55.6 s) makes its de-
cay very likely before it can be released into the atmosphere. The air concentration
of 219Rn (3.96 s), a product of the 235U decay series, is negligible. Globally, the
mean annual effective dose equivalent due to 222Rn daughters is about 1 mSv (100
mrem) while that due to 220Rn daughters is estimated to be about 0.2 mSv (20
mrem) [UN 1982]. Consequently, this section deals primarily with hazards associ-
ated with 222Rn and its short-lived daughters whose decay chain is shown below.

2 2 2Rm a . 218Pr, Q . 214pK 0"\ 214-p: P\ 214r>^ a , 210PK /oo o \
- - - 8Q.D1 - > a/l-TO - » o9Jr D (ZZ.Z V).

83 84 82 V J '3.82d 3.05m 26.8m 19.9m

(9.13)

Decay products beyond 214Po are of little consequence since 210Pb has such a long
half-life and is eliminated from lung tissues before it decays.

Equilibrium Equivalent Concentration
Of prime importance in evaluating doses to the lung is the potential alpha energy
concentration of the radon daughters in the inhaled air. The potential alpha energy
concentration (MeV m~3) is the total alpha particle energy that would be emitted
by all the daughters in a unit volume of air after they have all decayed to the end
of the decay chain.

Consider the 222Rn series of Eq. (9.13). Denote the activity concentrations (Bq
m-3) of the four daughters 218Po - 214Pb - 214Bi - 214Po by d, i = 1 to 4 and
their decay constants by Aj (s"1). 214Po releases £4 = 7.687 MeV of alpha particle
energy per decay. It thus has a potential alpha particle energy concentration of
£464/^4 MeV m~3. 214Bi emits no alpha particles. However, once it decays to
214Po, the alpha particle of the latter is released almost immediately. 214Bi thus
has a potential alpha particle energy concentration of E/^C^/X^ MeV m~3. That
for 214Pb is similarly E4C2/X2.

 218Po itself emits EI = 6.003 MeV of alpha particle
energy per decay. Its potential alpha energy concentration is thus (£1 + E^Ci/Xi.
Thus the total potential alpha energy concentration is

Etot = (Ei + EJCi/Xi + E4(C2/\2 + C3/X3 + CVA4). (9.14)

It is this alpha-particle energy that is ultimately released in the tissues of the lung.
Because of the long lifetime of 222Rn compared to those of its daughters in

Eq. (9.13), the activity concentration of the daughters in the air should ideally equal
that of 222Rn if secular equilibrium were established (see Section 5.6.4). However,
such equilibrium conditions are seldom realized.

Decay of 222Rn and its daughters in the atmosphere leads first to individual
unattached ions or neutral atoms. The ions or atoms may become attached to
aerosol or dust particles, the attachment rate depending in a complex manner on
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the size distribution of the particles. Radioactive decay of an attached ion or atom,
because of recoil, usually results in an unattached daughter ion or atom. Either
attached or unattached species may be deposited (plate out) on surfaces, especially
in indoor spaces, the rate depending on the surface to volume ratio of the space.
Because of plate out. 222Rn daughter products in the atmosphere are not likely to
be in equilibrium with the parent.

However, if the daughters were in secular equilibrium with 222Rn with an activity
concentration C0 Bq m~3, then C0 = C\ = C% = C% = C4 and the potential alpha
particle energy concentration would be

ElT1 = C0[(Ei + E4)/Xl + £4(1/A2 + I/As + 1/A4)], (9.15)

a value that is always greater than that in an actual air mixture since the disequi-
librium decreases the activity concentration of the daughters.

To quantify the disequilibrium that usually exists between the daughters and
222Rn. an equilibrium factor is denned as F = Etot/E^1 < I . This equilibrium
factor can then be used to define an equilibrium equivalent concentration EEC that
is the activity concentration of radon in equilibrium with its short-lived daugh-
ters which has the same total potential alpha energy concentration as the actual
nonequilibrium air mixture, i.e..

EEC = F x C0. (9.16)

Thus, the 222Rn activity concentration in a nonequilibrium atmosphere generally
must be somewhat higher than that in an atmosphere containing daughters in equi-
librium with the radon in order to achieve the same potential alpha energy concen-
tration and to present the same hazard to humans.

9.7.1 Radon Activity Concentrations
Outdoor Concentrations
The exhalation rate of 222Rn from rocks and soils is highly variable, ranging from
0.2 to 70 mBq m~2 s"1. An area-weighted average for continental areas, exclusive
of Antarctica and Greenland, is 16 mBq mT2 s~: [UN 1988]. Exhalation from the
surface of the sea is only about 1% of that from land areas. Rain. snow, and freezing
decrease exhalation rates so that they are generally lower in winter than in summer.
Barometric pressure and wind speed also affect exhalation rates, decreasing pressure
or increasing wind speed causing the rate to increase.

Mean annual activity concentrations of 222Rn above continental areas range from
1 to 10 Bq m~3, with 5 Bq m~3 being typical [UN 1988]. Concentrations of 220Rn
daughters are typically 10% of those of 222Rn daughters. Anomalously high levels
often exist near coal-fired and geotherrnal power stations and near uranium-mine
tailings.

Indoor Concentrations
Indoor activity concentrations of radon can be many times greater than outdoor
levels. Sources include exhalation from soil, building materials, water, ventilation
air. and natural gas if unvented (as used in cooking). Exhalation from soil can
be a significant contribution if a building has cracks or other penetrations in the
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basement structure or if the building has unpaved and unventilated crawl spaces.
Radon precursor concentrations in building materials are highly variable. Greater
concentrations occur in phosphogypsum and in concrete based on fly ash or alum
shale. Sealing concrete surfaces with materials such as epoxy-resin paints greatly
reduces radon exhalation.

Surveys of indoor radon concentrations reveal a wide variation among houses.
A survey in Canada found median and average concentrations of 7.4 and 17 Bq
m~3 (equilibrium equivalent 222Rn) with an equilibrium factor of 0.52 ± 0.12. Ge-
ographic variations were significant, but variations within cities were greater than
variations between cities.

For the U.S. as a whole, a survey by the U.S. Environmental Protection Agency
[EPA 1991] found an average radon concentration of 46 Bq m~3 (1.25 pCi/L) in the
living spaces of U.S. houses. Only 6.3% of the houses had concentrations above 150
Bq m~3 (4 pCi/L). These concentrations are uncorrected for disequilibrium, and,
in the absence of measured equilibrium factors, the EPA uses F = 0.5. There is
little correlation between radon concentration and nearly all factors thought to be
important in affecting radon levels—basement vs. crawl space vs. no space, integrity
of the barrier between the ground and the house, windiness, draftiness, construction
materials, use of natural gas, and, to some extent, even ventilation. Geographical
variations are apparently so important as to overwhelm all other factors.

The U.S. Environmental Protection Agency [EPA 1986] has recommended that
remedial action be taken when the EEC of 222Rn in a home exceeds 150 Bq m~3

(4 pCi/L). Methods for radon remediation vary widely in absolute and marginal
cost and effectiveness. They range from sealing cracks and covering earth spaces,
through various schemes for increasing ventilation, to elaborate house pressurization
or sub-foundation suction techniques.

9.7.2 Lung Cancer Risks
The assessment of lung cancer risks from breathing radon and its daughters is a
two step process. First, for an atmosphere with a given annual average EEC, the
annual dose equivalent to the various respiratory regions (naso-pharynx, trachea
and brochial tree, and the pulmonary region) must be determined. These are very
complicated calculations with large uncertainties. The doses depend on many fac-
tors such as breathing rate, size and chemical form of aerosol particles to which
radon daughters are attached, the ratio of attached to unattached daughters, the
movement of the radionuclides through the body and eventual excretion, to name
a few. Details of these calculations can be found in Faw and Shultis [1999].

Once the lung dose is determined, the risk of mortality from radiation-induced
lung cancer is estimated based on results of epidemiological studies, particularly
among underground miners. These risk estimates are generally based on a lin-
ear, no-threshold, dose-response relationship derived mostly from data obtained at
relatively high radon exposures.

The details of the risk estimation methodology need not concern us here. Rather,
we present some results of such studies that allow us to estimate lung cancer risks for
a specified radon exposure. The unit of radon exposure used in these risk estimates
is the annual average equilibrium equivalent activity concentration (Bq m~3) that
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Table 9.14. Radiogenic cancer risk for
chronic lifetime exposure to 222Rn daugh-
ter products for various populations. Risk
data is derived from [NAS 1988] for annual
exposures of 63 kBq h m '
slightly for other exposures.

Risks vary

an individual breathes multiplied by the number of hours in the year (8766 h).3

In Table 9.14. the probability of death from radori-incluced lung cancer, per unit
annual exposure, is given for males and females and for smokers and nonsmokers.
In this table the excess risk is the lifetime mortality probability from radon-induced
cancer per unit of annual radon exposure expressed as MBq h m~3 (EEC basis). Of
particular note in these results is that the
radiogenic risk for smokers is ten times
that for non-srnokers!

In Table 9.15. the lifetime probability
of dying from radon-induced lung cancer.
per unit annual exposure, is given as a
function of the duration of the exposure
and age of first exposure. The results are
based on the 1975 U.S. population and
do not distinguish between smokers and
nonsmokers.

The results in Tables 9.14 and 9.15
allow us to estimate risks from radon in-
halation once we know the radon expo-
sure to individuals. However, the risk
data in these tables are from different
studies and sometimes yield somewhat
different risk estimates. The following
problem illustrates the use of these ta-
bles.

Population

General
male
female
mixed

Nonsmokers
male
female

Smokers
male
female

Life
Expect .
(years)

69.7
76.4
73.1

70.5
76.7

69.0
75.9

Excess risk
per EEC

MBq h m"3

0.055
0.022
0.039

0.016
0.0088

0.16
0.081

Table 9.15. Lifetime lung cancer risk per MBq h m 3 (EEC) annual
exposure as a function of exposure duration and age at first exposure.
Data derived from NCRP [1984].

Age
at First

Exposure

1
10
20
30
40
50
60
70

Exposure Duration (y)

1

0.00010
0.00014
0.00021
0.00029
0.00033
0.00027
0.00021
0.00011

5

0.00054
0.00079
0.0011
0.0016
0.0016
0.0013
0.00074
0.00045

10

0.0012
0.0017
0.0024
0.0033
0.0032
0.0022
0.0014
0.00060

30

0.0054
0.0076
0.0087
0.0087
0.0067
0.0040
0.0021
0.00060

Life

0.014
0.014
0.012
0.012
0.0072
0.0043
0.0021
0.00060

3Many analyses of radon risk use an older unit called the working level month (WLM). The
conversion relation is 1 WLM = 629.000 Bq h m~ 3 (EEC basis).
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Example 9.6: Consider a static population of 106 people exposed to an average
lifetime 222Rn activity concentration of 20 Bq m~3. According to NAS and NCRP
risk models, how many annual lung-cancer fatalities are caused by this exposure
to radon daughter products? What is the annual number of lung-cancer fatalities
from all causes? Assume an equilibrium factor of F = 0.5.

The annual radon exposure (EEC equivalent) — 0.5 x 20 Bq m~3 x8766 h/y
= 0.0876 MBq h m~3 per year. Now, for this annual exposure, use the results of
Tables 9.14 and 9.15 to estimate the annual radon-induced death rate.

NAS Estimate: From Table 9.14 we find, for a general mixed population,
the individual probability of mortality from radiogenic lung cancer is 0.039 per
MBq h m~3. For the specified exposure to 106 people, there are 0.039 x 0.0876 x
106 = 3116 radon-induced deaths in the population. For a steady-state popula-
tion with an average lifespan of 73 y, the annual radon-related death rate is then
3116/73 = 47 deaths per year.

NCRP Estimate: From Table 9.15 the individual probability of mortality from
radiogenic lung cancer for a lifetime exposure is 0.014 per MBq h m"3. For
the given annual exposure of 0.0876 MBq h m~3 to the 106 people, the expected
number of radon-induced deaths is 0.014 x 0.0876 x 106 = 1230. This corresponds
to an annual death rate of 1230/73 = 17 deaths per year, about one-third the
NAS estimate.

Finally, the annual natural mortality from respiratory cancer is, from Ta-
ble 9.11, 71.9 per 105 for males and 25.2 per 105 for females. For equal numbers
of males and females in our 106 population, the natural mortality rate from res-
piratory cancer is [0.5 x (71.9/105) + 0.5 x (25.2/105)] x 106 = 486 deaths per
year.

9.8 Radiation Protection Standards

It was recognized near the beginning of the twentieth century that standards were
needed to protect workers and patients from the harmful consequences of radiation.
Many sets of standards, based on different philosophies, have been proposed by
several national and international standards groups. The earliest standards were
based on the concept of tolerable doses below which no ill effects would occur.
This was replaced in 1948 by the National Council on Radiation Protection and
Measurements (NCRP) in the United States which introduced standards based on
the idea of permissible doses, i.e., a dose of ionizing radiation which was not expected
to cause appreciable body injury to any person during his or her lifetime.

9.8.1 Risk-Related Dose Limits
Today it is understood that low-level radiation exposure leads to stochastic hazards
and that modern radiation standards should be based on probabilistic assessments
of radiation hazards. This new line of thinking is exemplified by a 1972 report to the
ICRP by the Task Group on Dose Limits. Key portions of the report are summarized
below. It must be noted that the report is unpublished arid not necessarily reflective
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of the official ICRP position. The tentative dose limits examined in the report
were not based on explicit balancing of risks and benefits, then thought to be
an unattainable ideal. Rather, they were based on the practical alternative of
identifying acceptable limits of occupational radiation risk in comparison with risks
in other occupations generally identified as having a high standard of safety and also
having risks of environmental hazards generally accepted by the public in everyday
life.

Linear, no-threshold dose-response relationships were assumed for carcinogenic
and genetic effects, namely a 1 x 10~4 probability per rem whole-body dose equiv-
alent for malignant illness or a 4 x 1CP5 probability per rem for hereditary illness
within the first two generations of descendants [ICRP 1977]. For other radiation
effects, absolute thresholds were assumed.

For occupational risks, it was observed that "occupations with a high standard
of safety" are those in which the average annual death rate due to occupational
hazards is no more than 100 per million workers. An acceptable risk was taken as
50 per million workers per year, or a 40-year occupational lifetime risk of 2 fatalities
per 1000 workers, i.e., 0.002. It was also observed that in most installations in which
radiation work is carried out, the average annual doses are about 10 percent of the
doses of the most highly exposed individuals, with the distribution highly skewed
toward the lower doses. To ensure an average lifetime risk limit of 0.002, an upper
limit of 10 times this value was placed on the lifetime risk for any one individual.
The annual whole-body dose-equivalent limit for stochastic effects was thus taken
as (10 x 0.002)/(40 x 0.0001) = 5 rem (5 cSv) per year.

For members of the public, it was observed that risks readily accepted in every-
day life, and of a nature that could be assumed to be understood by the public
and not readily avoidable, are typically 5 deaths per year per million population,
or a 70-year lifetime risk of about 4 per 10,000 population. It was observed that
some individuals accept risks in everyday life an order of magnitude greater. Thus,
the lifetime risk incurred by a well-selected and homogeneous small "critical group"
could be considered acceptable if it does not exceed the higher lifetime risk of 4 per
1000. Setting this limit for the generality of critical groups would assure that the
lifetime risk to the average member of the public would be much below 4 in 10000.
The whole-body dose equivalent limit for stochastic risks to individual members of
the public would thus be 0.004/(70 x 0.0001) = 0.5 rem (0.5 cSv) per year.

The concept of "risk-based" or "comparable-risk" dose limits provides the ra-
tional for the 1977 ICRP and the 1987 NCRP recommendations for radiation pro-
tection, and which serve as the basis for the U.S. radiation protection standards.

9.8.2 The 1987 NCRP Exposure Limits
The 1987 NCRP recommendations state that "The goal of radiation protection is to
limit the probability of radiation induced diseases in persons exposed to radiation
(somatic effects) and in their progeny (genetic effects) to a degree that is reasonable
and acceptable in relation to the benefits from the activities that involve such ex-
posure." Acceptability implies degrees of risk comparable to other risks accepted in
the wTork place and by the general public in their everyday affairs. This comparable
risk concept requires comparison of the estimated risk of radiogenic cancer with
measured accidental death rates or general mortality rates. Taken by the NCRP as
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Table 9.16. The 1987 NCRP recommendations for exposure limits. Source:
NCRP [1987].

Type of Dose mSv

Occupational exposures (annual):

1. Limit for stochastic effects 50 5

2. Limit for non-stochastic effects:

a. Lens of the eye 150 15

b. All other organs 500 50

3. Guidance: cumulative exposure age X 10 1

Public exposures (annual):

1. Continuous or frequency exposure 1 0.1

2. Infrequent exposure 5 0.5

3. Remedial action levels: 5 0.5

4. Lens of the eys, skin and extremities 50 5

Embryo-fetus exposure:

1. Effective dose equivalent 5 0.5

2. Dose equivalent limit in a month 0.5 0.05

Negligible individual risk level (annual):

1. Effective dose equivalent per source or practice 0.01 0.001

a reasonable basis for estimated risk is the cautious assumption that the dose-risk
relationship is without a threshold and is strictly proportional (linear) throughout
the range of dose equivalents and dose equivalent rates of importance in routine
radiation protection. Specifically, the dose-risk relationship is taken as a lifetime
risk of fatal cancer of 10~2 Sv^1 (10~4 rem"1) for both sexes and for a normal
population age distribution of 18 to 60 years. The genetic component of risk in the
first two generations is taken to be 0.4 x 10~2 Sv"1 (0.4 x 10~4 rem-1). In support
of the limits presented in Table 9.16, the following observations are relevant:

• The annual fatal accident rate per million workers ranges from 50 in trade
occupations to 600 in mining and quarrying occupations, the all-industry av-
erage being 110, i.e., about 1 person per year in 10,000 workers.

• "Safe" industries are taken as those with an annual average fatal accident rate
less than 1 in 10,000, i.e., with an annual average risk of less than 1 x 10~4.

• Among radiation workers, the annual fatal accident rate (non-radiation) is
about 0.25 x 10~4. The annual effective dose equivalent to radiation workers
is about 0.23 rem which, based on the estimated risk for radiogenic cancer,
results in an annual risk of about 0.25 x 10~4, comparable to the non-radiation
fatal accident rate. Radiation workers thus have a total annual risk of fatality
of about 0.5 x 10~4, well within the range for "safe" industries.
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• Overall average mortality risks from accident or disease for members of the
public range from about 10~4 to 10~6 annually. Natural background radiation,
resulting in an average dose of 0.1 rem annually, results in a risk of mortality
of about 10~5 per year.

The NCRP recommendations of 1987 are summarized in Table 9.16. These stan-
dards are the basis for the current U.S. federal regulations on radiation exposures to
workers and members of the public. U.S. regulations, are found in Title 10, Part 20
of the Code of Federal Regulations. For example, the annual limit for occupational
exposure is the more restrictive of (1) 5 rem (50 mSv) for the total effective dose
equivalent (TEDE), that is, the sum of the committed effective dose equivalent for
ingested or inhaled radionuclides and the deep dose equivalent for external expo-
sure, or (2) 50 rem (500 mSv) for the sum of the committed dose equivalent to any
organ and the deep dose equivalent. The first of these limits (5 rem) is associated
with stochastic effects, the second (50 rern) with mechanistic. The annual limit for
any individual member of the public is a TEDE of 0.1 rem (1 mSv) exclusive of
background and medical exposures.
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PROBLEMS

1. In an infinite homogeneous medium containing a uniformly distributed radionu-
clide source emitting radiation energy at a rate of E MeV crn~3 s"1. energy
must be absorbed uniformly by the medium at the same rate. Consider an
infinite air medium with a density of 0.0012 g/cm3 containing tritium (half-life
12.33 y and emitting beta particles with an average energy of 5.37 MeV/decay)
at a concentration of 2.3 pCi/L. What is the air-kerma rate (Gy/h)?

2. A 137Cs source has an activity of 700 /uCi. A gamma photon with energy 0.662
MeV is emitted with a frequency of 0.941 per decay. At a distance of 2 meters
from the source, what is (a) the exposure rate, (b) the kerma rate in air, and
(c) the dose equivalent rate?

3. Suppose the source in the previous problem is placed in a large tank of water.
Considering only the uncollided photons, at 0.5 m from the source, what is (a)
the exposure rate, (b) the kerrria rate in air, and (c) the dose equivalent rate?

4. What is the gamma-ray absorbed dose rate (Gy/h) in an infinite air medium at
a distance of 10 cm from a 1-mCi point source of (a) 13N and (b) 43K? Energies
and frequencies of the emitted gamma rays from these radionuclides are given
in Appendix D.

5. What are the absorbed dose rates (Gy/h) in air at a distance of 10 cm from the
point sources of the previous problem if the sources are placed in an infinite
iron medium?

6. A rule of thumb for exposure from point sources of photons in air at distances
over which exponential attenuation is negligible is as follows:

• _ 6CEN
X — - ,

r2

where C is the source strength (Ci), E is the photon energy (MeV), N is the
number of photons per disintegration, r is the distance in feet from the source,
and X is the exposure rate (R h^1).

1. Reexpress this rule in units of Bq for the source strength and meters for
the distance.

2. Over what ranges of energies is this rule accurate within 20%?

7. A male worker at a nuclear facility receives an accidental whole-body exposure
of 2.3 Gy. Describe what physical symptoms the individual is likely to have
and when they occur.

8. A population of 500,000 around a nuclear facility receives an average whole-
body dose of 0.5 rad as a result of an accidental release of radionuclides. (a)
Estimate the collective gonad dose received, (b) Estimate how many children
subsequently born would experience significant hereditary defects as a result
of this exposure to their parents, (c) Estimate how many such defects would
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occur naturally in the absence of this accidental exposure, (d) Estimate the
cancer mortality risk imposed on this population, both absolutely and relative
to natural cancer mortality.

9. A static population of 900,000 people lives in an area with a background ra-
diation level that gives each person an extra 125 mrem (whole-body) per year
of low LET exposure over that received by people in other parts of the coun-
try, (a) Estimate the collective gonad dose to the reproductive population.
(b) Estimate the number of radiation-induced cases of hereditary illness that
occurs in each generation, (c) Compare this number to the natural incidence
of genetic illness in this population.

10. A 35-year old female worker receives an x-ray exposure of 5.2 rad (whole-body)
while carrying out emergency procedures in a nuclear accident. Discuss the
health risks assumed by this worker as a result of the radiation exposure.

11. How many people in the U.S. might be expected to die each year as a result
of cancer caused by natural background radiation (excluding radon lung expo-
sures)? Assume an average whole-body exposure of 200 mrem and a population
of 250 million. Compare this to the natural total death rate by cancer.

12. A radiology technician receives an average occupational dose of 0.3 rad per year
over her professional lifetime. What cancer risk does she assume as a result of
this activity?

13. A male reactor operator receives a whole body dose equivalent of 0.95 rem
over a period of one week while working with gamma-ray sources. What is the
probability he will (a) die of cancer, (b) die of cancer caused by the radiation
exposure, (c) have a child with an hereditary illness due to all causes, and (d)
have a child with an hereditary illness due to the radiation exposure?

14. An individual is exposed 75% of the time to radon with a physical concentration
of 4.6 pCi/L and an equilibrium factor of F = 0.6. The remaining 25% of the
time, the individual is exposed to radon at a concentration of 1.3 pCi/L and
with an equilibrium factor of F = 0.8. What is the annual radon exposure (on
an EEC basis) in MBq h m~3?

15. If the individual in the previous problem is a nonsmoking male and receives
the same annual radon exposure for his entire life, what is the probability he
will die from lung cancer as a result his radon exposure?

16. Consider a female exposed 75% of the time to radon with an 222Rn EEC of 25
Bq m~3 and 25% of the time to a concentration of 5 Bq m~3 for her entire life.
(a) What is the probability that she will die from radon-induced lung cancer if
she is a nonsmoker? (b) What is the probability if she smokes?

17. Consider people who receive an annual radon exposure (EEC basis) of 0.11
MBq h m~3 for the first 30 years of their lives. At age 30, through radon
reduction remediation actions, they decrease their annual exposure to 0.02
MBq h m~3 for the remainder of their lives, (a) What is their mortality risk for
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radon-induced lung cancer? (b) If they had not undertaken remedial measures,
what would be their radon mortality risk?

18. Estimate how many radon-caused lung cancer deaths there are every year in
the U.S. if everyone were exposed to the U.S. residential average radon con-
centration of 1.25 pCi/L 75% of the time. Assume an equilibrium factor of
F = 0.5. Assume a population of 250 million. State and justify any other
assumptions you make.

19. Why do the skin and extremities of the body have a higher annual dose limit
than for other organs arid tissues?

20. Describe in your own words the rationale for the NCRP [1987] limit of 5 rem a
year whole-body exposure for occupational workers. Give arguments why you
do or do not believe this limit to be reasonable.
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Chapter 10

Principles of
Nuclear Reactors

Since December 2, 1942, when the first human-made nuclear reactor produced a
self-sustaining chain reaction, several hundred different types of reactor systems
have been constructed. Despite the many possible differences in design, there are
a number of general features which all reactors have in common. The heart of
every reactor is an active core in which the fission chain reaction is sustained. The
active core contains (1) fissile fuel which through its fissioning is the main source
of neutrons, (2) moderator material if the fission neutrons are to slow down, (3)
coolant if the heat generated by the fissions is to be removed from the core, and (4)
structural material which maintains the physical integrity of the core. Surrounding
the active core is usually either a reflector whose purpose is to scatter neutrons
back towards the core or a blanket region which captures neutrons leaking from
the core to produce useful isotopes such as 60Co or 239Pu. The reactor core and
reflector/blanket are in turn surrounded by a shield to minimize radiation reaching
personnel and equipment near the reactor. Finally, all reactors must have a means
of control to allow the chain reaction to be started up, maintained at some desired
level, and safely shutdown.

Reactors are broadly classified according to the energy of the neutrons that
cause most of the fissions. In a fast reactor, the fast fission neutrons do not slow
down very much before they are absorbed by the fuel and cause the production of
a new generation of fission neutrons. By contrast, in a thermal reactor almost all
fissions are caused by neutrons that have slowed down and are moving with speeds
comparable to those of the atoms of the core material, i.e., the neutrons are in
thermal equilibrium with the surrounding material.

In this chapter, the basic principles of nuclear reactors and fission chain reactions
are discussed. Initially, we consider steady-state neutron populations in a reactor
core, and seek methods to quantify the conditions necessary for a self-sustaining
chain reaction with a constant neutron population and fission power release. In
particular, we concentrate on "thermal" reactors, although the principles for fast
reactors are quite similar. Later in the chapter, we consider the dynamics of reactors
as the power increases or decreases in response to physical changes in the reactor
as a result of externally applied changes or from feedback effects.
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10.1 Neutron Moderation
In a thermal reactor the fast fission neutrons lose their kinetic energy primarily
through elastic scattering from moderator nuclei with small mass numbers. In our
earlier discussion of the kinematics of neutron elastic scattering from a stationary
nucleus,1 we found that the energy of the scattered neutron is between Emax — E
and Emin — ocE where E is the energy of the incident neutron and a = (A —
I)21 (A + I)2 . The number of scatters, on the average, required to bring a neutron
with initial energy EI to a lower energy E% is given by Eq. (6.30). A summary of
these important properties for several moderators is given in Table 6.1.

From the values in Table 6.1, it is seen that scattering nuclei with small A
numbers cause greater average energy loss and thus thermalize fast neutrons with
fewer scatters than do nuclei with large mass numbers. In addition to having a
small A number, a good moderator should have a large scattering cross section Es

(to encourage scattering) and a small absorption cross section Sa (to avoid loss of
neutrons before they can cause fissions). In all thermal reactors, a large portion
of the core material is the moderator, usually light or heavy water, graphite, or
beryllium. In addition to acting as a moderator, light water can also serve as the
main coolant in a power reactor, and, for this reason, it is not surprising that light
water reactors (LWRs) are the dominant type of power reactors in service today.

10.2 Thermal-Neutron Properties of Fuels
In thermal reactors, only fissile isotopes such as 233U, 235U and 239Pu can be used.
By far the most widely used nuclear fuel is uranium dioxide, with the uranium
enriched in 235U from its natural 0.720 atom-% to several percent. Only some
heavy-water and graphite-moderated reactors can use natural uranium as fuel. Most
reactors use uranium that has been enriched, typically 2 to 3%, in 235U. The fissile
nuclide 239Pu is created during the operation of a nuclear power reactor whose fuel
contains 238U (see Section 6.5.3), arid at the end of fuel life (typically three years),
almost half of the power is generated by the fission of 239Pu. In some power reactors,
239Pu is mixed with enriched uranium in the form of a "mixed oxide" fuel. Some
important properties of nuclear fuels are presented in Table 10.1. The data lead to
the following observations:

1. 233U has the largest value of 77, the number of fission neutrons produced per
thermal neutron absorbed, and hence is the best prospect for a thermal breeder
reactor, one in which more fissile fuel is produced by neutron absorptions
than is consumed in the chain reaction. A breeder reactor needs an r\ of at
least two since one neutron is needed to sustain the chain reaction and one
neutron must be absorbed in the fertile material to breed a new fissile fuel
atom. Fertile materials are those such as 232Th and 238U that, upon thermal
neutron absorption, may yield fissile materials (see Section 6.5.3).

2. Although the plutoniurn isotopes produce almost 3 fission neutrons per ther-
mal fission, their relatively high radiative capture (n,7) cross sections (indi-
cated by the relatively large cr7/cr/ ratio) result in low values of r\. However,

LThe thermal motion of the nucleus is negligible compared to the speed of fast neutrons.
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Table 10.1. Thermal-neutron properties of important fuel isotopes. Cross
sections are at 0.0253 eV (2200 m/s).

Nuclide

232Th

233U

235u

238 u

239pu

240 pu

241 pu

cross section (b) <j

aa=a,+af

5.13

575

687

2.73
1020

289.5
1378

a.

5.13

46

99.3

2.73
271

289.5
363

*f

-

529

587

—

749

0.064
1015

of

-

0.087
0.169

—

0.362
—

0.358

V

-

2.49

2.42
—

2.87
—

2.92

(7f

-

2.29

2.07
—

2.11
—

2.15

for fissions caused by neutrons with energies above several hundred keV, the rj
for both 239Pu and 241Pu is greater than 3. Thus fast reactors using plutonium
as fuel are attractive as breeder reactors.

3. The fertile isotopes 232Th and 238U have absorption cross sections of about
1% or less than those of their conversion fissile isotopes 233U and 239Pu.

4. The fertile isotope 240Pu has a large capture cross section for the production
of the fissile isotope 241Pu.

5. Although not shown in this table, the fission and absorption cross sections
for reactions of high energy fission neutrons with fissile isotopes are several
hundred times less than for reactions with thermal neutrons (see, for example,
Fig. 7.10).

10.3 The Neutron Life Cycle in a Thermal Reactor
In a thermal reactor, some of the fast neutrons (~ 2 MeV) born from fission slow
down to thermal energies (~ 0.025 eV), are absorbed by the fuel, cause the fuel to
fission, and thus produce a second generation of fast neutrons. The remainder of
the fast neutrons suffer a variety of fates that do not result in fission.

Consider the life cycle shown below for one generation of neutrons in a thermal
reactor. Here n fast neutrons are introduced into the core. These fast neutrons can
cause a few fast fission events (thereby creating some second generation neutrons),
can leak from the core, or can be absorbed while slowing down to thermal energies.
Those neutrons that reach thermal energies begin to diffuse throughout the core.
Some of these thermal neutrons may be lost by leaking from the core or by being
absorbed by the "nonfuel." Most thermal neutrons, however, are absorbed in the
fuel, but only a certain fraction of these absorptions cause the fuel to fission thereby
releasing v fast second-generation neutrons per fission. Thus, at the end of the cycle
there is a new generation of n' fast neutrons which begin the cycle again. Clearly
for the neutron population to rename constant cycle after cycle, n' must equal n,
i.e., the chain reaction must be self-sustaining.
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fast neutron leakage

non-fiss.
absorp.

fast
"absorp.

thermal neutron leakage

non-fuel
absorption

Figure 10.1. The neutron life cycle in a thermal reactor showing the major mechanisms
for the loss and gain of neutrons. The n fast neutrons beginning the cycle produce n'
second-generation fast neutrons which, in turn, begin their life cycle.

10.3.1 Quantification of the Neutron Cycle
To quantify the neutron life cycle in a thermal reactor, as shown in Fig. 10.1, we
define the following six factors.

1. fast fission factor e: To account for fast fission, we define e as the ratio
of the total number of fast neutrons produced by both thermal and fast fission to
the number produced by thermal fission alone. This quantity is quite difficult to
calculate accurately. It is generally quite small, varying typically between 1.02 and
1.08 for reactors fueled with natural or slightly enriched uranium.

Fast fission is almost completely due to 238U which has a fission threshold of
about 1 MeV (see Fig. 7.11). Thus in a core using highly enriched uranium, e is
very close to unity. Also, in a very dilute homogeneous mixture of uranium in a
moderator, e is very close to unity since a fast fission neutron is far more likely to
first encounter a moderator atom and lose some energy than it is to encounter an
atom of 238U.

The fast fission factor is generally higher in a heterogeneous core, in which the
fuel is lumped together, compared to a homogeneous core. This increase for a
heterogeneous core is a result of the fast fission neutrons having a better chance of
encountering 238U atoms before they begin slowing down and hence a better chance
to cause fast fission. Typically, e in a heterogeneous core is 5-10% higher than in
an equivalent homogeneous mixture.
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2. resonance escape probability p: To account for fast neutron absorption we define
p as the probability that a fast fission neutron slows to thermal energies without
being absorbed. In uranium fueled reactors, most neutrons that are absorbed while
slowing down are absorbed by 238TJ which has very large absorption resonances in
its cross section in the slowing down energy region. Calculation of p for a core is
also a very difficult task because of the complicated variation of core-material cross
section with neutron energy in the slowing down energy region. Many empirical
results have been obtained and are often used in preliminary analyses (see Lamarsh
[1966] and Lamarsh and Baratta [2001]).

For reactors fueled with fully enriched 235U or 239Pu, p is very close to unity.
For homogeneous cores with uranium of only a few percent enrichment, p can vary
between 0.9 and 0.6 depending on the fuel-to-moderator ratio. In heterogeneous
cores, p is considerably higher than in a homogeneous core of the same fuel-to-
moderator ratio, typically varying between 0.8 and 0.9. By lumping the fuel atoms
together, the neutrons can slow down in the moderator away from the fuel and,
consequently, are less likely to encounter a 238TJ atom and be absorbed. By contrast,
in a homogeneous core material, as neutrons slow past the 238U resonance energies
they are more likely to be near a 238TJ atom and thus to be absorbed.

3. thermal utilization /: Because not all thermal neutrons are absorbed by the
fuel, we define / as the probability that, when a thermal neutron is absorbed, it is
absorbed by the "fuel" (F) and not by the "nonfuel" (NF). Equivalently, / is the
ratio of the average thermal neutron absorption rate in the fuel to the total thermal
neutron absorption rate in the fuel and nonfuel. Mathematically,

/= _ _ = _ _ (101)J £F <f>FVF "FNFNF F F N F F N F ' l ;

where ^F and <j>NF are the average thermal flux densities in the fuel (of volume VF)
and nonfuel (with volume VNF), respectively. For a homogeneous core $F = (j)NF

and VF = VNF so that

crF

where NF /NNF is the ratio of fuel-to-nonfuel atomic concentrations. The value
of / can range from near zero for a very dilute fuel mixture to unity for a core
composed only of fuel.

4. thermal fission factor rj: We define 77 as the number of fast fission neutrons
produced per thermal neutron absorbed by the "fuel." Equivalently, 77 is the average
number of neutrons per thermal fission (v) times the probability a fission occurs
when a thermal neutron is absorbed by the fuel, i.e.,

(10-3)
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Since non-fuel has a zero fission cross section, S^ = £/, the total fission cross
section of the core material. Notice this factor is a property of the fuel material
alone and is unaffected by the type and amount of nonfuel material in the core.

This factor must be greater than unity if a self-sustaining chain reaction is to
be realized. Values of 77 for isotopically pure fuels are given in Table 10.1. For
fuel composed of a mixture of isotopes we need to calculate the macroscopic cross
sections for each isotope and add the results to get the total cross section (see
Example 10.2).

Example 10.1: What is the thermal utilization factor in a mixture of graphite
and natural uranium with a carbon-to-uranium atom-ratio /Vu /N of 450?

Natural uranium contains the three isotopes 234U, 235TJ and 238TJ with atomic
abundances (see Appendix A.4) /234 = 0.0055%, /235 = 0.720%, /238 = 99.2745%,
respectively. From Appendix C.2, <7234 = 103.4 b, a235 = 687 b, and a238 =
2.73 b. Thus the total thermal macroscopic cross section for the uranium in the
carbon-uranium mixture is

2^ = [W34 + /235^235 + /238af8]JVU = 7.662JVU cm'1.

We can assume that graphite is 12C since other naturally occurring carbonJso-
topes have very
0.0034 b so that

Then from Eq. (10.2)

/-~i

topes have very low abundances and cross sections. From Table C.2, aa =

rj? = 0.0034NC.

7.6627VU

J E£ + E£ 7.6627VU + 0.0034NC

7.662 7.662 n oooc

7.662 ~h0.0034(7Vc/7Vu) 7.662 + 0.0034 x 450 "•""""•

Example 10.2: What is the thermal fission factor 77 for uranium enriched to
2 atom-% in 235U, the remainder being 238U? From Eq. (10.3) and the data in
Table 10.1 we have

_ ^235Sf5 ^35^235^235

2.42 x 587 =l 73

687 + 2.73(0.98/0.02)

5. thermal non-leakage probability P^: To account for thermal neutrons leaking
from the core, we define P^ as the probability a thermal neutron does not leak
from the core before it is absorbed. It can be shown [Lamarsh and Baratta 2001]
that P^ can be estimated for a bare core from
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Table 10.2. Moderator properties for thermal (0.00253 eV) neutrons. L is the
thermal diffusion length and r is the Fermi age from fission to thermal energies.
Source: [ANL 1963].

Moderator

H20
D2O
Be
BeO
C

Density p
(g cm"3)

1.00
1.10
1.85
2.96
1.60

£a

(cm-1)

0.0197
2.9 X 10~5

1.04 x 10~3

6.0 x 10~-4

2.4 x 10~4

D
(cm)

0.16
0.87
0.50
0.47
0.84

L2

(cm2)

8.1
30,000

480
790

3500

L
(cm)

2.85
170
21
28
59

T

(cm2)

27
131
102
100
368

where L is the thermal diffusion length and B2 is the critical buckling. The evalua-
tion of these two parameters is discussed next.

The square of the thermal diffusion length L2 = -D/Sa where D is the thermal
diffusion coefficient and Sa is the thermal macroscopic absorption cross section of
the core material. It can be shown that L is one-half of the average distance a
thermal neutron diffuses from the point where it becomes thermal to the point at
which it is absorbed in an infinite medium of core material. Values of D, £a, and
L2 are given in Table 10.2 for several pure moderators. When material such as
fissile fuel is added to a moderator to make core material, the value of L2 decreases
significantly while D remains relatively constant for dilute fuel-moderator mixtures.
Thus, for a homogeneous mixture of fuel (F) and moderator (M)

D DM DM
= L2

M 1- = L1

(10.5)
The critical buckling, B2, discussed in Addendum 1, depends only on the geom-

etry and size of the reactor core. Expressions for B2 are given in Table 10.6 as B2

for some simple core geometries. For example, a spherical core of radius R has a
critical buckling of B2 = (it/R}2. Thus as the core increases in size, B2 —> 0 and
P^ —>• 1, i.e., there is no leakage.

6. fast non-leakage probability /*£: The leakage of fast neutrons from the core is
f

accounted for by PNL, defined as the probability a fast neutron does not leak from
the core as it slows to thermal energies. This factor can be estimated for a bare
core from [Lamarsh and Baratta 2001]

Pf =ANL (10.6)

where T is the Fermi age to thermal energies and can be interpreted as one-sixth
the mean squared distance between the point at which a fast fission neutron is
born and begins to slow down and the point at which it reaches thermal energies.
In Table 10.2 values of r are given for pure moderators. In dilute fuel-moderator
mixtures, T changes little from its value for the pure moderator. Again we see from
Eq. (10.6) that, as the core size increases, B2 —> 0, and the non-leakage probability
pih _^ 1
-*-NL •"••
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With the above six definitions, the number of neutrons at various stages in the
life cycle can be calculated as shown in Fig. 10.2.

Example 10.3: What are the thermal and fast neutron non-leakage probabili-
ties for a bare spherical reactor core of radius R = 120 cm composed of a homoge-
neous mixture of graphite and 235U in an atomic ratio of 40,000 to 1? The geomet-
ric buckling for the spherical core is B% = (n/R)2 = (Tr/120)2 = 6.85x 10~4 cm"2.
For such a dilute mixture of uranium in graphite, the Fermi age to thermal ener-
gies is the same as that in a pure graphite medium, namely r = 368 cm2. Thus,
from Eq. (10.6), the fast-neutron nonleakage probability is

pJL = exp(-52r) = exp(-6.85 x 10~4 x 368) = 0.777.

From Example 10.4, the thermal utilization for this core mixture is / = 0.835,
so that the square of the thermal diffusion length L2 = LC(\ — /) = 3500(1. —
0.835) = 578. The thermal-neutron nonleakage probability, given by Eq. (10.2),
is thus

T-*th, 1 1

1 + L2B? I + (578)(6.85 x 10"4;
0.716.

/ ptfl 1
L rNL

fuel fission

. ne(l-P^)

nep(l-

Figure 10.2. The neutron life cycle in a thermal reactor showing the calculation of the
major contributions to the loss and gain of second-generation neutrons.

10.3.2 Effective Multiplication Factor

From Fig. 10.2 the neutron gain or effective multiplication factor per neutron cycle
is seen to be

no. of neutrons at some point in the cycle

no. of neutrons at the same point in the previous cycle
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or

keff = epr,fPN
f
LP*. (10.7)

Clearly, if keff < 1, the initial neutron population decreases with each cycle until
no neutrons are left. Such a system is said to be subcritical, requiring an independent
source of neutrons to maintain a steady neutron population. However, if keff > 1,
the number of neutrons continually increases with each cycle and the system is said
to be supercritical. For the special case that keff = 1, the number of neutrons
remains constant cycle after cycle and the system is said to be self-sustaining or
critical.

For an infinite medium, there is no neutron leakage and PjL and P^ are unity.
Thus the multiplication factor is the infinite medium multiplication factor

(10.8)

This result is known as the "four-factor formula" of reactor physics. Notice that
fcoo is a property of only the core material and is independent of the size and shape
of the core.

These formulas for k^ and keff allow us to calculate the criticality state of an
assembly. More important, they provide a conceptual framework for assessing the
criticality effect of some proposed change to an assembly. For example, inserting a
thermal-neutron absorbing material such as a control rod into a critical core primar-
ily affects / by making it smaller and, consequently, making the core subcritical.

The typical variation of fce//and its four factors with the fuel-to-moderator ratio
of the core material is shown in Fig. 10.3. Notice that there is a optimal fuel-to-
moderator ratio that maximizes the value of keff. This maximum value of keff must
be greater than unity to compensate for neutron leakage if a core of finite size is to
become critical.

Example 10.4: What is koo of a homogeneous mixture of 235U and graphite
with an atomic uranium to carbon ratio of 1 to 40,000? For such a dilute mixture
of fully enriched uranium and carbon, ep ~ 1, so that k^ = rjf. From Table 10.1,
77 = 2.07 for pure 235U . With Eq. (10.2) and data from Tables 10.1 and C.I

f =
 a«35 = 687

J a™5+a%(Nc/N™} 687 + 0.0034(40,000)

Then
k00=rif = 2.07 x 0.835 = 1.728.
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2.0 -

1.6 -

0.80

0.40

Fuel-to-moderation ratio, N /N

Figure 10.3. Variation of fcejjand its factors with the fuel-to-moderator
ratio. This example is for a homogeneous mixture of water and 2%-
enriched uranium. Here N /N = atom density of uranium to molec-
ular density of water.

Example 10.5: What is the radius R of a critical bare sphere composed of a
homogeneous mixture of 235U and graphite with a uranium to carbon atom ratio
of 1 to 40,000? For criticality, we require

, tpnf
CJJ I + L2B2

From Example 10.4, ep = 1 and rjf = 1.73. From Example 10.3, L2 = 578 cm'
and r = 368 cm2 so that the criticality condition is

1.728

Solution for B2 = (iv/R}2 by
From this result we find the critical radius to be R = 125 cm.

1 + 578£2

trial and error" yields B2 = 6.358 x 10~4 cm~2.
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Example 10.6: What is the mass of 235U needed for the critical assembly of
Example 10.5? Since Ni = piNa/Ai = (mi/Vi)Na/Ai) and for a homogeneous
system V235 = Vc = V we have

Ar235 ™235 AC TV235 A235

1\ m A 93K n iV A235 C •m = mHT/"" /-> J O Q C "* "" "" »r/^ A l~< •Nc mc A235 Nc Ac

Since we a have a very dilute mixture of 235U in graphite, m° ~ p°V so that for
the bare spherical core of Example 10.5 with a radius R = 125 cm

10.4 Homogeneous and Heterogeneous Cores

The least expensive fuel to use in a reactor assembly is natural uranium (0.72 atom-
% 235U). However, k^ for a pure natural uranium core would be very small since
a fast fission neutron would lose so little energy in each scatter from a uranium
nucleus that over 2000 scatters would be required to slow the neutron to thermal
energies (see Table 6.1). Such a neutron would thus spend considerable time in
the energy regions at which 238U has large absorption cross sections, and hence
the neutron would have little chance of reaching thermal energies. Thus for a pure
natural uranium core, the resonance escape probability p would be very small so
that koo would be much less than unity.

To use natural uranium as a fuel, it is necessary to slow the fission neutrons
more quickly to thermal energies by using a light mass material as a moderator.
Since fewer scatters from nuclides with small mass number are needed to slow
fission neutrons, it is less likely that neutrons are absorbed while slowing down.
Thus p is increased significantly, and fcoo can approach unity. Conceptually, the
simplest assembly is a homogeneous mixture of natural uranium and a moderator
material. For such a mixture there is an optimum ratio of moderator-to-uranium
atomic concentrations, (NM /Nu)Op^, that produces the maximum possible value
of hoc. If NM/Nu is too small, there is too little moderation and p is very small.
On the other hand, if NM/Nu is too large the thermal neutrons are not absorbed
easily by the fuel and / is small. In Table 10.3 the maximum koo achievable with
the optimum NM/Nu ratio is shown. Only for heavy water as the moderator is it
possible, in principle, to build a critical homogeneous reactor using natural uranium
as fuel.

Table 10.3. Optimum moderator-fuel ratios for a homogeneous mixture of
natural uranium and moderator.

Moderator

H2O
D2O
Be
C

(NM/Nu)opt

1.64
272
181
453

e

1.057
1.000
1.000
1.000

•n
1.322
1.322
1.322
1.322

/

0.873
0.954
0.818
0.830

P

0.723
0.914
0.702
0.718

KOO

0.882
1.153
0.759
0.787
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However, small critical reactors using all these moderators have been built. The
trick for obtaining a system with ke/f > 1 is (1) to use fuel enriched in 235U and/or
(2) construct a heterogeneous core in which the fuel is lumped together and embed-
ded in a matrix of the moderator. The first technique is expensive (even though
enrichments of only a few percent are sufficient) because special facilities must be
constructed to separate 238U from 235U. Sometimes, simply lumping the fuel to-
gether is sufficient to create a core with a value of kx sufficiently greater than
unity.

This increase in k^ for a heterogeneous core arises primarily as a result of a
great increase in the resonance escape probability. By lumping the fuel (and hence
the 238TJ responsible for resonance absorption), the fast neutrons are thermalized
in the moderator away from the 238U and hence they can slow through the energy
ranges of the 238U resonances with little likelihood of being captured. Only those
neutrons reaching the resonance energies near a fuel lump are in danger of being
absorbed. The lumping of fuel can increase p from about 0.7 for a homogeneous
core to values greater than 0.9.

The fast fission factor e also tends to increase slightly in a heterogeneous core.
Fast neutrons born in the fuel lumps have a greater probability of causing fast
fissions in 238U if they are surrounded by only uranium atoms. In a homogeneous
system, a fast fission neutron may first encounter a moderator atom, scatter, and
lose so much energy that it is no longer capable of causing fast fission. However,
the increase in e for a heterogeneous core is small, typically only a few percent.

For a given ratio NF /NNF . f in a heterogeneous core is smaller that in a ho-
mogeneous core. This can be seen from Eq. (10.1) since in a heterogeneous core,
the average thermal flux in the fuel is less than in the nonfuel (moderator) so that
4>NF /(f)F > 1. For a homogeneous core 0JVF/0F = 1 and / is consequently greater.

The one factor in krx, that decreases in a heterogeneous core is the thermal
utilization /. From Eq. (10.1)

F
f=
J Ef +

F

(in 9s)
' l ;

The value of (NNF /NF)(VNF /VF) is the same as in a homogeneous core with the
same fuel-to-nonfuel ratio; however, in a heterogeneous core, the thermal flux in
the fuel lumps is depressed compared to the moderator (i.e.. 4>NF /(f>F) < 1, as a
consequence of the relatively large absorption rate in the fuel lump compared to the
moderator. In essence, the inside of the fuel lump is shielded by the outer layers of
the fuel and, hence, does not have as good a chance at absorbing neutrons as would
be the case in the homogeneous core.

Finally, the thermal fission factor 77 is a property of the fuel alone and is un-
affected by the lumping of fuel. As an example of the importance of lumping the
fuel, consider the heterogeneous square lattice shown in Fig. 10.4. The center of
each graphite lattice cell, of size a x a, contains a cylindrical fuel rod of natural
uranium metal. The fuel rod is infinitely long and has a radius of 1.25 cm. For this
graphite-uranium lattice, the fast fission factor does not vary significantly with cell
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Figure 10.4. Cross-section of a heterogeneous core. Each unit cell of pitch
a contains a 1.25-cm radius fuel rod (black circles) of natural uranium metal.
The remainder of each lattice cell is graphite.

Table 10.4. Variation of core parameters with cell
size for the natural uranium and graphite core shown in
Fig. 10.4.

Pitch

a (cm)

12
16
20
21
22
26
30

'
1.027

1.027

1.027
1.027

1.027

1.027
1.027

,
1.322

1.322

1.322
1.322

1.322
1.322

1.322

/
0.972

0.947

0.916
0.907

0.898

0.860
0.818

P

0.742

0.848

0.900
0.909

0.917

0.940

0.955

*»

0.979

1.090

1.120
1.121

1.119
1.098
1.060

radius and is constant at e = 1.027. The thermal fission factor is that for natural
uranium, 77 = 1.32. In Table 10.4, the variation with the cell radius of koo and its
factors is shown. Notice that the optimum cell size yields a value for koo greater
than unity.

10.5 Reflectors
Most reactor cores are surrounded by some material that has a high scattering-
to-absorption cross section ratio (typical of moderators). This material, called a
reflector, is used for two purposes. First, it reflects some of the neutrons which
would escape or leak from a bare core back into the core, thereby increasing the non-
leakage probabilities P^ and PjL. This effect is important for small experimental
assemblies so as to reduce the amount of fissile fuel needed for criticality.

However, for large power reactors the non-leakage probabilities are very close to
unity, and the presence of a reflector has only a very small influence on keff. More
important for power reactors, a reflector tends to raise the thermal flux density
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(and hence the power density) near the core edges, thereby decreasing the peak-
to-average power density in the core (see Fig. 10.5). For heat-transfer purposes
it is desirable to maintain as constant a thermal flux profile (and hence a power
density profile) across the core as possible. To flatten the power density profile even
further, most power reactors place fuel with higher concentrations of 235U near the
periphery of the core.

reflector

-reflected

reflector

Figure 10.5. The thermal neutron flux profile in a bare and reflected reactor.

10.6 Reactor Kinetics
One of the most important aspects in the design of nuclear reactors is the dynamic
response of a reactor to changes in keff. To vary the power level of a reactor or
to shut the reactor down, there must be a mechanism to make keff vary about the
critical value of unity. For example, the insertion (or withdrawal) of rods composed
of material with a large absorption cross section for thermal neutrons (e.g., cadmium
or indium) decreases (or increases) the thermal utilization factor /, thereby making
keff decrease (or increase). Such control rods are used in most reactors to control
the neutron chain reaction. Similarly, an accident or unforeseen event may cause
some property of the core to change which, in turn, alters keff. For example, the
formation of steam bubbles in a water coolant will decrease the amount of moderator
in the core and thus alter keff.

No matter the mechanism that causes keff to change, it is crucial that the
resulting power transient be kept within strict limits so as to avoid core damage
from excessive heat generation. The transient response and the manner in which
keff changes as a result of various core changes is thus of great importance for the
safe design of a nuclear reactor.

In this chapter, kinetic equations are developed to describe how the neutron
population in a core varies in time as ke/f changes. Then various mechanisms which
cause keff to change as a result of power production are discussed.

10.6.1 A Simple Reactor Kinetics Model
Consider a core in which the neutron cycle takes £' seconds to complete. The change
An in the total number of thermal neutrons in one cycle at time t is (k^ff — l)n(t),
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where n(t) is the number of neutrons at the beginning of the cycle. Thus

or equivalent ly

dt
The solution of this first-order differential equation is

(10.10)

(10.11)

(10.12)

where n(0) is the neutron population at t = 0. Notice that in this simple model,
the neutron population (and hence the reactor power) varies exponentially in time
i f % ^ l .

However, this simple kinetics model is not very realistic. Consider, a reactor
with t1 = 10~4 s and operating at a steady-state level of n0 neutrons. At t — 0,
keff is increased slightly from 1 to 1.001 (a very small change). After 1 second, the
neutron population, according to Eq. (10.12), would be

' = n0e
l° ~20,000n0 .

137
I (24.4s)

n(l s) = n0exp

Clearly such a reactor would be uncontrollable by a human operator!

10.6.2 Delayed Neutrons
If all fission neutrons were
emitted at the time of fission,
then the simple kinetics model
of Eq. (10.11) would apply,
and controllable nuclear reac-
tors could not be built. For-
tunately, a small fraction (3
(0.65% for 235U) of fission neu-
trons are emitted, not during
the fission event, but by the
radioactive decay of daughters
of certain fission products at.
times up to minutes after the
fission event that created the

(10.13)

137, Cs

Figure 10.6. An example of a fission product whose
decay leads to a delayed neutron.

fission products. The fission products, whose daughters decay by neutron emission,
are called delayed neutron precursors and the emitted neutrons are called delayed
neutrons. An example of a delayed neutron precursor is 137I whose decay chain.
shown in Fig. 10.6, includes 137Xe which decays either by f3~ or neutron emission.
The half- life of 137Xe is exceedingly small, so that the apparent emission rate of the
delayed neutron is determined by the half-life of the delayed neutron precursor 137I.

There are many fission-products which lead to delayed-neutron emission. About
twenty such nuclides have been identified; many others remain to be identified. Be-
cause of the importance of delayed neutrons in slowing down the neutron cycle.
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Table 10.5. Half-lives and yield-fractions ,8l of a six delayed-neutron group representation for
thermal fission of three important fissile nuclides. Here /37 is the fraction of the u fission neutrons
emitted by the ith delayed neutron precursor group. Source: [Keepin 1965].

Group

1
2

3
4
5
6

total

2:ir

Half-life (s)

55.7
22.7

6.22
2.30
0.610
0.230

-

u
fraction [3;

0.00021
0.00142
0.00127
0.00257
0.00075
0.00027
0.0065

Half-life

55.0
20.6

5.00
2.13
0.615
0.277

-

233 LT

s) fraction /?;

0.00022
0.00078
0.00066
0.00072
0.00013
0.00009
0.0026

239

Half-life (s)

54.3
23.0

5.60
2.13
0.618
0.257

-

Pu

fraction f3i

0.00007
0.00063
0.00044
0.00068
0.00018
0.00009
0.0021

many experiments have been performed to identify the delayed-neutron yields and
the rate at which they are emitted after the fission events. The results are grouped
by the apparent half-lives of the observed emission rates i.e., delayed neutron pre-
cursors with similar half-lives are placed in the same delayed-neutron group. The
delayed-neutron fraction or yield, (3l for group i, is the fraction of the total fission
neutrons that are eventually emitted by the decay of the ith type of delayed neu-
tron precursor. Typically, six delayed-neutron groups are used in most transient
calculations, although a single group approximation is often used for simplification
of the kinetic equations. The yields and half-lives of a six delayed-neutron group
model for thermal fission of the three fissile isotopes are shown in Table 10.5.

From the table, it is seen that the total delayed neutron fraction j3 (the sum of
the ,3,) is considerably less for 233U and 239Pu than for 235U. In a power reactor.
as 238U is converted to 239Pu and more and more power is generated from the
fission of 239Pu, the delayed neutron fraction decreases and the reactor becomes
more responsive to reactivity changes.

Delayed neutrons are emitted with a range of energies, the average energy being
about one-half of that for prompt fission neutrons. As a consequence, delayed
neutrons have less chance of leaking from the core as they slow down since they
have less energy to lose before becoming thermal than do the more energetic prompt
fission neutrons. As a consequence, the effective delayed neutron fraction (3, i.e..
the delayed neutron fraction that would be needed if delayed neutrons were emitted
with the same energy as prompt fission neutrons, is typically 10-15% larger than
the physical delayed neutron fraction 13.

10.6.3 Reactivity and Delta-k
Although the single parameter /Q^J clearly defines the criticality state of a reactor,
the value of £;,#• for subcritical or supercritical reactors seldom varies by more than a
few percent from its critical value of unity. Similarly, changes such as the movement
of a control rod often produces changes in fejff only in the third or fourth significant
figure. To emphasize the degree of departure from criticality, several slightly differ-
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k
p —

,jff — 1 6k

kef kff-

ent measures of how much keff departs from the critical value of unity have come
into wide use.

One such parameter called "delta-k" is defined simply as 6k = keff — 1. A closely
related measure is the reactivity

(10.14)

For low-power research reactors with little change in fuel composition over time,
reactivity is usually measured in multiples of the delayed neutron fraction /3 in
units called "dollars", i.e., fc($) = p/fl. Clearly any of the parameters keff, 5k, p,
and k can be obtained from any other.

The great advantage of using 8k, p or k is that the criticality state of the reactor
is immediately apparent from the sign of these parameters. They are all positive for
a supercritical system, negative for a subcritical reactor, and zero at criticality. The
reactivity in dollars k has the added advantage that the dangerous super prompt
critical state (discussed in the next section) is readily recognized, i.e., when k > 1$.

Example 10.7: A reactivity of 0.1$ is inserted into an initially critical uranium-
fueled reactor. What is keff of the reactor after the insertion? The reactivity in
dollars is related to keg by

/) -fc($) = £ =/?%
Solving for keg we find

1 1
1 - 0.0065 x 0.1

= 1.00065.

10.6.4 Revised Simplified Reactor Kinetics Models
Small Deviations from Criticality
The great importance of delayed neutrons is that they effectively slow down the
neutron cycle time in reactors with ke// only slightly different from the critical
value of unity. This lengthening of the neutron cycle time in turn causes the neutron
population and reactor power to vary sufficiently slowly that control of the chain
reaction is possible. Consider a thermal reactor fueled with 235U. The average half-
life of the delayed neutron precursors is about 7\/2 = 8.8 s so that their average
lifetime is T = 7\/2/ln2 ~ 12.8 s. A fraction 0 of the fission neutrons requires a
cycle time of i' + r, while a fraction (1 — /3) is the prompt-neutron fraction and
requires a cycle time of only t'. The average or effective generation time required
for all the neutrons produced in a single neutron cycle is thus

1= (1 - $)? + {3(1' + T)=t' + (3r. (10.15)
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Because £' < 10~4 s and 3r = 0.0065 x 12.8 = 0.083 s, the effective generation time
is 1 ~ 0r.

The simple reactor kinetics model developed in Section 10.6.1 thus must be
modified by replacing the prompt generation lifetime t1 with the effective generation
time I . Again the neutron population varies exponentially in time as

r i I "I

n(t) = n0exp ff^ t\ = n0exp(*/T), (10.16)

where the period or e-folding time is seen to be

|

(10.17)T =

This result is valid provided \8k « (3. Notice that this period for small departures
from criticality is independent of the prompt generation lifetime t'.

Consider the example of Section 10.6.1 in which 6k — 0.001. For this case, the
period is T = /3r/8k = 0.0065 x 12.8/0.001 = 83 s, so that after one second the
neutron population is

n(l s) = n0exp(l/83) = 1.012 n0: (10.18)

a much more manageable variation in neutron population.

Super Prompt Critical Response
As kejf increases past the critical value of unity, the reactor period becomes shorter
and the neutron population increases more quickly. When keff becomes greater
than 1 + (3. the chain reaction can be sustained by the prompt neutrons alone. In
such a super prompt critical reactor the delayed neutrons can be ignored. Then
there is a prompt gain of keff — 1 — j3 = 5k — f3 > 0 in a prompt cycle time of I'.
The increase in the neutron population in one cycle is thus

(10.19)
dt

The population thus increases exponentially as n(t) = n0 exp(t/T) where the period
is

8k (10.20)

For this extreme case, the reactor period is seen to be directly proportional to the
prompt generation lifetime.

Subcritical Reactors
If keff were reduced from its critical value of unity, the neutron population would
decrease, and would do so more rapidly for larger reductions in keff. Although the
neutron population produced by prompt fission neutrons can be made to decrease
rapidly by a large reduction in ke/f, the delayed neutron population can decrease no
faster than the decay rate of the delayed neutron precursors. After a few minutes
following a large decrease in ke/f, the neutron population decreases at the rate
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of decay of the longest lived delayed neutron precursor which has a half-life of
about 55 s (see Table 10.5) or a mean lifetime of In 2/Ti/2 — 80 s. Thus, even if
all control rods of a reactor were inserted to shut the reactor down, the neutron
population, and hence the power, would after a short time decrease exponentially
with a period of -80 s. This inability to quickly reduce a reactor's power, as well
as the decay heat produced by the radioactive decay of fission products in the fuel,
require power reactors to maintain cooling of the core for long periods following a
reactor shutdown.

Reactor Kinetic Models with Delayed Neutrons
The above cases are for extreme changes in keff. To obtain the kinetic response of
a reactor to an arbitrary variation of keff, it is necessary to describe the dynamic
variation of the delayed neutron precursors as well as the neutrons in a core. Such
a treatment leads to a set of coupled first-order differential equations, one for each
delayed neutron precursor group and one for the neutron population or power of the
reactor. The derivation of these so-called point reactor kinetic equations is provided
in Addendum 2 of this chapter. These point reactor kinetic equations have been
found to describe very accurately the time variation of the neutron population in a
reactor caused by changes in keff.

Example 10.8: If the reactor of Example 10.7 was initially operating at a power
of 10 W. How long after the 0.1$ reactivity insertion is it before the reactor power
reaches 10 kW? From Example 10.7, the reactivity insertion is Sk = 0.00065 and
from Eq. (10.17) we find the resulting reactor period is

T = (3r/5k = [0.0065 x 12.8 s]/0.00065 = 128 s.

Since the reactor power P(t) is proportional to the neutron population n(t), we
have from Eq. (10.16), P(t) = P(0)exp(t/T). Solving for t, we find

t = T\n[P(t)/P(0)} = 128 ln(10, 000/10) = 884 s = 14.7 min.

10.6.5 Power Transients Following a Reactivity Insertion
The response of a reactor to a change in keff is of great importance in the design of
a reactor. For example, the rate at which power can be decreased in an emergency
situation dictates the design of several complex systems to maintain core cooling in
an emergency. Likewise, safety features must be designed into a reactor to insure
than keff cannot become so much greater than unity that rapid and uncontrollable
power increases occur. In this section, the power transients following a reactivity
insertion into the core are considered.

Steady-State Operation
One of the most important design and operational problems is the transient caused
by the insertion of reactivity (positive or negative) into a reactor operating at some
steady-state neutron level n0. For a reactor in which there are negligible neutron
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sources that are independent of the neutron field, steady-state power occurs only if
the reactivity is zero (keff = !)•

However, at low power levels (7,n) or (a,n) reactions produce a background
source of neutrons. Let the steady-rate of production of neutrons by sources that
do not depend on the neiitron field be denoted by S0. In steady-state, the time
derivatives in the point reactor kinetic equation, Eqs. (10.71), vanish and the fol-
lowing steady-state value of the neutron population is obtained:

n. = ~|, (10.21)

where the effective neutron lifetime t = £' /k^ff — t' . Notice from this last result,
that, for a reactor in steady state with an non-fission source 50, the reactivity
must necessarily be negative (i.e., the reactor is subcritical). As S0 — > 0. k0 must
also vanish (i.e.. the reactor becomes critical) to maintain a steady-state neutron
population.

Response to a Step Reactivity Insertion
When the reactivity of a reactor varies about its critical value of zero, the neutron
population, and hence the power, varies according to the point reactor kinetics
equations. Eqs. (10.70) or Eqs. (10.71). One of the most fundamental kinetics
problems is the transient produced by a constant reactivity insertion (positive or
negative) into a source-free, critical reactor operating at a steady neutron level n0.
In particular, at t = 0 the reactivity is changed from its steady-state value of zero
to k0, i.e..

< io-22>. > o •
If k0 were positive, we would expect the neutron level to rise; by contrast, for

negative k0, we would expect the level to decrease and eventually vanish. Example
transients are shown in Fig. 10.7. As seen from this figure, the neutron level (or
power) experiences a rapid prompt jump followed by an exponential variation (the
straight lines in the semi-log plot). The time required for the neutron level to
change by a factor of e is called the reactor period. Of great operational importance
is the period of the asymptotic neutron variation, i.e., the slope of the transient on
a semi-log plot, at long times after the reactivity insertion.

For negative insertions, the initial prompt drop arises from the decrease in
prompt neutrons in each succeeding generation. However, the decay of the existing
delayed neutron precursors acts as a neutron source which decays more slowly with
the half-lives of the precursors. Even for very large negative reactivity insertions,
the neutron level after the prompt jump cannot decrease any faster than the longest
lived precursor group (with about a 55 second half-life, or about 80 seconds to de-
crease by a factor of e). This physical limit on how quickly a reactor can be shut
down is a major safety concern and necessitates that considerable attention be given
to emergency core cooling systems.

For a positive reactivity insertion, there is an initial rapid rise in the neutron
population because of the increased multiplication of the prompt neutrons. For k0 <
1$, however, there is less than one prompt neutron produced per generation, and
hence there must be delayed neutrons introduced to keep the system supercritical,
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Figure 10.7. Variation of neutron level caused by various
step reactivity insertions into a 235U fueled reactor with
0 = 0.007 and I = 0.0004.

i.e., we must wait for the decay of newly created delayed neutron precursors, thereby
slowing down the rate of rise in the neutron level. However, if k0 > 1$, the neutron
population is self-sustaining on prompt neutrons alone, and the rate of increase in
the neutron level is very rapid, limited by only the neutron generation lifetime.

Since the point reactor kinetics equations, are first-order differential equations,
we expect the mathematical solution for n(t) and for the delayed neutron precursor
densities Ci(i) to be of the form eut. If we substitute this assumed form into
Eqs. (10.71), we find that the only permissible values of uj must satisfy

— k— A/O (10.23)

This equation is known as the inhour equation since the units of u; are inverse time,
e.g., h"1. In this equation, A^ is the decay constant for the ^th delayed neutron
precursor group, a^ = Pi/0, and G is the number of delayed neutron precursor
groups. There are G + 1 solutions of this equation, whose values are denoted by
ujj, j = 0 , . . . G where we order the solutions such that LUO > uj\ > ... > UG-
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Figure 10.8. The asymptotic period for
a constant reactivity insertion into a 235U-
fueled reactor (0 = 0.007) for various neutron
lifetimes.
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Figure 10.9. The asymptotic period for
a constant reactivity insertion into a 235U-
fueled reactor with 0 — 0.007. Enlarged view
of upper left of Fig. 10.8

Thus the most general solution of Eqs. (10.71) is of the form

n ( t ) = (10.24)

where A, are constants. A rigorous derivation for a one delayed-neutron group
model is given in Addendum 3 to this chapter. It can be shown that the largest
root of the inhour equation, u;0, is positive if k0 > 0 and negative if k0 < 0. The
other (jjj are always negative regardless of k0. The e^jt, j = 1 , . . . . G. terms decay
away more rapidly than the eWot term. Thus at long times after the reactivity
insertion

nas(t) = A0exp[uj0t] = A0exp[t/Tas] (10.25)

where the asymptotic period Tas = l/u;0. Hence we see that the asymptotic (large
time) neutron variation is purely exponential with a period (or e-folding time) of
Tas.

The asymptotic period as a function of the reactivity insertion is shown in
Figs. 10.8 arid 10.9. Notice that the asymptotic period is almost independent of the
neutron lifetime £ for —oo < k0 < 1$. For small reactivity insertions ( k0 < 0.1$),
it can be shown that

Tas ~ e/(/3k0-), (10.26)

which is in agreement with Eq. (10.17). However, as k0 becomes greater than 1$. the
asymptotic period changes dramatically and becomes proportional to the neutron
lifetime. It can be shown that for k0 » 1$. Tns ~ (t/8}/(k0 - 1). which is in
agreement with Eq. (10.20).
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10.7 Reactivity Feedback
The energy and nuclear reactions that occur during the operation of a nuclear
reactor change the material properties of the core and thus the multiplication factor
keff. This change in the reactivity of the reactor is called feedback reactivity and is
illustrated schematically in Fig. 10.10.

kex(t)- p- neutronics

(PRKE)

reactivity

feedback

^ ^f+\

Figure 10.10. The total reactivity driving the neutron cycle is the sum of
externally applied reactivity kex and the feedback reactivity kf.

The physical causes of feedback reactivity can be grouped into two categories:
reactivities resulting from isotopic changes and those from temperature changes.
Some of the most common feedback mechanisms are discussed below. In general,
the amount of feedback reactivity k/(t) at any time t depends on the entire past
power history of the reactor, i.e., on n(t'), t' < t.

10.7.1 Feedback Caused by Isotopic Changes
As a reactor generates power, the neutron field causes changes in the isotopic com-
position of the core material and thus in ke/f. Reactivity transients produced by
isotopic changes are usually very slow, occurring over a period of hours at the fastest
to years. Some of the important isotopic changes are described below.

Fuel Burnup
To sustain the neutron chain reaction, the fissile fuel must be consumed. Through
this fuel consumption, rjf decreases slowly in time and causes a negative reactivity
feedback which must be compensated for by removing other negative reactivity
from the core. This compensation for fuel burnup can be accomplished in a variety
of ways, e.g., by diluting the boric acid concentration in the water moderator, by
withdrawing control rods, or replacing high-burnup fuel with fresh fuel.

Fuel Breeding
In any reactor there are fertile isotopes which absorb neutrons, and through subse-
quent radioactive decays, produce atoms of fissile fuel. For example, in 235U-fueled
reactors, the 238U atoms can absorb neutrons and, after two radioactive decays,
yield fissile 239Pu. This breeding mechanism causes a positive reactivity feedback,
and is an important feedback mechanism in reactors with low enrichments, par-
ticularly in reactors fueled with natural uranium. In LWRs with typically 2-3%
enrichments, at the end of a fuel-cycle (the time at which the reactor must be refu-
eled) almost as much power is generated from the fission of the bred 239Pu as from
235U.
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Fission Product Poisons
As the fission products arid their daughters accumulate in a reactor, these new
isotopes may also absorb neutrons and decrease the thermal utilization factor /.
Two particular fission product poisons. 135Xe and 149Sm have particularly large ab-
sorption cross sections for thermal neutrons and can have severe negative reactivity
effects on reactor operations. These fission-product poisons are discussed in detail
in the next section.

Burnable Poisons
In many power reactors, small amounts of material with large absorption cross
sections (e.g.. samarium or gadolinium in fuel rods, or boric acid in a water coolant)
are incorporated into the core material. Such material initially decreases /. but
during reactor operation it is consumed and, thereby, increases / to offset the
decrease in rjf caused by fuel consumption.

10.7.2 Feedback Caused by Temperature Changes
The temperature of the core material affects the rate at which neutrons interact with
the material. These changes in interaction rates arise from changes in atomic con-
centrations, reaction probabilities, and geometry changes. The reactivity transients
caused by temperature changes are usually very fast, as fast as the temperature
itself changes. Crucial to safe reactor operation is a reactor design that has an
overall negative reactivity feedback as the core temperature increases. Some of the
important mechanisms are discussed below.

Changes in Atomic Concentrations
Most materials expand as their temperature increases, thereby decreasing their
atomic concentration and their macroscopic cross sections. Most LWRs are slightly
undermoderated. i.e.. the moderator-fuel ratio is less than the ratio that produces
a maximum in kx. Thus as the moderator/coolant heats and expands, some is
expelled from the core, making the reactor even more undermoderated and thus
decreases keff. An even more severe change in atom densities is caused by the
formation of steam bubbles. Steam generation expels liquid from the core and
introduces a large negative reactivity. In solid graphite moderated cores, the ex-
pansion of the moderator decreases the thermalization of neutrons and thus also
causes a negative reactivity feedback.

In most reactors the fuel is in a ceramic form that expands very little with in-
creasing fuel temperature, and, consequently, the negative fuel expansion reactivity
effect is very small in most reactors. Only in small experimental reactors composed
of fissile metal, does the fuel expansion effect cause a large negative reactivity.

Changes in the Neutron Energy Distribution
As the temperature of the core material increases, the thermal neutrons maintain
a Maxwellian energy distribution one but shifted increasingly towards higher ener-
gies. The thermal spectrum is said to harden. If all the cross sections in the core
had exactly a l/v dependence, there would be no change in the thermal-neutron
interaction rates. However, most heavy nuclides have resonances near the upper end
of the thermal energy range and their cross sections, consequently, are not exactly
l/v in the thermal energy region. For example 239Pu has a large resonance at about
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0.3 eV, and, as the thermal neutrons shift in energy towards this resonance, more
neutrons are absorbed by 239Pu and thus the fission rate increases, thus producing a
positive reactivity feedback. By contrast, hardening the thermal neutron spectrum
causes a very slight decrease in absorption by 235U.

This hardening of the thermal neutron spectrum with increasing temperature
is taken to an extreme in the TRIGA class of reactors which use as fuel enriched
235U blended in zirconium hydride. As the fuel temperature increases, vibrating
hydrogen atoms trapped in the zirconium-hydride crystal lattice can transfer some
of their vibratiorial energy (about 0.13 eV) to thermal neutrons, thereby removing
them from the thermal energy region so they are less likely to be absorbed by the
fuel. This very rapid negative reactivity feedback effect is the reason these reactors
can be operated in a pulse mode, in which a large positive reactivity is inserted into
the core by rapidly removing a control rod to make the reactor very super prompt
critical. However, the ZrH negative temperature feedback acts within a few ms to
stop the runaway chain reaction, which has increased the reactor power by many
thousands of times the initial power, and brings the reactor power back to safe
limits.

Changes in Resonance Interactions
The most important negative temperature feedback mechanism in most reactors
is that provided by the change in neutron interaction rates with materials having
large cross section resonances just above the thermal region. Only epithermal neu-
trons (neutrons with energies above the thermal region) with energies equal to the
resonance energy interact with the fuel. However, increasing the fuel temperature
causes the fuel atoms to move more rapidly and the relative energy between a neu-
tron and a fuel atom changes. This spreading out of the relative kinetic energy
allows neutrons with energies near the resonance energy to interact with the fuel
atoms, thereby, increasing the neutron interaction rate. The effective cross section
is said to be Doppler broadened, and allows more neutrons to interact with the fuel.

This Doppler effect is the dominant feedback mechanism in many thermal reac-
tors with low enrichment fuel. As the fuel temperature increases, more thermalizing
neutrons are absorbed in the 238U resonances as the neutrons slow down. The res-
onance escape probability p thus decreases causing a rapid negative reactivity feed-
back. However, an increase in fuel temperature also causes an increase in neutron
absorption by the fissile atoms (thus increasing /), particularly by 239Pu which has
a very low energy resonance at 0.3 eV. This positive reactivity feedback places a
restriction on how much 239Pu can be used in a reactor, since the overall reactivity
feedback must be negative.

Changes in Geometry
When thermal gradients are produced in a core, the fuel rods undergo differen-
tial expansions resulting in, for example, bowing, which changes the core geometry
slightly and produces small positive or negative reactivity changes. A more severe
geometry change is that caused by an accident condition in which the fuel under-
goes unexpected deformations, melting, or even fuel dispersal. Reactivity changes
produced by core disruptions are a major consideration in safety analyses.
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10.8 Fission Product Poisons

The fission products that accumulate in a reactor core are of concern for two reasons.
First, they act as long-term heat sources through their radioactive decays. Second,
they act as parasitic neutron absorbers or poisons that, over time, decrease the
thermal utilization factor / and, thus, introduce negative reactivity into a core.

The reactivity pp introduced by a fission product poison is directly proportional
to its average concentration Np in the core. To see this, we start with

where k^ indicates the core with the poison included and kejf refers to the same
core without the poison. Since the poison changes only the thermal utilization
factor, the two multiplication factors are related to each other by k'e^ = kefff'/f. If
we assume the unpoisoned core is critical (k^ff = 1), Eq. (10.27) becomes

/ I /— 1 _ — __ _ i _ — _

~ /'**' 7

Jf

Pp — -0.6 *%•

wrhere <jp
a is the thermal microscopic absorption cross section for the poison.

The ratio S//Ea = (£//S£)(£f /S0) = (r]/v}f. For most light water reactors,
fuel enriched in 235U to about 2.5% is used so that 77 ~ 1.8 and v — 2.43. For these
reactors / ~ 0.8. so that S//EQ ~ 0.6. the poison reactivity is given by

(10.29)

Thus, to determine the reactivity transient caused by a particular fission product
poison, we need to find 7Vp(f)/S/, a quantity that is found from the decay and
buildup equations for the poison decay chain.

There are hundreds of different fission products and their decay daughters that
are created in a core over time, each with a different absorption cross section for
thermal neutrons. With the exception of 135Xe and 149Sm, which have unusually
large cross sections for absorbing a thermal neutron, it is impractical to keep track of
the individual isotopes separately. Rather, the fission products and their daughters
are treated collectively. For fission products produced from the fission of 235U, it is
often assumed that each fission produces 1 atom of stable poison with an absorption
cross section of 50 barns. While this simplistic rule-of-thumb works for long-term
calculations ofburnup effects, the two particular poisons 135Xe and 149Sm have such
large absorption cross sections that they must be treated separately.

10.8.1 Xenon Poisoning
13°Xe is a member of the fission product decay chain shown below. It is of im-
portance because it has the largest thermal neutron absorption cross section of all
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isotopes, namely, a^ — 2.7 x 106 barns. Thus a very small atomic concentration of
this nuclide can have a considerable reactivity effect.

135rpe P~) 135j /3~ ) 135-j^ /?~ ) 135Qg /?~) 135-g

The isotopes 135Te, 135I and 135Xe are all produced as fission products. However,
because of the very short half-life of 135Te compared to the other members of the
chain, it is usually assumed that 135Te immediately decays to 135I. The fission
product yield 7, of 135I for 235U (including that of 135Te) is 0.061 and, for 135Xe, 7* =
0.003. The decay constants for 135I and 135Xe are 2.9 x 10~5 s"1 and 2.1 x 10~5

s"1, respectively.
The production rate (per unit volume) of 135I as a fission product is 77E/0(t)

where (j)(i) is the average thermal flux density in the core at time t. Its disappearance
rate through radioactive decay is —A/J(£) where I ( t ) is the average 135I atomic
concentration in the core. The absorption cross section for 135I is negligible and
burnup of 135I does not contribute to its disappearance. For 135Xe, the production
rate is by the radioactive decay of 135I and as a fission product, namely, A7/(£) +
7x£/</>(£)• 135Xe disappears by radioactive decay and by neutron absorption at
a rate — XxX(t) — a^(f)(t)X(t), where X(t} is the average atomic concentration of
135Xe in the core at time t. Thus the decay/buildup equations for 135I and 135Xe
are

dJ(t\
(10.30)

- XxX(t) - o%(/>(t)X(t). (10.31)

dt

d X ( t )
dt '

The solution of these coupled differential equations subject to arbitrary initial values
/(O) and X(0) and for a constant flux density <f)0 is

(10.32)

Vi Vi Mr L V A ' d r u / " J • \ . y i L-
E/ L/ Ax+cr^00

(\x +0^^0)1}}. (10.33)
<J

Equilibrium Xenon Poisoning
For a reactor operating at a constant flux density 00, the equilibrium concentrations
of 135I and 135Xe are found from Eqs. (10.30) and (10.31) by setting the time
derivative to zero. The result is

J0 = (10.34)

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



The equilibrium concentrations are shown in Fig. (10.11). Notice that, while the
135Xe concentration is independent of </>0 at high flux density levels, the 135I con-
centration continues to increase linearly with <p0. This has profound consequences
for reactors operating at high power.

Figure 10.11. Equilibrium 135I and 135Xe
concentrations as a function of the steady-
state flux density <p0.

Time from shutdown (h)

Figure 10.12. 135Xe transients following
shutdowns from equilibrium at various con-
stant flux densities.

Time from shutdown/startup (h)

Figure 10.13. 135Xe transient for the
buildup to equilibrium, the transient follow-
ing shutdown from equilibrium, and three
transients (dashed lines) following restart
during the shutdown transient.

Figure 10.14. 135Xe transient following a
shutdown from equilibrium showing the time-
to-poison and the poison shutdown time.
Equilibrium flux density before shutdown is
(f>0 = 1014 cm"2 s"1.

Transient Following Shutdown from Equilibrium
In reactors that operate at high power, 00 > 1013 cm~2 s^1, there are higher
equilibrium levels of 135I (potential 135Xe) than of 135Xe. which has a slower decay
rate. Thus, if the reactor should suddenly shut down, the 135I would decay to 135Xe
faster than the 13DXe could decay away, producing initially an increase in the 135Xe
concentration. Eventually, the 135I would decay away, and the 135Xe concentration

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



would finally begin to decrease as it decays. Fig. (10.12) shows the buildup of 135Xe
following the shutdown from various flux levels.

If during the shutdown transient, the reactor were started up again, the large
absorption cross section for 135Xe would cause this nuclide to be burned up very
rapidly, reducing the xenon reactivity temporarily to below its equilibrium values.
Examples of these restart transients are shown in Fig. (10.13).

One consequence of the large increase in the negative 135Xe reactivity following
a shutdown from equilibrium, is that very quickly the xenon reactivity may become
greater than offsetting positive reactivity available by removing all control rods
from the core. Should this occur, it is impossible to restart the reactor, and the
reactor is said to have poisoned out. The time from the shutdown until the reactor
poisons out is the called the time-to-poison (see Fig. (10.14)). Once the reactor
has poisoned out, it is necessary to wait until the negative 135Xe reactivity has
peaked and descended back to a level that can be offset by all controllable positive
reactivities. The time interval during which the reactor cannot be restarted is called
the poison shutdown time and is typically of 15-25 hours duration. In many power
or propulsion reactors, the time-to-poison is usually only a few tens of minutes,
and the operator may experience considerable pressure to get the reactor restarted
before it poisons out so as to avoid a lengthy period of lost production.

When the reactor is restarted during a shutdown transient, there is a rapid
burnoff of 135Xe, and since, most of the 135I has already decayed away, the nega-
tive xenon reactivity quickly drops below equilibrium levels (see the dashed lines
in Fig. 10.13). However, over the next day of operation, the 135Xe resumes its
equilibrium level.

Xenon Spatial Oscillations
135Xe transients generally vary so slowly that they are usually easily controlled by
reactor operators. However, in very large reactors with a small negative temperature
reactivity coefficient, 135Xe can induce a very complex instability in which the
maximum of the flux density moves around the core with periods of about ten
hours. The phenomenological sequence of events is as follows:

1. An initial asymmetry in the core flux distribution (e.g., caused by a control
rod misalignment) causes a change in the 135I buildup and 135Xe burnup.

2. In the high-flux region, increased 135Xe burnup initially allows the flux to
increase even further causing an increase in 135I production. Meanwhile in
the low-flux region, 135I decays to 135Xe causing the flux to be even further
depressed while the 135I continues to decay.

3. Eventually, in the high-flux region, the 135I reaches a new higher equilibrium,
and its decay to 135Xe causes the 135Xe concentration to begin to rise, thereby
reversing the pattern. Likewise, in the low-flux region, the 135Xe becomes
depleted by decay thereby allowing the flux to start to rise.

4. Repetition of this pattern, causes the flux profile to oscillate spatially with a
period of around 10 hours.

These xenon spatial oscillations, while producing little overall reactivity change
for the core, can cause the local flux and power density to vary by factors of three.
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To avoid oscillations in reactors that are susceptible to them, it is necessary to
implement a very complex series of control rod adjustments which are usually de-
termined by a computer.

10.8.2 Samarium Poisoning
The second fission product poison which must be accounted for explicitly in power
reactors is 149Sm. This stable nuclide is a daughter of the fission products 149Nd
and 149Pm. The decay chain for this nuclide is shown below.

149Nd -^t 149Pm ̂  149Sm (stable)
1.7 h 53 h v '

Because the half-life of 149Nd is so small compared to that of its daughter 149Pm,
it is usually assumed to decay immediately to 149Pm. Thus the effective fission
product yield 7,. for 149Prn is the sum of the actual yields for 149Nd and 149Pm.
For 235U, 7P = 0.0113. Thus the production rate of 149Pm (per unit volume) is
7PE/0(t) and the rate of decay is XrP(t) where P(t) is the core-averaged 149Pm
atomic concentration. The generation rate of 149Sm is the decay rate of 149Pm.
There is negligible production of 149Sm as a direct fission product. Since 149Sm is
stable, the only way it can vanish is for it to absorb a neutron which it does at a
volumetric rate of cr(f (p(t)S(t} where S(t) is the average 149Sm concentration. Thus
the decay/buildup equations for 149Pm and 149Sm are

(10.36)
dt

dS(t)
(10.37)

The solution of these coupled differential equations subject to arbitrary initial values
P(0) and 5(0) and for a constant flux density </>0 is

exp[-Apt] + ̂  {1 - exp[-Apt]} (10.38)

5(0) r o ,

~ expi-OaME

~ "00 |exp[-Apt] - exp[-o^0t]} . (10.39)

Because of the long half-lives of 149Pm and 149Sm, the buildup of 149Sm to
its equilibrium level takes many tens of hours, especially for reactors operating at
low average flux densities </>0. From Eq. (10.36), it is seen the equilibrium 149Srn is
S0 = (7pS/)/<7*. a level that is independent of the flux density. Thus at equilibrium,
all reactors have the same amount of 149Sm poisoning. This buildup to equilibrium
is shown in Figs. (10.15) and (10.16).

Following a shutdown from equilibrium, 149Sm increases as the 149Pm decays.
This buildup of negative reactivity can be especially severe for reactors operating
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Time from shutdown/startup (h)

Figure 10.15. The buildup of 135Sm to
equilibrium (four lower curves) and the tran-
sient following shutdown from equilibrium for
four different flux levels.

-50 100 250 400 550 700

Time from shutdown/startup (h)

Figure 10.16. 135Sm transient for the
buildup to equilibrium during a startup, the
transient following shutdown from equilib-
rium, and the transient (dashed line) follow-
ing restart during the shutdown transient.

at high flux densities. However, unlike the 135Xe transient following a reactor
shutdown, the 149Sm transient does not decay away with time since 149Pm is stable.
If a reactor does not have sufficient positive reactivity to compensate for this buildup
following a scram, the reactor will permanently poison out and cannot be restarted
until additional positive reactivity is added (e.g., by adding fresh fuel).

10.9 Addendum 1: The Diffusion Equation
To calculate the power distribution P(r) in a reactor core, it is first necessary to
know the distribution of the neutron flux density 0(r). If Er is the recoverable
energy per fission (roughly 200 MeV), these two distributions are related by

P(r) = (10.40)

To calculate the flux density, it is necessary to solve the neutron diffusion equation.
This equation is simply a mathematical relation balancing the rate of neutron loss
and production at every point in the core. In this section, we derive the diffusion
equation for the special case of one-speed neutrons diffusing through a homogeneous
material. Such one-speed neutrons are descriptive of the thermal neutron population
in a thermal reactor.

Consider an arbitrary volume AV in some medium through which one-speed
neutrons diffuse by scattering randomly from the medium's nuclei. Under steady-
state conditions, the rate of neutron gain must equal the rate of neutron loss from
the volume AV, i.e.,

leakage rate + absorption rate = production rate (10.41)

To obtain the diffusion equation, we simply have to express each term mathemati-
cally.
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As neutrons scatter repeatedly, they change directions in each scatter, and thus
perform a random walk as they move through the medium. In a medium contain-
ing many neutrons, each moving and scattering randomly, more neutrons will, on
average, tend to move from regions of high concentration to regions of lower concen-
tration than in the reverse direction. To express this mathematically, consider the
flux profile shown in Fig. 10.17. The neutron density (and hence 0) is higher to the
left than to the right of the unit area perpendicular to the x-axis. It is reasonable
to assume that the net flow across this unit area in a unit time, Jx, is proportional
to the difference between the neutron densities on the low density side to that on
the high density side. In other words, the net flow should be proportional to the
negative slope of the neutron density or flux at the unit area, i.e., Jx is proportional
to — d ( > d x . Thus we assume

Jx = _ ,
ax

(10.42)

where D is the constant of proportionality known as the diffusion coefficient. This
equation was first proposed by Adolf Pick in 1855 to describe the diffusion of
randomly moving molecules in a fluid, and is consequently known as Pick's law.
This empirical "law" is reminiscent of an earlier 1823 empirical observation by
J. J.B. Fourier describing the net flow of heat energy (a manifestation of the random
motion of a medium's atoms), namely the heat flow = —kdT/dx where k the is
so-called thermal conductivity of the medium.

unit area

• Jx(x + dx)

Figure 10.17. The net flow of neu-
trons Jx is away from the region of
higher concentration.

x x + dx

Figure 10.18. The leakage from the
differential slab is the difference be-
tween the net flows at the two faces.

We now use Fick's law to express the leakage term in the balance relation of
Eq. (10.41). Consider the differential slab of width dx shown in Fig. 10.18. The net
leakage rate from this slab is

net leakage rate = [Jx(% + dx) — Jx(x)]A (10.43)

where A is the area of the slab surfaces (in the y-z plane). If we assume that the flux
density (j)(x) does not vary in the y or z directions, there would be no net leakage
in these directions.
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The rate of absorption of neutrons in the differential slab is the absorption rate
per unit volume (Ha<£) times the volume of the slab AV = Adx , i.e.,

absorption rate = Ea(j)(x)Adx. (10.44)

Neutrons are produced by fission (VS/0 per unit volume per unit time) and by any
"external" sources, such as (7,n) or (a,n) reactions, which are independent of the
neutron field. We define Q as the rate of neutron production per unit volume by
such external sources. Then the rate of neutron production is

production rate = [vEf(j)(x) + Q(x)]Adx. (10.45)

Substitution of Eqs. (10.43), (10.44), and (10.45) into the balance relation
Eq. (10.41) and simplification of the result give

Jx(x + dx] — JxX

or

_ , ,
Q(x)

Q(x). (10.46)

Finally, with Jx expressed in terms of ̂  using Pick's law, Eq. (10.42), this equation
becomes the diffusion equation

Q(x).

When the flux depends on three dimensions, Eq. (10.47) becomes

-DV20(r) + Sa0(r) = z/E/0(r) + Q(r)

o2 p\2 o2
where V = j^ + -j^-? + -jj^. This equation may be rearranged as

(10.47)

(10.48)

(10.49)

For the one-speed model, e = I and p = 1 since there are no fast neutron effects,
and hoc — rjf = i/S//Sa. Then, with the diffusion length L defined as L2 = Z)/Ea,
Eq. (10.49) becomes

V20(r) + ̂ i0(r) = -^. (10.50)

There are two main classes of problems that can be addressed with the neutron
diffusion equation. First, a nuclear engineer may want to know the spatial distribu-
tion of the flux density 0(r) produced by a specified external neutron source Q(r).
This is known as the fixed source problem. For example, a PuBe (a, n) source may
be stored in some medium, and the neutron field established in the medium by the
source is needed (1) to estimate the rate of creation of radioactive material caused
by neutron absorption and (2) to estimate the number of neutrons escaping from
the storage container.
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The second type of problem is the so-called criticality problem. Here the nuclear
engineer seeks to determine the conditions under which a given mass of material is
critical. In a critical configuration, a steady state neutron field can be maintained
without the need for external source neutrons (Q = 0), i.e., the chain reaction is
sustained by fission neutrons alone. Thus the analyst seeks the conditions under
which Eq. (10.48) has a non-zero steady-state solution when the external source Q
is absent.

Examples of these two types of neutron diffusion problems are given below.

10.9.1 An Example Fixed-Source Problem
Consider an infinite homogeneous medium of non-fissionable material (i.e.. £/ = 0)
which contains an infinite plane source of neutrons with a strength such that each
unit area of the source plane emits S0 neutrons isotropically in a unit time. Clearly,
the neutron flux density (p(x) depends on only the distance x from the source plane,
which we place in the y-z plane at x — 0. The diffusion equation for <})(x] to the
right of the source is

Ea0(x) = 0, x > 0 (10.51)
dx2

or, upon dividing through by — D,

d2(j)(x)
(10.52)

Because of the problem symmetry, the flux to the left of the source is the mirror
image of the flux density to the right, i.e., (j)(x) = (j>(—x).

The most general solution of Eq. (10.52), a homogeneous, second-order, ordinary,
differential equation, is

(/>(x) = Ae~x/L + Cex/L (10.53)

where A and C are arbitrary constants whose values must be obtained by applying
this general solution to boundary conditions for the problem. For example, as
x — > oc, the flux density must vanish since all neutrons will be absorbed before
they can diffuse an infinite distance from the source. The only way in which the
right-hand side of Eq. (10.53) can vanish at infinity is for the constant C to vanish.
Thus the form of the flux for this problem must have the form

c/>(x) =Ae~x/L. (10.54)

To determine A we need a condition on </> at the other boundary, i.e., next to
the source plane. Consider, a unit area parallel to the source and just to the right
of it. Through this unit area, many neutrons will pass in unit time, some traveling
to the right and some to the left. However, because of symmetry, those neutrons
diffusing from the right halfspace through the unit area into the left halfspace are
exactly balanced by those neutrons diffusing in the other direction. Thus, the net
flow Jx(0+) into the right halfspace is due only to neutrons emitted by the source
plane into the right halfspace, namely S0/'2. With Pick's law, this condition is
expressed mathematically as

T (o+] - n
<J-.r \(J I — -LS (10.55)
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Substitution of <p(x) — Ae~xlL into this condition and solving the resulting equation
for A yields A = (S0L)/(2D). With this value for ^4, using the problem symmetry,
the flux density is

From this explicit solution for the flux density, we note that the diffusion length
L determines the gradient at which the neutron flux density decreases with distance
from the source.

10.9.2 An Example Criticality Problem
Consider a bare homogeneous slab of multiplying material (£/ > 0) which is infinite
in the y- and z-directions and has a thickness a in the x-direction. If there is no
external source (Q = 0), the flux density is given by Eq. (10.50), namely, with the
origin at the center of the slab,

l + BL,«r) = 0 - < * < (10.57)

where the material buckling is -B^at = (^°o — l)/-^2- For the slab to be critical, koo
must be greater than unity to allow for leakage, and hence -B^at > 0-

The solution of Eq. (10.57) also requires us to specify appropriate boundary
conditions. Near the slab faces, the flux density can be expected to decrease very
rapidly as x — >• ±a/2 because of the very strong probability that a neutron dif-
fusing near the surface will leak from the slab, never to return. Hence, if the flux
profile were extrapolated past the slab surface, it would appear to vanish at some
extrapolation distance beyond the surfaces. It can be shown that this extrapolation
distance is generally very small compared to the size of the reactor, and so, for this
example, we assume that the flux density vanishes at the actual surfaces, i.e., we
impose on Eq. (10.57) the boundary conditions </>(±a/2) — 0.

Generally Eq. (10.57), subject to these boundary conditions, has only the trivial
0 = 0 solution. This makes sense since, for a slab of arbitrary composition, it is
very unlikely we would just happen to choose the exact thickness to make the slab
critical. Mathematically, ignoring the boundary conditions for the moment, the
most general solution of Eq. (10.57) is

<j)(x) = A cos(£matx) + C sin(£matz) (10.58)

where A and C are arbitrary constants. Because the critical flux profile must be
symmetric about the origin (letting x — » —x gives the same slab), the constant C
must be identically zero. Finally, we apply the boundary conditions to this general
solution, namely

0(±a/2) = ,4cos(±£mata/2) = 0. (10.59)

From this requirement, we see that either A = 0 (which gives us the trivial 0 = 0
solution) or the argument .0mata/2 must equal an odd multiple of Tr/2. Thus, to
obtain a non-trivial solution, we require

Tl 7T
£mat = — n = l ,3 ,5 , . . . , (10.60)

Ci
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which yields the non-trivial solutions

/ n TT \
( j > ( x ) = A c o s ( — z ) , n = 1 ,3 ,5 , . . . . (10.61)

\ (Jj /

From this infinity of non-trivial solutions, we pick the n = 1 solution for two
reasons. First, we want -B^at (and hence k^} to be as small as possible. Second,
and more important, all the non-trivial solutions for n > 1 become negative in some
regions between — a/2 and a/2, a physical impossibility since a negative neutron
density is meaningless. The only physically realistic non-trivial solution, which is
the critical flux profile </>c. is

(10.62)

and occurs whenever the following criticality condition is achieved:

£mat = ( — ) - (10-63)
\ a /

Notice that the left-hand side of this criticality condition depends on only the
material properties of the slab, while the right-hand side depends on only the geom-
etry (a slab and its thickness). The right-hand side is often referred to as the geo-
metric buckling Bg. Thus, the criticality condition, as seems reasonable, balances
material and geometric properties of the core. For a bare core of any shape, the
criticality condition can be shown to be

£mat = Bg, (10.64)

where Bg depends only on the shape and size of the assembly. The critical flux
profile and geometric bucklings for some simple bare homogeneous cores are listed
in Table 10.6.

10.9.3 More Detailed Neutron-Field Descriptions
For detailed analyses of reactor cores it is necessary to account for the wide dis-
tribution of neutron energies. The one-speed diffusion equation, Eq. (10.47) or
Eq. (10.48) can be easily generalized to give the energy-dependent flux density
(/>(r, E). This energy-dependent diffusion equation is then most often approximated
by a series of coupled, one-speed, diffusion equations, known as the multigroup
diffusion equations, by averaging the energy- dependent equation over a series of
contiguous energy intervals (or groups} that cover the entire energy range of neu-
trons encountered in a reactor. Numerical methods must usually be used to solve
these energy-multigroup diffusion equations.

On occasion, the diffusion equation is inadequate, for example, when a detailed
flux profile near a control rod is needed. The difficulty with the diffusion equation
is that Fick's law is not exact, but rather, it is only an approximate description
of how neutrons behave. In most instances, it is a good approximation, as verified
by its wide-spread use for routine reactor analyses; however, for certain specialized
calculations it is quite inaccurate.

For such difficult problems, it is necessary to use the neutron transport equation,
an "exact" equation which gives the neutron flux density, (j)(r,E,$l), as a func-
tion of position, energy and directions of travel fi of the neutrons. The transport
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Table 10.6. Critical flux profiles and bucklings for some homogeneous bare assemblies. Origin is
at the assembly's center.

Geometry Dimensions Flux Profile

Slab Thickness a A cos I —

Rect. Parallelepiped a x b x c A cos I — 1 cos I — 1 cos I — I I — ) + ( — I +( —
V a ) V b ) \ c ) \a) \b) \c

1 / Trr
Sphere Radius-R A -sin I - —

Infinite Cylinder Radius R AJ0( I I
V R J \ R )

Cylinder Rad. R, Ht H AJ0( ^^ ) cos( — ) ( I^.\ + ( —1 R J \HJ \ R J \H

equation is very difficult to solve for practical problems, and, consequently, compu-
tationally expensive methods, such as the discrete-ordinates method, must be used.
An alternative approach to solving neutron transport problems is to use numerical
simulation of the random interactions experienced by the neutrons. This alternative
approach, called the Monte Carlo method, is also very computationally expensive
for practical reactor analyses.

10.10 Addendum 2: Kinetic Model with Delayed Neutrons
To account properly for delayed neutrons, it is necessary to account for the time
variation of the delayed neutron precursors as well as the number of neutrons n(t)
in the core. For simplicity, we assume a one delayed-neutron group approximation,
i.e., all the delayed neutron precursors have the same half-life or decay constant A.
Let C(i) be the total number of delayed neutron precursors in the core at time t.

In each neutron cycle, keffn(t) new fission neutrons are eventually produced,
(1 — fi)l$,ffn(t) as prompt neutrons at the end of the cycle and /3/^-n(t) as delayed
neutrons which appear upon the decay of the precursors that are produced during
the cycle. Thus, in each cycle, (3keffn(t) precursors are created, and, since each
cycle takes H! seconds to complete, the number of precursors created per unit time
is (3keffn(t)/l'. The rate of disappearance of precursors by radioactive decay is
\C(t). The net rate of increase in the number of precursors is the production rate
minus the decay rate, i.e.

dC(t) f tkeff / , x \/^if,\ / i n c c : \-̂ - = —jf-n(t) - \C(i). (10.65)

In each cycle (1 — /3)A^n(t) prompt neutrons are produced and n(i) neutrons
disappear. Thus, the net rate of increase by prompt neutrons is [A^(l — /?) —
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l}n(t)/l'. In addition, neutrons are produced by the decay of the delayed neutron
precursors at the rate XC(t) and by non-fission sources at a rate S ( t ) . The rate of
increase in the neutron population is thus the sum of these three neutron production
mechanisms, i.e..

\C(t) + S(t)

(10.66)

Finally, we define the effective neutron lifetime t =
tivity p as

and the reactor reac-

(10.67)

The reactivity, like A^gr, is a measure of the critical state of the a reactor. A positive
reactivity indicates a supercritical system, and a negative value a subcritical sys-
tem, while a critical system has zero reactivity. With these definitions, the kinetic
equations Eqs. (10.65) and (10.66) become

dn(t) _ p - (3
dt ~~ t

n(f] + XC(t) + S(t)

and

(10.68)

(10.69)

These coupled kinetic equations are readily generalized to the case of G groups
of delayed neutron precursors. Each precursor group has its own kinetic equation,
and the delayed neutron production term in the neutron equation is the sum of the
decay rates of all the precursors. The result is

"IT

G

(10.70)

These kinetic equations are known as the point reactor kinetic equations and are
widely used to describe the transient response of reactors.

For low-power research reactors, which maintain nearly constant composition
over a long time, it is customary in the U.S. to measure reactivity in units of
"dollars" defined as fc($) = p/j3. Multiplication of Eqs. (10.70) by (1//3) and defining
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d(t) = (l//3)Ci(t) yields the equivalent form of the point reactor kinetic equations

I dn(t)
3 dt

dCj(t)
dt

i=\
(10.71)

x—f

where the relative precursor yield a^ = /3i/(3. Noted that X^=i ai = 1-

10.11 Addendum 3: Solution for a Step Reactivity Insertion
Consider a source-free reactor operating at a steady power level n0. At t = 0 the
reactivity is changed from its steady-state value of zero to k0, i.e.,

k(t) =
0 (10.72)
k0 t > 0 '

For t > 0 and a one delayed-neutron group model (ai = 1), Eqs. (10.71) become

t dn(t)
(3 dt

dC(t]
dt

= [k0 - l]n(t) + XC(t)

= n(t) - \C(t}.

(10.73)

(10.74)

Solutions to these two first-order, coupled, ordinary differential equations, are
of the form n(t) = Ae"* and C(t) = Be"*. Substitution of these assumed forms
into Eq. (10.74) yields

A
B (A

Substitution of this result into Eq. (10.73) gives

or, upon simplification,

XA .

— KO

(10.75)

(10.76)

(10.77)

(10.78)

This equation, which determines the permissible values of uj is known as the "in-
hour" equation, since uj has units of inverse time, typically measured in "inverse
hours."
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For the one delayed-neutron-group model, the inhour equation is a quadratic
equation in w, i.e.. there are two permissible values of uj. Simplification of
Eq. (10.78) gives

r n 1 Q
- k0\^n = 0. (10.79)

(10.80)

Thus, the most general solution of Eqs. (10.73) and (10.74) is the linear combination
of the two possible solutions, namely,

The two solutions uj\ and uj2 of this quadratic equation are

n(t) =

C(t) =

(10.81)

(10.82). ,
A -|- Co1! A ~\~ UJ2

To determine the arbitrary constants A\ and A2, we use the initial conditions

n(0) = n0 (10.83)

and, from Eq. (10.73) and Eq. (10.74),

i dn(t)
(3 dt

= k0n0. (10.84)
o+

Substitution of Eqs. (10.81) and (10.82) into these two initial conditions gives the
following two algebraic equations for AI and A2:

(10.85)

(10.86)2 = -k0n0.

The solution of these equations is

n

Substitution of AI and A2 into Eq. (10.81) gives

n (t) = nc
(jJ\ — UJ2

(10.87)

(10.88)

(10.89)

For the special case of "small" reactivities, i.e., (1 — k0)
2 » 4(£//3)k0\ the

following approximations hold:

1 — kr.
l-kc

n0

-L K/f-

and uJ2 ~

and A2 ~

^ n
< 0

I — k0

(10.90)

(10.91)
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With this approximation, the transient variation of the neutron population is

n0 f r \k0t ] r (i - k0)tJexp — -£0exp —
l-k0

(10.92)
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PROBLEMS

1. In a liquid metal fast breeder reactor, no neutron moderation is desired and
sodium is used as a coolant to minimize fission-neutron thermalization. How
many scatters with sodium, on the average, would it take for 2-Mev neutrons
to reach an average thermal energy of 0.025 eV? HINT: review Section 6.5.1.

2. Discuss the relative merits of water and graphite for use in a thermal reactor.

3. List five desirable properties of a moderator for a thermal reactor. Explain the
importance of each property.

4. What is the thermal fission factor rj for 5 atom-% enriched uranium?

5. What atom-% enrichment of uranium is needed to produce a thermal fission
factor of 77 = 1.85?

6. Plot the thermal fission factor for uranium as a function of its atom-% enrich-
ment in 235U.

7. A soluble salt of fully enriched uranium is dissolved in water to make a solution
containing 1.5 x 10~3 atoms of 235U per molecule of water.

(a) Explain why ep ~ 1 for this solution.

(b) What is k^ for this solution? Neglect any neutron absorption by other
elements in the uranium salt.
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(c) This solution is used to fill a bare spherical tank of radius R. Plot key
versus R and determine the radius of the tank needed to produce a critical
reactor.

8. Consider a homogeneous, bare, spherical, source-free, critical, uranium-fueled
reactor operating at a power P0. Explain how and why the power increases,
decreases, or remains unchanged as a result of each of the separate changes to
the reactor.

(a) The reactor is deformed into the shape of a football (ellipsoid).

(b) A person stands next to the core.

(c) The temperature of the core is raised.

(d) A neutron source is brought close to the core.

(e) An energetic electron beam impacts the core.

(f) The reactor is run at high power for a long time.

(g) The core is launched into outer space.

(h) A sheet of cadmium is wrapped around the core.

(i) The enrichment of the fuel is increased.

9. For a given amount of multiplying material with k^ > 1, what is the shape of
a bare core with the smallest mass of this material? Explain.

10. If the uranium fuel enrichment in a reactor is increased, what is the effect on
fc,^? Explain.

11. Consider a homogeneous mixture of fully enriched 235U and graphite. Plot k^
versus Ar235 /Nc. What is the fuel-to-moderator ratio that yields the maximum
value of fcoo?

12. What is the optimum fuel-to-moderator ratio of a homogeneous mixture of 235U
and (a) light water, (b) heavy water, (c) beryllium, and (d) graphite to produce
a mixture with the maximum k^l Data: the thermal (0.0253 eV) absorption
cross sections for water, heavy water, beryllium and carbon are 0.664, 0.00133,
0.0092 and 0.0034 b per molecule or atom, respectively.

13. A spherical tank with a radius of 40 cm is filled with a homogeneous mixture of
235U and light water. The mixture has a moderator-to-fuel ratio NH2°/N235

of 800. (a) What is k^, of the mixture? (b) What is kef/ for this bare core?

14. What should the radius of the tank in the previous problem be to produce a
critical configuration? What is the critical mass of 235U needed?

15. A control rod is dropped into a critical, source-free, uranium-fueled reactor
arid the asymptotic period of the resulting exponentially decreasing power is
observed to be -2 s. (a) What is the value of ke// of the reactor after the control
rod drop? (b) What was the reactivity insertion in dollars?

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



16. What is the asymptotic period resulting from a reactivity insertion of (a) 0.08$
and (b) -0.08$ ?

17. Following a reactor scram, in which all the control rods are inserted into a
power reactor, how long is it before the reactor power decreases to 0.0001 of
the steady-state power prior to shutdown?

18. At time t = 0 a reactivity of 0.15$ is inserted into a critical reactor operating
at 100 W. How long is it before the reactor power reaches 1 MW?

19. A reactivity insertion into an initially critical reactor operating at steady state
causes the power to increase from 100 W to 10 kW in 6 minutes. What was
the value of the reactivity insertion in $?

20. Explain how a decrease in the boiling rate inside a boiling water reactor affects
the reactivity of the reactor.

21. Explain why it is reasonable that 135Xe should have a very large cross section
for neutron absorption.

22. Following a reactor shutdown (4>0 —>• 0), show from Eq. (10.33) that the time
tm for 135Xe to reach a maximum is given by

1

where X(0) and 7(0) are arbitary 135Xe and 135I concentrations at shutdown
and r = AX /A/. From this result show, that for an increase in 135Xe following
shutdown, the initial values must satisfy

23. In a fast reactor, does 135Xe produce feedback? Why?

24. Many phenomena produce reactivity feedback. Within orders of magnitude,
over what time interval would you expect the following reactivity feedback
causes to take effect? (a) temperature increase in the fuel, (b) temperature
increase in the moderator /coolant, (c) 135Xe increase, (d) fuel burnup, (e)
boiling in the core, and (f) increased coolant flow through the core.
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Chapter 11

Nuclear Power

Nuclear reactors allow us to produce enormous amounts of thermal energy through
fission chain reactions with the need for relatively small amounts of fuel compared to
conventional fossil-fuel combustion reactions. Production of electricity and propul-
sion of ships are two major needs in our modern society for large thermal sources.
Both needs, for which nuclear energy has served as an alternative to fossil fuels, are
discussed in this chapter.

11.1 Nuclear Electric Power
During the last half of the twentieth century, many types of nuclear reactors have
been designed and built to convert the thermal power produced from a fission chain
reaction into electrical power. Such power reactors are today an important source of
electrical energy in many countries with limited native resources of fossil fuels to use
in conventional fossil-fired power plants. For example, France produces over 70%
of its electrical energy from fission energy. Table 11.1 shows how various countries
depend on nuclear power. Although many countries with large reserves of fossil fuels
available to fire conventional electrical power plants have suspended expansion of
nuclear capacity, many other countries are continuing to build and plan for new
nuclear power plants. The existing and future nuclear power plant capacities for
various countries are also shown in Table 11.1.

11.1.1 Electricity from Thermal Energy
Most of the energy produced by fission reactions in a nuclear reactor is quickly
converted to thermal energy. This heat can be converted to electrical energy in a
variety of ways. By far the most common method used to produce electricity from
a thermal energy source is to use the thermal energy to produce a hot pressurized
gas which is then allowed to expand through a turbine causing it to turn. The
rotating turbine shaft is common with the shaft of a generator which converts the
energy of rotation into electrical energy. The most common gas or working fluid
used to transfer the thermal energy to rotational energy of the turbine is steam.
Such a steam cycle is illustrated in Fig. 11.1. In a conventional fossil-fueled power
plant, the steam is generated in a boiler in which oil, natural gas, or, more usually,
pulverized coal is burned. In a nuclear power plant, thermal energy produced in a
reactor is used, either directly or indirectly, to boil water.
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Table 11.1. Percent of 1998 electrical energy generated from nuclear power in different countries.
Also shown is the nuclear electric power capacity existing, under construction, and planned.

Percent
Electricity

Country from
or Nuclear

Region in 2000

U.S.A.
Prance
Japan
Germany
Russia
UK

S. Korea
Ukraine
Canada
Sweden
Spain
Belgium
Taiwan
Bulgaria
Switzerland
Finland
India
Lithuania
Slovak R.
Czech R.
China
Brazil
S. Africa
Hungary
Mexico
Argentina
Romania
Slovenia
Netherlands
Pakistan
Armenia
Iran
Cuba

19.8
76.4
33.8
30.6
14.9
27

40.7
47.3
11.8
39.0
27.6
56.8

45.0
38.2
32.1
3.1

73.7
53.4
20.1
1.2

1.9

6.6

40.6
3.9

7.3

10.9
37.4
4.0

1.7

33.0
0

0

Gross Generating Capacity

Operating at Under
start 2001 Construction

GW(e)

101.62
65.83
45.22
22.21
21.24
14.16
13.72
11.84
10.62
9.81
7.80
6.00
5.14
3.76
3.34
2.76
2.72
2.60
2.58
2.57
2.27
1.97
1.89
1.87
1.49
1.01
0.71
0.71
0.48
0.46
0.41

units GW(e) units

104

59

53 3.31 3
19

29 3.00 3
35

16 4.00 4
13 4.00 4
14

11

9

7

6 2.70 2
6

5

4

14 1.00 2
2

6 0.86 2
5 0.98 1
3 6.52 8
2

2

4

2

2 0.75 1
1 0.71 1
1

1

2

1

2.29 2
0.88 2

Planned Total

GW(e) units GW(e)

101.62
65.83

2.32 2 50.85
22.21

6.00 6 30.24
14.16
17.72
15.84
10.62
9.81
7.80
6.00
7.84
3.76
3.34
2.76

4.88 10 8.60
2.60
3.44
3.70

4.20 4 12.99
1.31 1 3.28

1.89
1.87
1.49
1.75

1.93 3 3.35
0.71
0.48
0.46
0.41

1.52 4 3.81
1.52 4 0.88

units

104

59

58

19

38

35

20

17

14

11

9

7

8

6

5

4

26

2

8

6

15

3

2

4

2

3

5

1

1

2

1

6

2

Source: IAEA PRIS database.
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Although the steam turbines
are the principal devices used
to generate electricity, there
is no reason why other hot
gases cannot be used to turn
a turbo-generator. Indeed,
the hot combustion gases from
burning natural gas are some-
times used directly in a gas
turbine. Because combustion
gases are much hotter than
the steam used in conventional
steam turbines, these direct
fired gas turbines are much
smaller (and hence less ex-
pensive) than steam turbines.
Capital costs for direct-fired

steam

water

Figure 11.1. A source of steam is used to produce
electricity.

gas turbine units are less than those for nuclear plants, and gas turbines have
historically been used as peaking units to supply electrical energy during periods of
high electrical demand.

11.1.2 Conversion Efficiency
Turbo-generator systems are heat engines that convert thermal energy to electrical
energy. From the laws of thermodynamics, the maximum conversion efficiency of
any heat engine is the Carnot efficiency, namely

T — T1

-*• in •*• out

T--*• ?,??,

(11.1)

where Tjn is the absolute temperature (K) of the gas entering the turbine and
Tout is the absolute temperature of the gases leaving the turbine. Clearly, the
higher the entering temperature and/or the lower the outlet temperature, more
of the thermal energy is converted to electrical energy. The inlet temperature is
limited by the water/steam pressure rating of the boiler or reactor vessel in a steam
cycle, or by the temperature limitation of the turbine blades in a direct-fired gas
turbine. The outlet temperature is usually limited by the ambient temperature of
the cooling water used in the condenser of a steam cycle, while in a direct-fired
gas turbine the exit temperature is determined by the exit pressure. An important
measure of a power plant's performance is the conversion efficiency, i.e.. the ratio
of electrical power to thermal power. MW(e)/MW(t). In modern nuclear power
plants conversion efficiencies of about 40% can be achieved, while fossil-fired units
can achieve only slightly greater efficiencies. However, many older power plants
have efficiencies in the range of 30-35%.

11.1.3 Some Typical Power Reactors
Many different designs for power reactors have been proposed and many different
prototypes built. Most countries that have developed nuclear power started with
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graphite or heavy-water moderated systems, since only these moderators allow crit-
icality with natural uranium (0.711 wt% 235U). However, most power reactors now
use slightly enriched uranium (typically 3%). With such enrichments, other moder-
ators, notably light water, can be used. The steam supply system for some important
types of power reactors are illustrated in Figs. 11.2-11.7.

This section introduces different types of power reactors that have been used
to generate electricity. Later in the chapter, the two most widely used types are
discussed in detail.

Pressurized Water Reactor
Pressurized water reactors (PWR), Fig. 11.2, the most widely used type of power
reactors, employ two water loops. The water in the primary loop is pumped through
the reactor to remove the thermal energy produced by the core. The primary water
is held at sufficiently high pressured to prevent the water from boiling. This hot
pressurized water is then passed through a steam generator where the secondary-
loop water is converted to high temperature and high pressure steam that turns the
turbo-generator unit. The use of a two-loop system, ensures that any radioactivity
produced in the primary coolant does not pass through the turbine.

Boiling Water Reactors
In a boiling water reactor (BWR) cooling water is allowed to boil while passing
through the core. The steam then passes directly to the turbine. The low pressure
steam leaving the turbine is then condensed and pumped back to the reactor. By
having a single loop, the need for steam-generators and other expensive equipment
in a PWR is avoided.

Heavy Water Reactors
In one design of a heavy water reactor (HWR), Fig. 11.4, pressurized heavy water
in the primary loop is used to cool the core. The fuel is contained in pressure tubes
through which the heavy water coolant passes. These pressure tubes pass through
the moderator vessel, which is also filled also with heavy water. The heavy water in
the primary loop then passes through steam generators to boil the secondary-loop
light water. By using pressure tubes for the coolant, the need for an expensive
high-pressure reactor vessel is avoided.

Another variation of the HWR uses light water in the primary loop, allowing
it to boil as the coolant flows through the pressurized fuel tubes. In this design,
no secondary water loops or steam generators are needed. The steam produced
in the pressure tubes, after eliminating entrained moisture, flows directly to the
turbo-generator

Gas Cooled Reactor
In a gas cooled reactor (GCR), Fig. 11.5, carbon dioxide or helium gas is used as
the core coolant by pumping it through channels in the solid graphite moderator.
The fuel rods are placed in these gas cooling channels. The use of graphite, which
remains solid up to very high temperatures, eliminates the need for an expensive
pressure vessel around the core. The hot exit gas then passes through steam gen-
erators.

In another design known as the high-temperature gas cooled reactor (HTGR),
the fuel is packed in many fuel channels in graphite prisms. Helium coolant is
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• water

steam
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Figure 11.2. Pressurized water reactor (PWR). Figure 11.3. Boiling water reactor (BWR).

water
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Figure 11.4. Heavy water reactor (HWR). Figure 11.5. Gas cooled reactor (GCR).
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Figure 11.6. Liquid metal fast breeder reactor (LMFBR).
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pumped through other channels bored through the graphite prisms. The hot exit
helium then goes to a steam generator.

Liquid Metal Fast Breeder Reactors
In a fast reactor, the chain reaction is maintained by fast neutrons. Consequently,
moderator materials cannot be used in the core. To avoid materials of low atomic
mass, the core coolant is a liquid metal such as sodium or a mixture of potassium
and sodium. Liquid metals have excellent heat transfer characteristics and do not
require pressurization to avoid boiling. However, sodium becomes radioactive when
it absorbs neutrons and also reacts chemically with water. To keep radioactive
sodium from possibly interacting with the water/steam loop, an intermediate loop
of non-radioactive sodium is used to transfer the thermal energy from the primary
sodium loop to the water/steam loop (see Fig. 11.6).

The great advantage of such fast liquid-metal power reactors is that it is possible
to create a breeder reactor, i.e., one in which more fissile fuel is produced than is
consumed by the chain reaction. In such a breeder reactor, 238U is converted to
fissile 239Pu or 232Th into fissile 233U (see Section 6.5.3). Although fissile fuel
breeding also occurs in water and graphite moderated reactors, the ratio of new
fuel to consumed fuel is less than one (typically 0.6 to 0.8).

Pressure-Tube Graphite Reactors
A widely used Russian designed
power reactor is the (RBMK) re-
actory bolshoi moshchnosti kanal-
nye (translated: high-powered
pressure-tube reactor). In this re-
actor (see Fig. 11.7), fuel is placed
in fuel channels in graphite blocks
that are stacked to form the core.
Vertical pressure tubes are also
placed through the graphite core
and light water coolant is pumped
through these tubes and into an
overhead steam drum where the
two phases are separated and the
steam passes directly to the tur-
bine.

steam
separator'

steam + water

core

graphite

fuel

steam to
turbine

water from
condenser

water 'pump

Figure 11.7. Graphite-moderated water-
cooled reactor (RMBK).

11.1.4 Coolant Limitations
The thermal properties of a power reactor coolant greatly affect the reactor design.
By far the most widely used coolant is water. It is inexpensive and engineers have
a wealth of experience in using it as a working fluid in conventional fossil-fueled
power plants. The great disadvantage of water as a coolant is that it must be
pressurized to prevent boiling at high temperatures. If water is below the boiling
point it is called subcooled. Water is saturated when vapor and liquid coexist at
the boiling point, and it is superheated when the vapor temperature is above the
boiling temperature. Above the critical temperature the liquid and gas phases are
indistinguishable, and no amount of pressure produces phase transformation.
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To maintain criticality in a water moderated core, the water must remain in
liquid form. Moreover, steam is a much poorer coolant than liquid water. Thus,
for water to be used in a reactor, it must be pressurized to prevent significant
steam formation. For water, the critical temperature is 375 °C, above which liquid
water cannot exist. Thus, in water moderated and cooled cores, temperatures must
be below this critical temperature. Typically, coolant temperatures are limited to
about 340 °C. This high temperature limit for reactor produced steam together
with normal ambient environmental temperatures limit the thermal efficiency for
such plants to about 34%.

Because steam produced by nuclear steam supply systems is saturated or
very slightly superheated, expensive moisture separators (devices to remove liq-
uid droplets) and special turbines that can operate with "wet steam" must be used.
These turbines are larger and more expensive than those used in power plants that
can produce superheated steam.

When gases or liquid metals are used as reactor coolants, liquid-gas phase transi-
tions are no longer of concern. These coolants can reach much higher temperatures
than in water systems, and can produce "dry" steam much above the critical tem-
perature. Dry superheated steam at temperatures around 540 °C allows smaller,
less expensive, turbines to be used and permits thermal efficiencies up to 40%.

11.2 Pressurized Water Reactors
Westinghouse Electric Company developed the first commercial pressurized water
nuclear reactor (PWR) using technology developed for the U.S. nuclear submarine
program. Many designs of various power capacities were developed by Westinghouse
and built in several countries. The first, the Shipping-port 60-MW(e) PWR, began
operation in 1957 and operated until 1982. Following this first demonstration of
commercial nuclear power, many other PWR plants, ranging in capacity from 150
MW(e) to almost 1500 MW(e), were built and operated in the U.S. and other coun-
tries. Other manufacturers of PWR, plants included Babcock & Wilcox (B&W),
Combustion Engineering (CE), France's Framatome, Germany's Siemens (KWU),
Brown Boveri (BBR), Japan's Mitsubishi, and the Soviet Union's Atommash. To-
day, British Nuclear Fuel Ltd. (BNFL) owns both Combustion Engineering and
Westinghouse reactor divisions and offers PWRs based on designs developed by
these U.S. companies. Framatome many years ago acquired the B&W fuel/reactor
division. Today BNFL and Framatome are the major vendors of PWRs, offering
units ranging from 600 MW(e) to 1400 MW(e). The characteristics of a typical
PWR power plant are given in Table 11.2.

11.2.1 The Steam Cycle of a PWR
The two-loop water/steam cycle of a PWR is shown in Fig. 11.8. In the primary
loop, liquid water at pressures of about 2250 psi (15.5 MPa) is circulated through
the core to remove the fission energy. The water leaving the core typically has
a temperature of about 340 °C and the flow is regulated by the reactor coolant
pumps. There are two to four separate primary coolant loops in PWRs, each with its
own steam generator and recirculation pump. To avoid overpressures and pressure
surges in the primary water, a pressurizer, which contains both liquid and saturated
vapor, is included in the primary loop.
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Table 11.2. Parameters for a typical 1000 MW(e) PWR sold in the early 1970s.

POWER
thermal output 3800 MW
electrical output 1300 MW(e)
efficiency 0.34

CORE
length 4.17 m
diameter 3.37 m
specific power 33 kW/kg(U)
power density 102 kW/L
av. linear heat rate 17.5 kW/m
rod surface heat flux

average 0.584 MW/m2

maximum 1.46 MW/m2

REACTOR COOLANT SYSTEM
operating pressure 15.5 MPa

(2250 psia)
inlet temperature 292 °C
outlet temperature 329 °C
water flow to vessel 65.9 X 106 kg/h

STEAM GENERATOR (SG)
number 4
outlet steam pressure 1000 psia
outlet steam temp. 284 °C
steam flow at outlet 1.91xl06 kg/h

REACTOR PRESSURE VESSEL
inside diameter 4.4 m
total height 13.6 m
wall thickness 22.0 cm

FUEL
cylindrical fuel pellets UC>2
pellet diameter 8.19 mm
rod outer diameter 9.5 mm
zircaloy clad thickness 0.57 mm
rod lattice pitch 12.6 mm
rods/assembly (17x 17) 264
assembly width 21.4 cm
fuel assemblies in core 193
fuel loading 115xl03 kg
initial enrichment %235U 1.5/2.4/2.95
equil. enrichment % 235U 3.2
discharge fuel burnup 33 GWd/tU

REACTIVITY CONTROL
no. control rod assemblies 68
shape rod cluster
absorber rods per assembly 24
neutron absorber Ag-In-Cd

and/or 640
soluble poison shim boric acid

H3B03

reheater

steam

steam generator

pressurizer

generator

"V- condenser

drain
pump

— condensate
pump

condensate
demineralizer

primary coolant

Figure 11.8. The steam cycle of a pressurized water reactor.
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The primary water is passed through 2 to 4 steam generators, one for each pri-
mary loop, in which some of the thermal energy in the primary loop is transferred
to the water in the secondary loop. The secondary water entering the steam gener-
ators is converted to saturated steam at about 290 °C (550 °F) and 1000 psi (7.2
MPa). This steam then expands through the turbine and, after leaving the turbine,
is condensed back to the liquid phase in the condenser. The liquid condensate then
passes through a series of 5 to 8 feedwater heaters, which use steam extracted from
various stages of the turbine to heat the condensate before it cycles back to the
steam generators. With this dual cycle, thermal energy efficiencies of about 34%
can be achieved.

11.2.2 Major Components of a PWR
A nuclear power plant is a very complex system. Literally thousands of valves and
pumps, miles of tubing and electrical wiring, and many tons of rebar and structural
steel are needed. However, a few major components are of paramount importance.
These include the pressurizer. steam generators, main recirculation pumps, reactor
pressure vessel, turbo-generator, reheater, condenser, feedwater heaters, and the
containment structure. Some of these items, unique to a PWR, are discussed below.
The primary components of a 4-loop PWR are shown in Fig. 11.9.

The Pressure Vessel
A typical PWTi pressure vessel is shown in Fig. 11.10. It is about 13 meters tall
with a diameter of about 4 to 6 m. The vessel is built from low-alloy carbon steel
and has a wall thickness of about 23 cm, which includes a 3-mm stainless steel clad
on the inner surface. Such a thick wall is necessary to withstand the high operating
pressure of about 2300 psi (158 bar). The primary coolant enters the vessel through
two or more inlet nozzles, flows downward between the vessel and core barrel, flows
upward through the reactor core removing the heat from the fuel pins, and then
leaves the vessel through outlet nozzles. The fabrication and transportation of the
roughly 500 tonne pressure vessel is a daunting task. Figure 11.11 shows a PWR
being fabricated. Notice the size of the worker standing beside the pressure vessel.

Recirculation Pumps
Flow through the reactor core is controlled by the recirculation pump in each pri-
mary loop. These large pumps are vertical single-stage centrifugal type pumps
designed to operate for the 30-40 year lifetime of the plant with minimal mainte-
nance. All parts that contact the water are made from stainless steel. The pump
is driven by a large (7000 HP), vertical, squirrel cage, induction motor. A flywheel
is incorporated to increase the rotational inertia, thereby prolonging pump coast-
down and assuring a more gradual loss of main coolant flow should power to the
pump motor be lost.

The Pressurizer
The primary system of a PWTI is very nearly a constant-volume system. As the
temperature of the primary water increases or decreases, the water expands or
contracts. However, water is almost incompressible and a small temperature change
would lead to very large pressure changes, if the primary loop were totally filled
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Figure 11.9. The steam cycle of a pressurized water reactor. [Westinghouse Electric Corp.

with liquid water. To prevent such dangerous pressure surges, one primary loop of a
PWR contains a pressure-regulating surge tank called a pressurizer (see Fig. 11.9).

The pressurizer is a large cylindrical tank with steam in the upper portion and
water in the lower as shown in Fig. 11.13. The steam, being compressible, can
absorb any sudden pressure surges. The pressurizer also is used to maintain the
proper pressure in the primary system. If the primary water temperature should
decrease (say from increased steam demand by the turbine) water would flow out
of the pressurizer causing the steam pressure in it to drop. This drop in pressure
in turn causes some of the water to flash to steam, thereby mitigating the pressure
drop. At the same time, the pressure drop actuates electrical heaters in the base
of the pressurizer to restore the system pressure. Likewise, an increase in water
temperature causes the water to expand and to flow into the pressurizer and to
increase the steam pressure, which, in turn, actuates values to inject spray water
into the top of the pressurizer. This cooling spray condenses some of the steam
thereby reducing the system pressure to normal.
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Figure 11.10. PWR pressure vessel. [Westinghouse Electric Corp.]
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Figure 11.11. A PWR pressure vessel during Figure 11.12. A PWR steam generator dur-
manufacture. Source: [CE 1974]. ing fabrication. Source: [CE 1974].

Steam Generators
Steam generators are very large devices in which thermal energy of the primary wa-
ter is transferred to the secondary water to produce steam for the turbo-generator.
Several different designs have been used, although the most common type of steam
generator is that evolved from a Westinghouse design. These steam generators,
which are larger than the pressure vessel (compare Figs. 11.11 and 11.12), are nearly
21-m tall and 5.5 m in diameter at the upper end. The internal structure of such a
steam generator is shown in Fig. 11.14. The hot high-pressure water of the primary
loop (2250 psia, 345 °C, 262 tonnes/minute) is passed through a bank of U-shaped
pressure tubes where some of the thermal energy of the primary water is transferred
to the secondary water at 1000 psi on the outside of the pressure tubes and allowed
to boil. The saturated steam above the tubes contains many small water droplets
and the bulbous top portion of the steam generator contains cyclone separators to
remove this entrained water and to allow only "dry" hot steam (0.25% moisture,
290 °C) to reach the high-pressure turbine. The primary water leaves the steam
generator at a temperature of about 325 °C and reenters the reactor.
Nuclear Fuel
The uranium fuel used in a PWR is contained in many thousands of thin long fuel
rods or fuel pins. Slightly enriched (3.3%) UO2 pellets about 9 mm in diameter are
stacked inside a Zircaloy tube 3.8-m long with a wall thickness of about 0.64 mm.
The small diameter is needed to allow fission thermal energy produced in the UO2
pellets to transfer rapidly to the water surrounding the fuel pins.

The fuel pins are assembled into fuel assemblies each containing an array of
typically 17 x 17 pin locations. However, in many of these assemblies, 24 locations
are occupied by guide tubes in which control-rod "fingers," held at the top by a
"spider," move up and down in the assembly to provide coarse reactivity control. A

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



spray nozzle

heater support plate

water inlet

safety nozzle

lifting trunnion

nominal water level

shell

electrical heater

Figure 11.13. PWR pressurizer. [Westinghouse Electric Corp.
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typical fuel assembly is shown in Fig. 11.15. Fuel assemblies with 15x15 and 16x16
arrays with fewer control rod locations have also been used.

Some 200 to 300 of these fuel assemblies are loaded vertically in a cylindrical
configuration to form the reactor core. The assemblies typically spend three years
in the core before they are replaced by new assemblies.

Reactivity Control
Short term or emergency reactivity control is provided by the 24 control rod fin-
gers in many of the assemblies. These control fingers usually contain B^C or, more
recently, a mixture of silver (80%), indium (15%), and cadmium (5%) to produce
slightly weaker absorbers. Generally, 4-9 adjacent control-rod spiders (which con-
nect all the control rod fingers in an assembly) are grouped together and moved
together as a single control-rod bank. The various control rod banks then provide
coarse reactivity control.

Intermediate to long term reactivity control is provided by varying the con-
centration of boric acid in the primary water. Such a soluble neutron absorber is
called a chemical shim. By varying the boron concentration in the primary water,
excessive movement of control rods can be avoided.

For long-term reactivity control, burnable poisons are placed in some of the
lattice positions of the fuel assemblies. These shim rods, from 9 to 20 per assembly,
are stainless steel clad boro-silicate glass or Zircaloy clad diluted boron in aluminum
oxide pellets.

1.3cm
steel liner

The Containment Building
Of paramount importance in the
safe use of nuclear power is the
isolation of the radioactive fission
products from the biosphere. To
prevent the leakage of fission prod-
ucts into the environment from a
nuclear power plant, three princi-
pal isolation barriers are used in
every nuclear power plant. First
the cladding of the fuel pins pre-
vent almost all of the fission prod-
ucts from leaking into the primary
coolant. However, with many
thousands of fuel rods in a reactor,
a few have small pin-holes through which some radioactive fission products escape.
Elaborate clean-up loops are used to continuously purify the primary coolant and
collect the fission products that leak from the fuel rods.

A second level of fission product confinement is provided by the pressure vessel
and the isolated primary loop. Finally, should there be a leak in the primary
system, the reactor and all the components through which the primary water flows
are enclosed in a containment building designed to withstand tornados and other
natural phenomena, as well as substantial overpressures generated from within the
containment from accidental depressurization of the primary coolant. A typical
confinement structure is shown in Fig. 11.16.

0.75 m concrete

1 -cm steel
liner

.1.4 m thick
concrete wall

6.5-mm
-^ steel liner

.3 m thick
base pad

Figure 11.16. PWR containment building.
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11.3 Boiling Water Reactors
The boiling water reactor (BWR) was developed by General Electric Company (GE)
which, since its first 200 MW(e) Dresden unit in 1960, has built units as large as
1250 MW(e) in both the USA and in many other countries. In partnership with GE,
Hitachi and Toshiba in Japan have developed an advanced BWR. Other designs of
BWRs have been proposed by Germany's Kraftwerk Union (KWU) and Sweden's
ASEA-Atom. Some operating parameters of a large BWR, typical of those now in
operation, are given in Table 11.3.

11.3.1 The Steam Cycle of a BWR
A BWR uses a single direct-cycle steam/water loop as shown in Fig. 11.17. Its
flow is regulated by the recirculation jet pumps, and feedwater entering the reactor
pressure vessel is allowed to boil as it passes through the core. After passing through
a complex moisture separation system in the top of the pressure vessel, saturated
steam at about 290 °C and 6.9 MPa (1000 psi) leaves the reactor pressure vessel and
enters the high-pressure (HP) turbine. The exit steam from the HP turbine then
is reheated and moisture removed before entering low-pressure (LP) turbines from
which it enters a condenser, is liquefied, and pumped through a series of feedwater
heaters back into the reactor vessel. Such a conventional regenerative cycle typically
has a thermal efficiency of about 34%.

11.3.2 Major Components of a BWR
The basic layout of a BWR is considerably simpler than that of a PWR. By pro-
ducing steam in the reactor vessel, a single water/steam loop can be used, elim-
inating the steam generators and pressurizer of the PWR. However, radioactivity
produced in the water as it passes through the core (notably 16N with a 7-s half life)
passes through the turbine, condenser and feedwater heaters. By contrast the same
radioactivity in a PWR. is confined to the primary loop, so that non-radioactive
steam/water is used in the secondary loop. Thus, in a BWR plant considerably
greater attention to radiation shielding is needed. Because the pressure-vessel con-
tainment in a BWR serves also as a steam generator, the internals of a BWR vessel
are somewhat more complex.

The BWR Pressure Vessel
A typical BWTR pressure vessel and its internal structures are shown in Fig. 11.18.
The 3.6-m high core occupies a small fraction of the 22-m high pressure vessel. The
pressure vessel is about 6.4 rn in diameter with a 15-cm, stainless-steel clad wall of
carbon steel. Above the core are moisture separators and steam dryers designed to
remove almost all of the entrained liquid from the steam before it leaves the top
of the pressure vessel. Because of the steam conditioning systems in the top half
of the vessel, the reactor control rods must be inserted through the bottom of the
vessel. Hydraulic force rather than gravity must be relied upon to ensure that the
control rods are fully inserted into the core if electrical power to the plant is lost.

Jet Pumps and Recirculation Flow
A unique feature of BWRs is the recirculation flow control provided by the jet
pumps located around the periphery of the core. By varying the flow of water
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Table 11.3. Parameters for a typical 1000 MW(e) BWR sold in the early 1970s.

POWER
thermal output
electrical output
efficiency

CORE
length
diameter
specific power
power density
av. linear heat rate
rod surface heat flux

average
maximum

3830 MW
1330 MW(e)
0.34

3.76 m
4.8 m
25.9 kW/kg(U)
56 kW/L
20.7 kW/m

0.51 MW/m2

1.12 MW/m2

REACTOR COOLANT SYSTEM
operating pressure

feedwater temperature
outlet steam temperature
outlet steam flow rate
core flow rate
core void fraction (av.)
core void fraction (max.)
no. in-core jet pumps
no. coolant pumps/loops

7.17 MPa
(1040 psia)
216 °C
290 °C
7.5 x 106 kg/h
51 x 106 kg/h
0.37
0.75
24
2

REACTOR PRESSURE
inside diameter
total height
wall thickness

FUEL
cylindrical fuel pellets
pellet diameter
rod outer diameter
zircaloy clad thickness
rod lattice pitch
rods/assembly (8x 8)
assembly width
assembly height
fuel assemblies in core
fuel loading
av. initial enrichment %235U
equil. enrichment % 235U
discharge fuel burnup

VESSEL
6.4 m
22.1 m
15 cm

UO2

10.57 mm
12.52 mm
0.864 mm
16.3 mm
62
13.4 cm
4.48 m
760
168 xlO3 kg
2.6%
1.9%
27.5 GWd/tU

REACTIVITY CONTROL
no. control elements
shape
overall length
length of poison section
neutron absorber
burnable poison in fuel

193
cruciform
4.42 m
3.66 m
boron carbide
gadolinium

reheater

generator

core

sr/rr
recirculation
pumps

feedwater
heaters

condenser

demineralizers

condensate
pumps

Figure 11.17. The steam cycle of a boiling water reactor.
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Figure 11.18. BWR pressure: vessel components. [General Electric Co.]
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Figure 11.19. BWR jet pump. Figure 11.20. Recirculation flow in a BWR.

through the core, the amount of steam, or void fraction of the water, in the core can
be controlled. This allows fine control of the reactivity of the core, since increasing
steam production decreases the amount of liquid water and, thereby, the amount of
neutron moderation and hence the reactivity. During normal operation, the water
flow through the core is normally used to control reactivity rather than the coarse
reactivity control provided by the 100-150 control rods.

The jet pump recirculation system used to control the water flow through the
core is shown in Fig. 11.19. The recirculation pumps control the injection of high
pressure and high-velocity water to the venturi nozzles of the jet pumps located
around the periphery of the core (up to 21). This forced, high-velocity, injection
water flow (see Fig. 11.19) creates a suction flow of vessel water downward between
the vessel wall and the core shroud and then upward through the core. This reac-
tivity controlling water flow through the recirculation loop is shown in Fig. 11.20.
Up to about 30% of the feedwater to the BWR vessel is diverted from the vessel to
the two recirculation loops used to operate the jet pumps around the periphery of
the vessel.

BWR Fuel

The thousands of fuel pins, composed of enriched UC>2 pellets in Zircaloy tubes,
are much like those in a PWR. However, they are arranged in square subassembly
arrays of 8x8 to 10x10 pins (see Fig. 11.21). Four subassemblies, each contained
in a Zircaloy shroud, make up a fuel module (see Fig. 11.22). Subassemblies are
individually orificed to control water/steam flow and assure a uniform elevation at
which boiling commences and a uniform steam quality as coolant leaves the core.
In contrast, PWR fuel assemblies are open. Cross flow is minimal because of the
lack of driving force, and, absent boiling, the mass flow rate throughout the core
cross section is very uniform.
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Figure 11.21. A BWR fuel subassernhly. [General Electric Co.]
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fuel channel"^ water rod

The four subassemblies in a fuel module are separated by water gaps in which
a cruciform control blade moves up and down to control the core reactivity (see
Fig. 11.22). Because the thermal flux peaks near water channels, lower enrichment
fuel pins are used near the water channels. Pins of up to four different enrichments
are used in each subassembly to flatten the power profile across the assembly.

Reactivity Control
In a BWR three different mechanisms are
used to control the core's reactivity. Short
term reactivity changes are made by ad-
justing the recirculation flow through the
jet pumps. As the water flow through the
core is increased (decreased), the amount
of boiling and voiding in the core decreases
(increases) and the reactivity increases (de-
creases) because of increased (decreased)
neutron moderation. Flow modulation can
accommodate power variations of as much
as 25%.

Longer term reactivity control is pro-
vided by the cruciform control blades that
are raised and lowered from the bottom of
the vessel, both to avoid the steam separa-
tor/dryers in the top of the vessel and to
use their greater effectiveness in the liquid water in the bottom part of the core
than in the vapor region in the top part.

Reactivity control to compensate for fuel burnup is also provided by burnable
gadolinium oxide (GdO2) mixed in the UO2 pellets of the fuel pins. As the gadolin-
ium absorbs neutrons, it is transformed into an isotope with a low neutron absorp-
tion cross section and thus allows more neutrons to be absorbed in the remaining
fuel.

Although PWRs use soluble boron, a strong thermal neutron absorber, in the
primary cooling water to regulate the core's reactivity, this method of reactivity
control is not available to BWRs. Boiling would cause boron to be precipitated as
a solid on the fuel pin surfaces, thus making reactivity control impossible.

11.4 New Designs for Central-Station Power
During the 1990s a major effort was made in the United States to design, license, and
install a new generation of nuclear reactors for central-station power generation.1

Efforts proceeded along three avenues. Electric utility requirements and specifica-
tions were developed under the auspices of the Electric Power Research Institute as
the Advanced Light Water Reactor (ALWR) Program. Design work was sponsored

Figure 11.22. A BWR fuel module.

1This effort is described in a review article "New nuclear generation—in our lifetime," by E.L.
Quinn, in the October 2001 issue of Nuclear News. The case for new technology is made in
the May 2001 report of the National Energy Policy Development Group, "Reliable, Affordable,
and Environmentally Sound Energy for America's Future," available on line or from the U.S.
Government Printing Office.
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by the U.S. Department of Energy in partnership with vendors and utilities. Design
certification was done by the Nuclear Regulatory Commission under streamlined li-
censing procedures. A path similar to that of the USA was followed in the European
Pressurized Water Reactor (EPR) development program.

Two design scopes were followed. One, evolutionary design, built directly upon
an installed capacity of about 100,000 MW(e) from 103 nuclear plants, stressing
safety, efficiency and standardization. The other, stressing ultra-safe features, called
for passive safety features involving gravity, natural circulation, and pressurized gas
as driving forces for cooling and residual heat removal. Two evolutionary plant
designs and one passive design have so far been certified by the U.S. Nuclear Reg-
ulatory Commission.

11.4.1 Certified Evolutionary Designs
GE Advanced Boiling Water Reactor
The design effort for this plant was accomplished by GE Nuclear Energy, in co-
operation with Hitachi, arid Toshiba. It is a 1350-MW(e) plant operable with a
mixed-oxide (PuO<2/UO2) fuel cycle. The Tokyo Electric Power Company has two
ABWRs in operation, the second of which was constructed in a record 48 months.
Two similar plants are in construction in Taiwan for the Taiwan Power Company.
The ABWR is adapted to USA utility needs arid conforms with the EPRI evolu-
tionary design requirements. The ABWR was the first such design to receive the
NRC final design approval.

Westinghouse-BNFL System 80+
The System 80+ plant offered by Westinghouse-BNFL (British Nuclear Fuels), orig-
inally conceived by Combustion Engineering and ASEA Brown Boveri (ABB), is a
1350-MW(e) pressurized water reactor. Features of the System 80+ design are
incorporated in eight units completed or under construction in the Republic of
Korea. Important design features include a dual spherical steel confinement for ac-
cident mitigation and a cavity-flood system with an in-containment refueling-water
storage supply.

11.4.2 Certified Passive Design
Westinghouse-BNFL AP600
The AP600, the only certified passive design, is a 600-MW(e) modular pressurized
water reactor that relies on passive systems for both emergency core cooling and
residual heat removal. Implementation of the passive safety features greatly reduces
the operation, maintenance and testing requirements of the AP600. Through the
use of modular construction techniques similar to those applied in ship construction,
the design objective is a 36-month schedule from first concrete pour to the fuel load.

11.4.3 Other Evolutionary LWR Designs
Several advanced LWRs are in the process of acquiring NRC certification. These
are the Westinghouse-BNFL AP1000, the GE Nuclear ESBWR, and the IRIS sys-
tems. The AP1000 is a lOOO-MW(e) uprated AP600 system that retains the passive
safety features, with an estimated per-kW cost reduction of 30 percent. The Evo-
lutionary Simplified Boiling Water Reactor (ESBWR) is a 1380-MW(e) natural
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circulation plant with no recirculation or reactor internal pumps. It makes exten-
sive use of components developed for the ABWR. The IRIS system (International
Reactor Innovative and Secure) is a modular system, 100 to 350-MW(e) per module,
being developed by an international design team headed by Westinghouse. The de-
sign emphasizes proliferation resistance and safety enhancements. IRIS uses LWR
technology, but is newly engineered to include a five-to-eight-year core reloading
schedule.

11.4.4 Gas Reactor Technology
Two designs are being pursued actively. One is the Pebble Bed Modular Reactor
(PBMR) under development in South Africa by the utility Eskom, by the Indus-
trial Development Corporation of South Africa, by British Nuclear Fuels, and the
U.S. firm, Exelon. The other is the General Atomics Gas Turbine-Modular Helium
Reactor (GE-MHR).

The PBMR is an evolutionary design based on HTR (helium cooled high temper-
ature reactor) technology developed jointly by Siemens and ABB. It is a modular
system, 120-MW(e) per module, with an estimated 18 to 24 month construction
time. The core of the reactor is a cylindrical annulus, reflected on the outside by a
layer of graphite bricks and on the inside by approximately 110,000 graphite spheres.
The core contains approximately 330,000 60-mm diameter fuel spheres. Each has a
graphite-clad, 50-mm diameter, graphite matrix containing 0.5-mm diameter UC>2
fuel particles surrounded by refractory layers of graphite and silicon carbide. The
fuel is stable at temperatures as high as 2000 °C, well above core temperatures even
in a worst-case loss-of-coolant accident. Helium flows through the pebble bed and
drives a gas turbine for power generation.

General Atomics (GA) is the industrial pioneer of the Gas Turbine-Modular
Helium Reactor (GT-MHR), an ultra-safe, melt down-pro of, helium-cooled reactor,
with refractory-coated particle fuel. In early 1995, GA and Russia's Ministry of
Atomic Energy (MINATOM), in cooperation with Framatome and Fuji Electric,
began a joint program to design and develop the GT-MHR for use in Russia in
the destruction of weapons-grade plutonium and replacement of plutonium produc-
tion reactors in the Russian Federation. A typical GT-MHR module, rated at 600
MW(t), yields a net output of about 285-MW(e). The reactor can be fueled with
uranium or plutonium.

11.5 The Nuclear Fuel Cycle
The several stages involved in the processing of nuclear fuel from its extraction
from uranium ore to the ultimate disposal of the waste from a reactor is called the
nuclear fuel cycle. A schematic of this cycle for LWRs is shown in Fig. 11.23. In this
figure, the cycle shown in by the solid boxes and arrows (i.e., ignoring the dashed
line components) is the once-through cycle, currently used by all power plants in
the United States.

The once-through cycle begins with the mining of uranium ore either by shaft
mining and, more commonly, by open-pit mining. The uranium is extracted from
the ore in a milling process to produce "yellow cake" which is about 80% UsOg.
Before the uranium can be used in modern LWRs, the 235U content must be enriched
from its natural isotopic abundance of 0.720 a% to about 3 a%. The first step
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Figure 11.23. The nuclear fuel cycle for LWRs without fuel recycle (solid boxes)
and with uranium and plutonium recycle (solid plus dashed elements).

Table 11.4. The annual ma-
terial requirements and produc-
tion (in kg) for a typical 1000
MW(e) PWR. Source: Lamarsh
and Baratta [2001].

in the enrichment process is the conversion of UsOg to UFg, a substance that
becomes gaseous at relatively low temperatures and pressures. The gaseous UFg is
then processed to separate 235UF6 molecules from the far more abundant 238UFe
molecules. The enrichment techniques are discussed later in Section 11.5.2. After
UFe has been isotopically enriched to about 3 a%, it is converted to ceramic UC>2
pellets which are then used in the fuel rods of LWR reactors.

Every one to two years, a LWR is shutdown
for several weeks, during which time about one-
third of a PWR's fuel and about one-quarter of
a BWR's fuel is replaced and the older remain-
ing fuel is shuffled inward towards the center
of the core. The fuel assemblies removed from
the core are initially submerged for a few years
in a spent-fuel storage pool where the water
safely removes the decay heat produced by the
radioactive decay of the fission products. Af-
ter several years, the spent fuel assemblies may
be transferred to a long-term spent-fuel storage
pool or to dry spent-fuel storage casks at a fa-
cility outside the plant. By now the greatly re-
duced decay heat can be convectively removed
by only the gas in the casks. Eventually, it is
planned to place the waste in these spent-fuel
assemblies into a permanent waste repository
(see Section 11.5.3). The annual uranium needs
and production of other elements in a typical

Mining/Milling output
U in UaOs

Conversion output:
U in UFG

Enrichment output:
235 TJ
238 ,j

U tails (0.2 %)
Reactor Output:

235 TJ

total U
Pu (fissile)
total Pu
total U+Pu
fission products

150,047

149,297

821
27,249

121,227

220
25,858

178
246

26.104
873
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1000 MW(e) PWR are listed in Table 11.4. The data in this table are based on
an assumed plant capacity factor of 0.75, i.e., the production of 750 GWy of elec-
trical power, and on an assumed 0.2% enrichment in the tailings discarded by the
enrichment process.

The fuel removed from a reactor, besides containing radioactive fission products
also contains significant amounts of residual 235U and fissile 239Pu and 241Pu (see
Table 11.4). In principle, these fissile isotopes can be extracted from the spent
fuel and recycled back into new mixed oxide fuel for a LWR. The fuel cycle with
such recycling is shown in Fig. 11.23 with the addition of the dashed components.
The use of recycling of fissile isotopes in spent fuel can reduce the lifetime UsOg
requirements by about 45%. However, the economics of such recycling are uncertain
and political concern over the possible diversion of recycled plutonium for terrorist
bombs so far has prevented recycling in the United States. Nevertheless, the annual
discarding from a LWR of 220 kg of 235U and the 180 kg of fissile plutonium isotopes
represents an energy equivalent of about 1.3 million tons of coal. Thus there are
strong energy incentives to adopt recycling.

11.5.1 Uranium Requirements and Availability
To fuel existing nuclear power plants, uranium must first be extracted from natural
deposits and converted into a form suitable for use in a reactor. In this section the
uranium needs of LWRs and the availability of uranium are discussed.

Uranium Needs for LWRs
Currently, uranium is extracted from ores containing uranium bearing minerals of
complex composition. High grade ores contain about 2% uranium with medium-
grade ores ranging from 0.1 to 0.5% uranium. To extract uranium from its ore, mills
near the mining areas use either chemical leaching or solvent extraction techniques
to produce yellow cake, which is about 80% UsOs- The yellow cake is then shipped
to other facilities where it is purified and converted into uranium dioxide (UO2)
or uranium hexafluoride (UFg). The tailings left at the milling site still contain
considerable uranium and, consequently, emit relatively large amounts of radon.
To mitigate radon releases, the tailing can be either placed underground or capped
with a thick earthen barrier.

From the data in Table 11.4, it is seen that a lOOO-MW(e) LWR with a 75%
capacity factor requires about 150 tonnes of new natural uranium each year if the
once-through fuel cycle is used. This amounts to 4500 tonnes of uranium over the
30-y lifetime of such a plant. With plutonium and uranium recycling, about 80
tonnes of new uranium are needed per year or 2400 tonnes over the lifetime of the
plant.2 By contrast, a liquid-metal fast breeder reactor of the same capacity has a
lifetime requirement for natural or depleted uranium of about only 40 kg (assuming
mixed oxide fuel recycling), since such a reactor produces more fissile fuel than it
consumes.

2These uranium requirements are based on the depleted uranium produced in the enrichment
process having a 235U enrichment of 0.2 wt%. Less new uranium would be required if a lower,
but more expensive, tailing enrichment were used.

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



Uranium Availability
In 2000 there was a worldwide installed nuclear power capacity of about 340 GWe.
Since a 1 GWe LWR has a lifetime need of about 4500 tonnes of uranium, and since
most reactors are LWRs. this installed capacity represents a uranium need of about
340 x 4500 = 1.5 x 106 tonnes The global nuclear capacity is expected to increase
to between 415 and 490 GWe by 2010, and even more uranium will be needed.
An obvious question is how much uranium will be available for the future needs of
nuclear power.

Most of the uranium needed for reactor fuel during the next 20 to 30 years will
come from reasonable assured deposits from which uranium can be produced for
no more than $130 per kg. Such resources as estimated to total about 4 x 106

tonnes, 80% of which are in North America, Africa and Australia [Lamarsh and
Baratta 2001]. In addition, there are resources that are more speculative whose
estimate is based on geological similarities of similar ore deposits and other indirect
evidence, that suggest additional uranium resources can be realized. Such specula-
tive resources have been estimated (for production costs of less than $130 per kg)
at about 11 x 106 tons worldwide with about 1.4 x 106 tons in the United States
[Lamarsh and Baratta 2001]. However, few of these speculative reserves will be
developed within the next thirty decades.

At higher production costs, much more uranium can be obtained since ore with
more dilute uranium concentrations can be exploited. There are many low grade
uranium deposits containing enormous quantities of uranium. For example, a shal-
low geological formation known as Chattanooga shale underlies six Midwestern
states. This shale contains an estimated 5 x 106 tonnes of uranium with concentra-
tions up to 66 ppm. Indeed, an area of just 7 miles square of this shale contains the
energy equivalent of all the world's oil [Lamarsh and Baratta 2001]. Other simi-
lar formations containing significant amounts of low-concentration uranium exist in
many other countries. However, none of these resources are presently economically
useful.

From the elemental abundances listed in Table A.3, we see that uranium is
almost 700 times more abundant than gold and 6 times more abundant than iodine
in the earth's crust. Within the first 10 km of the earth's crust, there are about
5 x 1013 tonnes of uranium. Of course, only a small fraction of this can be recovered
economically. Uranium, because of its high solubility in an oxidizing environment,
is also relatively abundant in sea water (0.0032 mg/L). All the oceans of the world
contain about 4 x 109 tonnes of uranium. However, no economically feasible method
has yet been devised to extract uranium from the sea.

11.5.2 Enrichment Techniques
There are many methods by which elements can be enriched in a particular isotope.
Many techniques have been proposed for enrichment or separation of an isotope from
its element. Several have been developed and demonstrated to be economically
feasible. Generally, the lighter the element, the easier (and less costly) it is to
separate the isotopes. In this section several of the more important methods for
enriching uranium in 235U are summarized.
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Gaseous Diffusion
The gaseous diffusion method was the first method used to enrich uranium in 235U
to an exceedingly high level (> 90%) so that atomic bombs could be constructed.
Today it is the primary method used to enriched uranium to about 3% as needed
for LWRs.

Uranium, whose isotopes are to be separated, must first be incorporated into
a molecule such as UFs, which is gaseous at only slightly elevated temperatures.
Fluorine has only the single stable isotope 19F so that the mass difference of 235UF6

and 238UFe is due only to the mass difference in the uranium isotopes. The basis of
gaseous diffusion enrichment is to find a porous membrane with pores sufficiently
large to allow passage of the molecules but prevent bulk gas flow. In a container
with two regions separated by such a membrane, the UFe molecules are pumped
into one region. The 235UFe molecules travel faster than the 238UF6 molecules,
strike the membrane more often, and preferentially are transmitted through the
membrane into the second region. The gas extracted from the second region is thus
enriched in 235U.

In gaseous diffusion enrichment of UFe membranes of nickel or of austenitic
stainless steel are used. However, because the mass difference between 235UF6 and
238 UFe is so small, each gaseous diffusion cell or stage has but a small enrichment
capability. Thus, hundreds of such diffusion-separation stages must be intercon-
nected such that the output UFg from one cell becomes the input of another cell.
This cascade technology, which requires enormous amounts of electricity to pump
and cool the gas, has been used by France, China, and Argentina as well as the
United States to obtain enriched uranium.

Gas Centrifuge
Gas molecules of different masses can be separated by placing the gas in a rotor
container and spinning it at high speed. The centrifugal force causes the molecules
to move toward the outer wall of the rotating container where the lighter molecules
are buoyed up and moved slightly away from the rotor wall by the heavier molecules
adjacent to the wall. This technique works more effectively when there is a large
percentage difference between the molecular masses. Indeed, it was first used in the
1930s to separate isotopes of chlorine.

Because of the small mass difference between 235UF6 and 238UFe, the capability
of a single centrifuge to separate 235UFe from 238UFe is not large. Like gaseous
diffusion cells, many gas centrifuges must be connected together in cascades to
achieve the necessary enrichment for nuclear fuel. The great advantage of uranium
enrichment by gas centrifuges is that it requires only a few percent of the electrical
energy needed by gaseous diffusion plants of the same enrichment capacity. At least
nine countries have developed uranium enrichment facilities using gas centrifuges.

Aerodynamic Separation
In this enrichment process, a mixture of hydrogen and uranium hexafluoride is
subjected to strong aerodynamic forces to separate 235UF6 from 238UF6. In one
variation, the gas flows at high speed through a curved nozzle. During passage
through this curved nozzle, the heavier 238UFg preferentially moves towards the
outer wall (surface with the larger radius) of the nozzle. An appropriately placed
sharp divider at the nozzle exit then separates the two uranium isotopes. Although
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this curved nozzle technique has a better separation ability than a gas centrifuge
cell, it has not yet proven to be economically superior.

An alternative aerodynamic technique introduces a mixture of hydrogen and
uranium hexafluoride at high speed through holes in the side wall of a tube. The
tube narrows towards the exit, and as the gas flows down the tube, it spirals with
increasing angular speed so that 238UFe is preferentially forced to the tube surface
where it is extracted. The lighter 235UF6 is left to exit the tube. A plant using
this technique has been successfully operated in South Africa, but was found to be
economically impractical.

Electromagnetic Separation
In this process, ionized uranium gas is accelerated by an electric potential through a
perpendicular magnetic field. The magnetic field deflects the circular trajectories of
235|j-p6 anc| 238|jpe |Q different extents. Two appropriately placed graphite catchers
receive the two uranium isotopes. The great advantage of this method is that
complete separation can be achieved by a single machine.

This technique was developed at Oak Ridge, TN during World War II for ob-
taining highly enriched uranium for the atom bomb project. However, it has proven
to be more costly than gaseous diffusion enrichment and is no longer used for en-
riching nuclear reactor fuel. However, such magnetic separation devices, known
as cyclotrons are routinely used today in medical facilities to extract radioactive
isotopes of lighter elements for use in nuclear medicine.

Laser Isotope Separation
A recent enrichment technique uses the small difference in the electron energy levels
of 235U and 238U caused by the different masses of their nuclei. For excitation
of a particular electron energy level in 235U and 238U, this isotope shift is about
0.1 x 10~8 cm (10 nm) for light of wavelength 5027.3 x 10~8 cm, corresponding to
a photon energy difference of 49.1 /ieV about an energy of 0.0246 eV. Lasers with a
bandwidth of 10 prn at this frequency are available, so that one of the isotopes can
be selectively excited.

To separate 235TJ from 238U, uranium in a vacuum chamber is first vaporized with
an energetic electron beam. Then a laser beam of precisely the correct frequency to
excite 23t)U. but not 238U. is passed back and forth through the chamber. A second
laser beam is then used to ionize the excited 235U whose ion is subsequently removed
by electric fields in the chamber without disturbing the vaporized, but still neutral,
238U atoms. The same technique can also be applied to the selective ionization of
UFg gas. Laser enrichment technologies are currently being actively developed.

11.5.3 Radioactive Waste
Radioactive waste is generated in all portions of the nuclear fuel cycle, ranging from
slightly contaminated clothing to highly active spent fuel. The goal of radioactive
waste management is to prevent any significant waste activity from entering the
biosphere before the radionuclides have decayed to stable products. Clearly, the
sophistication of the technology required for the safe sequestration of the radwaste
depends on both the number, or activity, and the half-lives of the radionuclides
in the waste. For example, low-activity radwaste with half-lives of a few days can
be retained for several weeks to allow the activity to decay to negligibly levels and
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then disposed of as ordinary (non-radioactive) waste. By contrast, some waste from
spent fuel must be contained safely for hundreds of thousands of years.

Classification of Radioactive Wastes
There is no universally accepted classification of the many different types of radioac-
tive wastes generated in our modern technological world. Several different national
standards exist. However, for our discussion of the nuclear fuel cycle, the following
classification scheme is useful to distinguish among the different radioactive wastes
encountered.

High Level Waste (HWL): These are the fission products produced by power
reactors. They are separated from spent fuel in the first stage of fuel re-
processing and are appropriately named because of their very large activity.
In the once-through fuel cycle, spent fuel itself is discarded as waste and hence
also classified as HLW, even though it also contains fissile fuel and transuranic
isotopes.

Transuranic Waste (TRU): These wastes are composed of plutonium and
higher Z-number actinides and have an activity concentrations greater than
100 nCi/g. Such wastes are generated primarily by fuel reprocessing plants
where transuranic fissile isotopes are separated from the fission products in
spent fuel.

Mine and Mill Tailings: These are wastes from mining and milling operations
and consist of low levels of naturally occurring radioactivity. The primary
concern is the radioactive radon gas emitted from these wastes.

Low Level Waste (LLW): This is waste that has low actinide content (< 100
nCi/g) and sufficiently low activity of other radionuclides that shielding is not
required for its normal handling and transportation. This waste can have up
to 1 Ci activity per waste package, but is generally of lesser activity distributed
over a large volume of inert material. Such waste is usually placed in metal
drums and stored in near-surface disposal sites.

Intermediate Level Waste (ILW): This category is rather loosely defined as
wastes not belonging to any other category. This waste may contain > 100
nCi/g of transuranic actinides and, generally, requires shielding when handled
or transported. Such wastes typically are activated reactor materials or fuel
cladding from reprocessing.

11.5.4 Spent Fuel
By far the most problematic of all radioactive wastes is that of spent fuel. During
the three to four years a uranium fuel rod spends in a power reactor, much of
the 235U and a small amount of the 238U are converted into fission products and
transuranic isotopes. The typical conversion of uranium to these products in a LWR
is summarized in Table 11.5.

Of the hundreds of different radionuclides produced as fission products, only
seven have half-lives greater than 25 years: 90Sr (29.1 y), 137Cs (30.2 y), "Te
(0.21 My), 79Se (1.1 My), 93Zr (1.5 My), 135Cs (2.3 My), and 129I (16 My). The
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Table 11.5. Composition (in atom-%) of the
uranium in LWR fuel before use and the resid-
ual uranium and nuclides created by fission and
transmutation after use. After Murray [2001].

New Fuel

Nuclide Percent

238 U 96.7
235 U 3.3

Spent Fuel

Nuclide

238 u

235 u

236 u

239 pu

240pu

241 Pu
242 pu

fiss. products

Percent

94.3
0.81
0.51
0.52
0.21
0.10
0.05
3.5

latter five, with such long half-lives, are effectively stable, and thus the long-term
activity of fission-product waste is determined solely by 137Cs and 90Sr (in secular
equilibrium with its 54-hour half-life daughter 90Y). After 1000 years, the fission-
product activity will have decreased by a factor of exp[—(1000 y In2)/30 y] ~ 10~10,
an activity less than the ore from which the uranium was extracted.

However, some transuranic isotopes in the spent fuel have much longer half-lives
than 90Sr and 137Cs, notably 239Pu with a 24,000 y half-life. It is these transuranic
actinides that pose the greatest challenge for permanent disposal of spent fuel,
requiring isolation of this HWL from the biosphere for several hundred thousand
years.

Spent fuel reprocessing, as currently practiced by some countries such as France
and England, allows fissile isotopes to be recovered and used in new fuel. In addition,
this reprocessing of spent fuel allows the fission products to be separated from
the transuranic radionuclides. As discussed above, storage of the fission products
requires isolation for only about a thousand years; the transuranic nuclides can be
recycled into new reactor fuel and transmuted or fissioned into radionuclides with
much shorter half-lives. Although spent-fuel reprocessing can greatly reduce the
length of time the radioactive waste must be safely stored, it poses nuclear weapon
proliferation problems since one of the products of reprocessing is plutonium from
which nuclear weapons can be fabricated. By keeping the plutonium in the highly
radioactive spent fuel, it is less likely that it will be diverted and used for weapons.
For this reason the U.S. currently elects not to reprocess its spent fuel.

In addition to fission products and transuranic nuclides. spent fuel accumulates
radioactive daughters of the almost stable 238U and 235U. which were also present
in the original uranium ore (see Figs 5.19 and 5.20).

HLW Disposal
If the spent fuel is reprocessed, the moist chemical slurries containing the separated
fission products are first solidified by mixing the waste with pulverized glass, heating
and melting the mixture, and pouring it into canisters where it solidifies into a glass-
like substance from which the radionuclides resist leaching by water. If the spent fuel
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rods are not to be reprocessed, the fuel assemblies can be placed in a container for
ultimate disposal or, alternatively, the rods can be bundled together in a container
and consolidated into a single mass by pouring in a liquid metal such as lead to fill
the void regions.

The resulting solidified HLW is then placed in a permanent waste repository
where it will be safely contained until virtually all the radionuclides have decayed
into stable products. How such isolation may be achieved for the many tens of
thousand of years has been the subject of much study and public debate. Some
proposed HLW disposal techniques are summarized in Table 11.6.

Although no permanent HLW repository has yet been placed in service, most
countries, including the USA, are planning on using geological isolation in mines. In
the USA several sites around the country were investigated for geological suitability
as a national HLW repository. Congress mandated in 1987 that the national USA
HLW repository is to be established at Yucca Mountain about 160 km north of Las
Vegas, Nevada, near the Nevada test site for nuclear weapons. Favorable character-
istics of this site include a desert environment with less than seven inches of rain a
year, a very stable geological formation, with the repository 2000 ft above the water
table, and a very low population density around the site. Although no HLW waste
has been stored at the Yucca Mountain repository, extensive site characterization
and numerous experiments have been performed to validate the suitability of this
site.

As presently envisioned, spent fuel assemblies would arrival by rail at Yucca
Mountain, be placed in storage containers consisting of a 2-cm inner shell of a nickel
alloy that is very resistant to corrosion and a 10-cm thick outer shell of carbon steel.
The waste containers would then be placed in concrete-lined horizontal tunnels in
the repository atop support piers that allow uniform heat flow from the containers.
Initially, the waste packages could be retrieved; but, at some future date, the storage
chambers would be backfilled, after possibly coating the packages with a ceramic
shield. With these multiple barriers around the spent fuel, it is expected that no
water would reach the waste for at least 10,000 years.

Disposal of LLW and ILW
Besides the HWL of spent fuel rods, a nuclear power plant also generates a much
greater volume of solid LLW, about I m3 per 10 MW(e)y of electrical energy pro-
duction. This waste consists of slightly contaminated clothing, tools, glassware,
and such, as well as higher activity waste from resins, demineralizers, air filters
and so on. This solid waste is usually placed in drums and transported to a LLW
repository where the drums are placed in near-surface trenches designed to prevent
surface water from reaching the waste. A 1000 MW(e) nuclear power plant typically
generates several hundred LLW drums a year.

Nuclear power plants also produce liquid LLW containing primarily tritium,
which is readily incorporated into water as HTO molecules. It is not economically
feasible to concentrate or separate the very small amount of HTO involved, and
consequently such tritiated waste water is usually diluted to reduce the activity
concentration and then dispersed safely into the environment since the amounts
involved are dwarfed by the natural production of tritium.
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Table 11.6. Possible permanent HLW disposal strategies.

HLW Disposal Concept Comment

Geological Disposal in Mines: Put waste
in underground mined chambers, backfill
chambers, and eventually backfill arid close
the mine.

Seabed Disposal: Let waste canisters fall
into the thick sediment beneath the seabed
floor in deep ocean waters. Modifications in-
clude placing waste in deep holes drilled in
the seabed or in subduction zones at edges of
tectonic plates so that the waste is eventually
drawn deep into the earth's mantle.

Deep Hole Disposal: Place waste in deep
holes, e.g., 10 km deep, so the great depth
will isolate the waste from the bioshpere.

Space Disposal: Launch waste into inter-
stellar space, into a solar orbit, or into the
sun.

Ice Cap Disposal: Place waste canisters
on the Antartic ice cap. The decay heat will
cause the canister to melt deep into the ice
cap coming to rest on the bed rock. Re-
freezing behind the canister isolates the waste
from the biosphere.

Rock Melting Disposal: Place waste in a
deep hole where the decay heat will melt the
surrounding rock and waste. Upon eventual
refreezing, the waste will be in a stable solid
form.

Injection into Wells: Inject wastes as liq-
uids or slurries into deep wells using technol-
ogy similar to that used in the oil and gas
industry.

Waste Processing and Transmutation:
Chemically separate the fission products from
the actinides (TRU). Then use a reactor or
accelerator to transmute the TRU into higher
actinindes that decay more rapidly by sponta-
neous fission into relatively short-lived fission
products.

This is the current U.S. planned disposal
method. It requires long-term seismically sta-
ble geological formation and the exclusion of
ground water from the waste.

Tests in the 1980s showed such seabed dis-
posal is feasible with very low diffusion of ra-
dionuclides in the sediment. There are obvi-
ous environmental concerns. Also using inter-
national waters presents legal/political diffi-
culties, and inaccessibility makes monitoring
or recovery difficult.

Drilling such deep holes is likely to be very
expensive and is currently beyond current
drilling technology.

Weight of the encapsulation to prevent vapor-
ization in the atmosphere should launch fail
makes this option very expensive.

There are important economic uncertainties
and obvious environmental concerns. More-
over, the use of Antartica poses difficult po-
litical problems.

This technology is not well developed. Ge-
ological and environmental concerns are not
vet addressed.

This scheme is used by some countries for
LLW; but liquid waste can migrate in under-
ground formations and their long-term safe
isolation from the biosphere is not certain.

This process converts the long-lived waste
into fission products that need be stored
safely for only several hundred years. This
technology requires fuel reprocessing and the
economic costs may be prohibitive.
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Finally, it should be mentioned that a modern hospital using nuclear medical
procedures also generates large quantities of LLW, often more than a nuclear power
plant. Such hospital wastes consist of 3H, 14C and other radioisotopes that decay
rapidly. Thus, after storage for a few weeks, only 3H and 14C remain. The amounts
of these radioisotopes are negligibly small compared to their natural occurrence in
the environment and could safely be disposed of by incineration and dilution of the
exhaust gases. However, they are usually disposed of by shipping them to a LLW
repository.

11.6 Nuclear Propulsion
Small power sources that can operate for extended periods without refueling are
ideal for propulsion of vehicles that must travel large distances. Nuclear reactors
are such power sources, and much development has gone into their use for propul-
sion. In the 1950s, the U.S. developed many designs and even some prototype
reactors for nuclear powered aircraft. However, the obvious hazards posed by air-
borne nuclear reactors precluded the construction of such aircraft and this effort is
now remembered as an interesting footnote in the history of nuclear power.

Today, nuclear power reactors are being planned as power sources for space
missions, both as an electrical power source (see the next chapter) as well as a
source of propulsion for deep space missions. However, by far the most successful
use of nuclear power for propulsion has been in ships, particularly in modern navies.

11.6.1 Naval Applications
The potential of nuclear power for ships was immediately recognized. The ability
of a nuclear powered ship to travel long distances at high speeds without refueling
was highly attractive to the military. Moreover, a nuclear submarine could remain
submerged almost indefinitely since the reactor needed no air, unlike the diesel
engines used to charge batteries in a conventional submarine.

In 1946 the legendary Admiral Rickover assembled a team to design and build
the first nuclear-powered ship, the submarine Nautilus. This prototype submarine
used a small water-moderated pressurized reactor with highly enriched uranium
fuel. In this design, the primary pressurized liquid water passes through a steam
generator where secondary water boils and the steam is used to turn a turbine which,
in turn, drives the propeller shafts of the submarine. The Nautilus was launched in
1954 and soon broke many submarine endurance records. It was the first submarine
to reach the north pole by traveling under the Arctic ice cap, it travelled extended
distances at speeds in excess of 20 knots, and travel almost 100,000 miles on its
second fuel loading.

Nuclear submarines can travel faster underwater than on the surface and can
travel submerged at speeds between 20-25 knots for weeks on end. By comparison,
conventional World War II submarines could travel only a maximum speed of eight
knots submerged and do so for only an hour before needing to surface to recharge
their batteries. In 1960, the nuclear submarine Triton followed the route taken by
Magellan in the sixteenth century to circumnavigate the world. The 36,000 mile
voyage took Magellan nearly three years; the Triton completed the trip, entirely
submerged, in 83 days! Nuclear power has revolutionized the strategic importance
of submarines with their capability to launch missiles while submerged and to hunt
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submerged enemy submarines. At the end of the cold war in 1989. there were 400
nuclear-powered submarines, either in operation or being built. Russia and the
U.S. had in operation over 100 each, with the UK and France less than 20 each and
China six. About 250 of these submarines have been scrapped or their construction
cancelled as a result of weapons reduction programs. Today there are about 160
nuclear submarines in operation.

Nuclear powered surface vessels have also been added to the navy. Both the
Soviet Union and the U.S. have deployed nuclear-powered cruisers, and several
countries, including the U.S., have nuclear-powered aircraft carriers. The U.S. has
the most nuclear-powered aircraft carriers, the first being the 1960 USS Enterprise
powered by eight reactors, followed by nine other carriers with two reactors each.

All naval reactors are PWRs with compact cores fueled by rods composed of a
uranium-zirconium alloy using highly enriched uranium (originally about 93% but
today about 20 25% in the U.S. cores and about 50% in Russian cores). The cores
can operate for 10 years without refueling, and newer designs produce cores with
lifetimes of 30-40 years in submarines and 50 years in aircraft carriers. Maximum
thermal power of these cores ranges up to 190 MW in large submarines and surface
ships. The Russian. U.S., and British vessels use secondary-loop steam to drive a
turbine which is connected, through a gearbox, to the propeller shafts. By contrast,
the French and Chinese use the turbine to generate electricity for motor driven
propeller shafts. All surface vessels since the Enterprise and all Russian submarines
use two reactors; all other submarines are powered by a single reactor.

11.6.2 Other Marine Applications
The same benefits that nuclear power gives naval ships also apply to civilian ships.
For cargo ships, nuclear power eliminates the need for oil fuel tanks or coal bins
thereby making more space available for cargo. Also the higher cruising speeds and
the greatly reduced time needed for refueling allow better ship utilization. Three
nuclear merchant ships have been built and commissioned.

In 1959 the U.S. launched the NS Savannah a demonstration freighter which
could also carry passengers (60 cabins). The Savannah was almost 600 feet long
with a displacement, when fully loaded, of 20,000 tons. Her cruising speed was 21
knots and was powered by a pressurized reactor using 4.4% enriched fuel and with
a maximum thermal power of 80 MW. This first nuclear-powered commercial vessel
was intended as a demonstration of the peaceful uses of nuclear energy and made
many goodwill voyages to ports around the world for several years in the 1960s. It
was decommissioned in 1970.

Germany built and operated Western Europe's first nuclear merchant ship, the
Otto Hahn. This demonstration vessel used a pressurized water reactor, which was
very similar to that used in the Savannah. The Otto Hahn sailed some 650,000
miles on 126 voyages over ten years without experiencing any technical problems.
However, because of its high operation expense, it was converted to diesel power.

Japan launched the nuclear-power merchant ship Mutsu in 1962. This mer-
chant ship also used a pressurized water reactor and was operated for several years.
However, it suffered both technical and political problems, and was prematurely
decommissioned arid now resides at a naval museum.
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From these three demonstration merchant vessels, several other advanced and
larger nuclear-powered merchant marine vessels were designed. However, no
nuclear-powered merchant ship operates today, primarily because of the large cap-
ital costs associated with nuclear ships compared to diesel-powered ships.

There is one country that has found nonmilitary ships to be technically and
economically feasible. To keep its northern shipping lanes open in the winter, Russia
operates several icebreakers. Ice breaking requires powerful ships which consume
large amounts of energy. Diesel-powered icebreakers need frequent refueling and
thus cannot navigate the entire Arctic basin. In 1959 the world's first nuclear-
powered icebreaker, the Lenin, joined the Arctic fleet and remained in service for
30 years, although new reactors were fitted in 1970. Russia has since built several
other nuclear-powered icebreakers. The large, two-reactor, Arktika-class icebreakers
are used in deep Arctic waters. Such an icebreaker was the first surface ship to
reach the North Pole. For shallower waters, Russia is now building the one-reactor,
Taymyr-class icebreakers.

Although today non-military marine nuclear propulsion is not economically fea-
sible, the U.S. nuclear navy has benefited the nuclear-electric industry in two im-
portant ways. Much of the technology developed for naval reactors has been widely
used in the design of civilian pressurized-water power reactors. Also many highly
skilled personnel in the civilian nuclear power industry have obtained their nuclear
background from earlier service in the nuclear navy.

11.6.3 Nuclear Propulsion in Space
Because the energy content of nuclear fuel in a reactor is about 108 times that in an
equal mass of chemical reactants, nuclear fission power offers far greater propulsive
capability than conventional chemical rockets, and, consequently, is ideally suited
for deep space missions. Although no nuclear space propulsion systems have yet
been launched, there have been extensive design studies and even ground tests of
various ways of converting nuclear fission energy into propulsive thrust.

Two basic approaches are being pursued. The first called nuclear thermal propul-
sion mimics conventional chemical rockets in which reactants are combined to pro-
duce high-temperature gases which are allowed to escape at high speed from the rear
of the rocket. An alternative, called electric propulsion, is first to convert nuclear
thermal energy into electrical energy and then to use this energy in electromagnet
devices to eject atoms at very high speeds from the rear of the spacecraft.

rocket mass M

Figure 11.24. Rocket of mass M ejecting a mass of — dM of hot
gas with speed ve in a time interval dt.
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Thermal Propulsion
In thermal propulsion, a hot gas. whose atoms or molecules are moving with high
speeds, is allowed to expand through the rocket nozzle and escape into space behind
the rocket, thereby, providing a forward thrust. To understand the basic physics,
consider a rocket of mass M that emits, in time dt. a mass —dM from its rear with
a speed ve (see Fig. 11.24). Here dM is the mass loss of the rocket, a negative
quantity. This gas release increases the rocket's speed by dv. From the principle of
conservation of linear momentum, the gain in momentum of the space craft, M dv,
must equal the momentum of the emitted gas, (—dM)ve. namely. M dv = (—dM)ve.
From this relation we obtain

"M l • (11.2)

Integration of this differential equation from the rocket's initial state, when it had
mass M0 and speed c0, to the time it has mass M(v] and speed v. yields

•A f ( t l ) dM }
(11.3)

ve

from which wre obtain

^M=cxp[-(i;-7;0)A»e]. (11.4)
M0

The fuel mass consumed to give the rocket a speed v is

(11.5)

From this result we see that the fuel mass needed for a given increase in speed of
the rocket, v — v(). decreases as the speed of the ejected exhaust atoms or molecules
increases. The average molecular speed in a gas in thermal equilibrium at an ab-
solute temperature T is ve = ^/(8kT)/(TtA'le), where Me is the mass of the exhaust
gas molecules and k is Boltzmann's constant (1.3806503 x 10~23 J K"1). Because
ve is proportional to -\/T/AIe. to reduce the amount of fuel needed to achieve a
rocket speed v, the temperature of the ejected gas must be increased and/or the
molecular weight of the exhaust molecules must be decreased.

Present chemical rockets used for space launches combine liquid hydrogen with
the oxidizer 1)2 to produce water (H2O) as the exhaust gas with a molecular weight
of 18. By using nuclear reactors to heat hydrogen molecules (molecular weight 2)
to the same temperature, the mass of the escaping hydrogen molecules would be
nine times smaller, requiring almost three times less fuel for the rocket to achieve
the same speed.

A very useful figure of merit for a rocket engine is the specific impulse Isp defined
as the thrust or force F exerted by the engine to accelerate the rocket divided by
the fuel mass consumption rate (equal to the rate at which mass is lost by the rocket
—dM/di}. The thrust is found from Eq. (11.2) by dividing by dt. namely,

Hence the specific impulse is

(11.7)
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To create a thermal nuclear rocket engine, a reactor core composed of heat
resistant material such as graphite is cooled by pumping liquid hydrogen through
components around the core to keep them cool, and then the resulting hydrogen gas
enters channels in the core where it is heated to a temperature as high as the core
can withstand. The hot hydrogen gas then expands through a nozzle to produce
the rocket thrust.

Thermal nuclear engines were considered as early as 1946 for the initial designs of
Intercontinental Ballistic Missiles (ICBMs); however, conventional chemical rockets
were selected. In the early 1950s nuclear engines were again considered by the U.S.
Air Force for nuclear powered aircraft as well as for rocket use. In 1956 project
Rover was begun at Los Alamos National Laboratory culminating in several tests
of the Kiwi reactor engine. In the late 1950s, the Air Force lost interest in nuclear
rockets since the chemically propelled ICBMs had proven themselves. With the
launching by the Soviet Union in 1957 of Sputnik I, the National Aeronautics and
Space Administration (NASA) developed an interest in nuclear rockets and the
NERVA (Nuclear Engine for Rocket Vehicle Application) Program was started in
1960. A series of rocket engines, named Kiwi, NRX, Phoebus, Pewee, and XE',
were built and tested throughout the 1960s at the Nuclear Rocket Development
Station in Nevada. The NERVA program convincingly demonstrated the technical
feasibility of thermal nuclear rocket engines; but it was terminated in 1973 when
NASA withdrew its support.

During the NERVA program several fuels were developed for graphite-
moderated, once-through, hydrogen-cooled reactor cores.

• Beaded loaded graphite consisted of a graphite matrix containing a multitude
of very small spheres of fuel coated with pyrocarbon. Reactor tests with this
fuel achieved a temperature of 2500 K for 1 hour.

• A composite fuel of 30-35 volume% of UC.ZrC dispersed in graphite. This
fuel could sustain temperatures of 2700 K for at least an hour.

• A pure carbide fuel such as UC.ZrC could maximize the reactor's time-temper-
ature performance. However, this fuel is difficult to fabricate and insufficient
testing was done. Temperatures around 3000 K are thought possible with this
fuel, yielding a specific impulse Isp of nearly 9.5 km/s, compared to chemical
rocket engines which have specific impulses ranging from 1.5 to 4.5 km/s.

Although nuclear rockets are not used today, partially because of the present
emphasis on near-earth manned space missions, NASA has a manned mission to
Mars scheduled for 2014. To move the spacecraft between Earth and Mars, a
NERVA-type nuclear engine would greatly reduce the transit time to Mars and
back compared to using chemical engines.

Electric Propulsion
An alternative to thermal nuclear rockets is first to convert thermal energy from
a reactor to electrical energy (see the next chapter), and then use this electrical
energy to accelerate ions to very high speeds, passing them through a neutralizer in
the rocket nozzle, to produce a beam of very fast moving neutral atoms leaving
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the rocket engine and producing a forward Table 11.7. Specific impulses
thrust. Several technologies have been pro- of Different rocket engines. After

i r . . . - , r . . / - i \ , i [NiehofF and Hoffman!.
posed tor creating the last ions: (1) thermo- l

r

electric heating in which electricity is passed
through the propellant to ionize and heat the
gas, (2) electromagnetic devices to confine,

heat and accelerate a plasma of the propellant i t th 1 8-12
ions, and (3) electrostatic devices that accel- . ,. „„ _„v ' electromagnetic 20-50
erate the ions between two electric grids as in , ^ , , . oc inn0 electrostatic 35-100
an ion accelerator.

Engine Type Isp (km/s)

chemical 1.5-4.5
thermonuclear 8.3-9.2

Such electric rocket engines produce very
low thrusts but also have very small fuel flows and high exhaust speeds ve and,
hence, high specific impulses Isp (see Table 11.7). Design and construction of electric
propulsion systems began in the 1940s and by 1990 more than 80 such systems were
tested in orbital missions, the majority by the Soviet Union.
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PROBLEMS

1. In a BWR or PWR, steam is generated with a temperature of about 290 °C.
If river water used to receive waste heat has a temperature of 20 °C, what
is the maximum possible (ideal) conversion efficiency of the reactor's thermal
energy into electrical energy? Nuclear power plants typically have conversion
efficiencies of 34%. Why is this efficiency less than the ideal efficiency?

2. A 1000 MW(e) nuclear power plant has a thermal conversion efficiency of 33%.
(a) How much thermal power is rejected through the condenser to cooling
water? (b) What is the flow rate (kg/s) of the condenser cooling water if the
temperature rise of this water is 12 °C? Note: specific heat of water is about
4180 J kg"1 CT1.

3. What are the advantages and disadvantages of using (a) light water, (b) heavy
water, and (c) graphite as a moderator in a power reactor.

4. Why are the blades of a low-pressure turbine larger than those of a high-
pressure turbine?

5. Why can a heavy-water moderated reactor use a lower enrichment uranium
fuel than a light-water moderated reactor?

6. Explain whether the turbine room of a BWR is habitable during normal oper-
ation.

7. If the demand on the generator increases (i.e., a greater load is placed on the
turbine), explain what happens to the reactor power of (a) a PWR and (b) a
BWR if no operator-caused reactivity changes are made. Which reactor follows
the load?

8. Although the steam cycle is simpler in a BWR, explain why the capital costs
of BWR and PWR plants are very competitive.

9. Explain the advantages and disadvantages of using helium instead of water as
a coolant for a power reactor.

10. During the April 1986 accident in the lOOO-MW(e) RMBK Chernobyl reactor,
the water in the cooling tubes of the graphite-moderated reactor was allowed,
through operator error, to boil into steam and cause a supercritical, run-away
chain reaction. The resulting energy excursion resulted in the destruction of
the reactor containment and a large amount of the fission products in the fuel
elements were released to the environment as the reactor containment ruptured.
Explain why the boiling in the cooling tubes led to supercriticality.
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11. How many years are required for the initial activity to decrease by a factor of
1010 for (a) 137Cs, (b) 90Sr, and (c) 239Pu?

12. Over a period of one year what mass (in kg) of fission products is generated by
a 1000 MW(e) power reactor?

13. Discuss possible environmental, technical and politcal problems associated with
each of the disposal options listed in Table 11.6.

14. A nuclear drive in a submarine delivers 25,000 shaft horse power at a cruising
speed of 20 knots (1 knot =1.15 miles/h). If the power plant has an efficiency
of 25%, how much (in kg) of the 235U fuel is consumed on a 40,000 mile trip
around the world?

15. Reactors for naval vessels are designed to have very long lifetimes without
the need to refuel. Discuss possible techniques that can be used to maintain
criticality over the core lifetime as 235U is consumed.

16. A thermal nuclear rocket using hydrogen as the propulsive gas operates for one
hour at a thermal power of 4000 MW and a temperature of 2700 K. Estimate
(a) the amount (in grams) of fissile material consumed, (b) the specific impulse
of the engine.

17. Estimate the specific impulse Isp for (a) a chemical rocket burning hydrogen
and oxygen at a temperature of 4000 K, and (b) a thermal nuclear rocket
emitting hydrogen at 3000 K.

18. A nuclear rocket propulsion system uses an ion drive to accelerate mercury
atoms to energies of 50 keV. Estimate the specific impulse of this drive.
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Chapter 12

Other Methods for Converting
Nuclear Energy to Electricity

In this chapter, methods are discussed for directly converting nuclear radiation or
the thermal energy produced by the radiation into electrical energy. Such direct
conversion has been an attractive engineering challenge because converters based
on this technology would have the advantage of simplicity, reliability, quietness of
operation, and a long lifetime since no moving parts are generally needed. Over the
past several decades, a few such converters have been developed. Unlike nuclear
power plants which produce thousands of megawatts of electrical power, these direct
conversion devices typically produce only hundreds of watts to microwatts of elec-
trical power. Nevertheless, these converters have found specialized applications for
which low power levels are adequate, such as space satellites, remote meteorological
weather stations, and heart pacemakers.

Also presented in this chapter are specialized nuclear reactors whose thermal
fission energy is used to produce electrical power either through conventional ther-
modynamic power cycles or by direct conversion. The development of these special-
ized reactors was motivated by the need for electrical power for space applications
at levels in excess of the capabilities of direct conversion devices.

12.1 Thermoelectric Generators
If two wires or rods, made of different metals, are joined and their junction placed
at a different temperature than their opposite ends, a voltage is produced across
the unjoined ends. This effect was discovered by Seebeck in 1822; however, because
only milliamperes of current at a fraction of a volt are produced by metal wires,
the Seebeck effect was used only in thermocouples to measure and control temper-
atures. Only with the discovery of semiconductors in the late 1950s were materials
discovered that could produce useful amounts of electrical power.

The basic operation of a thermoelectric cell is shown in Fig. 12.1. Both p-type
and n-type semiconductors are used. These semiconductors are made by introducing
impurity atoms into the crystal matrix. In a p-type semiconductor, the impurity
atoms have fewer valence electrons than the matrix-lattice atoms so that the re-
sulting crystal lattice has positive holes which move easily through the lattice as
positive charges. By contrast, in an n-type semiconductor, the impurity atoms have
more valence electrons than the lattice atoms. As a result, the lattice has extra free
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heat in negative electrons. When n-type
and p-type materials are joined and
the junction heated, the holes and
free electrons tend to move away
from the hot junction towards the
cold junction, much like a heated gas
expands and diffuses away from hot
regions. This flow of charge, in turn,
produces a current through an ex-
ternal load attached to the two cold
junctions of a thermoelectric cell.

A thermoelectric converter cell
is a low-voltage (a few tenths of a
volt), high-current (tens of amperes)
device. To obtain useful amounts of
power and reasonable voltages, sev-
eral cells are connected together in
series to form a thermopile. A sim-
ple thermopile is shown in Fig. 12.2.

With the discovery of tellurides
and selenides, thermoelectric de-
vices with conversion efficiencies up
to 10 percent have been constructed.
Very high efficiency is achieved with

n-type PbTe and p-type BiTe-SbTe semiconductors, which can operate at temper-
atures up to 680 °C . Higher operating temperatures can be achieved with silicon
and germanium semiconductors, and research continues in finding better materials
for higher efficiency thermoelectric generators.
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Figure 12.1. A thermoelectric converter cell.
After El-Wakil [1982].
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Figure 12.2. A three-cell thermopile. After El-
Wakil [1982].
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Because there are no moving parts in thermoelectric cells, they tend to be very
reliable (low failure rate). However, they have several drawbacks. It is generally
difficult to fasten the semiconductors to the hot junction and encapsulation is needed
to prevent chemical contamination of the semiconductor elements. The cell also
tends to be fragile and needs appropriate protective containment.

The use of thermoelectric cells to convert thermal energy into electrical en-
ergy has been very successful for specialized applications in which small compact
power units with a long lifetime are needed and for which high cost, compared to
conventional electric power, is acceptable. They have found application in remote
navigational buoys, weather stations, and space satellites and probes.

12.1.1 Radionuclide Thermoelectric Generators
Any high-temperature thermal en-
ergy source can be used for a ther-
mopile. One source is the decay
heat from radionuclides. The lay-
out of such a radioisotope thermo-
electric generator (RTG) is shown
in Fig. 12.3. Many RTGs of vary-
ing designs and power capacities
have been made and tested in the
last 40 years. For example, in
Fig. 12.4, the SNAP-7B RTG is
shown. This 60-W(e) RTG uses 14
tubular fuel capsules containing pel-
lets of 90Sr-titanate whose radioac-
tive decay (half-life 29.1 y) provides
the input thermal energy. Around these central fuel tubes are 120 pairs of lead
telluride thermoelectric cells that convert the thermal energy into electrical energy.
The acronym SNAP stands for .System for Miclear Auxiliary Power. Many other
RTGs (the odd numbered SNAP series) have been built and used for a variety of
terrestrial and space applications (see Table 12.1).

Since 1961, the U.S. has launched 26 space missions that have carried over 40
RTGs to provide part or all of the electrical power needs. These RTGs had electrical
power capacities ranging from a few W(e) up to 285 W(e). Many of the early RTGs
used in these missions are listed in Table 12.1. Although designed for lifetimes
generally of 5 years or less, many of these early deep space probes still continue to
operate. For example, Pioneer 10, launched in 1972, carried four SNAP-19 RTGs
producing an initial total power of about 165 W(e). Having survived transits of
the asteroid belt and the intense radiation field of Jupiter, to-day (2002) it is about
80 AU1 and is heading away from the sun at 2.6 AU/y. Although routine tracking
and collection of data were stopped in 1997 for budgetary reasons, it is still tracked
occasionally for training purposes. The RTGs on Pioneer 10 still continue to operate
more than 29 years after launch!

Converter

Figure 12.3. A thermoelectric isotopic power
generator. After Mead and Corliss [1966].

1One astronomical unit (AU) equals the average distance of the earth from the sun or about
1.50 x 108 km.
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Table 12.1. Early (1960-1975) U.S. SNAP radioisotope power generators.

SNAP
No.

3

3A

-

7A

7B

7C

7D

7E

7F

9A

11

13

15

17

19

19

21

23

27

29

Function

demonstration
satellite power

weather station
navigation buoy
navigation light

weather station
floating weather station
ocean bottom beacon
offshore oil rig
satellite power
moon probe
demonstration
military

communication satellite
Nimbus weather satellites
Viking/Pioneer missions
deep sea application

terrestrial uses
Apollo lunar modules
various missions

Fuel

210p0

238pu

90 Sr
90 Sr
90 Sr
90 Sr
90 Sr
90 Sr
90 Sr
238pu

242 Cm
242Cm
238pu

90 Sr
238 pu

238Pu
90 Sr
90 Sr
238pu

210p0

Power
(We)

2.5

2.7

5

10

60

10

60

7.5

60

25

23

12

0.001
25

30

45

10

60

60

500

Dia, x Ht.
(cm)

12x14
12x14
46x51

51x53
56x88
51x53
56x88
51x53
56x88
51x24
51x30
6.4x10

7.6x7.6
61x36
56x25

41x61
64x64

46x46

Mass

(kg)

1.82
2.10
764

850

2100
850

2100
273

2100
12

14

1.8

0.5

14

14

230

410

14

230

Design
Life

90 d

5 y
2 y min

2 y min

2 y min

2 y min

2 y min

2 y min
2 y min

5 y
90 d

90 d

5 y
5 y
5 y
5 y
5 y
5 y
5 y

90 d

Data Sources: Mead and Corliss [1966], Furlong and Wahlquist [1999].

For the two Voyager missions to the outer planets (1977), a multihundred-watt
(MHW) RTG was developed. Using decay heat from 238Pu dioxide, 312 SiGe ther-
moelectric couples (replacing the lead-telluride couples used in the earlier SNAP
RTGs) produced about 157 W(e) at the beginning of the mission. Three such
MHW-RTGs were used on each Voyager mission. For the Galileo mission to Jupiter
(1989). the Ulysses Solar polar orbit mission (1990), and the Cassini mission to Sat-
urn (1997) even larger power modules were needed. The heat source for this refined
RTG was a so-called general purpose heat source (GPHS) which contains 4 238Pu
dioxide radioisotope pellets, each weighing 150 g and encapsulated in iridium and
graphite and placed in a module 5.4x9.4x9.4 cm in size. The GPHS-RTG, shown
in Fig. 12.5, uses 18 of these GPHS modules to initially produce about 4300 W of
thermal energy. This 56-kg GPHS-RTG unit has a length of 1.13 m arid a diameter
of 0.43 m.

Each GPHS-RTG produces about 290 W(e) at the beginning of service from the
4.3 kW(t) produced by the decay heat of 238Pu. The temperatures of the hot/cold
junctions of the SiGe thermoelectric semiconductors are about 1000/300 K. The
radioisotope modules are clad in iridium and then encased in graphite to provide
integrity of the plutonium should accidental reentry into the atmosphere occur. The
graphite also provides impact protection and the iridium post-impact containment.

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



Figure 12.4. The SNAP-7B 60-W thermoelec-
tric isotopic generator.

The 1989 Galileo (Jupiter) mission contained two of these GPHS-RTGs, the 1990
Ulysses probe in a large-radius solar polar orbit used one, and the 1997 Cassini
Saturn mission used three to produce about 890 W(e) of power at launch.

Besides the RTGs used on a space mission, many low-power radioisotope heat
sources are also used to provide heat to sensitive components of the space craft.
For example, in the 1989 Galileo Jupiter mission, 120 light weight radioisotope
heater units (LWRHU) were used to warm critical components and instruments.
Each LWRHU contained 2.68 g of 238Pu dioxide and produced 1 W(t) of heat. The
fuel pellet has a platinum-rhodium clad and is encased in a multilayer graphite
containment to ensure the integrity of the pellet should a launch fail.

Further details of the use of radioisotopes in U.S. space missions are provided
in a recent article by Furlong and Wahlquist [1999].

Reactor Thermoelectric Generators
The even-numbered SNAP series of thermoelectric devices use a small nuclear re-
actor to heat a liquid coolant that, in turn, heats the hot junctions of the ther-
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Figure 12.5. A general purpose heat source radioisotope thermoelectric generator (GPHS-RTG)
currently used in the U.S. space program. After Furlong and Wahlquist [1999].

moelectric cells. Such a thermal energy source can provide far more energy than a
radionuclide source. Several preliminary designs were made, but never used. The
first nuclear reactor to provide thermal energy for thermoelectric energy conversion
was the SNAP-10A system, which was used to provide power to a space satellite
launched in April of 1965. The SNAP-lOA system is shown in Fig. 12.6. Its liquid
metal NaK coolant is used as the thermal energy source for the thermoelectric con-
version cells (see Fig. 12.7). The cold side of the thermoelectric cells is connected
to a conical thermal radiator (shown in Fig. 12.8 below the SNAP-lOA reactor).

12.2 Thermionic Electrical Generators
A thermionic generator converts thermal energy directly into electrical energy. In
its simplest form (see Fig. 12.9), it consists of two closely spaced metal plates. One
plate (the emitter or cathode) is heated to a high temperature to boil electrons
from its surface into the gap between the plates. The second plate, at a much
lower temperature, collects the electrons and is called the anode or collector. In this
manner, a potential difference is developed between the two plates, which, in turn,
can be used to produce a current through an external electrical load.

The minimum thermal energy required to boil an electron from the emitter
surface is called the work function and equals the work that must be done against the
electric field produced by the atoms near the surface of the emitter. For example, in
tungsten the work function is about 4.5 eV. For a thermionic generator to function,
the wrork function of the emitter must be greater than that of the collector.

As electrons boil into the gap between the emitter and collector, a negative space
charge is created which inhibits the flow of electrons forcing some back towards the
emitter. To mitigate this space-charge effect, the gap between electrodes is made
very narrow (typically. 0.02 crn), and, more effectively, a gas such as cesium vapor,
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531 °C

Pump
flow rate 14.7 GPM
press, gain AP 1.2 psi
thermal power 625 W
av. radiator temp. 315 °C

Reactor
thermal power 36 kW
temp, gain AT 60 °C

Power Conversion System
initial electric power 565 W(e)
av. hot junction temp. 484 °C
av. radiator temp. 318 °C
conversion efficiency 1.7%
voltage 28.5 V

Figure 12.6. The SNAP-10A power system. Power for the NaK-coolant Faraday electromagnetic
pump is provided by integrated thermoelectric elements. The compact 25x30 cm core containing
37 ZrH fuel/moderator elements of 10% enrichment is surrounded by 4 movable beryllium reflectors
used for control. After El-Wakil [1982].

SiGe thermoelectric
element

radiator

tungsten shoe
mounting
bracket

hot strap

insulator

NaK tube

Figure 12.7. The SNAP-10A thermoelectric conversion pile. Forty such piles
comprise the conical radiator shown below the reactor in Fig. 12.8. After
Corliss [1966].
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Figure 12.8. The SNAP-10 reactor atop the conical radiator of the thermo-
electric conversion pile. Atop the reactor is the NaK coolant pump. From
Corliss [1966].
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which readily ionizes to form a plasma, is placed between the electrodes. The
positive ions of the interelectrode gas counteract the negative electric field of the
electrons, thereby allowing more of the electrons boiled from the emitter surface to
reach the collector. One possible design of a thermionic cell is shown in Fig. 12.10.
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Figure 12.9. An idealized
planar thermionic energy cell.
From El-Wakil [1982].

Figure 12.10. A simple thermionic radioisotope power
generator. After Foster and Wright [1973].

Any source of heat can be used in a thermionic generator. For low power ap-
plications, the decay heat from radioisotopes can be used, while, for higher power
applications, the heated coolant from a compact nuclear reactor can be used.

12.2.1 Conversion Efficiency
A thermionic generator is a heat engine, in which thermal energy Qe is added to the
emitter and thermal energy Qc is rejected at the collector (see Fig. 12.9). If there
were no energy losses besides Qc, then the amount of energy converted to electrical
energy would be Qe — Qc and a thermal conversion efficiency of r\ = (Qe — Qc)/Qe

would be achieved.
From the laws of thermodynamics, such a heat engine can have an efficiency no

greater than the ideal Carnot efficiency rjc = (Te — Tc}/Te where Te is the absolute
temperature of the surface at which the heat energy is added (the emitter) and
Tc is the absolute temperature of the surface at which heat is rejected into the
environment (the collector).

In the absence of energy losses (other than Qc), the conversion efficiency of
a thermionic cell would approach that of the ideal Carnot efficiency. Thus, to
achieve high conversion efficiencies, very high emitter temperatures need to be used,
typically in excess of 1400 K. However, the ideal Carnot conversion efficiency cannot
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be realized in practice because of energy losses in the cell. These include thermal
radiative and conductive losses between the two electrodes, and electrical losses
in the electrode contacts. Because the emitter and collector are necessarily very
close, a major challenge in designing thermionic generators is to insulate the high-
temperature emitter from the collector. As much as half the heat produced by the
radioisotopes may escape the emitter. In addition, the buildup of impurities on the
surface of the collector can seriously degrade its electron absorption ability.

Typical conversion efficiencies range from less than 1% to as much as 10% and
produce potential differences ranging from 0.3 to 1.2 V per cell. To obtain higher
voltages and greater power, several cells are usually connected in series.

Radionuclide Thermionic Generators

Many thermionic generators using the decay heat of radioisotopes have been de-
signed. One of the earliest type of thermionic cells is the so-called isomite battery
produced by the McDonnel Douglas Co. (see Fig. 12.11). Several prototype isomite
cells have been made and tested. These small cells, which arc only 1 to 3 cm in
height and diameter, have relatively low emitter temperatures (700 K to 1400 K)
and. consequently, low conversion efficiencies of less than 1%. Although cesium
vapor is present, it is at such low pressures (< 10"2 torr) that the cells operate as
if there were a vacuum between the electrodes. The cesium is used only to improve
the work functions of the emitter and collector surfaces.

Eleven to 87 grams of 147Pm or 238Pu are used to provide a thermal heat source
of between 0.3 arid 3.5 W. An interelectrode gap of between 0.025 and 0.25 rum is
used. The current densities in these isomite batteries are low (0.1 to 400 niA/cm2).
with an output voltage of between 0.1 and 0.15 V to yield power outputs of between
1 arid 20 mW(e).

positive terminal
(anode)

insulator

cesium reservoir

emitter lead

insulating sleeve

fuel capsule

radioisotope
fuel

collector
(cathode)

emitter

Figure 12.11. An isomite thermionic power cell. From El-Wakil
[1982].
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12.2.2 In-Pile Thermionic Generator

anode
fuel cladding
(cathode)

coolant fuel

Figure 12.12. An in-pile thermionic cell with
internal fuel. After El-Wakil [1982].

To produce higher temperatures for
thermionic cells and. thus, greater
conversion efficiencies, several ef-
forts have been made to incorporate
thermionic cells into a nuclear reac-
tor core. The type of reactor most
suitable for in-pile thermionics is a
small compact fast reactor using liq-
uid metal as the coolant. Thermal
reactors are not suitable because
the high temperatures needed for
thermionics are not compatible with
moderators such as water and beryl-
lium. Moreover, reactors for space
applications must be small and have
low mass to reduce the launch cost.

In a reactor thermionic system,
the cladding around the fuel rod can
serve as the cathode. The outer an-
ode, cooled by the reactor's liquid

metal coolant, is separated by a small cesium-vapor filled gap from the cath-
ode. Such an integrated thermionic cell is shown in Fig. 12.12. Alternatively, the
thermionic cells can be placed externally to the core, heated by the reactor coolant
and cooled by a radiator which emits waste heat into the coldness of space.

Several U.S. and English in-pile experiments have been performed. However,
only Russia has produced an in-pile thermionic system that has been deployed in
its MIR space programs. Between 1970 and 1984, prototypes were ground tested,
and two TOPAZ units were sent into space with the COSMOS satellite. Advanced
TOPAZ-II reactors using liquid lithium coolant have been constructed for possible
future missions to Mars. The Russian TOPAZ technology has been purchased and
tested by the U.S. for evaluation of potential use in its space program. However,
the U.S. has yet to launch any reactor-based thermionic system.

The great advantage of a reactor thermionic generator is the high power levels
that can be realized, levels up several kW(e). By contrast, thermionic systems,
fueled by decay heat from radioisotopes, usually achieve power outputs of, at most,
several tens of watts. Moreover, with UO2 ceramic fuel, very high operation tem-
perature of around 1700 K can be achieved so that conversion efficiencies near 10%
can be realized.

Nevertheless, construction of in-pile thermionic fuel assemblies is a daunting
challenge since such an assembly must include an emitter, a collector, insulators,
spacers, sheathing, cladding, and fission-product purge lines. All of these compo-
nents must maintain their close tolerances over extended operating times. So far,
experience has showed these thermionic assemblies can indeed operate successfully
for several years. However, longer lifetimes will be needed for some space applica-
tions. Finally, the intense radiation environment produced by the reactor requires
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careful consideration be given to material selection and configuration design. Typi-
cally, a reactor thermionic system is placed at the end of a long boom with a shadow
shield between the reactor and the rest of the pay load.

12.3 AMTEC Conversion
A relatively new method for converting thermal energy into electrical energy uses
an alkali metal thermal to electric converter (AMTEC). This technology is based
on the unique properties of the ceramic ,/3-alumina. This material is a solid elec-
trolyte (BASE) that, while being an electrical insulator, readily conducts sodium
ions. When sodium vapor is present at two different pressures separated by this
electrolyte, an electrochemical potential is established. Typically, the /3-alurnina is
formed into a cylindrical tube with metal electrodes attached to the inner and outer
surfaces. Eight such BASE tubes are shown in Fig. 12.13. Hot pressurized sodium
vapor is fed into the central cavity of the BASE tube where it gives up an electron
at the inner electrode (cathode) and the resulting sodium ion Na+ is thermally
driven through the electrolyte as a result of cooler lower-pressure sodium vapor on
the outside of the tube. As the Na+ ion reaches the outer electrode (anode) it
acquires an electron and becomes a neutral sodium atom. The potential difference
thus established between the two electrodes can be used to supply electrical power
to an external load. To increase the output voltage, several BASE cells are usually
connected in series as in Fig. 12.13.

In an AMTEC converter the sodium is the working fluid whose cycle provides
the thermal energy that is converted to electricity. The cycle begins with liquid
sodium being heated and vaporized by some external heat source. The hot pressur-
ized sodium vapor flows into the cavity of a BASE cell arid then migrates through
the electrolyte wall creating a potential difference between the inner arid outer elec-
trodes. The sodium vapor leaving the outer BASE cell surface then diffuses to a
cold surface where it is cooled and condensed to a liquid in order to reduce the
sodium vapor pressure at the outer surface of the cells. The liquid sodium is then
transported back to the heat source where it is vaporized and the is cycle repeated.

A recent design of an AMTEC converter is shown in Fig. 12.14. In this converter,
designed for use in deep space missions, liquid sodium is heated and vaporized in an
evaporator attached to the converter's "hot end" which is heated by a radioisotope
source. The hot pressurized sodium vapor flows from the evaporator into the inner
cavity of the BASE cells. As the sodium ions migrate through the electrolyte wall,
some of the thermal energy is given up to create the potential difference between the
BASE electrodes. The sodium vapor, upon reaching the outer surface of a BASE
cell, diffuses towards the cold end of the converter where it condenses. The liquid
sodium is then returned to the evaporator through an "artery." The artery is simply
a cylindrical heat pipe containing a porous tungsten-coated molybdenum substrate
which allows capillary forces or wick action to draw the liquid sodium from the cold
end to the evaporator. In this way the sodium cycle is maintained without any
mechanical pumps or moving parts.

The AMTEC converter of Fig. 12.14 contains about 3 to 5 grams of sodium
which flows through its cycle at about 20 g/h. With this design a thermal to electric
efficiency of about 16% has been achieved. The efficiency is limited primarily by
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Figure 12.13. The BASE
cells and sodium artery
in an AMTEC converter.
Each cylindrical cell is
1 cm in diameter with
a 2.5 cm active electrode
length. Courtesy of Ad-
vanced Modular Power Sys-
tems, Inc.

cell mounting
block

cold end

feedthrough —

condenser

thin wall section

artery

BASE tubes

evaporator —

thick wall
section

hot end

Figure 12.14. An AMTEC converter. This design is
10 cm by 5.1 cm, weights about 400 g, and produces about
8.5 W(e) at 3 A. Hot and cold end temperatures are in °C.
Courtesy of Advanced Modular Power Systems, Inc.

heat loss. To minimize radiative heat loss to the cold end, this AMTEC converter
has many heat shields placed between the BASE cells and the cold end as shown
in Fig. 12.14. The power output of an AMTEC converter depends primarily on the
temperature of the hot end and on the current drawn from the converter. For the
design shown in Fig. 12.14, a peak power of about 8.5 W(e) (3 A at 2.8 V) has been
realized.

Multiple converters can be connected to the same heat source to produce power
systems with higher electrical output. For example, it has been proposed, for space
applications, to incorporate twelve to sixteen of these small AMTEC converters
to produce a small light-weight power module that can produce over 100 W(e)
of power for up to 15 years. The heat source for such an advanced radioisotope
power source (ARPS) would be 238Pu. AMTEC generators can also be used for
terrestrial applications using a small combustion heat source as an alternative to
much heavier batteries. The lack of moving parts make AMTEC converters reliable,
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noise free, and vibrationless, and, because of their small size arid light weight, they
are an attractive technology for space applications, auxiliary and remote power,
portable power, and self-power appliances. The current state of development of
these converters is discussed by Giglio et al. [2001].

12.4 Stirling Converters
Stirling engines have been used for over sixty years to convert thermal power into
mechanical power. In a Stirling engine, gas in a closed chamber is alternately heated
and cooled thereby causing the gas pressure to rise and fall. This cyclic variation
of the gas pressure can in turn be used to move a piston back and forth, thereby
extracting mechanical power from the thermal energy used to heat the gas. The
piston can in turn be connected by a direct mechanical linkage to drive a linear
alternator to produce electrical power.

A somewhat refined version of such a Stirling converter is shown in Fig. 12.15.
The gas volume above the piston is called the working space, and that below the
piston, the bounce space. Because the gas in the working space generally cannot be
heated and cooled sufficiently quickly, a "displacer" is incorporated into a Stirling
engine to shuttle or displace the working gas alternately between the heated and
cooled ends of the working space. In the engine of Fig. 12.15 the displacer moves
the gas back and forth through a heat exchanger/regenerator loop. The regenerator
stores heat as the working gas flows from the hot (expansion) end of the working
space to the cool (compression) end, and then reheats the gas as the gas flow is
reversed. The gas in the bounce space also alternately increases and decreases in
pressure and acts as a spring on the displacer/piston assemblies. With selection
of proper masses, areas, loads, damping pressures and heat flow to and from the
regenerator, the Stirling engine can be made to resonate at a well-defined frequency
as a ''free piston" Stirling converter.

Free-piston Stirling converters, similar to that of Fig. 12.15, have been con-
structed for terrestrial applications and operated for extended periods of time with
power output of 10 to 350 W(e). These prototypes demonstrated reliable opera-
tion with thermal efficiencies between 20 and 25%. Currently, efforts continue to
develop a 55-W(e) Stirling converter for space applications. In Fig. 12.16 a sketch
of a mars landing craft powered by a Stirling converter is shown. Because a Stirling
converter has moving parts, the changing center of mass causes the platform to
which it is attached to vibrate. Such vibrations are unacceptable for most space
crafts such as reconnaissance satellites which must remain still as photographs are
taken. To minimize such vibrations, two 55-W(e) converters operating in a syn-
chronous, dynamically-balanced, opposed arrangement can be used. Such a dual
converter system powered by a radioisotope source is shown in Fig. 12.17. This dual
configuration augmented by adaptive vibrational control makes Stirling converters
very attractive for satellite and deep space missions.

12.5 Direct Conversion of Nuclear Radiation
In this conversion technique, electricity is produced directly from the radiation
emitted in nuclear or atomic reactions such as radioactive decay and fission. De-
vices using this approach are not heat engines and, thus, are not limited by the
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Figure 12.15. Stirling
engine powering a lin-
ear alternator. Cour-
tesy of NASA Glenn
Research Center.

Figure 12.16. A 3 kW(e)-Stirling engine power system
proposed for a mars surface experiment package. Courtesy
of USDOE.

Figure 12.17. Two synchronous Stirling power generators powered by a radioisotope
thermal energy source. Source: Cockfield [2000]. Courtesy of Lockheed Martin Astro-
nautics.
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Carnot thermodynamic efficiency. However, in practice their conversion efficiencies
are still low, and typically, are low power (milliwatts) and small current (micro-
to milliarnperes) devices with voltages ranging from a fraction of a volt to thou-
sands of volts. These small devices are generally trouble free and have specialized
applications in medicine, space research, and other fields.

12.5.1 Types of Nuclear Radiation Conversion Devices
There are many concepts for converting nuclear radiation directly into electricity.
They can be classified into the following broad categories.

Radiation-Induced lonization: As radiation passes through matter, it produces
ion-electron pairs in the material. If, for example, the ionization is produced in
a gas between two electrodes, each with a different work function, the electrons
preferentially migrate to one electrode and the positive ions to the other, thereby
establishing a potential difference.2

Radiation Excitation of Semiconductors: When radiation (photons, neutrons,
beta particles, protons, etc.) interacts with a semiconductor material, charge car-
riers are created and electrical energy is produced. Such devices can be termed
radiation-voltaic energy-conversion devices. In particular, if beta particles are used
the devices are called betavoltaic devices, while if photons are used they are called
photovoltaic devices. For example, solar cells use photons of visible light to produce
electricity. Another device is the betavoltaic nuclear battery, which uses beta par-
ticles emitted in radioactive decay. This device is discussed at length in the next
section.

Direct Collection of Charged-Particle Radiation: If the charged particles emitted
from nuclear reactions, such as radioactive decay or fission, are collected. In this
manner, a potential can be established between the collecting anode and the source
producing the reactions. Such devices include the alpha or beta cell which collect
the alpha or beta particles emitted by a radioisotope source, the fission electric
cell which collects the positively charged fission fragments emitted from a fissioning
surface, and the gamma electric cell which collects the recoil electrons produced in
Compton scattering of photons.

Conversion through Intermediate Energy Forms: Energy can be transformed
into different forms until the form we seek (here electrical energy) is reached. One
such device for transforming nuclear energy into electricity is the so-called nuclear
battery or double-conversion device. In this device, radiation emitted from a ra-
dioactive source impinges on a phosphor that then emits visible light. This light is
then absorbed by carefully placed solar cells that, in turn, cause a current to flow
through a connected load. Although efficiency is lost at each step in this double-
conversion process, overall efficiencies of several percent can be achieved, and powers
of milliwatts to a few watts can be produced.

2This ionization can also be used for non-electrical purposes, such as serving as a catalyst for
chemical reactions, pumping a laser, and neutralizing space charge in thermionic devices.
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12.5.2 Betavoltaic Batteries
In a betavoltaic cell (see Fig. 12.18)

beta particles emitted by radionuclides
deposited on a support plate impinge on
a pair of joined n-p semiconductor plates
with the n-type plate facing the radioac-
tive source. Such a pair of n-p semicon-
ductors is called a n-p diode. As the
beta particles move through the semi-
conductor material, losing their energy
by ionization and excitation of the semi-
conductor atoms, electron-hole pairs are
produced in the diode. Such electron-
hole production then causes a current to
flow through an attached external load as
shown in Fig. 12.18.

The thickness of the beta emitting
layer is important. Too thin and too few
beta particles are emitted. Too thick and
many of the emitted beta particles are ab-
sorbed or degraded in energy before they
can reach the n-p junction. With an op-
timal thickness of the radionuclide layer, the percent of the emitted beta energy
converted into electrical power can be between 1 and 2%.

Semiconductors that have been used for betavoltaic cells include Si, Ge, Se, and
GaAs. The choice of radioisotope is also very important. Ideally, few, if any, x rays
or gamma rays should accompany the radioactive decay to minimize the shielding
needed around the battery. Two choices have been tried, namely 147Pm (2.62

V i current

I— /̂W—'
load

Figure 12.18. A planar betavoltaic
cell. After El-Wakil [1982].

insulation

capsule

Figure 12.19. General structure of a betavoltaic nuclear
battery. From El-Wakil [1982].
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year half-life) and 90Sr-90Y (28.6 y half-life).3 The 90Sr-90Y radionuclides are pure
beta emitters (i.e., no associated gamma rays are produced.) 147Pm. however, also
produces a 121 keV gamma ray and, thus, requires a few mm of tantalum shielding
to reduce the photon dose rate outside the betavoltaic device. Other possible pure
beta emitters include 3H (half-life 12.3 y) and 63Ni (half-life 100 y). The shorter
the half-life the more beta particles are emitted per second in the n-p junction and
hence the greater power produced. For this reason 147Pm is the most attractive
radioisotope despite the associated gamma ray emission.

Betavoltaic batteries are constructed by combining several betavoltaic cells in a
network of series and parallel connections. Such batteries typically produce micro-
to milliwatts of electric power and a potential of a few volts. Short-circuit cur-
rents are tens of microamperes. The energy conversion efficiency is about 1%.
In Fig. 12.19 the internal structure of one type of betavoltaic battery is shown.
Although these batteries have small power outputs, they may find application in
specialized applications, such as biomedical uses to provide power for pacemakers,
telemetry, and monitoring devices.

12.6 Radioisotopes for Thermal Power Sources
Although all radioisotopes emit energy when they decay, only a handful are of
practical importance as thermal energy sources for radioisotope power generators.
There are several important criteria for the selection of a particular radionuclide
as a thermal power source. First, the radionuclide must be available in a stable
chemical form that can be encapsulated to prevent any radionuclide leakage into
the environment. The radiation emitted by the radioactive decay must be absorbed
in the source material, or by a relatively thin layer of surrounding shielding material.
to prevent excessive exposures outside the source. The lifetime of the radionuclide
must be comparable to or greater than the expected lifetime of the application
using the power source. To reduce weight for space applications, the source material
must have a high thermal power density. Finally, the cost and availability of the
radioisotope must be reasonable.

Thus, practical radionuclide thermal power sources should have a half-life of at
least several years, low gamma-ray emission, a power density of at least 0.1 W/g, a
relatively low cost, and desirable chemical and physical properties (such as stability,
chemical inertness, high melting point, etc.). These constraints limit the selection
from the hundreds of different radionuclides to the nine practical radionuclides listed
in Table 12.2. Four of these are beta-particle emitters and can be easily recovered
by chemically extracting them from the fission products in the spent fuel produced
by nuclear reactors. Four are alpha-particle emitters that must be produced in
nuclear reactors by non-fission reactions and, generally, are of low concentration
in spent fuel and, consequently, more expensive. The ninth useful radioisotope is
60Co which is plentiful (produced easily by neutron activation of stable 59Co in a
reactor). However. 60Co emits energetic gamma photons (1.17 and 1.33 MeV) and
thus requires considerable shielding to reduce external exposure.

3The nuclide 90Y, with a 64 h half-life, is a daughter of 90Sr and is in secular equilibrium with its
parent.
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Table 12.2. Properties of some radionuclide thermal power sources. Recoverable energy excludes
the energetic gamma photons produced by 137Cs and 60Co. Energy from daughter radionuclides

'in secular equilibrium are included for 144Ce and 90Sr.

Property

Half-life

Recov. en.
(MeV/dec.)

Sp. activity
(Ci/g)

Sp. power
(W/g)

1-W activity
(Ci/W)

1-W activity
(TBq/W)

U-Shielding&

Pb-Shielding6

Compound

Melting pt., °C

144 Ce

284.9 d

1.30a

3190

24.6

130

4.81

3.6

6.5

Ce203

1692

90gr

28.84 y

1.132a

136

0.916

149

5.52

negl.

negl.

SrTiO3

1910

137 Cs

30.07 y

0.187

87.0

0.0966

901

33.3

3.8

7.5

147Pm

2.623 y

0.062

927

0.341

2722

101

negl.

negl.

Pm2O2

2350

60Co

5.271 y

0.0962

1131

0.644

1755

64.9

9.9

18.0

metal

1495

242 Cm

162.8 d

6.11

3307

120

27.6

1.02

neut.

neut.

Cm2O3

1950

244 Cm

18.101 y

5.803

80.9

2.78

29.1

1.08

neut.

neut.

Cm2O3

1950

210p0

138.4 d

5.411

4494

144

31.2

1.15

negl.

negl.

GdPo

590

238pu

87.7 y

5.495

17.1

0.558

30.7

1.14

neut.

neut.

PuO2

a In secular equilibrium with its short lived daughter.
b Thickness (cm) to attenuate 7-dose rate to 10 rads/h at 100 cm from a 100-W source.

The two radionuclides 90Sr and 238Pu have been used the most extensively.
90Sr is inexpensive and plentiful, has a long half-life (28.8 y), and, as a pure beta
emitter, requires very little shielding. Because 90Sr has an affinity for bone, it is
important that it be well encapsulated to prevent its leakage into the biosphere.
The chemical form chosen for 90Sr is usually strontium titanate (SrTiOs) because
it is insoluble in water, has a high melting point, and is resistant to shock. Most
terrestrial radionuclide sources used to date employ 90Sr.

For space applications, solar cells have been a primary electrical energy conver-
sion device for long, near-earth missions. However, radioisotope thermoelectric gen-
erators (RTG) have distinct advantages for certain types of space missions. RTGs
do not deteriorate like solar cells when passing through the radiation belts that
surround the earth. They are also well suited for deep space missions where solar
energy is weak, for moon applications for which solar cells would require large heavy
batteries during the long periods of darkness, and for planetary atmospheric probes.

Most space applications of RTGs have used 238Pu in the form of plutonium
dioxide (PuO2). This radionuclide has a higher power density than 90Sr and hence
a smaller mass of 238Pu is needed for the same thermal power output. Its longer half-
life (88 y) also makes it more suitable for long duration space probes. In the past
several years, the U.S. Department of Energy (DOE) has fabricated several general
purpose RTGs and radioisotope heater units for deep space missions. These units
all used the decay heat from 238Pu. However, 238Pu is much more expensive than
90Sr. To provide the necessary amounts of 238Pu, the DOE in 1995 has obtained
about 10 kg of this radionuclide from Russia to supplement its inventory.
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12.7 Space Reactors
For long lunar, planetary and deep-space missions, space vehicles often need more
electrical power than can be provided by radioisotope electric generators or so-
lar cells. Nuclear reactors, however, can provide both the thermal source and the
duration needed for such missions. The United States and the former USSR em-
barked in the 1960s on the development of small, light-weight nuclear reactors whose
heat could be converted into electrical energy by a variety of conversion devices.
These devices included thermoelectric generators, thermionic generators, and sev-
eral turbo-generator systems.

The design of nuclear reactors for space applications has several unique require-
ments, which are not usually important for earth-based electricity generation from
nuclear energy. Foremost is the requirement to reduce the mass of the power system
to be as small as possible in order to minimize the launch thrust. Second, there
must be minimal risk to earth inhabitants should the launch be unsuccessful and
the satellite fall back to earth. Other considerations include minimizing the cost
and maximizing the reliability of the conversion device.

12.7.1 The U.S. Space Reactor Program
The United States began in the late 1950s the development of a series of space reac-
tors, designated SNAP-n, where n is an even number to distinguish these thermal
power sources from the odd-n SNAP series used for radioisotope generators. Sev-
eral early prototype SNAP reactors were built and tested, leading to the last of the
series, the SNAP-lOA, which was launched into space in 1965. The SNAP-10A is
shown in Fig. 12.8 sitting atop its conical thermal radiator used to emit waste heat
into space. The SNAP-10 reactors used thermoelectric conversion piles composed of
SiGe semiconductors heated by liquid metal NaK used to cool the reactor. The cold
junction of the thermoelectric pile is cooled by the thermal radiator (see Figs. 12.6
and 12.7).

The 650-W(e) SNAP-lOA reactor, which was launched April 3, 1965 into a polar
orbit, functioned for 43 days providing power for telemetry and a small experimental
ion-propulsion unit. Then a series of failures in electrical components caused the
reactor to automatically shutdown. An earth-bound prototype operated for well
over a year.

The need for a general-purpose space reactor to provide electrical power levels
of a few to several hundred kilowatts of electrical power for many different civilian
and military space applications led the U.S. Dept. of Energy (DOE), NASA, and
the Dept. of Defense to develop of the SP-100 Space Nuclear Reactor. This compact
fast reactor (the size of a small waste basket) uses niobium-clad, highly enriched,
uranium nitride ceramic fuel rods so that it can operate at temperatures up to
1400 K. Besides high temperature performance, these fuel elements provide shock
resistance and long operational lifetimes (tens of years). The cooling system of
the SP-100 reactor used liquid lithium pumped by electromagnetic pumps with the
waste heat rejected through radiation fins into space. The SP-100 reactor-electrical
system is shown in Fig. 12.20. The SP-100 heat exchange module was designed
to accommodate a variety of heat-to-electricity conversion devices. The first SP-
100 units used the same thermoelectric technology of the earlier SNAP-10 space
reactors.
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Figure 12.20. The SP-100 reactor/thermoelectric unit.

Figure 12.21. The SP-100 in action.
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Safety considerations for the launch of a space satellite or probe containing a
nuclear reactor is a major concern. The SP-100 can be launched in a cold shut-down
mode with the lithium coolant as a solid. Once in orbit, the reactor can be started
remotely by adjusting the movable reflector panels around the core to increase the
reflection of neutrons back into the core. A special reentry shield is used to keep
the reactor intact should it fall from orbit, and a special radiation shield is used to
protect other onboard modules from the radiation emitted from the reactor.

The SP-100 space reactor developed in the early 1990s, has yet to be launched.
Nevertheless, many new technologies were developed that can be used for other
commercial applications. The SP-100 system, affixed to a space probe, as originally
envisioned, is shown in Fig. 12.21. Some of the characteristics of the U.S. space
nuclear reactors are listed in Table 12.3.

Table 12.3. Some characteristics of recent space power reactors.

Characteristic

Date

Power (kWt)

Power (kWe)

Convertor"

Fuel

Mass 235U (kg)

System mass (kg)

Coolant

No. space flights

United

SNAP-10A

1965

45

0.65

TE

UZr.*

4.3

435

' NaK

1

States

SP-100

1990-

2,000

100

TE

UN

140

5422

Li

0

Former Soviet

BUK

1974-88

100

3

TE

UMo

30

930

NaK

31

TOPAZ-I

1987-88

150

5

IT

U02

11.5

980

NaK

2

Union

TOPAZ-II

1991-

135

5.5

TI

UO2

25

1061

NaK

0

a TE for thermoelectric; TI for thermionic.

12.7.2 The Russian Space Reactor Program
The former Soviet Union (USSR) also developed a number of compact nuclear
reactors for space applications. Some characteristics of the Soviet space nuclear
reactors are listed in Table 12.3.

Between 1970 and 1988, 31 so-called BUK nuclear power systems (NPS) were
used to supply electrical power for a series of COSMOS spacecrafts in low earth
orbits (about 300 km altitude) used for marine radar surveillance. The BUK NPS
used thermoelectric conversion based on SiGe semiconductors. The core contained
30 kg of 90% enriched uranium in the form of 37 rods composed of a uranium-
molybdenum alloy. A NaK liquid metal transferred heat from the core to the
thermoelectric generator whose waste heat was rejected to space by a large conical
radiator, much as in the U.S. SNAP-10 NPS.

Of considerable concern for using nuclear reactors in near-earth orbits is the
eventually reentry to the earth's atmosphere of the reactor (and its accumulated
fission products). The BUK NPS was designed to separate from the spacecraft at
the end of the mission and be injected into a high circular orbit of about 850-km
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altitude. A reactor placed in such an orbit takes several hundreds years to fall back
into the atmosphere, by which time the radioactivity of the fission products will
have decayed to acceptable levels. However, this reactor disposal system failed for
the COSMOS-954 satellite, which fell out of orbit over Canada in 1978 and scat-
tered its radioactive debris over a large portion of Canada's Northwest Territory.
Subsequently, a secondary backup safety system was incorporated into the BUK
NFS. This secondary system can eject the fuel assembly from the NFS. either while
still in low-earth orbit or just before reentry, so that the fuel is widely dispersed
into minuscule particles in the upper atmosphere as a result of its thermal destruc-
tion upon reentry. Such dispersion prevents resulting doses at any place on the
earth's surface exceeding ICRP recommended levels. A UN report issued after the
COSMOS-954 failure concluded that nuclear reactors "can be used safely in space
provided that all necessary safety requirements are met" [UN 1981].

An advanced NFS, known as TOPAZ, was begun in the early 1970s. In this
NFS, thermionic energy conversion was used. The thermionic cells were made an
integral part of each fuel rod. Seventy-nine thermionic fuel elements of 90% en-
riched uranium oxide formed the TOPAZ reactor core, which was cooled by NaK
and waste heated rejected into space by a radiator module. To increase the effi-
ciency of the thermionic conversion, a once-through cesium vapor supply system
was incorporated. With a reactor thermal power of 150 kW, 5-6 kW of electrical
power was produced. Several TOPAZ systems were ground tested and refinements
made, leading to the flight testing of two TOPAZ units in 1987-88. The COMOS-
1818 test lasted 142 days and the COSMOS-1867 test lasted 342 days. In both
cases, the tests were ended when the cesium vapor generator ran out of cesium.
Nevertheless, these tests confirmed the reliable operation of thermionic conversion
in a space NFS. A TOPAZ NFS is shown in Fig. 12.22

A more advanced NFS known as ENISEY or TOPAZ-2 has also been developed
by Russia (see Fig. 12.23). This NFS, originally designed for powering television
relay satellites, also uses thermionic conversion technology and produces 5.5 kW(e)
from a reactor power of about 135 kW(t). Although this unit has yet to be flown in
space, it represents the most advanced space reactor power system yet developed. In
1991 the U.S. and Russia began collaborate work on testing the advance TOPAZ-2
system for use as a alternative to solar power systems for civil, commercial, and sci-
entific applications. Six TOPAZ-2 units have been delivered to the U.S. and tested

Figure 12.22. The TOPAZ Nuclear Power System. The reactor has a thermal output
of 150 kW producing 5 kW of electrical power. The mass of the system is 980 kg. Source:
Ponornarev-Stepnoi et al. [2000].
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under this cooperative program. Although this program has since been canceled
by the U.S. government, the use of NFS for space applications is still considered
essential, especially for deep space missions that cannot use solar power.

Figure 12.23. The TOPAZ-II space nuclear re-
actor. Source: Ponomarev-Steprioi et al. [2000].
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PROBLEMS

1. The energy of decay alpha particles from 226Ra is shown in Fig. 5.2. What
initial mass of 226Ra is needed to provide a thermal power of 100 W(t) after
10 years?

2. Show that 90Sr in secular equilibrium with its daughter 90Y has (a) a specific
activity of 136 Ci/g, and (b) a specific thermal power of 0.916 W/g.

3. What initial mass of 210Po is needed in a space RTG with a 19% thermal to
electric conversion efficiency that is to have a power output of 65 W(e) one
year after the start of the mission?
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4. Many thermal energy conversion devices, such as thermoelectric. AMTEC and
Stirling converters developed for space applications, also have terrestrial uses.
Rather than use radioisotopes as a heat, a combustion flame can be used. Con-
sider a converter producing 100 W(e) with a 15% thermal to electric conversion
efficiency designed to produce power continuously for one year, (a) What mass
of 238Pu would be needed? (b) What mass of a petroleum-based fuel, with
density 0.9 g/cm3 and a heat of combustion of 40 MJ/L. would be needed?

5. Discuss the advantages and disadvantages of using RTGs versus solar cells for
the following space missions: (a) communication satellites, (b) lunar surface
experiments, (c) a mars lander, and (d) a planetary mission to Neptune. Con-
sider issues such as launch constraints, safety, reliability, space environment,
mass, size, auxiliary systems.

6. A particular heart pacemaker requires 200 /j,W of power from its betavoltaic
battery, (a) How many curies of 147Pm are needed for a betavoltaic battery
that has a conversion efficiency of 0.95%? (b) if the battery is to have a lifetime
of 5 years, what must be the initial loading of 147Prn?

7. In a betavoltaic battery, the energy of the beta particles should be below about
0.2 MeV. Explain why betas with significantly greater energy are not as attrac-
tive for the battery's operation.

8. The 147Prn used in betavoltaic batteries, usually contains 146Pm as an impurity.
This impurity is undesirable because it is radioactive (5 y half-life) and emits
energetic gamma rays (0.75 MeV). To avoid bulky shielding around the battery,
it is preferable to eliminating much of this impurity. Suggest how this could
be done. HINT: 146Pm has a large thermal-neutron absorption cross section.

9. Discuss the relative advantages and disadvantages of using fission reactors ver-
sus radioisotopes as thermal energy sources for use in thermal electric convert-
ers.
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Chapter 13

Nuclear Technology in
Industry and Research

In the past 50 years, nuclear technology has found ever increasing use in medicine,
industry, and research. Such applications depend on either the unique character-
istics of radioisotopes or the radiation produced by various nuclear and atomic
devices. The ingenuity of nuclear technology applications developed over the past
half century is extraordinary. The applications are myriad, and any comprehensive
discussion would itself require at least a large book. In this and the next chap-
ter, only a brief survey is attempted with some of the more important applications
presented.

By far the most complex and highly developed applications of nuclear technol-
ogy have occurred in the medical field. Almost all of us, sometimes in our lives,
will benefit from such medical applications. These medical applications of nuclear
technology are the subject of the following chapter. However, we encounter the
benefits of nuclear technology far more frequently in our everyday lives through in-
dustrial and research applications. Smoke detectors in our homes, paper of uniform
thickness, properly filled soda cans, and food from new strains of crops are just a
few examples of how we benefit from nuclear technology. In this chapter, we present
these and other industrial and research applications of nuclear technology.

13.1 Production of Radioisotopes
Nuclear technology almost always involves the use of nuclear radiation.1 Such
radiations can be produced by special generators such as nuclear reactors, x-ray
machines and particle accelerators. Alternatively, radiation produced by the decay
of radionuclides is frequently used. Because of the very small size of radionuclide
radiation sources, the great variety of available radionuclides and their radiations,
and their relatively low cost, radionuclides have been used in a vast number of
applications.

An exception is the separation of stable isotopes such as 2H and 18O and their use as labels
in biological reagents or other material. Stable isotopic labels avoid both radiation effects and
time constraints inherent in the use of more traditional radionuclide labels. However, such stable
isotopic labels are far more difficult to detect and more costly to produce than are radioactive
labels.
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The production of radioisotopes is today a multi-billion dollar industry. Three
methods are used for the production of radioisotopes.

Nuclear Reactor Irradiation: Stable nuclides placed in or near the core of a nuclear
reactor can absorb neutrons, transforming them into radioisotopes. These radioiso-
topes. being neutron rich, generally decay by (3~ emission often accompanied by
gamma-ray emission. Examples of important radioisotopes produced by different
neutron induced reactions include 59Co(n.7)60Co. 14N(n,p)14C. and GLi(n,a)3H.

Recovery of Fission Products: Many useful radionuclides are produced copiously
as fission products and can be obtained by chemically processing spent fuel from
reactors. These include I3 ( Cs and 90Sr. Since fission products are neutron rich, they
almost always decay by (3~ emission. Spent nuclear fuel also contains important
transuranic isotopes produced by (multiple) neutron absorption(s) and radioactive
decay reactions. Important transuranic radionuclides include 238Pu, 244Cm. and
2o2Cf. These heavy radionuclides usually decay by a emission or by spontaneous
fission.

Accelerator Production: To produce radioisotopes that are proton rich and that
generally decay by positron emission, particle accelerators are used. Proton beams
with energies up to 10 MeV can be produced by linear accelerators or cyclotrons.
Bombarding a target with such energetic protons can produce radioisotopes by a
variety of nuclear reactions. Some examples are 65Cu(p,n)65Zn, 68Zn(p,2n)6 'Ga.
55Mn(p,pn)54Mn. 25Mg(p,a)22Na. and 58Ni(p,2p)57Co. Since the radionuclide pro-
duced is a different element, chemical extraction techniques can be used to separate
the newly formed radionuclides from the unreacted target material.

In some cases the radionuclide of interest is the daughter of another much longer
lived radionuclide. In this case the long-lived parent radionuclide is placed in a ra-
dionuclide generator from which the daughter can be extracted, as needed, by sol-
vent extraction techniques. With such a generator, the need for rapid shipment of a
short-lived radioisotope is eliminated. The most widely used radionuclide generator
is a "Mo (Ti/2 = 65.9 d) iwcow" which can be ''milked'' to extract the short-lived
99mTc daughter (T1/2 = 6.01 h). The radionuclide 99mTc is the most widely used
radioisotope in medical diagnoses. Another example is a 137Cs (7\/2 = 30.1 y)
radionuclide generator from which the daughter 137mBa (Ti/2 = 2.55 m) can be ex-
tracted. These generators are used to produce inexpensive, short-lived radionuclide
samples for laboratory or medical use.

13.2 Industrial and Research Uses of Radioisotopes and Radiation
Radioisotopes and radiation from x-ray machines and other devices have found
widespread use in many industrial and research activities. These applications can
be categorized into four broad types of applications.

Tracer Applications: Material can be tagged with minute amounts of a radioiso-
tope to allow it to be easily followed as it moves through some process.

Materials Affect Radiation: Radiation is generally altered, either in intensity or
energy, as it passes through a material. By measuring these changes, properties of
the material can be determined.
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Radiation Affects Materials: As radiation passes through a material, it produces
ionization or changes in the electron bonds of the material, which, in turn, can alter
the physical or chemical properties of the material.

Energy from Radioisotopes: The energy released as a radionuclide decays is quickly
transformed into thermal energy when the emitted radiation is absorbed in the sur-
rounding medium. This thermal energy, as we discussed in the last chapter, can
be used as a specialized thermal energy source or converted directly into electrical
energy.

A brief summary of some uses in these four categories is given in Table 13.1.
The use of the energy from radionuclides has been discussed at length in Chapter
12. In this chapter, we briefly review some representative applications in the other
three categories.

Table 13.1. Summary of the industrial and research uses of radioisotopes and
radiation. After Baker [1967].

Tracer Applications:

flow measurments
isotope dilution
tracking of material
radiometric analysis
metabolic studies

Wear and friction studies
labeled reagents
preparing tagged materials
chemical reaction mechanisms
material separation studies

Materials Affecting the Radiation:

density gauges liquid level gauges
thickness gauges neutron moisture gauges
radiation absorptiometry x-ray/neutron radiography
x-ray and neutron scattering bremsstrahlung production

Radiation Affecting Materials:

radioactive catalysis
food preservation
biological growth inhibition
insect disinfestation
Mossbauer effect
radiolysis
static elimination
synthesis

Use of Radiation's Energy:

thermal power sources

modification of fibers
increasing biological growth
sterile-male insect control
luminescence
polymer modification
biological mutations
bacterial sterilization
x-ray fluorescence

electric power sources
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13.3 Tracer Applications
The use of some easily detected material to tag or label some bulk material allows the
bulk material to be followed as it moves through some complex process. Fluorescent
dyes, stable isotopes, and radionuclides have all been used as tags. The amount of
tagging material needed to trace some bulk material depends on both the sensitivity
of instrumentation used to identify the tracer and the dilution experienced by the
tagged material as it moves through the process.

Radionuclides are ideal tracers because few atoms are generally needed to iden-
tify the tracer in a sample. Suppose the radiation emitted by the decay of a particu-
lar radionuclide with a half-life of Tx/2 can be detected in a sample with an efficiency
of e. If a sample contains N atoms of the radionuclide, the observed count rate is

CR = t\N = e— N. (13.1)
-M/2

To detect the presence of the radionuclide tag, this count rate must be greater
than some minimum count rate CRmin which is above the background count rate.
Then the minimum number of radioactive atoms in the sample needed to detect the
presence of the radionuclide is

CR T/
atoms.

e In 2

If the atomic weight of the radionuclide is A, the minimum mass of radionuclides
in the sample is Mmin = Nmin/(Na/A) or

- n -Z\/2 A
Mm-m = — r-T - r^ — grams. (13.2)

Na e In 2

A typically gamma-ray detector efficiency is e ~ 0.1 and a minimum count rate
is CRmin ~ 30 min"1 = 0.5 s"1 Thus, for 14C (T1/2 = 5730 y = 1.18 x 1011 s), the
minimum detectable mass of 14C in a sample is, from Eq. (13.2),

M fi4n _ °-5 (s-1) x 1-18 x 1011 (s) x 14 (g/mol) ^ nmml ° j ~ 6.024 xl0 2 3 (a toms/mol)x 0.1 x l n 2 - X 1U g'

Even smaller masses of radionuclides are needed if a radionuclide is selected that
has a half-life comparable to the process being followed. For example, 32P (Tx/2 =
14.26 d) is often used in plant studies to follow the uptake of phosphorus by plants.
In this instance, the minimum mass of 32P is about 5 x 10" 16 g.

13.3.1 Leak Detection
A common problem associated with complex flow systems is detection of a leak that
cannot be observed directly. To find the location of a leak in a shallowly buried
pipe without excavation, for example, a radionuclide tracer can be injected into the
pipe flow. The tracer will subsequently leak from the pipe and the position of the
leak can readily be identified, from above the soil, by finding the position over the
pipe at which gamma radiation emitting by the tracer radionuclide is emitted over
an extended area. This same technique can be used to determine the position of
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buried pipes by following the radiation signature of the tracer as it flows through
the pipes.

This use of radionuclide tracers to find leaks or flow paths has wide application.
These include (1) finding the location of leaks in oil-well casings, (2) determining the
tightness of abandoned slate quarries for the temporary storage of oil, (3) locating
the positions of freon leaks in refrigeration coils, (4) finding leaks in heat exchanger
piping, and (5) locating leaks in engine seals.

13.3.2 Pipeline Interfaces
Oil from different producers is often carried in the same pipeline. To distinguish
the oil from one producer from that of another, an oil-soluble radioisotope can be
injected into the head of each batch of oil. Then, a simple radiation monitor can
be used at the pipeline terminus to identify the arrival of a new batch of oil.

13.3.3 Flow Patterns
Radionuclide tracer techniques are very effective for determining complex flow pat-
terns. By tagging the material that is to diffuse or move through some medium and
by subsequently measuring the spatial distribution of the activity concentration,
the diffusion patterns can be observed.

The determination of flow patterns by radionuclide tracers has found wide use.
A few examples are (1) ocean current movements, (2) atmospheric dispersion of
airborne pollutants, (3) flow of glass lubricants in the hot extrusion of stainless
steel, (4) dispersion of sand along beaches, (5) mixing of pollutant discharges into
receiving bodies or water, and (6) gas flow through a complex filtration system.

13.3.4 Flow Rate Measurements
Tracer techniques have been used to determine the flow rates in complex fluid
systems. Based on measurements of the activity concentrations of a radioactive tag
in the fluid medium, secondary techniques for flow measurements can be calibrated
as, for example, a flow meter in a pipeline. This method is also used where no
other flow rate method is available, for example, measuring flow rates in a river
estuary. Many variations are possible. Two basic techniques to determine flow
rates as follows.

Peak-to-Peak Method: If the flow occurs at a relatively constant cross sectional
area (e.g., in a pipeline), an injection of a radionuclide will travel downstream with
the flow. The time required for the radionuclide (and the flowing material) to travel
to a downstream location is given by the time for the activity to reach a maximum
at the downstream location.

Tracer Rate Balance Scheme: If a tracer is injected at a constant rate Q0 (Bq
s^1) into a complex flow system (e.g., a river with a variable cross section), then
(assuming complete mixing, no losses or additional injections, and equilibrium con-
ditions) the tracer must appear at the same rate at any downstream location, i.e.,
Cq — Qo where C is the average activity concentration (Bq m~3) and q is the river
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13.3.5 Labeled Reagents
By labeling various chemicals with radionuclides, i.e., replacing one or more sta-
ble atoms of an element in a molecule by radioactive isotopes of the element, it is
possible to analyze complex chemical reactions. For example, to determine which
of the many hydrocarbons in gasoline are responsible for engine deposits, the var-
ious hydrocarbons can be successively tagged with radioactive 14C and the engine
deposits subsequently examined for this radioisotope.

This use of radionuclides as material labels or tracers is ideally suited for mea-
suring physical and chemical constants, particularly if the process is slow or if very
small amounts of a substance are involved. For example, diffusion constants, sol-
ubility constants, and equilibrium constants are easily determined by radiotracer
techniques.

13.3.6 Tracer Dilution
By measuring how a radioisotope is diluted after being injected into a fluid of
unknown volume V. the volume can easily be determined. A radionuclide is first
dissolved in a small sample of the fluid to produce an activity concentration C0

(Bq/cm3). A small volume V0 (cm3) of this sample is then injected into the fluid
system whose volume is to be determined. The total activity injected is V0C0

(Bq) and must equal the total activity circulating in the system, which, with the
assumptions of complete mixing and no losses of the radionuclides, must equal VC
where C (Bq/m3) is the concentration of radionuclide activity in the system after
mixing. Thus, the fluid volume is calculated as V = V0(C0/C). Notice only the
ratio C0/C or the dilution is needed. This is much more easily measured than the
absolute activity concentrations C and C0.

This tracer dilution technique has been applied widely. For example, it can be
used to determine the amount of a catalyst in a chemical process, the amount of
molten iron in an ore-refining process, the volume of an irregularly shaped container,
and the amount of blood in a person.

13.3.7 Wear Analyses
Radioisotope tracers are exceptionally useful in studies of wear, friction, corrosion,
and similar phenomena in which very small amounts of material are involved, For
example, to determine the wear of piston rings in an engine, the rings can be tagged
with a radioisotope. Then, by measuring the rate at which the tag appears in the
engine oil, the rate of wear of the piston rings is easily measured. Similarly, by
tagging different moving parts of an engine with different radionuclide tags, the
wear on the tagged components can be determined simultaneously by measuring
the concentration of the different tags in the oil. Such analysis results in better
scheduling of preventative engine maintenance.

13.3.8 Mixing Times
A common problem in many batch mixing operations is to determine the time
required for the components to become completely mixed. By tagging one of the
components and measuring the tag concentration in test samples taken at various
times after the start of mixing, the time for complete mixing is easily found.

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



13.3.9 Residence Times
In many continuous manufacturing processes, such as oil refining, the time some
material spends in the various phases of the system is important for optimal design
and operation of the system. By injecting quickly a tagged sample of the material
in some phase of the system and following the decline of the activity in that phase,
the mean residence time (or transfer rate to the next phase of the process) can
easily be determined.

13.3.10 Frequency Response
For proper operation of chemical reactors, adsorption towers, distillation systems,
purification processes and other complex systems, the frequency response or transfer
function of the system is needed. By injecting a "pulse" of radioactively-tagged
input material and measuring the transients of the resulting activity concentrations
in the various phases of the process, the frequency response of the system can be
determined from a Fourier analysis of the concentration transients.

13.3.11 Surface Temperature Measurements
In many machines, the peak temperature on the metallic surface of some critical
component, such as a turbine blade in a jet engine, is often a vital operational
parameter. Direct measurement is often not possible. One indirect method is
to label the surface of the metal with 85Kr (7\/2 = 10.7 y) by implanting the
Kr atoms into the metal lattice by either Kr ion bombardment or by diffusion
of Kr atoms into the metal by applying high temperature and pressure. Such
kryptonated surfaces have the property that the krypton atoms are released in
a reproducible and controlled manner at high temperatures. By measuring the
surface distribution of the remaining 85Kr, after a thermal stress test, the maximum
temperature distribution over the surface can be determined.

13.3.12 Radiodating
By observing how much of a long-lived naturally occurring radionuclide in a sample
has decayed, it is possible to infer the age of the sample. Many radiodating schemes
based on different radionuclides have been developed and applied by researchers
to estimate ages of many ancient items, ranging from bones to moon rocks. The
theory behind radiodating is discussed at length in Section 5.7.

13.4 Materials Affect Radiation
Radiation produced by the decay of radioisotopes or from devices such as x-ray
machines interacts with the matter through which it passes. From measurements
of the uncollided radiation passing through a material or of the secondary radi-
ation produced by interactions in the material, properties of the material can be
determined.

13.4.1 Radiography
The first practical application of nuclear technology was radiography. Soon after
Roentgen discovered x rays, he demonstrated in 1895 that x rays passing downward
through his wife's hand produced an image on a photographic plate beneath her
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hand that showed the hand bones in great detail. The passage of radiation through
an object and its measurement as a 2- or 3-dimensional image is the basis of the
science of radiography. Many types of radiography have been developed, some of
which are discussed below, and others in the next chapter discussing medical uses
of nuclear technology.

X-Ray and Gamma-Ray Radiography: Almost all of us have had x-ray pictures
made of our teeth or some part of our bodies. This common radiographic procedure,
usually uses an x-ray machine to generate a beam of high-energy photons. In such
a machine, a beam of electrons is accelerated by a high voltage in a vacuum tube.
The electron beam impinges on a target of high-Z material, such as tungsten, and,
as they slow down, they generate bremsstrahlung radiation, and. through ionization
and excitation of the target atoms, fluorescence. The bremsstrahlung photons have a
continuous distribution of energies up to the maximum voltage used in the machine.
By contrast, the fluoresce photons are monoenergetic. characteristic of the electron
energy levels of the target material.

As x rays pass through a heterogeneous specimen, dense high-Z objects pref-
erentially absorb or scatter x-rays from the beam so that fewer photons reach the
detection surface (e.g., a sheet of film or a fluorescent screen) behind these objects.
Each image point has an intensity inversely proportional roughly to the integrated
electron density along a straight-line path from the x-ray source to the image point.
In effect, an x-ray image is a "shadowgram" cast by all the electrons along a photon's
path.

Besides obvious medical applications to detect broken bones, x-ray radiography
is widely used in industry and research. Detection of cracks in welds or voids is one
such application of industrial radiography.

In many applications of x-ray radiography, it is impractical to use an x-ray
machine, either because of space or weight limitations or a lack of electrical power.
As an alternative to an x-ray machines, radioisotopes can be used to generate the
photons needed to create x-ray images. Radioisotopic gamma-ray sources can be
used to create small portable x-ray devices that have no tubes to burn out and,
consequently, are very reliable. Moreover, because gamma-ray sources can be far
smaller than x-ray tube sources, higher resolutions in the image can be obtained.

X-ray film is most sensitive to low energy gamma rays and, consequently, ra-
dionuclides that emit low-energy gamma rays are best suited for such portable
x-ray devices. Unfortunately, such radionuclides generally have short half-lives.
When radiation doses are of little concern, such as in radiographing welds for a
pipeline, longer-lived and higher-energy gamma-rays can be used. Table 13.2 lists
some properties of radioisotopes used for gamma-ray radiography.

Neutron Radiography: Other radiations besides photons can be used in radiog-
raphy. Parallel beams of thermal neutrons streaming from beam-ports of nuclear
reactors are used to image objects with different thermal-neutron cross sections.
Behind the sample, a "converter" screen absorbs transmitted neutrons and emits
fluorescence and/or beta particles as a result. These secondary radiations, in turn,
expose a photographic film or, in modern applications, a charged-coupled transistor
array behind the converter screen to create an image of regions in the specimen
through which neutrons are preferentially transmitted.
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Table 13.2. Radioisotopes that have been used in
portable gamma-ray devices.

Isotope

125j

192Ir

170Th

153Ga
145Sm
55 Fe
60 Co
137Cs/137mBa

Half-Life

60.1 d
74 d

120 d

236 d

360 d

2.73 y

5.27 y
30.1 y

£7,

0.027,
0.02 +

0.084

0.097
0.06

0.006

x (MeV)

0.031, 0.035
others

1.33, 1.17
0.667

Materials such as water and hydrocarbons readily scatter thermal neutrons from
the incident beam; by contrast, gases and many metals are relatively transparent to
thermal neutrons. Voids, of course are totally transparent to the neutrons. Thus,
neutron radiographs are ideally suited for distinguishing voids from water and hy-
drocarbons and for measuring density variations in neutron absorbing and scat-
tering materials, even when inside metal enclosures that usually have a negligible
effect on the neutron beam. X-ray radiography is poorly suited for such studies.
With neutron radiography, water droplets inside metal tubes, air passages inside
insects, burning gun powder in a cartridge being fired by a gun, and oil or void filled
channels inside an engine block are readily observed. Figure 13.1 shows a neutron
radiograph of a valve in which the rubber gaskets, o-rings, and even the teflon tape
in the threads are readily observed.

Beta Radiography: To detect material variations in thin specimens, beta particles
with ranges greater than the specimen thickness can be used. The number of beta
particles transmitted through the specimen and exposing film behind the specimen
is inversely proportional to the mass thickness of material in the specimen. Beta
radiography, for example, can be used to obtain images of watermarks in paper and
density variations in biological specimens.

Autoradiography: In autoradiography, the radiation used to form an image is gen-
erated within the specimen. In some biological applications, molecules tagged with
radionuclides are concentrated in various portions of a specimen. By placing the
specimen in contact with film and waiting for some period of time, the radiation
emitted by the decay of tagged radionuclides exposes the film adjacent to the ra-
dionuclides. In this way, an image is created showing regions of high concentration
of the tagged biological molecules. This technique is used extensively in biological
studies ranging from plant uptake studies to DNA characterization.

A variation is to expose an ordinary specimen to thermal neutrons in order to
convert some stable nuclides into radioactive isotopes. Materials in the sample with
high neutron absorption cross sections preferentially generate radionuclides. After
the neutron irradiation, placement of the sample against a photographic film will
create an image of regions with high concentrations of radionuclides characteristic
of the elements in the sample.
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Figure 13.1. A neutron radiograph of a valve. The iron casing is relatively
transparent to neutrons, but the plastic gaskets and teflon tape around the
threads are readily apparent. Courtesy of Mike Whaley. Kansas State Univer-
sity.

13.4.2 Thickness Gauging
In many manufacturing processes involving continuous sheets of materials, the accu-
rate real-time measurement and control of the thickness of the material, or coatings
on a substrate, is a critical aspect of quality control. One widely used technique for
making such thickness measurements, without requiring contact with the product, is
to irradiate the material with radiation from a radioisotope or x-ray machine and to
measure the intensity of transmitted or reflected radiation. Radiation of all types
(a,7,/3, and x rays) have been used, depending on the material and thicknesses
involved, and several variations of radiogauging have been developed.

In a transmission thickness gauge, see Fig. 13.2. radiation from a radioactive
source passes through the test material and, as the thickness of the material in-
creases, the intensity of radiation reaching a detector on the other side of the mate-
rial decreases. A variation in the detector signal indicates a variation of the material
thickness, and such a signal can be used to activate a servomechanism controlling the
pressure exerted by rollers to adjust the thickness of the material being processed.
Such gauging devices are used in the production of many thin products such as paper
(with various added coatings, e.g.. sandpaper), metal extrusions, rubber, plastics,
and many other basic products.

In some production applications it is not possible to have access to both sides of
the product (e.g.. extrusion of steel pipes, or measuring the thickness of egg shells).
In one-sided thickness gauging (see Fig. 13.3), radiation is emitted toward the sur-
face of the material. As the material's thickness increases, the amount of radiation
scattered also increases. The measured variation in the intensity of backscattered
radiation can be used to control the product thickness.
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test material

test material

Figure 13.2. Thickness gauging by ra-
diation transmission.

Figure 13.3. Thickness gauging by
backscatter transmission.

An alternative to thickness gauging by measuring backscattered radiation, is a
fluorescence radiation measurement (see Fig. 13.4). As radiation from the source
interacts in the material, it causes ionization of some of the material's atoms. Sub-
sequently, as electrons cascade to fill vacancies in the inner electron orbits, charac-
teristic x rays (or fluorescence) are emitted. The intensity of fluorescence increases
as the material irradiated by the source radiation increases in thickness. Moreover,
the energy of fluorescent photons is unique for each element.

Fluorescence thickness gauging is ideally suited for measuring and controlling
the thickness of a coating on a substrate of a different material. Radiation from the
source produces fluorescence in both the coating and the substrate. As the coating
layer increases in thickness, more x rays with energies characteristic of the coating
material are produced. The substrate x rays, with their unique energies, must pass
through the coating and are increasingly absorbed as the coating thickness increases.
Thus, by measuring both the coating and substrate x rays, very accurate control
of the coating thickness can be obtained. For example, the thickness of a thin tin
layer applied to a steel sheet to produce galvanized steel or of an adhesive coating
on a cloth fabric to produce adhesive tape is readily measured and controlled by
fluorescence thickness gauging.

Thickness gauging with radiation is used to manufacture a wide array of prod-
ucts: adhesive tape, aluminum strips, asphalt shingles, brass plate, floor coverings,
galvanized zinc, many types of paper, plastic films, roofing felt, rubber products,
soda-cracker dough, titanium sheets, and vinyl wall coverings, to name just a few
items. These radiogauges are small, inexpensive, require little power and mainte-
nance, can be placed deep inside machinery, and are both accurate and reliable.

13.4.3 Density Gauges
In some applications, the density of a material is of interest. By placing a detector
a fixed distance from a source of radiation, the intensity of the detected radiation
decreases as the density of the material between the source and detector increases.
Such density gauges are used to manufacture many products including cement slur-
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Figure 13.4. Thickness gauging using
stimulated fluorescence.

ries, condensed milk, foam rubber, petroleum products, acids, ore slurries, resins,
pulverized coal, sugar solutions, synthetic rubber, and tobacco in cigarettes.

13.4.4 Level Gauges
Determining the level of some liquid in a closed container is a common problem in
many industries. The use of radiation offers an effective method for determining
such liquid levels. The simplest such level gauge floats a radioactive source on top of
the liquid. Then a detector is moved up and down the outside of the container until
a maximum in the detection signal indicates the top of the liquid. Many variations
are available. For example, if the source cannot be placed inside the container, the
source and detector can be placed on opposite sides of the container and moved
up and down together. A sharp change in the detector signal indicates the liquid
surface. Another variation is to mount two pairs of source and detector on opposite
sides of the tank, one pair mounted near the bottom and the second near the top.
Such fixed pairs can then be used to alarm low and high liquid levels in the tank.

The attenuation of radiation by the liquid in closed containers is used, for exam-
ple, in the beverage industry to reject improperly filled cans in a high-speed filling
line. A can with a low fill will permit more radiation from an x-ray source to pass
through the can. An abnormally high signal from a detector on the other side of
the can is then used to remove automatically the under filled can.

Radiation level gauges are used to determine the levels of many materials includ-
ing bauxite ores, chemicals of many types, petroleum liquids, grain syrups, molten
glass and metals, and pulp slurries, to name a few.

13.4.5 Radiation Absorptiometry
Low energy photons passing through a material are absorbed strongly by photo-
electric interactions. The photoelectric cross section varies with the material, and
by measuring the degree of absorption of x and gamma rays of various low energies,
it is possible to determine the composition of a material. For example, the value
of crude oil depends strongly on its sulfur content. Since sulfur has a photon ab-
sorption coefficient almost ten times that of oil, low energy photons will be strongly
absorbed by oil with a high sulfur content. By using a radionuclide source that
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emits low energy photons, such as 55Fe which emits a 6 keV x ray following decay
by electron capture, and by measuring the degree of photon absorption in the oil it
is possible to monitor accurately in real time the sulfur content of oil flowing in a
pipeline.

13.4.6 Oil-Weil Logging
Radioisotopes are used extensively in oil exploration. By lowering a probe contain-
ing a gamma-ray or neutron source down a test well and measuring the character-
istics of the radiation scattered back to a detector on the probe, it is possible to
infer the type of rock formations adjacent to the probe. By making a vertical profile
or log of the type of rocks and soils encountered, a geologist is able to identify the
location and extent of possible oil-bearing formations.

13.4.7 Neutron Activation Analysis
In many research and quality control applications, the determination of very small
amounts of impurities or trace elements in a sample is needed. One technique
that can be used for some elements with exquisite sensitivity is that of neutron
activation analysis. In this technique, a small amount of the sample is placed in a
nuclear reactor where neutrons transform some of the stable atoms into radioactive
isotopes of the same elements. After irradiation, the gamma radiation emitted
by the now radioactive sample is analyzed by a gamma spectrometer that sorts
the emitted gamma photons by their energy and creates an energy spectrum of
the detected photons. An example gamma spectrum is shown in Fig. 8.8. Peaks
in such a spectrum indicate a photon of a particular energy, and since photons
emitted by radioactive decay have energies unique to the decay of each radionuclide
species, the radionuclide and its element can be readily identified. Moreover, the
intensity or amplitude of a gamma-ray peak in the spectrum is proportional to the
number of associated radioisotopes emitting this gamma photon, which, in turn, is
proportional to the number of atoms of the element, from which the radioisotope
was produced, that were originally present in the sample.

Unlike other sensitive techniques for identifying trace elements in a sample,
neutron activation analysis requires little sample preparation and is relatively inex-
pensive. Its major limitation is that it is useful for identifying only elements with
a large neutron absorption cross section and whose isotope produced by neutron
absorption reactions is radioactive and emits a gamma ray with an energy distin-
guishable from those emitted by other activation products. About 75 elements can
be detected in amounts as low as 10~6 g, about 50 at 10~9 g, and 10 at 10~12 g.
Table 13.3 shows the sensitivity of this technique for identifying various elements.

Neutron activation analysis is routinely used in many research and industrial
areas. Geologists use it to identify trace elements in rock samples. It is widely used
in forensic investigations to obtain a unique trace-element signature in a sample to
identify its source, for example, hair samples, paint chips, and spilled oil. Similarly,
several elemental toxins can be identified in biological samples by neutron activation
analysis. Pesticide residue of crops can be identified by their bromine and chlorine
signatures. Petroleum refiners use neutron activation analysis to verify the natural
contaminant vanadium has been remove from oil in the initial distillation process
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Table 13.3. Approximate minimum detectable masses of various elements using the
neutron activation technique. Limits are based on a one hour irradiation in a thermal
neutron flux of 1013 cm~ 2s^] with no interfering elements. Source: Weaver [1978].

Min. Mass
El.

(ME)

Ag 0.0001

Al 0.001

Ar 0.0001
As 0.0002

Au 0.0002

Ba 0.005

Bi 0.05

Br 0.009

Ca 0.5

Cd 0.009

Ce 0.02

Cl 0.002

Co 0.0009
Cr 0.2

Cs 0.0004

Cu 0.002

Dy 0.00000004

Er 0.004

Min. Mass
El.

(MS)
Eu 0.0000009

Fe 10.0
F 0.2
Ga 0.004

Gd 0.002

Ge 0.00005

Hf 0.007

Hg 0.0002

Ho 0.00004

I 0.001

In 0.000005
Ir 0.00002

K 0.002

Kr 0.001
La 0.0004

Lu 0.000009

Mg 0.05

Mil 0.000005

Min. Mass
EL w
Mo 0.01

Na 0.0004

Nb 0.1
Nd 0.02

Ne 0.4
Ni 0.004

Os 0.004

Pd 0.0002

Pr 0.0001

Pt 0.004

Rb 0.04
Re 0.00004

Rh 0.00002

Ru 0.002
Sb 0.0009

Sc 0.002

Se 0.02

Si 0.0009

Min. Mass
El.

(Mg)

Sm 0.00009

Sn 0.02

Sr 0.0009

Ta 0.009

Tb 0.005

Te 0.01
Th 0.007

Ti 0.001

Tl 0.5

Tm 0.002

U 0.0004

V 0.0001

W 0.0002

Xe 0.01
Y 0.0002

Yb 0.0004

Zn 0.02

Zr 0.2

before being "cracked" in further refining processes in which expensive catalysts
would be "poisoned" by vanadium.

13.4.8 Neutron Capture-Gamma Ray Analysis
Just as radionuclides emit uniquely identifying radiation, many nuclear reactions
also produce secondary radiation with unique characteristics. In particular, when
a neutron is absorbed, capture gamma rays are usually emitted. The energies of
these gamma rays have energies that are unique to the nuclide produced in the
(11,7) reaction. Thus by observing the energies and intensity of capture gamma rays
produced by neutron irradiation of a sample, the amount of various elements in the
sample can be determined. This method, for example, is being investigated as a
means of detecting plastic explosives in airport luggage or for finding buried land
mines or unexploded ordinance.

13.4.9 Molecular Structure Determination
Arrangements of atoms in crystals or in complex molecules are often determined by
using intense beams of low energy photons or neutrons. These photons or neutrons,
with wavelengths comparable to the distances between atoms in a sample, scatter
simultaneously from several atoms and, because of their wave-like properties, ere-
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ate a complex interference pattern in the scattered radiation. By analyzing the
scattered interference pattern, the three-dimensional structure of the sample can be
determined.

13.4.10 Smoke Detectors
Inexpensive and reliable smoke detectors use a small amount of an alpha emitter,
typically 241Am. Two metal plates are separated by a few centimeters. A small
amount of the alpha emitter is deposited in the center of one plate so that alpha
particles will be emitted into the air between the two plates. By placing a voltage
difference between the two plates, the ion-electron pairs created in the air as the
alpha particles are slowed are collected by the plates causing a small but steady
current to flow between the plates. Smoke particles diffusing into the air between
the plates stop some of the alpha particles and reduce the amount of air ionization,
thereby causing the current flowing between the plates to decrease. This decrease
in current in turn triggers an alarm.

13.5 Radiation Affects Materials
Radiation is also used to process materials in order to alter their properties. Because
of the typically large volumes of material involved and the high radiation doses
needed for radiation processing, the amount of radionuclides used in such activities
far exceeds that for all other radionuclide uses. In some instances requiring large
radiation doses, large x-ray machines are used as an alternative to large radionuclide
sources.

13.5.1 Food Preservation
Perhaps the greatest potential for radiation processing is in the preservation of
food. Three basic approaches are of importance. First, irradiation of packaged
food products, such as milk and poultry, can greatly extend their shelf life by
destroying many of the harmful bacteria naturally contained in the food. This
mechanism for pasteurization of food does not require heating the product, as in
conventional thermal pasteurization processes which often changes the flavor of
the food product. Typical gamma or x-ray doses required for such pasteurization
are a few kGy. With higher doses, generally between 20 and 50 kGy, complete
sterilization of food products can be achieved and produce an indefinite shelf life
for sealed products without refrigeration. However, complete radiation sterilization
of food products often is accompanied by unacceptable changes in flavor, smell, color
and texture, although these changes can be reduced by irradiating the product at
low temperatures.

A second application of radiation processing of food is to extend the storage life
of root crops. For example, potatoes or onions can be prevented from sprouting by
irradiating them with photon doses of between 60 and 150 Gy. Finally, irradiation
of grain and cereals with photon doses between 200 and 500 Gy before storage can
greatly reduce subsequent insect damage.

Although food preservation by irradiation is not yet routinely used, the need to
increase the safety of our food supply has led to increasing use of this technology.
Today only a few food products processed by radiation are available; but there is
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currently much research interest in expanding the use of radiation preservation of
food. Astronauts regularly dine on a wide variety of irradiated foods when on space
missions, and have made many favorable comments on these food products.

13.5.2 Sterilization
Many medical supplies require complete sterilization, and many of these products
cannot withstand conventional autoclaving (heat) sterilization. Gamma radiation
can be used as an alternative to sterilize sealed packages containing delicate med-
ical items such as plastic hypodermic syringes and pharmaceuticals which cannot
withstand high temperatures.

Other consumer products, which contain pathogens, can be sterilized by large
doses of radiation. For example, goat hair may contain the deadly anthrax bac-
terium. This bacterium can be destroyed by gamma irradiation before turning the
hair into cloth or rugs. Anthrax as well as other pathogens may be used in biologi-
cal warfare or terrorism, arid gamma irradiation has been used to treat potentially
contaminated letters in the postal system.

13.5.3 Insect Control
By irradiating insect larvae with enough radiation, typically many tens of grays,
the resulting insect is rendered sterile. By releasing such sterilized insects into
the environment who subsequently mate with normal '"wild" partners and produce
sterile eggs, the population of the insect species can be reduced or even eliminated.

This approach was first applied to control the screwworm fly which lays eggs
in an animal host, such as cattle. The resulting maggots burrow into the host
inevitably resulting in the host's death. This insect problem was particularly severe
in the southeast United States. Between 1958 and 1960, a few billion radiation-
sterilized screwworm flies were released by planes over Florida and neighboring
states. The result was the complete irradication of this pest.

13.5.4 Polymer Modification
As radiation passes through a polymer, electronic bonds are broken and new bonds
formed between adjacent polymer molecules. For example, polyethylene film is
often used as a packaging material that can be shrink wrapped around the product.
To increase the strength of such polyethylene wrap, gamma or x-ray irradiation of
the plastic can greatly increase its strength. Many have seen plastic spoons deform
when immersed in a hot liquid. By irradiating these plastics, they can be made
stronger so that such deformations do not occur. Wood flooring products saturated
in simple chemicals and subsequently irradiated to produce new bonds between the
wood fibers and the plastic resins produce a very durable surface without any loss
of the beauty of the wood grain.

13.5.5 Biological Mutation Studies
The development of newr plant strains with desirable traits, such as disease resis-
tance or enhanced grain yields, has been a major emphasis in agricultural research.
New strains result from a modification of the genome of a plant. Such mutations
can result from cross breeding, the laboratory microscopic insertion of new genes
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into the DNA of a plant cell, or by stochastic mutations in a cell's DNA induced
by radiation. Radiation induced mutations have been a mainstay in producing new
crop strains. By irradiating seeds of a particular crop, mutations are generated.
From subsequent field trials of the irradiated seeds, those few plants exhibiting
new desirable characteristics can be selected and propagated. Such radiation in-
duced mutations have resulted in dozens of new crop strains which are now grown
throughout the world.

13.5.6 Chemonuclear Processing
Many chemical reactions are greatly enhanced by the presence of a catalyst, which
promotes the interaction of the reacting species. Traditionally catalysts are expen-
sive noble metals, such as the platinum used in the catalytic converters in our cars
to reduce the hydrocarbon emissions.

Radiation can also act as a catalyst. For example, the production of ethyl
bromide by reacting ethylene with hydrogen bromide is greatly enhanced by the
ionization produced by a gamma-ray source such as 60Co.
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PROBLEMS

1. You are to select a radionuclide to indicate the arrival of a new batch of pe-
troleum in a 700-km long oil pipeline in which the oil flows with a speed of 1.4
m/s. Which of the following radioisotopes would you pick and explain why:
24Na, 35S, 60Co, or 59Fe.

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



2. A biological tissue contains 131I (T]_/2 = 13.2 h) with an activity concentration
of 3 pCi/g. What is the smallest mass of this tissue for which the 131I can be
detected? State and explain all assumptions made.

3. What is the atomic concentration (atoms/g) of 60Co in a tagged 5-gram sample
of iron that produces a photon count rate (1.17 and 1.33 MeV photons) of 335
counts/minute over background. The detector has an efficiency of 0.15 for 60Co
photons

4. Iron pistons rings in a motor have 60Co imbedded as a label with a concen-
tration of 5.0 pCi/kg. The engine is lubricated by recirculation of 8 kg of oil.
After 1.000 hours of operation, the oil is found to have a 60Co concentration of
2.7 fCi/g. How much iron has been worn from the piston rings?

5. A radioisotope with a half-life of 30 days is injected into the center of a river at
a steady rate of 10 ^.Ci/niin. At 10 km downstream the water activity is found
to be 7.3 nCi/g. What is the river flow rate in m'3/h? What assumptions did
you make?

6. Five grams of water containing a radionuclide with a concentration of 107 Bq/L
and a half life of 1.3 d are injected into a small pond without an outlet. After
10 days, during which the radioisotope is uniformly mixed with the pond water,
the concentration of the water is observed to be 1.75 ^Bq/cm3. What is the
volume of water in the pond?

7. A radioactive tracer, with a half life of 10 days, is injected into an underground
aquifer at t = 0. Eighty-five days later the radioisotope is first observed in a
monitoring well 500 in from the injection point. What is the speed of water
flowing in the aquifer between the two wells?

8. The sizes of objects imbedded in a homogeneous material are to be determined
by radiography. Explain what physical properties the objects and the homoge-
neous material should have for (a) x-ray radiography, (b) neutron radiography,
and (c) beta-radiography to be the preferred choice.

9. What type of a radioactive source should be used, and how should it be used
in thickness gauging processes if it is to be used for (a) gauging paper thick-
ness, (b) the control of sheet metal thickness between 0.1 and 1 cm, and (c)
controlling the coating thickness of adhesive on a cloth substrate?

10. It is proposed to a use a 90Sr source (half-life 29.1 y) in a thickness gauge for
aluminum sheets. This radionuclide source is in secular equilibrium with its
90Y daughter (half-life 64 h). Both radioisotopes emit beta particles with no
accompanying gamma rays. The average energies of the 90Sr and 90Y beta
particles are 195 keV arid 602 keV, respectively. What is the maximum thick-
ness of aluminum for which gauging by 9()Sr is practical? Ranges of electrons
in aluminum are shown in Fig. 7.16.

11. It has been suggested that Napoleon died as a result of arsenic poisoning since
the growing end of his hair has been found, through NAA analysis, to have
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abnormally high levels of arsenic. What hair sample mass (in grams) is needed
to detect arsenic with a concentration of 0.001 ppm?

12. Mercury pollution in water is of concern since fish often concentrate this el-
ement in their tissues. To measure such mercury contamination by neutron
activation analysis, a fish sample is irradiated in a reactor in a thermal neutron
flux </> = 1.5 x 1012 cm~2s~1. The stable mercury isotope 196Hg has a neutron
absorption cross section for thermal neutrons of 3.2 kb. The resulting 197Hg has
a half life of 2.67 d and can be detected in a fish sample at a minimum activity
of 15 Bq. What irradiation time is needed to detect mercury contamination at
a level of 30 /ug/g (30 ppm) in a 10-g fish sample?

13. Neutron transmutation doping is a process in which high purity silicon is placed
in a nuclear reactor where some of the silicon atoms are transmuted to stable
phosphorus atoms through the reactions

14Si + On > 14Si —> 15

After annealing to remove crystalline defects caused by the fast neutrons, the
resulting semiconductor can be used in devices such as power thyristors which
require a large area of a semiconductor with uniform resistivity. The thermal-
neutron capture cross section in 30Si is 0.107 b. What thermal flux is needed
to produce a phosphorus impurity concentration of 8 parts per billion following
an 20-hour irradiation?

14. If potatoes receive gamma-ray doses between 60 and 150 Gy, premature sprout-
ing is inhibited. Such irradiation can be done in an irradiator with a large 60Co
source. The maximum dose the potatoes receive from a given source in a given
time can be estimated by assuming all the gamma rays are absorbed in the
potatoes. What is the minimum activity of 60Co needed in an irradiator to
deliver such a dose of 250 kGy to 100,000 kg of potatoes in 8 hours? How
realistic is it to suppose all the gamma-ray energy is deposited in the potatoes?

15. Bacteria such as salmonella can be killed by radiation doses of gamma rays of
several kGy. Estimate the irradiation time needed to sterilize a small delicate
medical instrument sealed in plastic if the instrument is placed 30 cm from a
small 60Co source with an activity of 10 kCi.
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Chapter 14

Medical Applications of
Nuclear Technology

The exploitation of nuclear technology in medical applications began almost from
the moment of Roentgen's discovery of x rays in 1895 and Becquerel's discovery of
radioactivity in 1996.J The importance of x rays in medical diagnosis was imme-
diately apparent and. within months of their discovery, the bactericidal action of x
rays and their ability to destroy tumors were revealed. Likewise, the effectiveness
of the newly discovered radioactive elements of radium and radon in treatment of
certain tumors was discovered early and put to use in medical practice. Today, both
diagnostic and therapeutic medicine as well as medical research depend critically
on many clever and increasingly sophisticated applications of nuclear radiation and
radioisotopes.

In diagnostic medicine, the radiologist's ability to produce images of various
organs and tissues of the human body is extremely useful. Beginning with the use
of x rays at the start of the twentieth century to produce shadowgraphs of the
bones on film, medical imaging technology has seen continuous refinement. By the
1920s, barium was in use to provide contrast in x-ray imaging of the gastrointestinal
system. Intravenous contrast media such as iodine compounds were introduced
in the 1930s arid in angiography applications by the 1940s. Fluoroscopic image
intensifiers came into use in the 1950s and rare-earth intensifier screens in the 1960s.
Computed tomography (CT), positron emission tomography (PET), and single-
photon emission tomography (SPECT) saw their beginnings for clinical use in the
1960s and 1970s. Picture archive and communication systems (PACS) began to see
common use in the 1990s, The 1990s also saw interventional radiology becoming
well established in medical practice, especially in coronary angioplasty procedures.

Along with advances in diagnostic medicine, corresponding advances have been
made in using nuclear technology for therapy. There are three general classes of
radiation therapy. In brachy therapy, direct implants of a radioisotope are made
into a tumor to deliver a concentrated dose to that region. In teletherapy, a beam
delivers radiation to a particular region of the body or even to the whole body.
In radionuclide therapy, unsealed radiopharmaceuticals are directly administered to
patients for curative or palliative purposes.

1The history of medical uses of radiation from 1895 through 1995 is addressed thoroughly in a
series of articles published in the November 1995 issue of Healtti Physics, the Radiation Protection
Journal.
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Table 14.1. Global use of medical radiology (1991-1996). From UN [2000].

Quantity
No. per
Level T

106 population
Global

Physicians

All physicians
Radiological physicians

2800
110

1100
80

X-ray Imaging

Equipment:

Exams per year:

medical
dental
mammography
CT

medical
dental

290
440
24
17

920,000
310,000

110
150
7
6

330,000
90,000

Radionudide Imaging

Equipment:

Exams per year

gamma cameras
rectilinear scanners
PET scanners

7.2
0.9
0.2

19,000

2.1
0.4

0.05

5600

Radionudide Therapy
Patients per year: 170 65

Teletherapy

Equipment:

Patients per year

x-ray
radionuclide
LINAC

2.8
1.6
3.0

1500

0.9
0.7
0.9

820

Brachytherapy

Afterloading units

Patient per year

1.7

200

0.7

70
1 Level I represents countries with one or more physicians per 1000
population.

Indeed, nuclear applications have become such a routine part of modern medical
practice that almost all of us at one time or another have encountered some of
them. Table 14.1 lists personnel and frequencies for medical radiology and radiation
therapy procedures, both globally and in developed countries.

Today we see many changes and new applications of nuclear technology in medi-
cine. The use of rectilinear scanners is declining rapidly while the use of gamma-ray
cameras, PET and CT scanners is growing. Diagnostic radiology has long been used
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for imaging and study of human anatomy. In recent years, using CT, PET, and
gamma-ray scanners, as well as MRI (magnetic resonance imaging), medical science
has advanced to imaging the physiology and metabolism of the human body.

14.1 Diagnostic Imaging
Diagnostic radiology using x rays, both dental and medical, including mammogra-
phy. dominates radiology. This is true for both numbers of patients and numbers
of procedures. Each year in the United States, for example, more than 130 million
persons annually receive diagnostic x rays [NAS 1980] and more than 250 million
examinations are performed [UN 2000].

In the past thirty years, alternatives to traditional x-ray imaging have become
available and are being increasingly used to image organs and tissues not easily seen
by conventional x-ray diagnostics. In the 1970s, digital methods of processing and
displaying x-ray images led to the clinical use of digital radiology and computed to-
mography (CT). Positron emission tomography (PET), and single photon emission
computed tomography (SPECT). both radiological procedures, were realized in the
1980s.

Magnetic resonance imaging (MRI) matured and became a widely used medical
imaging technique in the 1990s. MRI does not use x rays or radionuclides; however,
it does depend on the unique spin (angular momentum) properties of the atomic
nuclei in the body tissues and also employs the sophisticated image processing
techniques used in nuclear imaging methods. Indeed. PET and MRI or PET and CT
are often used together, with images superimposed to reveal physiological processes,
particularly in the brain.

14.1.1 X-Ray Projection Imaging
Projection x-ray imaging is by far the most common diagnostic imaging technique
used. In this met hod, a beam of x rays illuminates some part of the body and a
film (or digital imaging detector) behind the body records the transmitted x rays.
Areas of the film behind dense high-Z materials such as bone, which preferentially
absorb x rays, receive little exposure on the film compared to areas behind soft
tissue, which more readily transmit the photons. In essence, an x-ray image records
the "shadows" cast or projected by the irradiated specimen onto the film.

During the fifty years following the discovery of x rays, advances were made in
the design and standardization of x-ray sources, and in the use of contrast agents.
Notable advances in design include the 1913 invention of the hot-cathode x-ray tube
by William Coolidge. the invention of the anti-scatter grid by Gustav Bucky and
H.E. Potter in 1917. and the invention of the x-ray image intensifier by John Colt-
man in 1948 [Webster 1995]. Contrast agents are fluids containing high-Z atoms
that strongly absorb x rays compared to normal tissues. Barium compounds flood-
ing the gastrointestinal system were found to give definition in an x-ray image of
the volume of the system. After clearance and distention of the system by gas.
residual barium defined the walls of the system. Similarly, iodine compounds in the
blood were found to define the circulatory system in detail. Advances continue to be
made in the availability of contrast agents and in their applications. Film subtrac-
tion angiography. which began in the 1930s, relies on contrast agents. Subtraction
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angiography requires two images, one positive, one negative, recorded before and
after injection of a contrast agent. Subtraction of the images by superimposing
the two film images reveals vascular structure, absent interference caused by su-
perposition of extraneous images of bones and other structures. In recent decades,
digital-imaging methods have greatly enhanced the effectiveness of this application
by performing the subtraction digitally.

The X-Ray Source
The production of x-ray photons as bremsstrahlung and fluorescence occurs in any
device that produces high-energy electrons. Devices that can produce significant
amounts of x rays are those in which a high voltage is used to accelerate electrons,
which then strike an appropriate target material. Such is the basic principle of
all x-ray tubes used in medical diagnosis and therapy, industrial applications, and
research laboratories.

Although there are many different designs of x-ray sources for different applica-
tions, most designs for low to medium voltage sources (< 180 kV) place the electron
source (cathode) and electron target (anode) in a sealed glass tube. The glass tube
acts as both an insulator between the anode and cathode and a container for the
necessary vacuum through which the electrons are accelerated by the high voltage
between the anode and cathode. The anodes of x-ray tubes incorporate a suitable
metal upon which the electrons impinge and generate bremsstrahlung and charac-
teristic x rays. Most of the electron energy is deposited in the anode as heat rather
than being radiated away as x rays and, thus, heat removal is an important aspect
in the design of x-ray tubes. For example, the x-ray tube shown in Fig. 14.1 has
a rotating anode that spreads the heat over a large area and thereby allows higher
beam currents and greater x-ray output.

Tungsten is the most commonly used target material because of its high atomic
number and because of its high melting point, high thermal conductivity, and low
vapor pressure. Occasionally, other target materials are used when different char-
acteristic x-ray energies are desired (see Table 14.2). Generally, the operating con-
ditions of a particular tube (current, voltage, and operating time) are limited by
the rate at which heat can be removed from the anode. For most medical and
dental diagnostic units, voltages between 40 and 150 kV are used, while medical
therapy units may use 6 to 150 kV for superficial treatment or 180 kV to 50 MV
for treatment requiring very penetrating radiation.

Rotating
tungsten anode

Figure 14.1. Schematic diagram of atypical x-ray tube. From Kaelble (1967).
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Table 14.2. Characteristic x-ray properties of two important tar-
get materials used in x-ray tubes. The x-ray line notation refers to
the specific electron transition to the K or L shell that produces the
characteristic x ray. The wavelength and energy of the resulting char-
acteristic x ray is listed. The excitation voltage is the energy required
to create (ionize) a shell vacancy whose repopulation generates the x
rav.

Element

Tungsten

Molybdenum

X-ray
line

Kni
K.n
Loi
LJI
Knl

K,n
Lm

Wavelength
(10 -10 m)

0.2090
0.1844
1.4764
1.2818
0.7093
0.6323
5.4066

Energy
(keV)

59.3182
67.2443

8.3976
9.6724

17.4793
19.6083
2.2932

Excitation
voltage (kV)

69.525
69.525
10.207
11.514
20.000
20.000

2.520

The energy spectrum of x-ray photons emitted from an x-ray tube has a con-
tinuous bremsstrahlung component up to the maximum electron energy (i.e., the
maximum voltage applied to the tube). If the applied voltage is sufficiently high
as to cause ionization in the target material, there will also be characteristic x-ray
lines superimposed on the continuous bremsstrahlung spectrum. In Fig. 14.2 two
calculated exposure spectra of x rays are shown for the same operating voltage but
for different amounts of beam filtration (i.e., different amounts of material attenu-
ation in the x-ray beam). As the beam filtration increases, the low-energy x rays
are preferentially attenuated and the x-ray spectrum hardens and becomes more
penetrating. Also readily apparent in these spectra are the tungsten Ka\ and Kpi
characteristic x rays.

The characteristic x rays may contribute a substantial fraction of the total x-ray
emission. For example, the L-shell radiation from a tungsten target is between 20
and 35% of the total energy emission when voltages between 15 and 50 kV are
used. Above and below this voltage range, the L component rapidly decreases in
importance. However, even a small degree of filtering of the x-ray beam effectively
eliminates the low-energy portion of the spectrum containing the L-shell x rays.
The higher-energy /f-series x rays from a tungsten target contribute a maximum
of 12% of the total x-ray exposure for operating voltages between 100 and 200 kV
[ICRU 1970].

The X-Ray Receiver
The receiver in x-ray projection imaging is normally a film cassette, although pho-
tostimulable phosphor plates, with digital output, have seen growing use since the
1980s. Within the cassette is a film sheet with a polyester base and silver halide
emulsion on one or both sides. Likewise, on one or both sides is found a fluorescent
screen which absorbs the x rays and emits visible light matched to the sensitivity
of the emulsion. The screen most frequently used from 1896 through the 1970s
is CaWO4. which typically stops 20 to 40% of the x rays. In recent years screens
made of lanthanum, gadolinium, and yttrium compounds have corne into use. These
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Figure 14.2. Measured photon spectra from a Machlett Aeromax x-ray tube (tungsten
anode) operated at a constant 140 kV potential. This tube has an inherent filter thickness
of 2.50-mm aluminum equivalent and yields a spectrum (thick line) with a HVL quality
of 5.56-mm Al equivalent. The addition of an external 6-mm aluminum filter hardens
the spectrum (thin line) to a HVL quality of 8.35-mm Al equivalent. Both spectra are
normalized to unit area. Data are from Fewell, Shuping, and Hawkins (1981).

screens, which absorb 40 to 60% of the x rays, greatly improves sensitivity and typ-
ically reduces patient doses by a factor of 50.

Contrast in the X-Ray Image
A basic, ideal measure of contrast is the subject contrast associated with the visibility
of a feature in the x-ray subject. This is illustrated in Fig. 14.3. The subject is
irradiated with a parallel beam of x rays with intensity I0, which are either stopped,
scattered or reach the receiver without interaction. From Eq. (7.4), uncollided
rays that reach the receiver without passing through the feature have an intensity

t t t t t t t t t t t t t t t t t t t t

feature

1
x

T
background

t t t t t t t t t t t t t t t t l t t t
Figure 14.3. Background space of thickness L
containing a feature of thickness x exposed to a
parallel beam of x rays.
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Ib — I0 exp[—HbL} where Hb is the effective linear attenuation coefficient for the
background material. Uncollided rays that pass through the feature of thickness x
and a thickness L — x of background material have an intensity If = I0 exp[— (L —
x}nb — HfX\, where /// is the effective linear attenuation coefficient for the feature
material. The subject contrast is defined as

C8 = I^L = 1-4 = 1- exp[-Gu, - nb)x}. (14.1)
J-b h

To a first approximation, the attenuation coefficient is proportional to the den-
sity of the material and only very secondarily dependent on the energy spectra of
the x rays. Thus,

/
- Pb - - I Pf
PA, \pJf

(14.2)

Values of JJL/ p are relatively insensitive to material, so the subject contrast de-
pends primarily on relative densities. For example, for 100-keV x rays, JJL/p (cm2/g)
varies from 0.149 for air to 0.164 for tissue or water, to 0.175 for bone, while den-
sities vary from 0.0012 g/cm3 for air to 1.0 for tissue, to about 1.85 for bone. For
a 1-cm thickness of bone in tissue, the contrast would be about 15%. Very dense
substances such as barium or iodine are excellent choices for contrast agents, not
only because of their relatively high densities but also because of the greater pho-
toelectric absorption of x rays in these high-Z materials.

Image contrast is less than subject contrast for several reasons. One is the
contribution of scattered x rays to the "background." For this reason, and also to
minimize patient exposure, the x-ray field of view should be kept to a minimum.
At low exposures, statistical variations in the x-ray fluence at the image result in
"quantum mottle" in the image. Loss of contrast due to scattered x rays can be
reduced greatly by the use of an antiscatter grid adjacent to the receiver. Such a
grid consists of alternating slats of lead and a low-Z filler material such as carbon
fiber or aluminum, oriented so as to collimate the uncollided x ray beam through
the filler and to absorb in the lead the scattered x rays, which mostly travel in
directions other than the direction of the primary beam. Because the slats can
yield structure in the image, the grid is sometimes placed in motion during the
x-ray exposure. Grids are characterized by the number of slats (lines) per inch or
per cm, and by the grid ratio, the ratio of the height (attenuation thickness) of the
slats to the distance separating them.

14.1.2 Fluoroscopy
There are many circumstances calling for viewing the x-ray image in real time or for
recording a time sequence of images. Examples include the placement of catheters in
coronary artery angioplasty and the observation of peristalsis in the gastrointestinal
system. Fluoroscopy procedures involve lower dose rates than those used in film
imaging, but greater total patient doses.

In early years, radiologists directly viewed fluorescent-screen receivers in dark-
ened rooms, a process requiring dark-adapted eyes and long exposures. Indeed,
conventional photographic images were sometimes taken of the screen images. In
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the 1950s, invention of the image intensifier revolutionized fluoroscopy. In the inten-
sifier, the transmitted x-ray beam strikes a thin input phosphor plate, typically Csl
9 to 13 in. square. Visible light is emitted from this phosphor, with many photons
released per x ray absorbed. The visible light, in turn, falls on a photocathode,
typically SbSs, which releases photoelectrons. These electrons are accelerated and
focused onto an output phosphor, typically 1-in. square ZnCdS(Ag), which is viewed
by a video camera, and, using a beam splitter, photographed on conventional 35-mm
movie film.

14.1.3 Mammography
The use of x rays to screen for malignancies of the breast is technically very demand-
ing. Two features are of interest: microcalcifications that are sometimes indicative
of cancer, and actual tumors a fraction of a cm in size, usually in lymphatic tissue,
and with a composition similar to the surrounding breast tissue. Microcalcification
imaging requires high resolution and tumor imaging requires high contrast. Breast
compression improves resolution and, ideally, low-energy and nearly monoenergetic
x rays would be used. This is approached by using an x-ray anode such as Mo,
and by restricting the electron beam to a very small focal spot on the anode. The
first practical work in mammography dates from the introduction of the Mo target
by Gros in 1995. This and other advances are described by Hendee [1995]. From
Table 14.2 we see the K-shell x rays for Mo have energies of 17.5 and 19.6 keV,
and the K-shell binding energy is about 20 keV. A Mo filter is then placed in the
x-ray beam. This filter passes the K-shell x rays but attenuates those of higher or
lower energy. Thus, the beam reaching the breast consists mostly of characteristic x
rays. To increase resolution, single-emulsion films are used with single intensifying
screens. Grids with 30-50 lines per cm and 5:1 ratios are also used to substantially
improve contrast by reducing the scattered radiation reaching the film.

14.1.4 Bone Densitometry
Monitoring of bone density is essential in the diagnosis and treatment of osteoporo-
sis and related disorders. Several methods are available to measure bone density,
but the most widely used technique is dual energy x-ray absorptiometry (DEXA).
Other techniques include ultrasound and quantitative computed tomography (see
subsequent sections). DEXA is thought to be more reproducible and more able to
predict bone strength. DEXA, which involves an x-ray beam containing photons
of two distinct energies, has largely replaced dual photon absorptiometry (DPA),
which involves a low-energy gamma ray source with two distinct energies. An ex-
ample is 153Gd, which emits 44 and 100-keV photons.

In measurement of bone mass with a DEXA machine, the patient rests on a flat
padded table and remains motionless while the "arm" of the instrument passes over
the whole body or over selected areas. A beam of x rays, of two energies, passes
from below the table through the area being measured. These x-rays are detected
by a device in the instrument's arm. The machine converts the information received
by the detector into an image of the skeleton and analyzes the quantity of bone the
skeleton contains. The results are usually reported as bone mineral density (BMD),
the amount of bone per unit of skeletal area.
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Consider a subject region containing bone, with mass thickness pbXb and soft
tissue, with mass thickness psxs, perpendicular to the dual beam, with incident
intensities identified respectively as I\0 and I^0. The two transmitted beams would
have the following uncollided intensities after attenuation:

/i = Iio exp

h = ho exp

(14.3)

(14.4)
P Jb \P Js

From these equations, the unknown mass thickness of the bone may be computed
as

PbXb — -; , , ° — . (14.5)

in which ft = (p..^/'p}s/(ni/'p)s.

14.1.5 X-Ray Computed Tomography (CT)
X-ray tomography produces a two-dimensional cross sectional image of an object
from x-ray transmission data consisting of projections of the cross section collected
from many directions. Consider the cross section shown in Fig. 14.4. Suppose
the object is traversed by x rays in a uniform, parallel beam in the plane of the
cross section. X-ray computed tomography (CT) generates an image of the object
function f ( x , y} = ̂ (x. y ) , the effective linear attenuation coefficient of the material
at position ( x , y ) . Three dimensional images may be generated from successive
plane slices.

Suppose the x-ray beam travels along direction s. normal to the projection-
traverse direction t and at angle 0 to the x axis. The relation between the (s, t)
rotated coordinated system and the original ( x . y ) coordinate system is

(14.6)

Figure 14.4. Plane cross section with the ob-
ject function f ( x . y ) , and the projection gener-
ated by a parallel beam of x rays at angle 9.
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If I0 is the intensity of the incident beam, then the intensity of uncollided photons
passing through the object plane at transverse distance t and angle 9 is

I e ( t ) = /oexpT- (fdsf(x(s},y(s})\ . (14.7)
L J J

where j> ds f is the line-integral of /j, along the ray s that intersects the projection
axis at t. Sometimes this integral is called the optical thickness, and represents the
number of mean- free-path lengths an uncollided photon must traverse to reach t.
The projection data used to construct an image of f ( x , y ) is

o J

1-00

dx I d y f ( x , y ) 8 ( x c o s O + ysinO-t). (14.8)

The challenge of CT is to reconstruct f ( x , y ) from a set of projections po(t), each
one taken at a different value of 0. Implementation of a practical CT scanner dates
from the efforts of Hounsfield and Cormack, working independently, who shared the
Nobel prize in 1972 for their work.

Of critical importance to image reconstruction is the Fourier transform which
converts spatial domain data into spatial frequency data. The one-dimensional
transform and its inverse are defined as

/

OO
dxf(x)e+*™*, (14.9)

-oc

/

OO
duF^e-J2™*. (14.10)

-00

Similarly, the two-dimensional Fourier transform is used to convert (x, y) data into
spatial frequency (it, v ) data, namely

/>OO

dx dyf(x,y)e+^ux+^. (14.11)
-oo •/ — oo

OO

/

OO />OO

du I dvF(u,v)e-j27r(ux+vy). (14.12)
-oo J — oo

Image Reconstruction by Filtered Backprojection
The filtered backprojection algorithm (called the convolution backprojection algo-
rithm) is the most popular and most frequently used technique for constructing an
image from projection data. This method is based on the slice or projection theo-
rem, which relates a projection to a "slice" of the two-dimensional Fourier transform
F(u, v) of the object function. To obtain this key relationship take the 1-D Fourier
transform of pe(t), as given by Eq. (14.8), namely,

/

oo
dtpe(t)t

-00
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= F(u,v] = F(u>,8). (14.13)

Here F(u, v) is the 2-D Fourier transform of /(x, ?/), and u — uj cos 9 and v = uj sin 9
are the spatial frequencies. The pairs (it, v) and (cu, 0) thus represent the Cartesian
and polar coordinates of ( x . y ) in the spatial frequency domain.

This projection theorem, which is central to 2-D image reconstruction, shows
that a 1-D Fourier transform of the projection data for a given value of 9 yields
a slice of the 2-D Fourier transform of f ( x , y ) in the frequency domain along a
frequency radius u = ujcosO arid v = ujsiuO. With values of F(u,v) obtained from
this theorem, the object functions can be recovered by taking a 2-D inverse Fourier
transform of F(u, t'), i.e.,

f ( x . y } = I du I dvF(uJv)e (14.14)

which, in polar frequency coordinates, can be written as

/>27T

/ '1Q
(14.15)

Since t = xcosO + ysuiO and with Eq. (14.13) used to express F(u,v} in terms of
the projection data pg, we can rewrite this result as

27T

dt' po(t'} (x cosO+y

dt'P0(t'}g(t-t'}: (14.16)

where g(r] = J_^, duj J2nu}T = 1 |o;|]. Finally, the projection data has the
symmetry p0(t) = pe+7r(t), so that Eq. (14.16) can be written as

(14.17)

with po(t'} — pe(t'} + pg+n(t') and t = xcos9 + ysiu9.
The convolution kernel g(r) in Eq. (14.17) is an inverse Fourier transform of u;|,

whose exact form cannot be achieved in practice. Consequently, several different
filter functions are used to obtain numerical results, each with its own resolution and
contrast characteristics. Finally, the above equations have been written as though
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data were continuous in the dependent variables, and without noise or error. In
fact, data are digital and not without uncertainty. Many methods are available
for generating f ( x , y ) from projections P0(t). As advances are made in computing
power and parallel processing methods, even more algorithms will become available
for reconstruction of images from projection data.

Fan-Beam CT
The parallel-beam projection geometry just described is very cumbersome and not
very practical. For each angle #, both the source and the detector must move. Large
scanning times are required, and there is undue patient exposure to x rays. In fan-
beam tomography, the x-ray beam is collimated to a thin fan-shaped beam of rays,
which pass through the object and are received in an array of detectors in the plane
of the beam. Typically, source and detectors would be on the perimeter of a circle,
with detectors subtending equal solid angles from the source. Both source and
detectors then rotate about the object to obtain projection data at different angles.
Figure 14.5 shows the fan-beam x-ray source in the GE HiSpeed Advance CT and
Fig. 14.6 shows the array of detectors used in this device. Fan-beam tomography
was introduced in 1973.

Figure 14.5. GE HiSpeed Advance CT x-ray Figure 14.6. GE HiSpeed Advance CT x-ray

Spiral CT
In fan-beam CT, a series of slices are imaged, with the object translated axially
a few mm between successive slices. Individual slice thicknesses are 2 to 10 mm.
Each slice may be imaged in about a second, but tens of seconds are required for
translation and preparation. In thorax imaging the breath must be held for each
slice, but uneven breathing yields differences between images and artifacts in 3-D
volume reconstruction. Thorax imaging is thus difficult and angiography procedures
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are precluded [Hiriyannaiah 1997]. In spiral CT, which was introduced in 1989 there
is continuous rotation of the source and continuous translation of the object normal
to the (x, y] image plane. It is possible to scan the entire thorax or abdomen in one
breath hold, in a fraction of a minute. With this technique, it is possible to generate
3-D images very nearly isotropic in voxel (3-D pixel) size. Figure 14.7 illustrates a
modern spiral CT scanner used in diagnostic radiology and in treatment planning
for radiation therapy. The left panel of Fig. 14.15 illustrates a CT scan of the thorax
region. In the right panel, a merged PET and CT scan of the thorax is shown. This
figure is explained in the discussion of PET scanning.

Figure 14.7. Marconi Medical System PQ5000
continuous spiral CT scanner.

Figure 14.8. Two-headed SPECT scanner. Figure 14.9. Three-headed SPECT scanner.

14.1.6 Single Photon Emission Computed Tomography (SPECT)
The goal of SPECT is the determination of the 3-D spatial distribution within the
body of a radiopharrnaceutical administered to a, patient. Because a radiophar-
maceutical concentrates in regions in which it undergoes biological use. SPECT is
capable of measuring quantitatively biological and metabolic functions in the body.
This is in contrast to CT which primarily produces images of anatomical structures
in the human body.
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The radionuclide used as a tag in the administered pharmaceutical emits a
gamma ray upon its radioactive decay. Frequently used radioisotopes include 99mTc,
125I and 131I, all widely used in nuclear medicine. The basic idea behind SPECT is
very similar to CT. At some detector plane, the intensity of uncollided gamma rays
leaving the body in a well denned direction is recorded. By moving the detector
plane around the subject, gamma-ray emission projections are obtained at many
different angles. From these projections, the spatial distribution of the radionuclide
activity in the body can be obtained in much the same way as the x-ray projections
in CT are used to reconstruct an image of the different materials in the body.

SPECT was first developed in 1963 by Kuhl and Edwards, well before x-ray CT
and the advent of modern tomographic image reconstruction methods. Since then,
the method has been considerably extended by the use of the gamma camera, in-
vented by Anger. Today SPECT machines with up to four gamma cameras rotating
around the patient are available. Work continues on improving both the sensitivity
and resolution of this imaging technology.

The Gamma Camera
Central to SPECT is a so-called gamma camera which detects the gamma rays emit-
ted from within the patient. The gamma camera consists of a Nal(Tl) scintillator
crystal, circular or rectangular in shape, with a collimator on the side facing the
patient and an array of photomultiplier tubes, optically coupled to the crystal, on
the other side. Circular crystals are typically 25 to 50 cm in diameter; rectangular
crystals have sides of 15 to 50 crn. Thickness is typically 1/4 to 5/8 in., with 3/8 in.
being most common. Thin crystals provide the best resolution; but for imaging with
high energy gamma rays or 0.511-MeV annihilation photons, the greater efficiency
of a thicker crystal is often needed.

As many as 100 photomultiplier tubes are used in the array. Each has a differ-
ent response (pulse height output) resulting from a scintillation event at position
(x, y) in the crystal plane. A weighted average of the responses (Anger position
logic) yields the (x, y) coordinates of the event in the crystal. Pulse height dis-
criminators are used, with a 15 to 20% window set to record events corresponding
to photoelectric absorptions in the crystal from uncollided source photons. In this
way, preponderantly uncollided photons coming from the patient are recorded. This
energy discrimination, along with use of the front-end collimator, minimizes "out
of focus" registration of events caused by photons that have scattered one or more
times in the body of the patient. Figure 14.8 shows a SPECT scanner with two
cameras and Fig. 14.9 shows a three-camera scanner.

Collimators
The position logic used to register the location of a gamma-ray event in the scintil-
lator crystal establishes an intrinsic spatial resolution Rj of 2.5 to 4.5 mm. How-
ever, to identify the site in the patient where the gamma ray originated requires
the use of a collimator. The simplest and earliest used is a pinhole collimator
(see Fig. 14.10). With a pinhole diameter d, distances / and 6 from the pinhole
to the image and object plane, and image diameter I, the image magnification is
M — //&, and the point-spread, i.e., the image width of a point emitting photons, is
Rph — (d/f)(f + b). The system resolution, accounting for both intrinsic resolution
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Figure 14.10. Left: The magnification of an object produced by a pin-hole collimator is
= Wi/Wo = f / b . Right: The resolution Rph of a pin-hole collimator is given by R p h / ( f +
b) = d/b or Rph = (d/b)/(f + b).

and the point spread, is

(14.18)

Because a pirihole collimator has very poor sensitivity as a result of the relatively
few photons admitted to the Nal scintillator, a parallel-hole collimator is more
frequently used. This collimator has densely packed tubes, usually hexagonal in
shape and perpendicular to the detector surface, with absorbing walls that ideally
absorb all gamma rays except those that travel in the direction of the tubes. With
a the thickness of the collimator (hole length), b the source to collimator distance, c
the distance from the collimator to the point of interaction in the crystal, and d the
effective diameter of the collimator hole, the collimation point-spread resolution is
Rph = (d/a)(a + b + c), and the system resolution is as above. The system resolution
may be improved by reducing d, reducing c, and/or reducing 6. However, improving
the resolution decreases the sensitivity, and collimators are designed to be either
high resolution or high sensitivity. Focusing collimators, converging or diverging
holes, are also used to better match the image size to the size of the organ being
imaged. Focal length as well as sensitivity versus resolution are important choices
in the selection of focusing collimators.

Image Reconstruction
Suppose f ( x . y ) in Fig. 14.4 represents the activity distribution in the (x,y) object
plane. Multiple projections pe(t) are gathered singly or simultaneously for suc-
cessive object planes, i.e.. for different values of 9. Reconstruction of the spatial
activity distribution from the projections generally makes use of the filtered back-
projection algorithm. However, this reconstruction process is complicated because
of the need to compensate for three-dimensional effects of attenuation and scatter of
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photons in the patient's body and the spatial response of the collimator and detec-
tor. Advances in computer power have prompted the use of iterative reconstruction
algorithms. As described by the Institute of Medicine [NRC 1996], a typical algo-
rithm starts with an initial image estimate of /(x,y), from which projections pe(t)
are generated mathematically, based on the imaging process. Calculated and mea-
sured projections are compared and various statistical processes are used to update
the image estimate and the process is repeated until differences between measured
and generated projections meet acceptance criteria. A favored statistical process is
the expectation maximum-maximum likelihood (EM-ML) algorithm.

14.1.7 Positron Emission Tomography (PET)
As early as the 1950s there was the realization that radionuclides emitting positrons
offered enhanced medical imaging possibilities over those of SPECT. The emitted
positron, within at most a few mm in tissue, annihilates with an ambient electron
producing simultaneously two annihilation photons, equal in energy (0.511 MeV)
and, most importantly, moving in almost opposite directions. It was recognized
that detection of these photons, using the property that they are emitted simulta-
neously in opposite directions, would permit description, in three dimensions, of the
distribution of the radionuclides in the body. Decades of development have given
us positron emission tomography (PET), an indispensable tool in medical diagnosis
and physiologic imaging. PET is very similar to SPECT in how images are recon-
structed; however, the use of two detectors on opposite sides of the patient with
coincidence photon detection logic allows finer spatial resolution of the emission
location in the patient than does SPECT and, hence, better tomographic image
reconstruction of the activity distribution in the patient.

PET imaging was first undertaken in the late 1960s, with imaging of a single
plane per acquisition and requiring patient repositioning between acquisitions. By
the late 1990s, PET scanners were available with more than 18,000 independent
scintillation crystals, capable of imaging three-dimensional object regions 6-in. ax-
ially and 23-in. transversely, with resolution better than 5 mm in both directions.

Table 14.3. Characteristics of radionuclides used for PET.

Nuclide

nc

13N

15Q

18p

-Em ax

(MeV)

0.960
1.199
1.732
0.634

Eav
(MeV)

0.386
0.492
0.735
0.250

Frequency

0.998
0.998
0.999
1.000

Half-life

20.5 m
9.97 m
122 s
110 m

Production
Reaction

14N(p,a)
160(p,a)
15N(p,n)
180(p,n)

,13C(P,n)

Principles
Positrons have but a fleeting existence as anti-matter, usually coming to rest before
annihilating with an electron. The annihilation produces two 0.511-MeV photons
traveling exactly in opposite direction. Rarely, annihilation may occur in flight,
resulting in slight deviations in the colinearity of photon emission and subsequent
loss in resolution on the order of 1 mm. Positrons have a very short path in tissue
as they come to rest. For example, a 1-MeV positron has a path length of about
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Figure 14.11. PET imaging of an object surrounded by
a ring of detectors. Annihilation photons ja are recorded
by detectors on opposite sides of the ring, and the relative
intensities allow determination of the mass thickness of the
distances Li and Z/2 in the patient through which these
photons travel.

4 mm. The radionuclide 18F, the most frequently used isotope for PET, emits
positrons with an average energy of 0.25 MeV, which have a range of less than 1
mm. Characteristics of 18F and other useful positron emitters are listed in Table
14.3. All these emitters are short lived, only 18F having a sufficiently long life to
permit transport of radiopharmaceuticals to sites a few hours from the point of
preparation. These radiomiclides are normally produced by cyclotrons. A typical
cyclotron (Siemens/CTI RDS 112) uses a beam of 11-MeV negative hydrogen ions
to induce the nuclear reactions listed in the table.

Annihilation photons leaving the body are detected by an array of detectors that
surround the patient, as shown in Fig. 14.11, which illustrates imaging in the plane of
the paper. Events are recorded only when two detectors each detect an annihilation
photon simultaneously, i.e., within 10 to 25 ns of each other. Events separated
further in time are not recorded. The line joining the two recording detectors is
a line of response (LOR) along which the annihilation photons have traveled and
on which the positron decay occurred. This coincident detection technique allows
a determination of the direction of the annihilation photons without the physical
collimation needed in SPECT. For this reason coincident detection is often called
electronic collimation.

Along a given LOR (see Fig. 14.11), the attenuation factor, i.e.. the reduction
in probability of detecting positron emission due to scattering or absorption of one
or both the annihilation photons, is given by

in which /.i is the total linear interaction coefficient for 0.511-MeV photons. Thus
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we see that the attenuation factor is the same no matter where on the LOR the
positron decay occurs. Although, with knowledge of the anatomy of the patient
being imaged, it would be possible to compute the attenuation factor for each LOR,
measured attenuation factors are preferred. One method, for example, uses, within
the detector ring, a rotating source of annihilation photons, such as an equilibrium
mixture of 68Ge and 68Ga, to collect blank scans with and without the patient
present. Attenuation factors for each LOR may be derived from these scans and
applied to scans of the patient containing positron-emitting radiopharmaceuticals.

The total number of coincidence events recorded by a given pair of detectors,
corrected by the appropriate attenuation factor between the detectors, is a measure
of the activity in the patient integrated along the LOR between the detectors. Prom
a complete set of such line integrals of the activity between all pairs of detectors
surrounding a patient, the activity distribution within the plane of the detector ring
can be reconstructed using methods similar to those used in CT image reconstruc-
tion.

PET Detectors
Detectors used for annihilation coincidence counting must be small because their
size defines the resolution of the scanner. To improve sensitivity, they must present
a high photoelectric cross section for 0.511-MeV photons and a high scintillation
output (fluorescence efficiency). For these reasons, bismuth germanate (BGO) or
lutetium oxyorthosilicate (LSO) have largely replaced sodium iodide as scintillator
crystals for PET. For annihilation photons, bismuth has a photoelectric cross section
about seven times that of iodine and BGO has a density twice that of Nal although
a lower fluorescence efficiency. However, while lutetium has a cross section only half
that of bismuth, LSO has an fluorescent efficiency five times that of BGO.

Figure 14.12 shows the organization of the ring of scintillation detectors in a
modern PET scanner (GE PET Advance). In the ring are 56 modules circumfer-
entially, each supplied with its own electronics package. In each module there are
six detector blocks, each consisting of a 6 by 6 array of BGO crystals, for a total of
12,096 crystals. As illustrated in Fig. 14.13, each block of 36 crystals is observed
by two dual photomultiplier tubes (PMT). By a weighted average of signals from
the PMTs, the position of an absorption event in the block may be determined.
There are thus 18 direct image planes axially, each 8.5 mm wide, giving an axial
field of view of 15 cm. Other characteristics of the GE Advance scanner, along with
characteristics of the Siemens ECAT scanner are listed in Table 14.4.

In multi-ring systems such as the GE and Siemens scanners, sensitivity may
be improved by accepting coincidences not only for detectors within the same ring
but also for detectors in adjacent rings, even across several rings. In the Advance
scanner, for example, there are 18 direct planes and 17 crossed planes, for a total
of 35 planes over the 153 mm axial field of view. Axial and transaxial resolution
are thus about the same, 4.8 mm.

Applications
PET is ideally suited to generating images that reveal physiology. As we have seen,
low-Z radionuclides are rich in positron emitters, which are easily substituted into
molecules such as water, glucose, ammonia, etc. that move through metabolism and
circulation within the human body. There are two broad avenues of application.
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Figure 14.12. Ring structure for the GE Ad-
vance PET scanner showing the 336 detector
blocks.

Plastic
Protective sheet

Figure 14.13. Detector block structure for the
GE Advance PET scanner. Each block contains
36 BGO detector cystals.

Table 14.4. Comparison of PET scanner features.

Characteristic

Detector material
Crystal dimensions (mm)
Crystals per detector
PM tubes per detector
Detector ring dia. (mm)
Number of rings
Number of crystrals
Axial field of view (mm)
Portal diameter (mm)

Siemens ECAT Exact

BGO
6.75 x 6.75 x 20

64
4

824
24

9,216
162
562

GE Advance

BGO
4 x 8.5 x 30

36
4

939
18

12,096
153
590
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One is studies of changes in brain stimulation and cognitive activation associated
with Alzheimer's disease, Parkinson's disease, epilepsy, and coronary artery disease.
The other is location of tumors and metastases in the brain, breast, lung, and
gastrointestinal system. PET is distinguished by its very great sensitivity, allowing
display of nanomolar trace concentrations.

Examples of PET Images
Figure 14.14 shows results of two whole-body PET scans of cancer patients. One
panel of images is for a lung-cancer patient, the other for a lymphoma patient. In
each panel, from top to bottom, are views of coronal, axial, and sagittal slices.
Dark regions, displaying excess radiopharmaceutical activity, identify uptake by
cancer cells. Images were obtained using the GE Advance PET Scanner. In each
case, patients were administered approximately 10 mCi of [18F] 2-fluoro-2-deoxy-d-
glucose (FDG).

Figure 14.15 illustrates use of combined imaging techniques in cancer diagnosis
and treatment planning. The patient had a known right lung mass. The diagnostic
problem addressed by the imaging procedure was whether the tumor had invaded
the mediastinum (chest wall). The left image is a transverse CT slice through the
thorax. The central image is a PET image in geometric registration with the CT
image. The right image displays merger of the CT and PET scans. With the CT
scan alone, it is difficult to distinguish the extent of tumor invasion. With the
PET scan alone, the tumor is evident, but anatomical information is lacking. The
combined image on the right, drawing on the strengths of both CT and PET, reveals
that the tumor does not invade the chest wall. Other examples, and details of the
procedure for superimposing PET and CT images are discussed in a paper by Yu,
Fahey, and Harkness [1995].

14.1.8 Magnetic Resonance Imaging (MRI)
Magnetic resonance imaging (MRI), based on the phenomenon of nuclear magnetic
resonance, produces high quality images of the soft tissues of the human body.2

Initially a tomographic technique, MRI is now capable of slice images in any ori-
entation as well as three dimensional and cinematographic imaging. MRI is used
not only for anatomical imaging but also for functional studies of blood flow and
neurological activity. Although it does not involve radioactive nuclides or nuclear
radiation, it depends critically on the spin (angular momentum) properties of the
atomic nucleus. Thus, its inclusion in this chapter of applications of nuclear tech-
nology.

Historical Development
Working independently, Felix Bloch and Edward Purcell discovered nuclear mag-
netic resonance phenomena in 1946 for which they were awarded the Nobel Prize
in 1952. Although NMR was first used for chemical and physical molecular analy-
sis, it was shown in 1971 by Raymond Damadian that different tissues, normal

2The MRI technique has undergone a significant acronym and name change since its discovery.
Initially, it was called nuclear magnetic resonance imaging (NMRI) or nuclear magnetic resonance
computerized tomography (NMR-CT); but the word "nuclear" has since been thought to be
unsettling to many patients, and this word has now been eliminated, even though the technique
fundamentally relies on nuclear magnetic properties.
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Figure 14.14. PET images of cancer patients. Left panel: lung cancer. Right panel:
lymphoma. Illustration courtesy of Dr. Frederic H. Fahey, Wake Forest University
Baptist Medical Center.
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Figure 14.15. Thorax images of patient with right lung mass. Left: CT, Center: PET,
Right: PET and CT images superimposed. Illustration courtesy of Dr. Frederic H. Fahey,
Wake Forest University Baptist Medical Center.

and abnormal, showed differing nuclear magnetic responses. This, and the 1973
discovery of computed tomography (CT) opened the way for use of MRI in the
diagnosis of disease. Magnetic resonance imaging was first demonstrated in 1973
by Paul Lauterbur who used a back projection technique similar to that used in
x-ray CT. In 1975 Richard Ernst proposed magnetic resonance imaging using phase
and frequency encoding together with the Fourier image reconstruction technique,
the basis of current MRI techniques. In 1977, Raymond Damadian demonstrated
MRI of the whole body and, in the same year, Peter Mansfield developed the echo-
planar imaging (EPI) technique. Edelstein and coworkers demonstrated imaging of
the body using Ernst's technique in 1980, and showed that a single image could
be acquired in approximately five minutes by this technique. By 1986, the imaging
time was reduced to about five seconds. In 1987 echo-planar imaging was used to
perform real-time movie imaging of a single cardiac cycle. In this same year, Charles
Dumoulin was perfecting magnetic resonance angiography (MRA), which allowed
imaging of flowing blood without the use of contrast agents. In 1991, Richard Ernst
was awarded the Nobel Prize in Chemistry for his achievements in pulsed Fourier
transform NMR and MRI. In 1993 functional MRI (fMRI) was developed, allowing
the functional mapping of the various regions of the human brain. Advances in the
capabilities of MRI are a continuing area of research.

Principles
All nuclei with an odd number of neutrons and/or protons possess an intrinsic
angular momentum (spin) and, consequently, a magnetic moment. In the presence
of a strong magnetic field, such nuclei experience a torque and tend to align either
in a parallel or antiparallel direction to the magnetic field. The spinning nuclei
respond to a strong external magnetic field by precessing around the direction of
the field much like the spin axis of a gyroscope precesses around the direction of the
gravitation field. The precession frequency is directly proportional to the magnetic
field strength H0 and is unique to each nuclear species. A precessing nucleus has
two possible orientations each with a slight difference in energy: in the lowest energy
state the nuclear spin precesses around the direction of the external magnetic field
(parallel), and in a slightly higher energy state, the nuclear spin precesses around the
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direction opposite the magnetic field (antiparallel). The difference between these
two energy states is 2fj,H0 where /.i is the nuclear magnetic moment. For protons in
a magnetic field of 0.5 to 20 kG, this energy difference is relatively small, typically
that of photons in the radio frequency (RF) range (2 to 85 MHz).

In MRI, the patient is placed in a large static magnetic field, often produced by
a superconducting magnetic. This field causes the nuclei to align and precess about
the magnetic field in their lowest (parallel) energy state. A pulse of electromagnetic
energy provided by an RF magnetic field causes many of the aligned nuclei to flip
to the higher energy state in which they precess antiparallel to the static magnetic
field. The excited precessing nuclei then spontaneously return or relax to their
lower energy state by emitting RF photons which can be detected by the same
RF coils used to produce the RF pulse that originally excited the spinning nuclei.
It is empirically observed that the relaxation times are sensitive to the molecular
structures arid environments surrounding the nuclei. For example, average proton
relaxation times in normal tissue are significantly less than in many malignant
tissues. The strength of RF signal emitted by relaxing nuclei also depends on
the density of precessing nuclei or the spin density. Thus, in MRI, magnetic field
gradients are also applied, in addition to the large uniform static field H0, to resolve
the spatial distribution of spin densities. The different spin relaxation times of
materials and the ability to measure the spatial distribution of spin densities make
MRI a unique and robust technique in diagnostic imaging. An example MRI result
is shown in Fig. 14.16.

MRI is unusual compared to other nuclear medicine imaging techniques in that
there is a great diversity in the way data are collected and images are reconstructed.
For example. MRI images can be formed by direct mappings, projection reconstruc-
tion, and Fourier imaging. Also there are many combinations of different magnetic
gradient coils and magnetic field and pulse strengths that can be used. Work con-
tinues on improving and extending MRI capabilities by applying different variations
in the measurement and image reconstruction technology.

14.2 Radioimmunoassay
Radioimmunoassay (RIA) is a technique utilizing radionuclides for measuring, with
exquisite sensitivity, the concentration of almost any biological molecule. It was
originally developed for use in studies of the human immune system in which a
foreign protein (antigen) provokes an immune response causing special molecules
(antibodies) to be created that chemically attach themselves to the antigen at some
specific site on the antigen's surface, thereby deactivating the antigen. Today it can
be used to measure concentrations of enzymes, hormones, or almost any other mole-
cule to which antigens can be chemically attached. Measurement of concentrations
as small as a few ng/ml to pg/ml can often be obtained.

RIA is extensively used today in many areas of biomedical research and diagnos-
tic medicine. It is used in clinical chemistry, endocrinology and toxicology. In some
laboratories, it finds use in tests for steroid and peptide hormones and in markers
for hepatitis-B infection [Koneman et al. 1997]. It also finds use in diagnosis of
histoplasmosis and streptococcus pneumonia [Rose et al. 1997]. The first use of
RIA, in 1959, was for detection of insulin in human plasma [Joklik et al. 1992].
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Figure 14.16. MRI image of the thorax, displaying a
four-chamber view of the heart, generated using gated
MRI imaging. Courtesy of Dr. Craig A. Hamilton, Wake
Forest University Baptist Medical Center.

Principles
Suppose we want to measure the amount or concentration of some particular antigen
in a sample. There are two basic approaches used in RIA. In capture RIA, we
first obtain two different antibodies that attach themselves to different sites on the
antigen in question. The number of both kinds of antibodies to be used in the
assay is assumed to be greater than the unknown number of antigens in the sample.
One of the antibody species is tagged or labelled with an radionuclide such as 3H
or 125I. The non-radioactive antibodies are attached to a solid surface, e.g., plastic
beads, polystyrene microtubes, or a substrate in a sample vial. To begin the assay,
the antigens, of unknown concentration, and the solid-phase bound antibodies are
mixed and incubated to allow the antigens to bind to the antibodies. The tagged
antibodies are then added to the mixture and also allowed to bind to the antigens.
Extraneous material is then washed away, leaving all the antigens bound to the solid
material and now tagged with radioactive antibodies. The activity of the resulting
complex is proportional to the number of tagged antibodies bound to the solid
surface. This number equals the unknown number of antigens in the sample. By
performing the same assay procedure with different known amounts of the antigen,
a "standard" or calibration plot can be obtained that relates activity to antigen
concentration. From this plot, the unknown antigen concentration is then readily
determined from the measured sample activity.

In the RIA approach, known as competitive binding RIA, antibodies are again
attached to a solid phase. The sample with the unknown amount of antigen, the
antibodies attached to a solid phase, and a solution of known concentration of the
same antigen that has been tagged with a radionuclide are all mixed together. The
antigens, of unknown amount, in the sample being assayed and the tagged antigens,
of known amount, compete in attaching themselves to the antibodies fixed to the
solid surfaces. The ratio of tagged to untagged antigens eventually binding to the
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antibodies equals their ratio in the initial mixture. After incubating, the sample
is washed to remove unbound antigens and the activity of the antigens bound to
the solid phase is measured. By performing this same procedure using the same
amount of tagged antigen and varying amounts of untagged antigen, a calibration
curve can be obtained relating activity to untagged antigen concentration.

Instead of using a radionuclide as a tag. enzymes can also be used to tag anti-
gens or antibodies. This technique is referred to as enzyme-linked immunosorbent
assay (ELISA) arid the detection of the enzyme may be colorimetric. Whereas RIA
presents difficulties in dealing with radioactive materials, it is more sensitive than
ELISA arid is widelv used in research.

14.3 Diagnostic Radiotracers
Radioactive tracer techniques see wide use in the physical, biological, and medical
sciences. Because of the ease of quantitative determination of very small quantities
of a radionuclide. it is quite feasible to incorporate trace quantities of the radionu-
clide in reactants of a process and to measure yields, time constants, etc.. by mea-
suring activities in process intermediates and products. The first use of diagnostic
radionuclides was in 1924. when George de Hevesy and, independently. Hermann
Blumgart used 214Bi to study circulation. The first artificially produced tracer,
24Na was used in 1935 [Ice 1995]. The same year, Hevesy began using the physio-
logic radionuclide 32P produced by bombarding 31P with neutrons. For this work he
received the Nobel prize in 1943. First used in 1939, with production in a cyclotron.
was the nuclide 131I. Later, this and a host of other radionuclides for pharmaceutical
application were produced in nuclear reactors. Key among these was 99mTc. which
became commercially available in 1957 through generation from a "Mo ucow." The
generator was developed at Brookhaven National Laboratory and the product is
ideal in half-life and gamma-ray energy. The "Mo, reactor produced, is loaded on
an aluminum oxide column and the 99mTc is eluted (or ''milked" from the Mo cow)
using a saline solution, arid is sterile and free of pyrogens. First used on humans
in 1957. 99mTc is the mainstay of some 90 percent of diagnostic nuclear medicine.
Other radionuclide generators include 68Ge/68Ga. which delivers a positron source,
81Rb/8lTOKr. 82Sr/82Rb, 87Y/87'"Sr;

 113Sri/113mIn, and 191Os/191™Ir [Ice 1995].
The availability of radioisotopes and the newly invented rectilinear scanner of

Benedict Cassen in 1949 and the gamma-ray (scintillation) camera of Hal 0. Anger
in 1957 opened the way to dramatic advances in nuclear medicine during the past 50
years. A comprehensive history of the use of diagnostic radionuclides is found in the
review article by Early [1995]. A comprehensive listing of radionuclides produced
in North America, and their suppliers, was published by Silberstein et al. [2000].

Uptake studies and multi-compartment kinetic modeling are among the most
common and most important medical applications of radioactive tracers. A good
example of uptake studies is the diagnosis of hyperthyroidism. most commonly
Graves' disease, which involves abnormal release of thyroid hormones. Abnormal
iodine uptake in the thyroid may be determined by measurement of 12'3I or 131I
using a radiation detector such as a Nal scintillation counter external to the body
in the thyroid region of the neck.

The ICRP Report 53 [1988] on the use of radiopharmaceuticals lists 75 radionu-
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Table 14.5. Selected examples of tracers used in nuclear medicine. From
Sorenson and Phelps [1987].

Tracer

Blood Flow
Diffusable
Non-Diffusable

Blood Volume
Red Cells (RBC)
Plasma

Transport/Metabolism
Oxygen
Glucose

Protein Synthesis

133Xe, 150, I1 1C] alcohols, CH3
18F

[99mTc]macroaggregated albumin microspheres

[99™Tc]-, [51Cr]-,[15CO]-RBC
]-, [luC]-albumin

[150]02

2-deoxy-2-[18F]fluoro-D-glucose, etc.

L- [1- 1 1 C]leucine,-methionine, etc.

elides used in tracer studies. The most commonly used radionuclide is 99mTc. Next
most common are the 123I, 125I, and 131I isotopes of iodine. Some two dozen ra-
diopharmaceuticals are listed for 99mTc, ranging from sulfur colloids used for liver
studies and polyphosphates used for bone scans. Some example radiopharmaceuti-
cal tracers and their applications are given in Table 14.5.

14.4 Radioimmunoscintigraphy
The radioimmunoscintigraphy technique, abbreviated RIS, employs radiolabeled
antibodies to image and characterize disease in vivo. The technique is used for
malignant pathology as well as benign, e.g., myocardial infarction. In RIS, a radio-
labeled monoclonal antibody is targeted to a particular line of cells such as tumor
cells. Gamma-ray camera, PET, or SPECT techniques are then used image the
spatial distribution of the radionuclide, and hence the pathology of interest.

Several factors are required [Britton & Granowska 1998]: The antibody must
be capable of detecting the cancer; the radionuclide must be capable of being im-
aged; and a radiolabeling method suitable for human use must be available. The
production of a pure antibody against a selected antigen has been made possible
through the development of monoclonal antibody (Moab) technology. Mettler and
Guiberteau [1998] describe the production of monoclonal antibodies as follows: An
animal such as a mouse is immunized with the antigen. In the animal, B lym-
phocytes begin producing antibodies. These are harvested and mixed with mouse
myeloma cells. Fusion of the myeloma cells with the B lymphocytes produces a
hybridoma which can continue producing antigen-specific antibodies and can per-
petuate itself. The hybridomas are cloned, from which one is selected that produces
the antibody of interest. The antibodies are then purified and labeled.

14.5 Radiation Therapy
Nuclear therapeutic medicine had its beginnings with Marie and Pierre Curie's
discovery in 1898 of radioactive polonium and radium and with Roentgen's discovery
in 1896 of x rays. These events, and a thorough review of the history of therapeutic
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nuclear medicine are found in the review articles by Early and Landa [1995] and
Coursey and Nath [2000]. Here we mention only a few highlights of the very early
uses of radioactivity and nuclear radiation.

14.5.1 Early Applications
X-Ray Therapy
The first therapeutic uses of x rays took place in 1896. shortly after Roentgen's
discovery. As described by Orton [1995], Grubbe, in Chicago, treated breast cancer,
Voight in Germany, treated nasopharyngeal cancer, and Despeignes. in France,
treated stomach cancer. The first successful therapeutic uses were in Sweden in
1899. in treatments of both squamous-cell and basal-cell skin cancer. Early x ray
tubes were not standardized and were largely unfiltered, resulting in excessive skin
doses. Dose fractionation was used, but only for the convenience of the patient or
physician, not for scientific reasons. The work of Bergonie and Tribondeau in 1906
showed that cancer cells were most susceptible to destruction by radiation if in the
process of mitosis. This led to the expectation that a fractionated dose would be
much more effective than a single dose, but many years would pass before dose
fractionation was applied scientifically.

Radionuclide Therapy
Until about 1950. only 226Ra and 222Rn saw use for therapy. First used for treatment
of skin lesions in 1900 and cancer therapy in 1903, by 1920 radium was being used
for treatment of lung cancer, using a sealed source in the thoracic cavity. Sealed 10-
100 mg sources of 226Ra were used near the skin or within body cavities. Gaseous
222Rn, daughter product of 226Ra, was first used in 1914, sealed in glass capillary
tubes. In later years, the long-lived radium was used in fixed installations as a
generator for the short-lived radon.

By the late 1920s, 226Ra was used in treatment of deep lying tumors. This
practice continued until the 1950s, when 60Co, 198Au, and 192Ir became available.

Internal Therapy
The exploitation of radium and radon in the first few decades after discovery was
a disgraceful display of quackery and excess. These radionuclides were misused
in treatment of a host of ailments and conditions ranging from barber's itch to
hemorrhoids. Only in the 1930s, after some well publicized deaths from misuse
of radiation sources, and after the health effects of radium on the World War I
radium dial painters were made known, were efforts made to regulate and control
radium use. The Department of Agriculture, the Federal Trade Commission, and
the American Medical Association led the way. Nevertheless, well into the 1980s,
appliances containing uranium were being promoted as agents for arthritis cures.

14.5.2 Teletherapy
The use of beams of radiation to destroy malignant growths and other lesions has a
long history. Many types of radiation, all generated externally to the patient, can
be used.

In 1913. William D..Coolidge invented the tungsten-anode, vacuum x-ray tube.
This Coolidge tube was the prototype of modern x-ray tubes and allowed stan-
dardization and reliable dosirnetry and treatment planning. Higher energy x-ray
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Figure 14.17. Leksell Gamma Knife for Figure 14.18. Close-up view of the collimator
stereotactic radiosurgery. helmet for the Leksell Gamma Knife.

machines were introduced in the 1920s, with 80 to 140-kVp units common. Depth-
dose tables and isodose curves greatly improved treatment planning. lonization
dosimetry was introduced and the Roentgen unit of radiation exposure was estab-
lished in 1928. The 1930s saw 500-kVp units introduced in 1934. In 1937, 1.25-MeV
Van de Graaf accelerator sources came into use. The greater depth of penetration of
the higher energy x rays, and the application of fractionation, improved treatment
and avoided severe damage to superficial tissues.

In the 1960s intense beams of gamma rays produced by high activity radionuclide
sources were used also for teletherapy. 60Co was the radioisotope most frequently
used. It emits 1.17 and 1.25-MeV gamma rays and can be produced in quantity in
a nuclear reactor. Teletherapy devices with many kCi of 60Co in a rotating head
which, through careful collimation and filtering, could produce an intense beam of
gamma rays came into widespread use.

Linear accelerators were pioneered in the 1930s and, by the 1980s, became the
standard sources of x rays for radiation therapy in developed countries, largely
replacing 60Co units. Common are machines with lower energies ranging from 4
to 6 MeV and upper energies ranging from 10 to 20 MeV. Multi-leaf collimators
came into use in the 1990s, as did lower-energy treatment simulators used in the
design and testing of patient-specific collimators. Spiral CT scanners, with three-
dimensional imaging, are now used for treatment-specific collimation and dosimetry
planning. Figure 14.7 shows such a scanner.

A very special type of beam therapy is stereotactic radiosurgery. Small lesions
in the brain are treated with the use of multiple, non-coplanar beams of gamma
rays focused to a very small region. High precision is required in the positioning of
the patient, and CT scans are used for treatment planning. Figures 14.17 and 14.18
show the Leksell Gamma Knife, which delivers highly accurate external radiation to
intracranial structures from an array of collimated beams of ionizing radiation. The
Knife utilizes a single dose of radiation directed through the 201 ports of a collimator
helmet to the target within the brain. During irradiation there are no moving parts
within the Knife and therefore safety, stability and accuracy are inherent features.
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14.5.3 Radionuclide Therapy
In the United States alone, hundreds of thousands of patients annually receive
therapy using radionuclides. In many cases, sealed sources are used, often in the
close proximity of cancers for treatment purposes, and sometimes for short-range
treatment of other conditions. In other cases, unsealed sources are ingested or
injected in a form as to be concentrated in cancer tissue, and thereby attacking
cancer cells from within the affected tissue. Maisey et al. [1998] and Coursey
and Nath [2000] are good sources of information on radionuclide therapy and The
AAPM [2001] has published a primer on the subject,

Direct Radionuclide Therapy
A good example of the use of a radionuclide in therapy involves the treatment of
thyroid disease. Iodine entering the bloodstream either directly or after ingestion
is strongly concentrated in the thyroid and radioactive iodine, commonly 131I, is
used to ablate all or a part of the thyroid in treatment of thyrotoxicosis. goiter, or
thyroid cancer. Other examples include the use of beta-particle emitters such as
32p or 90 Y m t.he ablation of the synovia! lining in the treatment of synovia! disease.
A common palliative use of beta-particle emitters such as 32P and 89Sr is found in
the treatment of cancer mctasteses in bone. The radiation dose causes both tumor
shrinkage and hormonal mechanisms of pain reduction.

Radioimmunotherapy
In this technique, called RIT, a radiolabeled monoclonal antibody is targeted to a
particular line of tumor cells. The antibody is produced as described in Section
14.4. The radionuclide is attached to the antibody or a smaller protein fragment.
In the attachment, the radionuclide is first chemically bound to a small precursor
molecule called a ligand. The ligand is then attached to the antibody, which is then
injected into the bloodstream. Coursey and Nath [2000] characterize candidate
radionuclides. The mainstays are beta-particle emitters 131I and 90Y. In many
instances, nuclides emitting short-range radiations are required. Among these are
alpha-particle emitters such as 211At, 225Ac. 213Bi. and 212Bi. and Auger-electron
emitters such a,s 125I and mln.

14.5.4 Clinical Brachytherapy
In br achy therapy, or short-distance therapy, sealed radiation sources are placed in
or near tumors. They may be placed in fixtures outside the skin, implanted in tis-
sues (interstitial treatment), or placed in body cavities (intra-cavity treatment).
In brachytherapy planning, source configurations are determined using dummy
sources, with actual sources emplaced later. This procedure, which limits personnel
doses, is known as afterloading. There are several advantages of brachytherapy over
beam therapy. Lower energy and lower strength sources can be used, leading to pre-
cise control of the spatial distribution of radiation dose. Furthermore, using longer
irradiation times allows treatment over several days during which cancer cells pass
through each phase of the cell cycle. This assures that each cell is treated during
the more radiosensitive phases of the cycle.
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Common Therapies
Sealed radium or radon sources were among the first sources used in interstitial
treatment of solid tumors of many types. Intra-cavity treatments for uterine, rectal,
and gynecological cancer make use of sources such as 137Cs and 192Ir. Each year in
the United States, some 10,000 males are treated for prostate cancer interstitially
using sources such as 125I and 103Pd. Some 60 to 100 "seeds" containing these
radionuclides are surgically implanted in the prostate [Coursey and Nath 2000].

Intravascular Therapy
Balloon angioplasty, used to open occluded arteries, is one form of brachytherapy. In
the procedure, artery walls may be damaged and in the healing process the artery
walls may reclose, a phenomenon called restenosis. This may be minimized by
applying a radiation dose to arterial lesions using catheter-borne radiation sources.
Similarly, arterial stents may incorporate radiation sources in the stent material to
minimize restenosis.

14.5.5 Boron Neutron Capture Therapy
This therapy, called BNCT, is a hybrid or binary therapy, employing a beam of ra-
diation to generate an interstitial source of highly ionizing radiation within cancer
cells. The therapy has reached the stage of clinical trials for treatment of glioblas-
toma multiforme (GBM), the most highly malignant and persistent of brain tumors.

In 1936 G.L. Locher introduced the concept of neutron capture therapy (NCT),
i.e., introduction into a tumor of an element that reacts with particles in an in-
cident radiation beam to produce short-range secondary charged particles capable
of cell destruction. Boron, and the reaction 10B(n,a)7Li, or lithium, and the reac-
tion 7Li(p,n)7Be, are possible candidates. In 1952 Sweet suggested that the boron
reaction might be useful in the treatment of GBM.

In the treatment of GBM. a drug such as borocaptate sodium (BCS) is used to
transfer boron through the blood-brain barrier to tumor cells. The barrier protects
normal brain cells from blood-borne substances but is ineffective in tumor cells.
The patients head is irradiated by a beam of epithermal neutrons, ideally with
energies sufficient to assure that the neutrons are just therrnalized as they reach the
glioblastoma. The nuclear reaction produces an alpha particle of energy about 1.5
MeV and a 7Li atom of energy about 0.84 MeV. These charged particles give up
their energy in tracks only about one cell diameter in length. They are thus very
effective in destruction of tumor cells. Unfortunately, blood-vessel walls are also
damaged by pruducts of the (n,a) reactions, and this damage places a limit on the
dose that can be delivered to tumor cells.
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PROBLEMS

1. Relate a personal experience with a diagnostic-radiology or nuclear-medicine
procedure. Were risks and benefits of the procedure explained to you? Were
you given information about radiation doses associated with the procedure? In
reading this chapter, have you gained a better understanding of the procedure?
What insights have been gained and what new questions have come to mind?

2. Consider the two x-ray spectra depicted in Fig. 14.2 produced by the same
x-ray machine. Explain why the spectra are shifted in energy.

3. Consider an x-ray examination of bone, approximated as a 2-cm diameter cylin-
der. In the image, what is the bone's range of subject contrast for 100-keV x
rays? Explain why the image contrast of the bone is less than the subject
contrast. What can be done to improve the image contrast?

4. Many source and detector configurations can be used in x-ray tomography.
Explain how the machine design is influenced by (a) minimizing costs, (b)
increasing image resolution, (c) minimizing patient exposure, (d) minimizing
the exposure time, (e) and increasing image contrast.

5. Why is 99mTc useful in diagnostic nuclear medicine but not therapeutic? De-
scribe how decay characteristics such as half-life, atomic number, type of radia-
tion, and energy of radiation affect the choice of a radionuclide for a particular
nuclear-medicine procedure.

6. Explain why positron-emitting isotopes are not usually produced in nuclear
reactors.
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7. To treat thyroid cancer 131I is injected in the patient where it rapidly accu-
mulates in the thyroid. 131I with a half-life of 8.0 d emits beta particles with
an average energy of 182 keV/decay arid gamma rays with an average energy
of 382 keV/decay. In addition. 131I has a biological half-life in the thyroid of
4.1 d. (a) What is the effective half-life of 131I in the thyroid, (b) How many
millicuries of this radioisotope should be injected to deliver a 250 Gy dose to
the 20-gram thyroid?

8. Explain why SPECT must use a physical collimator, while PET has no need of
such a collimator. Also explain what determines the image resolution in both
procedures.

9. Explain why nuclear wastes per unit activity is of less societal and physical
concern for medical applications than those produced in nuclear power plants.
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Appendix A

Fundamental Atomic Data

Fundamental Physical Constants
Although there are many physical constants, which determine the nature of our
universe, the following values are of particular importance when dealing with atomic
and nuclear phenomena.

Table A.I. Some important physical constants as internationally recommended
in 1998. These and other constants can be obtained through the web from
http://physics.nist.gov/cuu/Constants/index.html

Constant

Speed of light (in vacuum)

Electron charge

Atomic mass unit

Electron rest mass

Proton rest mass

Neutron rest mass

Planck's constant

Avogadro's constant

Boltzmann constant

Ideal gas constant (STP)
Electric constant

Symbol

c

e

u

me

mp

mn

h

Na

k

R

to

Value

2.99792458 x 108 m s"1

1.60217646 x 10~19 C

1.6605387 x 10~27 kg
(931.494013 MeV/c2)

9.1093819 x 10~31 kg
(0.51099890 MeV/c2)
(5.48579911 x 10~4 u)

1.6726216 x 10~27 kg
(938.27200 MeV/c2)
(1.0072764669 u)

1.6749272 x 10~27 kg
(939.56533 MeV/c2)
(1.0086649158 u)

6.6260688 x 10~34 J s
4.1356673 x 10~15 eV s

6.0221420 x 1023 mor1

1.3806503 x 10~23 J K^1

(8.617342 x 10-5 eV K"1)

8.314472 J mor1 K"1

8.854187817 x 10~12 F m^1

Source: P.J. Mohy and B.N. Taylor, "CODATA
Fundamental Physical Constants," Rev. Modern

Recommended Values of the
Physics, 72, No. 2, 2000.
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The Periodic Table
The periodic table presented in Table A.2 shows the new IUPAC group format
numbers from 1 to 18, while the numbering system used by the Chemical Abstract
Service is given in parentheses at the top of each column. In the left of each
elemental square, the number of electrons in each of the various electron shells
are given. In the upper right of each square, the melting point (MP). boiling point
(BP). and critical point (CP) temperatures are given in degrees Celsius. Sublimation
and critical temperatures are indicated by s and t. In the center of each elemental
square the oxidation states, atomic weight, and natural abundance is given for each
element. For elements that do not exist naturally, (e.g.. the transuranics), the mass
number of the longest-lived isotope is given in square brackets. The abundances are
based on meteorite and solar wind data.

The table is from Firestone et al. [1999], and may be found on the web at
http://isotopes.lbl.gov/isotopes/toi.html. Data for the table are from Lide
[1997]. Leigh [1990]. Anders and Grevesse [1989], and CE News [1985].

Physical Properties and Abundances of Elements
Some of the important physical properties of the naturally occurring elements are
given in Table A.3. In this table the atomic weights, densities, melting and boiling
points, and abundances of the elements are given.

The atomic weights are for the elements as they exist naturally on earth, or.
in the cases of thorium and protactinium, to the isotopes which have the longest
half-lives. For elements whose isotopes are all radioactive, the mass number of the
longest lived isotope is given in square brackets.

Mass densities for solids and liquids are given at 25 °C, unless otherwise indi-
cated by a superscript temperature (in °C). Densities for normally gaseous elements
are for the liquids at their boiling points. The melting and boiling points at nor-
mal pressures arc in degrees Celsius. Superscripts "t" and "s" are the critical and
sublimation temperature (in degrees Celsius).

The solar system elemental abundances (atomic %) are based on meteorite arid
solar wind data. The elemental abundances in the earth's crust and in the oceans
represent the median values of reported measurements. The concentrations of the
less abundant elements may vary with location by several orders of magnitude.

Data are from the 78th edition of the Handbook of Chemistry and Physics [Lide
1997], and have been extracted from tables on the web at http://isotopes.lbl.
gov/isotopes/toi.html.

Properties of Stable and Long-Lived Nuclides
In Table A.4. the percent abundance of each naturally occurring isotope of each
element is given. Also tabulated are the half-life and decay modes of all the ra-
dionuclides with half-lives greater than one hour. In this table, percent abundances
of stable nuclides and naturally occurring radionuclides are displayed in bold face.

For a half-life of a radionuclide expressed in years (or multiples of years), the
year is the tropical year (1900) equal to 365.242 19878 d or 31 556925.9747 s. The
percent frequencies of the principle decay modes for radioactive nuclides are given
in parentheses.
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The data in Table A.4 are taken from the NuBase data evaluation first published
by G. Audi, O. Bersillon, J. Blachot, and A.H. Wapstra, "The NuBase Evaluation
of Nuclear Decay Properties," Nuclear Physics A, 624, 1-124, (1997). The data for
this table (and for short-lived radionuclides) are available from the Atomic Mass
Data Center on the web at http://www-csnsm.in2p3.fr/amdc/nubase-en.html.

Internet Data Sources
The data presented in this appendix are sufficient to allow you to do most assigned
problems. All of these data have been taken from the web, and you are encouraged
to become familiar with these important resources. Some sites, which have many
links to various sets of nuclear and atomic data are

http://www.nndc.bnl.gov/
http://isotopes.Ibl.gov/isotopes/toi.html
http://www.nndc.bnl.gov/usndp/usndp-subj ect.html
http://www.-nds.iaea.or.at/indg_intro.html
http://neutrino.nuc.berkeley.edu/NEadm.html
http://www.fysik.lu.se/nucleardata/toi_.html
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Group

3(IIIB) 4(IVB) 5(VB) 6 (VIB) 7 (VIIB) 8 (VIII) 9 (VIII)

s K.(, "'Vs.1) sCa,, i4x l sSc,. -'"',• sTi,, 'S- * V,, .u'" sCr,, ™i" *Mn,,Si" «Fe,. :«M : nCo,, ^
S '" x -'' i) -1 10 -* i I ~- n 24 | ; 25 i^ Zr> j ^ 27

xRb,7 * sSr,, i.is: s Y,g .w' sZr,n u m ' sNb,
S - ' I > ••" 1 x -*y I S "*" i S "*

,, Msr; « W,. ";v sRe,. 5 5 % : J<Os,t 5» i : ! sir 442*7.1 . i x 7-1 ,s 7s • |s 76 ,s 77

sRa... '""' sAc.,,.3 ''m ' s
1 ,^HS,08 ,^09

,i I269| ^ [268]

Lanthanides
Pr i61 ."!»o sSm62 I'm ijEu63 I?*, «GdM ':'

3 Actinides
: J U92 !!.M" JNp,3 "44 jPuw g . ' ( ' n jCm,,,

1243j -j [247]

Table A.2. The periodic table of the elements. The new IUPAC group format numbers are from 1
to 18, while the numbering system used by the Chemical Abstract. Service is given in parentheses.
For elements that are not naturally abundant (e.g.. the transuranics). the mass number of the
longest-lived isotope is given in square brackets. The abundances are based on meteorite and solar
wind data. The melting point (MP), boiling point (BP). arid critical point (CP) temperatures are
given in degrees cclsius. Source: Firestone, Baglin. and Chu [1999],
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18 (VIIIA)

13 (IIIA) 15 (VA) 16 (VIA) 17 (VIIA)

113.7
184.4

M 546° I 18
+1+5+7-1 1° 0
126.90447 j 8 131.29
2.9x10"'% i 1.5x10 8%

HiBk97 ")5"°
i 18 »'

.12 +3+4
" 1247]

2 p.,. 900° 2 w-, 860°

32 +3 32 +3
2» ( 2 5 1 ]

| 2 j 2

1 1252,
2

8Md,n,
 827°

18 lul 8NO.ft,
18 102

32 +1 32 + 2+^ 32 +2+^
3» [257] 3i |258| 38 (259]

2 2 2

2T 1627°sLr.,,,
18 ""
32 +.1
35 [262]

2

Table A.2. (cont.) The periodic table of the elements. The new IUPAC group format numbers
are from 1 to 18, while the numbering system used by the Chemical Abstract Service is given
in parentheses. For elements that are not naturally abundant (e.g., the transuranics), the mass
number of the longest-lived isotope is given in square brackets. The abundances are based on
meteorite and solar wind data. The melting point (MP), boiling point (BP), and critical point
(CP) temperatures are given in degrees Celsius. Source: Firestone, Baglin, and Chu [1999].
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Table A.3. Some physical properties and abundances of the elements.

Elemental Abundances

Z

I
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46

El

H
He
Li
Be
B
Ca

N
O
F
Ne
Na
Mg
Al
Si
P
S
Cl
Ar
K
Ca
Sc
Ti
V
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga
Ge
As
Se
Br
Kr
Rb
Sr
Y
Zr
Nb
Mo
Tc
Ru
Rh
Pd

Atomic
Weight

1.00794
4.002602
6.941
9.012182

10.811
12.0107
14.00674
15.9994
18.9984032
20.1797
22.989770
24.3050
26.981538
28.0855
30.973761
32.066
35.4527
39.948
39.0983
40.078
44.955910
47.867
50.9415
51.9961
54.938049
55.845
58.933200
58.6934
63.546
65,39
69.723
72.61
74.92160
78.96
79.904
83.80
85.4678
87.62
88.90585
91.224
92.90638
95.94

[98]
101.07
102.90550
106.42

Mass
density
(g/cm3)

0.0708
0.124901
0.534
1.85
2,37
2.267015°
0.807
1.141
1.50
1.204
0.97
0.74
2.70
2.3296
1.82
2.067
1.56
1.396
0.89
1.54
2.99
4.5
6.0
7.15
7.3
7.875
8.86
8.912
8.933
7.134
5.91
5.323
5.7762<)

4.80926°
3.11
2.418
1.53
2.64
4.47
6.52
8.57
10.2
11
12.1
12.4
12.0

Melting
Point

-259
-272.
180.

1287
2075
4492'
-210.
-218.
-219.
-248.

97.
650
660.

1414
44.

115.
-101.
-189.

34
2
5

00
79
62
59
80

32

15
21
5
35

63.38
842

1541
1668
1910
1907
1246
1538
1495
1455
1084.62
419.

29.
938.
817'
221

-7.
-157.

53
76
25

2
36

39.31
777

1522
1855
2477
2623
2157
2334
1964
1554.9

Boiling
Point

-252.87
-268.93
1342
2471
4000
3842s6'
-195.79
-182.95
-188.12
-246.08
883

1090
2519
3265

280.5
444.60
-34.04

-185.85
759

1484
2836
3287
3407
2671
2061
2861
2927
2913
2562

907
2204
2833

614s

685
58.8

-153.22
688

1382
3345
4409
4744
4639
4265
4150
3695
2963

Solar
System

91.0
8.9
1.86xlO"7

2.38xlO"9

6.9xlO"8

0.033
0.0102
0.078
2.7xlO"6

0.0112
0.000187
0.00350
0.000277
0.00326
3.4xlO~5

0.00168
1.7xlO"5

0.000329
1.23xlO~5

0.000199
1.12xlO"7

7.8xlO~6

9.6xlO"7

4.4xlO~5

S.lxlO"5

0.00294
7.3xlO"6

0.000161
1.70x10"°
4.11xlO"6

1.23xlO~7

3.9xlO"7

2.1xlO"8

2.03xlO~7

3.8xlO"8

1.5xlO"7

2.31xlO"8

7.7xlO"8

l.SlxlO"8

3.72xlO~8

2.28xlO~9

8.3xlO~9

6.1xlO"9

1.12xlO"9

4.5xlO~9

Crustal
Average
(mg/kg)

1400
0.008
20
2.8
10
200
19
4.61xl05

585
0.005
2.36xl04

2.33xl04

8.23xl04

2.82xl05

1050
350
145
3.5
2.09xl04

4.15xl04

22
5650
120
102
950
5.63xl04

25
84
60
70
19
1.5
1.8
0.05
2.4
IxlO"4

90
370
33
165
20
1.2

0.001
0.001
0.015

Earth's
Oceans
(mg/L)

1.08x10
7x10"°
0.18
5.6x10"
4.44
28
0.5
8.57x10
1.3
1.2x10"
1.08x10
1290
0.002
2.2
0.06
905
1.94x10
0.45
399
412
6xlO~7

0.001
0.0025
3xlO"4

2x10 "4

0.002
2xlO"5

5.6x10"
2.5x10"
0.0049
3xlO"5

5xlO"5

0.0037
2xlO~4

67,3
2.1x10"
0.12
7.9
1.3x10"
3xlO"5

IxlO"5

0.01

7xlO~7

5

6

5

4

4

4

4

4

4

5

"graphite 'critical temperature '"sublimation temperature
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Table A.3. (cont.) Some physical properties and abundances of the elements.

Elemental Abundances

Z

47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92

El

Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl
Pb
Bi
Po
At
Rn
Fr
Ra
Ac
Th
Pa
U

Atomic
Weight

107.8682 .
112.411
114.818
118.710
121.760
127.60
126.90447
131.29
132.90545
137.327
138.9055
140.116
140.90765
144.24

[145]
150.36
151.964
157.25
158.92534
162.50
164.93032
167.26
168.93421
173.04
174.967
178.49
180.9479
183.84
186.207
190.23
192.217
195.078
196.96655
200.59
204.3833
207.2
208.98038
[209]
[210]
[222]
[223]
[226]
[227]
232.0381
231.03588
238.0289

Mass
density
(g/cm3)

10.501
8.69
7.31
7.2872€p

6.6852ef

6.232
4.932CP

2.953
1.93
3.62
6.15
8.16
6.77
7.01
7.26
7.52
5.24
7.90
8.23
8.55
8.80
9.07
9.32
6.90
9.84
13.3
16.4
19.3
20.8
22.5
22.5
21.46
19.282
13.5336
11.8
11.342
9.807
9.32

4.4

5
10.07
11.72
15.37
18.95

Melting
Point

961
321
156
231
630
449
113

-111
28

727
918
798
931

1021
1042
1074
822

1313
1356
1412
1474
1529
1545
819

1663
2233
3017
3422
3186
3033
2446
1768
1064

78
07
60
93
63
51
7
75
44

4
18

-38.83
304
327.46
271
254
302
-71
27

700
1051
1750
1572
1135

40

Boiling
Point

2162
767

2072
2602
1587
988
184.4

-108.04
671

1897
3464
3443
3520
3074
3000
1794
1596
3273
3230
2567
2700
2868
1950
1196
3402
4603
5458
5555
5596
5012
4428
3825
2856
356.73

1473
1749
1564
962

-61.7

3198
4788

4131

Solar
System

1
5

58x10
3x10"

6.0x10"
1
1
1
2
1
1
1
1
3
5
2

8
3
1
1
1
2
8
1

25x10
01x10
57x10
9x10"
5x10"
21x10
46x10
45x10
70x10
44x10
70x10

42x10
17x10

-9

9

10

-8

-9

-8

9

8

-9

-8

-9

-9

-10

-9

-10

-10

076xlO"9

97x10-10

286xlO"9

90x10
18x10
23x10

8.08x10
1
5
6
4
1
2
2
4
6
1
6
1
4

1

2

-10

-10

-10

-10

197xlO"10

02x10
75x10
34x10
69x10
20x10
16x10

-10

-11

-10

-10

-9

-9

4xlO"9

1x10"
11x10
0x10"
03x10
7x10"

09x10

94x10

10

-9

10

-8

10

-10

-11

Crustal
Average
(mg/kg)

0.075
0.15
0.25
2.3
0.2
0.001
0.45
3xlO"5

3
425
39
66.5
9.2
41.5

7.05
2.0
6.2
1.2
5.2
1.3
3.5
0.52
3.2
0.8
3.0
2.0
1.25
7xlO"4

0.0015
0.001
0.005
0.004
0.085
0.85
14
0.0085
2xlO"10

4xlO~13

9xlO"7

5.5xlO"10

69.6
1.4xlO"6

2.7

Earth's
Oceans
(mg/L)

4xlO"5

l.lxlO"4

0.02
4xlO"6

2.4xlO"4

0.06
5xlO"5

3xlO"4

0.013
3.4xlO"6

1.2xlO"6

6.4xlO~7

2.8xlO"6

4.5xlO"7

1.3xlO"7

7xlO"7

1.4xlO"7

9. IxlO"7

2.2xlO~7

8.7xlO"7

1.7xlO"7

8.2xlO"7

1.5xlO"7

7xlO"6

2xlO"6

IxlO"4

4xlO~6

4xlO"6

3xlO"5

1.9xlO~5

3xlO~5

2xlO"5

1.5xlO"14

6xlO"16

8.9xlO~n

IxlO"6

5xlO~n

0.0032

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



Table A.4. Percent isotopic abundances (bold) of naturally occurring nuclides and decay char-
acteristics of radionuclides with 7\/2 > 1 h. Branching ratios are in percent.

Nucl.

] H
2H
3H

3 He
4 He
6Li
7Li

7Be
9 Be

10Be
IOB
nB
12C

13C

14 C
14 N
15 N
16Q

17Q

18Q

19F

20 Ne
21 Ne
22 Ne
22 Na
23 Na
24 Na

24Mg
25 Mg
26Mg

20 Al
27A1

28Mg
28 Si
29 Si
30 Si
3 lp

32Si
32p

32 g

33p

33 g

34 S

35 g

35 Cl
36 g

36 Cl
30 Ar
3TC1
37 Ar
38 Ar
39 Ar
39 K

40 Ar
40 K

40 Ca
41 K

41 Ca

Half-life

stable
stable
12.33 y
stable
stable
stable
stable
53.29 d
stable
1.51 My
stable
stable
stable
stable
5.73 ky
stable
stable
stable
stable
stable
stable
stable
stable
stable
2.6019 y
stable
14.9590 h
stable
stable
stable
740 ky
stable
20.91 h
stable
stable
stable
stable
132 y
14.262 d
stable
25.34 d
stable
stable
87.51 d
stable
stable
301 ky
stable
stable
35.04 d
stable
269 y
stable
stable
1.277 Gy
stable
stable
103 ky

Abund. / Decay Mode

99.985
0.015
#-(100)
0.000137
99.999863
7.5
92.5
EC(IOO)
100.
#-(100)
19.9
80.1
98.89
1.11
,3" (100)
99.634
0.366
99.762
0.038
0.200
100.
90.48
0.27
9.25
8+ (100)
100.
#-(ioo)
78.99
10.00
11.01
#+(100)
100.
8- (100)
92.23
4.67
3.10
100.
#-(ioo)
fl-(ioo)
95.02
#-(100)
0.75
4.21
#-(100)
75.77
0.02
#-(98.1) #+(1.9)
0.3365
24.23
EC(IOO)
0.0632
#-(100)
93.2581
99.6003
0.0117 #-(89. 28) #+(10.72)
96.941
6.7302
EC (100)

Nucl.

42 Ar
42R

42Ca
43 K

43 Ca
43 Sc

44Ca
44 Sc

44m gc

44Ti

45 Ca
45 Sc

46 Ca
46 Sc
4GTi

47 Ca
47Sc
47Ti

48 Ca
48 Sc
48Ti
48 y

48 Cr
49 Tj

49y

50Ti

50y

50 Cr
51y

51Cr
52 Cr

52 Mn
52 Fe
53 Cr

•™ Mn
54 Cr

54 Mn
54 Fe

55 Mn
55Fe

55 Co
50 Mn

56 Fe
56 Co
50 Ni
57 Fe

57Co
57 Ni
58 Fe
58 Co

58m CQ

58 Ni
59 Fe
59 Co
59 Ni
60 Fe

60 Co
60 Ni

Half-life

32.9 y
12.360 h
stable
22.3 h
stable
3.891 h
stable
3.927 h
58.6 h
64.8 y
162.67 d
stable
stable
83.79 d
stable
4.536 d
3.3492 d
stable
51 Ey
43.67 h
stable
15.9735 d
21.56 h
stable
330 d
stable
150 Py
stable
stable
27.702 d
stable
5.591 d
8.275 h
stable
3.74 My
stable
312.3 d
stable
stable
2.73 y
17.53 h
2.5785 h
stable
77.27 d
5.9 d
stable
271.79 d
35.60 h
stable
70.82 d
9.15 h
stable
44.503 d
stable
80 kv
1.5 My
5.2714 y
stable

Abund. / Decay Mode

#-(100)
#-(ioo)
0.647
#"(100)
0.135
#+(100)
2.086
#+(100)
IT(98.80) #+(1.20)
EC(IOO)
#"(100)
100.
0.004
#-(100)
8.25
#-(100)
#-(100)
7.44
0.187
#-(100)
73.72
#+(100)
#+(100)
5.41
EC (100)
5.18
0.250 #+(83) #-(17)
4.345
99.750
EC(IOO)
83.789
#+(100)
#+(100)
9.501
EC (100)
2.365
EC(IOO)
5.845
100.
EC(IOO)
#+(100)
#-(100)
91.754
8+ (100)
#+(100)
2.119
EC(IOO)
#+(100)
0.282
/3+(100)
IT(IOO)
68.077
#-(100)
100.
/T1 (100)
#-(100)
#-(100)
26.223
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Table A.4. (cont.) Percent isotopic abundances (bold) of naturally occurring nuclides and decay
characteristics of radionuclides with T^/2 > 1 h. Branching ratios are in percent.

Nucl.

61 Co
61Ni

61Cu
62Ni
62Zn
63Ni

63Cu
64 Ni

64 Cu
64 Zn
65Ni

65 Cu
65Zn
G6Ni
6GZn
66 Ga
66Ge
G7Cu
67Zn
67Ga
G8Zn
68 Ge

69m. 2ji
69 Ga
69 Ge
70 Zn
70 Ge

71mZn

71Ga
71 Ge
71 As
72 Zn
72Ga
72 Ge
72 As
72 Se

73Ga
73 Ge
73 As
73 Se

74 Ge
74As
74 Se
75 As
75Se

76 Ge
70 As
76 Se
76 Br
76Kr

77Ge
77 As
77Se
77Br
78Se
78 Kr
79 Se
79 Br

Half-life

1.650 h
stable
3.333 h
stable
9.186 h
100.1 y
stable
stable
12.700 h
stable
2.5172 h
stable
244.26 d
54.6 h
stable
9.49 h
2.26 h
61.83 h
stable
3.2612 d
stable
270.8 d
13.76 h
stable
39.05 h
stable
stable
3.96 h
stable
11.43 d
65.28 h
46.5 h
14.10 h
stable
26.0 h
8.40 d
4.86 h
stable
80.30 d
7.15 h
stable
17.77 d
stable
stable
119.79 d
1.09 Zy
1.0778 d
stable
16.2 h
14.8 h
11.30 h
38.83 h
stable
57.036 h
stable
stable
<650 ky
stable

Abund. / Decay Mode

ft- (100)
1.140
ft+(100)
3.634
ft+(100)
ft- (100)
69.17
0.926
ft+(61.0) ft' (39.0)
48.6
ft- (100)
30.83
ft+(100)
ft- (100)
27.9
ft+(100)
ft+(100)
ft- (100)
4.1
EC(IOO)
18.8
EC(IOO)
IT(~100) ft- (0.033)
60.108
ft+(100)
0.6
21.23
ft- (-100)
39.892
EC(IOO)
ft+(100)
ft- (100)
ft- (100)
27.66
ft+(100)
EC (100)
ft- (100)
7.73
EC(IOO)
ft+(100)
35.94
ft+(66) ft- (34)
0.89
100.
EC(IOO)
7.44
ft- (-100) EC(<0.02)
9.36
ft+(100)
ft+(100)
ft- (100)
ft- (100)
7.63
ft+(100)
23.78
0.35
ft- (100)
50.69

Nucl.

79 Kr
80Se

80m gr

80Kr

81Br

81Kr

81 Rb
82 Se
82Br

82Kr
82m Rb

82gr

83Br
83Kr

83m j^r

83 Rb
83 Sr

84 Kr
84 Rb
84 Sr
85Kr

85mKr
85 Rb
85Sr
85 Y

85mYx

SGKr
86 Rb
86 Sr
86y

86 Zr
87 Rb
87Sr

87m gr

87Y

87m YX

87Zr
88Kr

88Sr
88y

88 Zr
89 Sr
89 Y

89Zr
89 Nb

89m,Nb

90 Sr
90 Y

90m YX

90 Zr
90Nb
90 Mo

91Sr
91Y

91Zr
91Nb

91mNb

92 Sr

Half-life

35.04 h
stable
4.4205 h
stable
stable
229 ky
4.576 h
121 Ey
35.30 h
stable
6.472 h
25.55 d
2.40 h
stable
1.83 h
86.2 d
32.41 h
stable
32.77 d
stable
10.756 y
4.480 h
stable
64.84 d
2.68 h
4.86 h
stable
18.631 d
stable
14.74 h
16.5 h
47.5 Gy
stable
2.803 h
79.8 h
13.37 h
1.68 h
2.84 h
stable
106.65 d
83.4 d
50.53 d
stable
78.41 h
1.9 h
1.18 h
28.84 y
64.10 h
3.19 h
stable
14.60 h
5.56 h
9.63 h
58.51 d
stable
680 y
60.86 d
2.71 h

Abund. /

ft+(100)
49.61
IT(IOO)
2.25
49.31
EC(IOO)
ft+(100)
8.73
ft" (100)
11.6
ft+(-100
EC(IOO)
ft- (100)
11.5
IT (100)
EC(IOO)
ft+(100)
57.0
/3+(96.2)
0.56
ft- (100)
ft- (78.6)
72.165
EC(IOO)
ft+(100)
ft+(-100
17.3
ft- (-100
9.86
ft+(100)
ft+(100)
27.835 ft
7.00
IT(~100)
ft+(100)
IT (98 A3)
ft+(100)
ft- (100)
82.58
ft+(100)
EC(IOO)
ft- (100)
100.
ft+(100)
ft+(100)
ft+(100)
ft- (100)
ft- (100)
IT(~100)
51.45
ft+(100)
ft+(100)
ft- (ioo)
ft- (100)
11.22

Decay Mode

IT(<0.33)

ft- (3.8)

IT(21.4)

IT(<0.002)

EC(0.0052)

^(100)

EC(0.30)

ft+(1.57)

ft- (0.0018)

EC(~100) e+(0.0138)
IT(93) EC(7) e+ (0.0028)
ft" (100)
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Table A.4. (cont.) Percent isotopic abundances (bold) of naturally occurring nuclides and decay
characteristics of radionuclides with T\/2 > 1 h- Branching ratios are in percent.

Nucl.

92y
92 Zr

92 Nb
92,nNb

92 Mo
93 y

93 Zr
93Nb

93m Nb

93 Mo
93771 Mo

93 Tc

94 Zr
94 Nb
94 Mo

95 Zr
95Nb

95m Nb

95 Mo
95Tc

95m rpc

95 Ru
96 Zr

96 Nb
96 Mo
96 Tc
96 Ru
97Zr

97 Mo
9rTc

97m Tc

97Ru
98 Mo
98 Tc
98 Ru
"Mo
99 Tc

99m Tc

99 Ru
99 Rh

™9 9Rh
100 Mo
100 Ru
100 Rh
100 pd
101 Ru
101 Rh

101mRh101 Pd
102 Ru
102Rh

102m f^102pd
103 Ru
103 Rh

103 pd

104 Ru
104 pd

Half-life

3.54 h
stable
34.7 My
10.15 d
stable
10.18 h
1.53 My
stable
16.13 v
4.0 ky
6.85 h
2.75 h
stable
20.3 ky
stable
64.02 d
34.975 d
86.6 h
stable
20.0 h
61 d
1.643 h
39 Ey
23.35 h
stable
4.28 d
stable
16.90 h
stable
2.6 My
90.1 d
2.9 d
stable
4.2 My
stable
65.94 h
211.1 ky
6.01 h
stable
16.1 d
4.7 h
10.2 Ey
stable
20.8 h
3.63 d
stable
3.3 y
4.34 d
8.47 h
stable
206.0 d
3.76 y
stable
39.26 d
stable
16.991 d
stable
stable

Abund. / Decay Mode

£~(100)
17.15
£+(~100) £~(<0.05)
£+(100)
14.84
£-(100)
£"(100)
100.
IT(IOO)
EC(IOO)
IT(~100) £+(0.12)
(3+ (100)
17.38
0-(lOO)
9.25
#-(100)
,5" (100)
IT(94.4) (3- (5.6)
15.92
£+(100)
0+ (96.12) IT(3.88)
£+(ioo)
2.80 2
£-(100)
16.68
£+(100)
5.52
£~(100)
9.55
EC(IOO)
IT(~100) EC(<0.34)
£+(100)
24.13
£-(100)
1.88
fl-(lOO)
0~(100)
IT(~100) 0- (0.0037)
12.7
£+(100)
£+(-100) IT(<0.16)
9.63
12.6
£+(100)
EC(IOO)
17.0
EC (100)
EC(93.6) IT(6.4)
0+(lOO)
31.6
0+(80) £-(20)
£+(-100) IT(0.23)
1.02
0-(100)
100.
EC (100)
18.7
11.14

Nucl.

105 Ru
105 Rh
105 pd

105 Ag

10GRu
10Gpd

106m A

106 Cd
107pd

107A

107Cd
108pd

108mA

108 Cd
109 Pd
109 Ag

109Cd

109 In
110 pd

110mA

110Cd
iio ln

110Sn
l l lmp d

niAg
inCd
inln

112pd

112Ag
112 Cd
112Sn
113A

113 Cd
113mCd

113 In
l]3m l n

113 Sn
114 Cd

114171 In
114Sn
115 Cd

115mCd

115 In
11 s™ In

115Sn
116 Cd
116Sn
ii6Te

117Cd
117r,,.Cd

117Sn
I17mgn

117Sb
118 Sn

118mSb

118Te

119Sn

119mSn

Half-life

4.44 h
35.36 h
stable
41.29 d
373.59 d
stable
8.28 d
stable
6.5 My
stable
6.50 h
stable
418 y
stable
13.7012 h
stable
462.6 d
4.2 h
stable
249.76 d
stable
4.9 h
4.11 h
5.5 h
7.45 d
stable
2.8047 d
21.03 h
3.130 h
stable
stable
5.37 h
7.7 Py
14.1 y
stable
1.6582 h
115.09 d
stable
49.51 d
stable
53.46 h
44.6 d
441 Ty
4.486 h
stable
34 Ey
stable
2.49 h
2.49 h
3.36 h
stable
13.60 d
2.80 h
stable
5.00 h
6.00 d
stable
293.1 d

Abund. /

£-(100)
£~(100)
22.33
£+(100)
£-(ioo)
27.33
0+(lOO)
1.25
0-(lOO)
51.839
(3+ (100)
26.46
£+(91.3)
0.89
£-(100)
48.161
EC (100)
£+(100)
11.72
£-(98.64)
12.49
£+(100)
EC(IOO)
IT(73) £-
£-(100)
12.80
EC(IOO)
£-(100)
£-(100)
24.13
0.97
£-(100)
12.22 £-
£~(~100)
4.29
IT(IOO)
£+(100)
28.73
IT(96.754
0.65
£-(100)
£-(100)
95.71 0-
IT(95.0) f.
0.34
7.49
14.54
£+(100)
£-(100)
£~(100)
7.68
IT(IOO)
£+(100)
24.22
£+(100)
EC(IOO)
8.58
IT(IOO)

Decay Mode

[T(8.7)

IT(1.36)

(27)

(100)
IT(0.14)

£+(3.25)

(100)
?-(5.0)

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



Table A.4. (cont.) Percent isotopic abundances (bold) of naturally occurring nuclides and decay
characteristics of radionuclides with T\II > 1 h. Branching ratios are in percent.

Nucl.

119Sb
119Te

119mrpe

120Sn
120mSb

120Te

121Sn
121mSn

121Sb
121 Te

121mTe

121J
122Sn
122Sb
122Te

122Xe
123Sn
123Sb
123Te

123mrpe

123j
123Xe
124Sn
124Sb
124 Te

124j
124Xe
125Sn
125Sb
i25Te

125m rpe

125j
125Xe
126Sn
126Sb
i26Te

126j
126Xe
127Sn
127Sb
127Te

127m Te

127J
127Xe
127Cs
128Sb
128Te

128Xe
128Ba
129Sb

129mrpe

129j
129Xe

129mXe

129Cs
129Ba

129mBa

130Te

Half- life

38.19 h
16.03 h
4.70 d
stable
5.76 d
stable
27.06 h
55 y
stable
19.40 d
154 d
2.12 h
stable
2.7238 d
stable
20.1 h
129.2 d
stable
>600 Ty
119.7 d
13.27 h
2.08 h
stable
60.20 d
stable
4.1760 d
stable
9.64 d
2.7582 y
stable
57.40 d
59.408 d
16.9 h
207 ky
12.46 d
stable
13.11 d
stable
2.10 h
3.85 d
9.35 h
109 d
stable
36.4 d
6.25 h
9.01 h
2.2 Yy
stable
2.43 d
4.40 h
33.6 d
15.7 My
stable
8.88 d
32.06 h
2.23 h
2.16 h
790 Zy

Abund. / Decay Mode

EC(IOO)
ft+(100)
/3+(~100) IT(<0.008)
32.59
ft+(100)
0.096
ft- (100)
IT(77.6) ft- (22 A)
57.21
(3+ (100)
IT(88.6) ft+(UA)
ft+(100)
4.63
(3~ (97.59) ft+(2Al)
2.603
EC(IOO)
f3~ (100)
42.79
0.908 EC(IOO)
IT(IOO)
ft+(100)
ft+(100)
5.79
(3' (100)
4.816
(3+ (100)
0.10
ft- (100)
ft- (100)
7.139
IT(IOO)
EC(IOO)
ft+(100)
ft- (100)
ft- (100)
18.952
/3+(56.3) ft- (43.7)
0.09
ft' (100)
ft- (100)
ft- (100)
IT(97.6) ft~(2A)
100.
EC(IOO)
ft+(100)
ft- (100)
31.687
1.91
EC(IOO)
ft- (100)
IT(63) ft- (37)
ft- (100)
26.4
IT(IOO)
ft+(100)
ft+(100)
ft+(~10Q)
33.799 2ft- (100)

Nucl.

130j
130Xe
130Ba

131mrpe

131j
131Xe

131mXe

131 Cs
131Ba
132Te

132j

132mlx

132Xe
132Cs
132Ba
132La
132Ce

133j
133Xe

133mXe

133Cs
133Ba

133mBa

133La
133m Ce

134Xe
134Cs

134m Cg

134Ba
134Ce

135j
135Xe
135 Cs
135Ba

135mBa

135La
135Ce
136Xe
136 Cs
136Ba
136Ce
137Cs
137Ba
137La
137Ce

137m Ce

137pr

138Ba
138La
138 Ce

138m pr

138Nd

139La
139Ce
139pr

isgmj^-j
140Ba
140La

Half-life

12.36 h
stable
stable
30 h
8.02070 d
stable
11.84 d
9.689 d
11.50 d
3.204 d
2.295 h
1.387 h
stable
6.479 d
stable
4.8 h
3.51 h
20.8 h
5.243 d
2.19 d
stable
10.51 y
38.9 h
3.912 h
4.9 h
stable
2.0648 y
2.903 h
stable
3.16 d
6.57 h
9.14 h
2.3 My
stable
28.7 h
19.5 h
17.7 h
stable
13.16 d
stable
stable
30.07 y
stable
60 ky
9.0 h
34.4 h
1.28 h
stable
105 Gy
stable
2.12 h
5.04 h
stable
137.640 d
4.41 h
5.50 h
12.752 d
1.6781 d

Abund. / Decay Mode

ft- (100)
4.1
0.106
ft- (77. 8) IT(22.2)
ft- (100)
21.2
IT(IOO)
EC(IOO)
ft+(100)
ft- (100)
ft- (100)
IT(86) ft' (14)
26.9
ft+ (98.13) ft- (1.87)
0.101
ft+(100)
ft+(100)
ft- (100)
ft- (100)
IT(IOO)
100.
EC(IOO)
IT(~100) EC(0.0096)
ft+(100)
ft+(100)
10.4
ft- (100) EC(0.0003)
IT(IOO)
2.417
EC(IOO)
ft- (100)
ft- (100)
ft- (100)
6.592
IT(IOO)
ft+(100)
ft+(100)
8.9
ft- (100)
7.854
0.19
ft- (100)
11.23
EC(IOO)
ft+(100)
IT(99.22) ft+(0.78)
ft+(100)
71.70
0.0902/3+ (66.4) ft~
0.25
ft+(100)
ft+(100)
99.9098
EC(IOO)
ft+(100)
ft+(88.2) IT(11.8)
ft~ (100)
ft- (100)

(33.6)
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Table A.4. (cont.) Percent isotopic abundances (bold) of naturally occurring nuclides and decay
characteristics of radioiiuclides with 7\ 79 > 1 h. Branching ratios are in percent.

Nucl.

140 Ce
140 Nd
141 La
141 Ce
141 pr

141 Nd
142 Ce
142pr

142 Nd
143 Ce
143 Pr

143 Nd
143pm

144 Ce
144 Nd

144 pm

144 Sm
145 Pr

145 Nd
145 Prn
145 Sm
145 Eu
146 Nd

146 Pm
146 Sm
146 Eu
146 Gd
147Nd

147 Pm
147Sm
147Eu
147Gd
147Tb

148 Nd
148 Pm

148m pm

148 Sm

148 Eu
148 Gd
149 Nd

149 pm

149 Sm
149 Eu
149 Gd
149 Tb
150 Nd
150 Pm
150 Sm
150 Eu

150 '"Eu
150 Gd
150 Tb

151 pm

151 Sm
151 Eu
151 Gd
151 Tb
152 Sm

Half-life

stable
3.37 d
3.92 h
32.501 d
stable
2.49 h
stable
19.12 h
stable
33.039 h
13.57 d
stable
265 d
284.893 d
2.29 Pv
363 d
stable
5.984 h
stable
17.7 y
340 d
5.93 d
stable
5.53 y
103 My
4.59 d
48.27 d
10.98 d
2.6234 y
106 Gv
24.1 d
38.06 h
1.7 h
stable
5.370 d
41.29 d
7Py
54.5 d
74.6 y
1.728 h
53.08 h
stable
93.1 d
9.28 d
4.118 h
21 Ey
2.68 h
stable
36.9 y
12.8 li
1.79 My
3.48 h
28.40 h
90 y
stable
124 d
17.609 h
stable

Abund. / Decay Mode

88.48
EC (100)
#-(100)
tr (loo)
100.
# + (100)
11.08
#~ (~100) EC(0.0164)
27.13
#-(100)
/3-(100)
12.18
3+ ( 1 00)
#-(100)
23.80 o'(100)
#-"(100)"
3.1
#-(100)
8.30
EC(H)O) a(2.8e-7)
EC(IOO)
/ j^(K)O)
17.19
EC(66.0) #"(34.0)
a(100)
#+(100)
EC (TOO)
#"(100)
#-(100)
15.0 a (100)

Nucl.

152 Eu
152 '"Eu

lr '2Gd
152Tb

l-'2Dy
153 Sm
153 Eu
153 Gd
153 Tb
153 Dy
154 Sm
151Eu
154 Gd
154 Tb

154,,, Th

154 "Tb
154 Dy
155 Eu
155 Gd
155Th

155Dv
i r > ( iSm
15(iEu

ir'"Gd
15(iTb

150,,, Th

15GDy157Eu
157 Gd
157 Tb

#+(~100) rv(0.0022) l 5 7Dy
tf+('lOO) | 158Gd
#+(100) 1!58Tb
5.76 158Dy
#-(100) i 158Er
#-(95.0) IT(5.0) 159Gd
11.3 a(100) 159Tb
#+(100) o(9.4e-7) 159Dy
a(100) 1GOGd
/r(100) 1(i()Tb
3- (100) 100Dy

13.8 1G()"'Ho
EC (100)
#4"(100) a:(4.3e-4)
#-(83.3) a(16.7)
5.64 2#'"( lOOz
#"(100)
7.4
#* ( LOO)
#•-(89) # + ( l l )
a(l()0)
#~(~100) A(<0.05)
#-(100)
3 (100)
47.8
EC (100)
#+(-100) a (0.0095)
26.7

i oo YX
101 Tb
1G1Dy
1( i lHo
K,iE r

102 Dy
162 Er

1(i3Dv
1()3Ho

163 Tin
1G4Dy
104 Er
lteDy
Ujr'Ho
l«5Er

lG5Tm

Half-life

13.537 y
9.3116 h
108 Ty
17.5 h"
2.38 h
46.27 h
stable
241.6 d
2.34 d
6.4 h
stable
8.593 y
stable
21.5 h
9.4 h
22.7 h
3.0 My
4.7611 y
stable
5.32 d
9.9 h
9.4 h
15.19 d
stable
5.35 d
24.4 h
stable
15.18 h
stable
71 y
8.14 h
stable
180 y
stable
2.29 h
18.479 h
stable
144,4 d
stable
72.3 d
stable
5.02 h
28.58 h
6.88 d
stable
2.48 h
3.21 h
stable
stable
stable
4.570 ky
1.810 h
stable
stable
2.334 h
stable
10.36 h
30.06 h

Abund. / Decay Mode

#+(72.1) #-(27.9)
#-(72) # 4 ( 2 8 )
0.20 a(100)
#+(100)
EC(~100) a(0.100)
#-(100)
52.2
EC(IOO)
#+(100)
# r(~100) a(0.0094)
22.7
#-(-100) EC(0.02)
2.18
#+(-100) #-(<0.1)
#+(78.2) IT(21.8) #-(<0.1)
#J-(98.2) IT(1.8)
a(100)
#-(100)
14.80
EC (100)
#+(100)
#"(100)
#~(100)
20.47
# f (100)
IT (100)
0.06
#"(100)
15.65
EC(IOO)
#+(100)
24.84
#+(83.4) #-(16.6)
0.10
EC(IOO)
0- (100)
100.
EC (100)
21.86
#-(100)
2.34
IT(65) #+(35)
EC(IOO)
#-(100)
18.9
EC (100)
#+(100)
25.5
0.14
24.9
EC(IOO)
#+(100)
28.2
1.61
#-(100)
100.
EC (100)
# + (100)
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Table A.4. (cont.) Percent isotopic abundances (bold) of naturally occurring nuclides and decay
characteristics of radionuclides with Ti/2 > 1 h. Branching ratios are in percent.

Nucl.

166 Dy

166Ho
166mHo

166Er

166Tm

166 Yb

167Ho
167 Er

167Tm
168Er

168Tm

168 Yb

169Er

169Tm

169Yb
169Lu
170Er

170Tm
170Yb
170 Lu
170Rf

171 Er
171Tm
171 Yb
171 Lu
171 Hf
172 Er

172Tm
172 Yb
172Lu
172 Hf

173 Tm
173 Yb
173 Lu
173 Hf
173Ta
174Yb
174 Lu

174mLu

174Hf

174 Ta
175 Yb
175Lu
175 Hf
175 Ta
176Yb

176Lu
176mLu

176Hf

176 Ta
176W

177Yb
177Lu

177mLu

177 Hf
177Ta
178Hf

178npjf

Half-life

81.6 h
26.83 h
1.20 ky
stable
7.70 h
56.7 h
3.1 h
stable

_9.25 d
stable
93.1 d
stable
9.40 d
stable
32.026 d
34.06 h
stable
128.6 d
stable
2.012 d
16.01 h
7.516 h
1.92 y
stable
8.24 d
12.1 h
49.3 h
63.6 h
stable
6.70 d
1.87 y
8.24 h
stable
1.37 y
23.6 h
3.14 h
stable
3.31 y
142 d
2.0 Py
1.05 h
4.185 d
stable
70 d
10.5 h
stable
37.8 Gy
3.635 h
stable
8.09 h
2.5 h
1.911 h
6.734 d
160.4 d
stable
56.56 h
stable
31 y

Abund. / Decay Mode

ft- (100)
ft- (100)
ft- (100)
33.6
ft+(100)
EC(IOO)
ft- (100)
22.95
EC(IOO)
26.8
/3+(~100) ft- (0.010)
0.13
ft- (100)
100.
EC(IOO)
ft+(100)
14.9
/3-(~100) EC(0.131)
3.05
(3+ (100)
EC(IOO)
/3~(100)
/3-(100)
14.3
/3+(100)
/3+(100)
/3-(100)
/3-(100)
21.9
/3+ (100)
EC(IOO)
(3~ (100)
16.12
EC(IOO)
/3+(100)
/3+(100)
31.8
/3+(100)
IT(99.38) EC(0.62)
0.162 a(100)
(3+ (100)
(3~ (100)
97.41
EC(IOO)
(3+ (100)
12.7
2.59 ft- (100)
/3-(~100) EC(0.095)
5.206
/9+(100)
EC(IOO)
/3-(100)
/3-(100)
/3-(78.3) IT(21.7)
18.606
(3+ (100)
27.297
IT(IOO)

Nucl.

178mTa

178W

179 Lu
179Hf

179njjf
179Ta
180Hf

180m jjf
180 Ta

180m Ta

180W

181Hf

181 Ta
181W

181 Re
182Hf

182 Ta
182W

182 Re
182m Re

1820s
183Hf

183Ta
183W

183 Re
1830s

183mOs

184Hf

184 Ta
184W

184 Re
184m Re

1840s
184Ir

185W

185 Re
1850s

185Ir

186W

186 Re
186 Os

186Ir

186m jr
186 pt

187W

187 Re
1870s
187jr

187pt

188W

188 Re
188Qs

188Ir

188pt

189 Re
1890s

189m Os

189jr

Half-life

2.36 h
21.6 d
4.59 h
stable
25.05 d
1.82 y
stable
5.5 h
8.152 h
stable
stable
42.39 d
stable
121.2 d
19.9 h
9 My
114.43 d
stable
64.0 h
12.7 h
22.10 h
1.067 h
5.1 d
stable
70.0 d
13.0 h
9.9 h
4.12 h
8.7 h
stable
38.0 d
169 d
stable
3.09 h
75.1 d
stable
93.6 d
14.4 h
stable
3.7183 d
2.0 Py
16.64 h
1.92 h
2.08 h
23.72 h
43.5 Gy
stable
10.5 h
2.35 h
69.4 d
16.98 h
stable
41.5 h
10.2 d
24.3 h
stable
5.8 h
13.2 d

Abund. / Decay

(3+ (100)
EC (100)
ft- (100)
13.629
IT(IOO)
EC(IOO)
35.100

Mode

IT(~100) ft- (0.3)
EC(86) ft- (14)
0.012
0.120
ft- (100)
99.988
EC(IOO)
ft+(100)
ft- (100)
ft- (100)
26.498
10+ (100)
ft+(100)
EC(IOO)
ft- (100)
ft- (100)
14.314
EC(IOO)
ft+(100)
ft+(85) IT(15)
ft- (100)
ft- (100)
30.642
ft+(100)
IT(75.4) EC(24.6)
0.020
ft+(100)
ft- (100)
37.40
EC(IOO)
ft+(100)
28.426
ft- (93.1) EC(6.9
1.58 a(100)
ft+(100)
ft+(~100)
ft+(100)
ft- (100)
62.60 ft- (100)
1.6
ft+(100)
ft+(100)
ft- (100)
ft- (100)
13.3
ft+(100)
EC(IOO)
ft- (100)
16.1
IT(IOO)
EC(IOO)

)
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Table A.4. (cont.) Percent isotopic abundances (bold) of naturally occurring nuclides and decay
characteristics of radionuclides with Ti/2 > 1 h. Branching ratios are in percent.

Nucl.

189Pt
190"'Re

1900s
i90Ir

190m Ir

190njr

190pt

1910s
191n,0s

191Ir

191 pt

191 Au
192 Os

192 Ir
192n lr

192pt

192 An
192H

193 Qs

193 Ir
193m Ir

193pt

193m p{.
193 Au
193 Hg

193m Hg

194 Os
194 jr

194nlr

194 Pt
194 Au
194 Hg

195 Ir

195m jr

195pt

195mpt
195 Au
195Hg

195,nH

195T]

196mlr

196 pt

196 Au
196"Au

196Hg

196^1
196m,rpi

197pt

197 Au
197Hg

197m Hg

197T1

198 Pt
198 Au

198mAu

198Hg

198rp|

198m pi

Half-life

10.87 h
3.2 h
stable
11.78 d
1.120 h
3.087 h
650 Gy
15.4 d
13.10 h
stable
2.802 d
3.18 h
stable
73.831 d
241 y
stable
4.94 h
4.85 h
30.5 h
stable
10.53 d
50 y
4.33 d
17.65 h
3.80 h
11.8 h
6.0 y
19.28 h
171 d
stable
38.02 h
440 y
2.5 h
3.8 h
stable
4.02 d
186.10 d
9.9 h
41 .6 h
1.16 h
1.40 h
stable
6.183 d
9.6 h
stable
1.84 h
1.41 h
19.8915 h
stable
64.14 h
23.8 h
2.84 h
stable
2.69517 d
2.27 rl
stable
5.3 h
1.87 h

Abund. / Decay Mode

8+ (1 00)
/3~(54.4) IT(45.6)
26.4
/3+(100)
IT (100)
0+(91A) IT(8.6)
0.01 a(100)
0-(100)
IT(IOO)
37.3
EC (100)
(3+ (100)
41.0
ft- (95.24) EC(4.76)
IT (100)
0.79
(3+ (100)
EC (100)
0-(ioo)
62.7
IT (100)
EC (100)
IT (100)
0+ (100)
13+ (100)
,9+ (92.9) IT(7.1)
ft- (100)
ft- (100)
0-(ioo)
32.9
8+ (100)
EC (100)
0-(100)
0-(95) IT(5)
33.8
IT (100)
EC(IOO)
/3+(100)
IT(54.2) /3+(45.8)
8+ (100)
/3~(~100) IT(<0.3)
25.3
/?+ (93.05) £-(6.95)
IT(IOO)
0.15
(3+ (100)
0+ (95. 5) IT(4.5)
0-(10Q)
100.
EC (100)
IT(91.4) EC(8.6)
/3+(100)
7.2
0-(100)
IT (100)
9.97
(3+ (100)
/3+(54) IT(46)

Nucl.

198pb

199 Au
199 H

199Tj

200 pt

200m Au

200 H

200 T1

200 pb

201 Hg
201rpj

201pb

202pt

202 Hg
202 rpj

202 Pb
202m pb

202 Bi
203H

203 -p]

203 Pb
203 Bi

204H

204 p|

204 Pb
204 Bi
204 Po
205 T1

205pb

205 Bi
205 p0

206 Pb
206 Bi
206 Po
207pb

207Bi

207 Po
207At
208 pb

208 Bi
208 Po
208 At
209 Pb
209 Bi
209 Po
209 At
210 Pb
2ioBi

210m Bi

210pQ

210At
210Rn
211 At
211Rn
212pb

222 Rri
223 Ra
224 Ra

Half-life

2.40 h
3.139 d
stable
7.42 h
12.5 h
18.7 h
stable
26.1 h
21.5 h
stable
72.912 h
9.33 h
44 h
stable
12.23 d
52.5 ky
3.53 h
1.72 h
46.612 d
stable
51.873 h
11.76 h
stable
3.78 y
stable
11.22 h
3.53 h
stable
15.3 My
15.31 d
1.66 h
stable
6.243 d
8.8 d
stable
31.55 y
5.80 h
1.80 h
stable
368 ky
2.898 y
1.63 h
3.253 h
stable
102 y
5.41 h
22.3 y
5.013 d
3.04 My
138.376 d
8.1 h
2.4 h
7.214 h
14.6 h
10.64 h
3.8235 d
11.435 d
3.66 d

Abund. / Decay Mode

0+(lQO)
,3" (100)
16.87
(3+ (100)
(3~ (100)
(3~ (82) IT (18)
23.10
0+(100)
EC(IOO)
13.18
EC(IOO)
0+(100)
0-(100)
29.86
6+ (100)
EC(~100)
IT(90.5) EC(9.5)
(3+ (100)
0-(100)
29.524
EC(IOO)
0+(100)
6.87
ft- (97.10) EC(2.90)
1.4
0+(100)
/3+(99.34) a(0.66)
70.476
EC(IOO)
0+(100)
/3+(~100) a(0.04)
24.1
0+(100)
/3+(94.55) a(5.45)
22.1
0+(100)
/3+(~100) a(0.021)
0+(91A) a(8.6)
52.4
0+(100)
a(~100) 0+ (0.00223)
0+ (99.45) a(0.55)
0-(100)
100.
a(~100) 0+(OA8)
0+(95.9 5) a(4.1)
0-(ioo)
0-(100)
a(100)
a(100)
/3+(~100) a(0.175)
a(96) 0+(4)
EC(58.20) a(41.80)
0+(72.6) a(27A)
0-(100)
a(lOO)
a (100)
a (100)
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Table A.4. (cont.) Percent isotopic abundances (bold) of naturally occurring nuclides and decay
characteristics of radionuclides with Ti2 > 1 h. Branching ratios are in percent.

Nucl. Half-life Abund. / Decay Mode Nucl. Half-life Abund. / Decay Mode

224 Ac
225Ra
225 Ac
226 Ra
226 Ac
227 Ac
227Th

228 Ra
228 Ac
228Th

228 Pa
229Th

229 Pa
230Th

230pa

230 u

231Th

231Pa
231 u

232Th

232 Pa
232 u

233 Pa
233TJ

234Th

234 Pa
234 LI

234Np
234pu

235 u

235Np

236TJ

236 Np

236mNp

236 pu

237

237pu

238 u

238Np

238pu

238Cm

239Np

239 pu

239 Am
239Cm

240 u
240Pu

240 Am
240Cm

241Pu 14.35 y

241Am
241 Cm
242pu

242 Am

2.9 h /3+(90.9) a(9.1)
14.9 d ft-(100)
10.0 d a(100)
1.600 ky a(100)
29.37 h ft-(83) EC(17) a(0.006)
21.773 y 0- (98.62) a(1.38)
18.72 d a(100)
5.75 y ft-(100)
6.15 h ft-(100)
1.9131 y a(100)
22 h ft+(98.15) a(1.85)
7.34 ky a(100)
1.50 d EC(~100) a(0.48)
75.38 ky a(100)
17.4 d ft+(91.6) ft-(8.4) a(0.0032)
20.8 d a(100) SF(<1.4e-10)
25.52 h (3~ (100)
32.76 ky a(100)
4.2 d EC(~100) a(0.004)
14.05 Gy 100. a(100) SF(lle-lO)
1.31 d * /?-(~100) EC(0.003)
68.9 y a(100)
26.967 d ft-(100)
159.2 ky a(100) SF(<6e-9)
24.10d ft-(100)
6.70 h (3~ (100) SF(<3e-10)
245.5 ky 0.0055 a(100) SF(1.73e-9)
4.4 d /3+(100)
8.8 h EC(~94) a(~6)
703.8 My 0.720 a(100) SF(7e-9)
396.1 d EC(~100) a(0.00260)
23.42 My a(100) SF(9.6e-8)
154 ky EC(87.3) ft~(12.5) a(0.16)
22.5 h EC(52) /3~(48)
2.858 y a(100) SF(1.36e-7)
6.75 d /3~(100)
2.144 My a(100)
45.2 d EC(~100) a(0.0042)
4.468 Gy 99.2745 a(100) SF(5.45e-5)
2.117 d ft-(100)
87.7 y a(100) SF(1.9e-7)
2.4 h EC(~90) a(~10)
2.3565 d /3~(100)
24.11 ky a(100) SF(3.1e-10)
11.9 h EC(~100) a(0.010)
2.9 h /3+(~100) a(<0.1)
14.1 h ft-(100) a(<le-10)
6.564 ky a(100) SF(5.7e-6)
50.8 h ft+(100) a(~1.9e-4)
27 d a(~100) EC(<0.5)

SF(3.9e-6)
ft-(-100) a(0.00245)
SF(<2.4e-14)

432.2 y a(100) SF(4.3e-10)
32.8 d EC(99.0) a(l.O)
373.3 ky a(100) SF(5.49e-4)
16.02 h ft-(82.7) EC(17.3)

lAm 141 y

243Bk
244 pu

244 Am
244Cm
244 Bk
245 pu

245 Am
245 Cm
245 Bk
246pu

246 Cm
246 Bk
246 Cf
247pu

247Cm
247Bk
247Cf

248Cm
248m Bk

248 Cf
249 Bk

249 Cf
250Cm
250Bk

250Cf

250Eg

250m Es

251Cf

251ES
251Fm

252Cm
252Cf

252Es

252pm

253Cf

253 ES
253pm

254Cf

254 ES
254m Es

254pm

255 ES

255Fm

256m Es

257Fm

257Md

162.8 d
4.956 h
7.37 ky
29.1 y

4.5 h
80.8 My
10.1 h
18.10 y
4.35 h
10.5 h
2.05 h
8.5 ky
4.94 d
10.84 d
4.73 ky
1.80 d
35.7 h
2.27d
15.6 My
1.38 ky
3.11 h
340 ky
23.7 h
333.5 d
320 d

351 y
9ky
3.217 h
13.08 y
8.6 h
2.22 h
900 y
33 h"
5.30 h
<2 d
2.645 y
471.7 d
25.39 h
17.81 d
20.47 d
3.00 d
60.5 d
275.7 d
39.3 h

3.240 h
39.8 d

20.07 h
7.6 h
100.5 d
5.52 h
51.50 d

IT(~100) a(0.459)
SF(1.5e-8)
a(100) SF(6.33e-6)
ft-(100)
a(100) SF(3.7e-9)
a(~100) EC(0.29)
SF(5.3e-9)

(~9)

a(~100) SF(0.123)
ft- (100)
a(100) SF(1.347e-4)
/3+(~100) a(0.006)
(3~ (100)
/3- (100)
a(100) SF(6.1e-7)
EC(~100) a(0.12)
(3- (100)
a(~100) SF(0.02614)
^+(-100) a(<0.2)
a(100) SF(2.0e-4)
ft- (100)
a(lOO)
a(~100)
EC(~100) a(0.035)
a (91. 74) SF(8.26)
ft- (70 5) EC(30) a(O.OOl)
a(~100) SF(0.0029)
/3~(~100) a(0.00145)
SF(47e-9)
a(100) SF(5.2e-7)
SF(~80) a(~ll) ft
ft- (100)
a(~100) SF(0.077)
(3+(>97) a(<3)
EC(>99) a(<l)
a(100)
EC(~100) a(0.49)
(3+(98.20) a(1.80)
ft- (100)
a(96.908) SF(3.092)
a(76) EC(24) /
a(~100) SF(0.0023)
/?-(~100) a(0.31)
a(100) SF(8.7e-6)
EC(88) a(12)
SF(~100) a(0.31)
a(100)
ft- (98) IT(<3) a(0.33)
EC(0.078) SF(<0.045)
a(~100) SF(0.0592)
ft- (92.0) a(8.0)
SF(0.0041)
a(100) SF(2.4e-5)
^-(~100) SF(0.002)
a(~100) SF(0.210)
EC(84.8) a(15.2)
a(~100)
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Appendix B

Atomic Mass Table

Atomic Mass Tables
In this appendix a series of tables of atomic masses is given. These data are from
the "The 1995 update to the atomic mass evaluation" by G. Audi and A.H. Wapstra
Nuclear Physics, A595, Vol. 4 p. 409 480, December 25, 1995.
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Table B.I. Atomic mass tables

N Z

1 0
0 1
1 1
2 1
1 2
3 1
2 2
1 3
4 1
3 2
2 3
1 4
5 1
4 2
3 3
2 4
5 2
4 3
3 4
2 5
6 2
5 3
4 4
3 5
2 6
7 2
6 3
5 4
4 5
3 6
8 2
7 3
6 4
5 5
4 6
3 7
8 3
7 4
6 5
5 6
4 7
9 3
8 4
7 5
6 6
5 7
4 8
9 4
8 5
7 6
6 7
5 8
10 4
9 5
8 6
7 7
6 8
5 9

A El

1 n
H

2 H
3 H
He

4 H
He
Li

5 H
He
Li
Be

6 H
He
Li
Be

7 He
Li
Be
B

8 He
Li
Be
B
C

9 He
Li
Be
B
C

10 He
Li
Be
B
C
N

11 Li
Be
B
C
N

12 Li
Be
B
C
N
O

13 Be
B
C
N
0

14 Be
B
C
N
0
F

Atomic Mass
(/xu)

1
1
2
3
3
4
4
4
5
5
5
5
6
6
6
6
7
7
7
7
8
8
8
8
8
9
9
9
9
9
10
10
10
10
10
10
11
11
11
11
11
12
12
12
12
12
12
13
13
13
13
13

008664.9233
007825.0321
014101.7780
016049.2675
016029.3097
027830
002603.2497
027180
039540
012220
012540
040790
044940
018888.1
015122.3
019726
028030
016004.0
016929.2
029920
033922
022486.7
005305.09
024606.7
037675
043820
026789.1
012182.1
013328.8
031040.1
052400
035481
013533.7
012937.0
016853.1
042620
043796
021658
009305.5
011433.8
026800
053780
026921
014352.1
000000.0
018613.2
034405
036130
017780.3
003354.8378
005738.58
024810

14 042820
14
14
14
14
14

025404
003241.988
003074.0052
008595.29
036080

N

10
9
8
7
6
11
10
9
8
7
6
12
11
10
9
8
7
13
12
11
10
9
8
7
14
13
12
11
10
9
8
14
13
12
11
10
9
8
15
14
13
12
11
10
9
8
16
15
14
13
12
11
10
9
8
16
15
14

Z

5
6
7
8
9
5
6
7
8
9
10
5
6
7
8
9
10
5
6
7
8
9
10
11
5
6
7
8
9
10
11
6
7
8
9
10
11
12
6
7
8
9
10
11
12
13
6
7
8
9
10
11
12
13
14
7
8
9

A El

15 B
C
N
O
F

16 B
C
N
O
F
Ne

17 B
C
N
O
F
Ne

18 B
C
N
0
F
Ne
Na

19 B
C
N
O
F
Ne
Na

20 C
N
O
F
Ne
Na
Mg

21 C
N
0
F
Ne
Na
Mg
Al

22 C
N
0
F
Ne
Na
Mg
Al
Si

23 N
0
F

Atomic Mass

15 031097
15 010599.3
15 000108.8984
15 003065.4
15 018010
16 039810
16 014701
16 006101.4
15 994914.6221
16 011466
16 025757
17 046930
17 022584
17 008450
16 999131.50
17 002095.24
17 017700
18 056170
18 026760
18 014082
17 999160.4
18 000937.7
18 005697.1
18 027180
19 063730
19 035250
19 017027
19 003579
18 998403.20
19 001879.8
19 013879
20 040320
20 023370
20 004076.2
19 999981.32
19 992440.1759
20 007348
20 018863
21 049340
21 027090
21 008655
20 999948.9
20 993846.74
20 997655.1
21 011714
21 028040
22 056450
22 034440
22 009970
22 002999
21 991385.51
21 994436.8
21 999574.1
22 019520
22 034530
23 040510
23 015690
23 003570

N Z

13 10
12 11
11 12
10 13
9 14
17 7
16 8
15 9
14 10
13 11
12 12
11 13
10 14
9 15
17 8
16 9
15 10
14 11
13 12
12 13
11 14
10 15
18 8
17 9
16 10
15 11
14 12
13 13
12 14
11 15
10 16
18 9
17 10
16 11
15 12
14 13
13 14
12 15
11 16
19 9
18 10
17 11
16 12
15 13
14 14
13 15
12 16
11 17
20 9
19 10
18 11
17 12
16 13
15 14
14 15
13 16
12 17
20 10

A El

Ne
Na
Mg
Al
Si

24 N
0
F
Ne
Na
Mg
Al
Si
P

25 O
F
Ne
Na
Mg
Al
Si
P

26 O
F
Ne
Na
Mg
Al
Si
P
S

27 F
Ne
Na
Mg
Al
Si
P
S

28 F
Ne
Na
Mg
Al
Si
P
S
Cl

29 F
Ne
Na
Mg
Al
Si
P
S
Cl

30 Ne

Atomic Mass
(/nil)

22
22
22
23
23
24
24
24
23
23
23
23
24
24
25
25
24

994467.34
989769.67
994124.9
007265
025520
050500
020370
008100
993615
990963.33
985041.90
999941
011546
034350
029140
012090
997790

24 989954.4
24
24
25
25
26
26
26
25
25
25
25
26
26
27
27
26
26
26
26
26
27
28
28
27
27
27
27
27
28
28
29
29
29
28
28
28
28
28
29
30

985837.02
990428.6
004107
020260
037750
019630
000460
992590
982593.04
986891.66
992330
011780
027880
026890
007620
994010
984340.74
981538.44
986704.76
999190
018800
035670
012110
998890
983876.7
981910.18
976926.5327
992312
004370
028510
043260
019350
002810
988550
980444.8
976494.72
981801.4
996610
014110
023870
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Table B.I. Atomic mass tables (cont.)

N Z

19 11
18 12
17 13
16 14
15 15
14 16
13 17
12 18
21 10
20 11
19 12
18 13
17 14
16 15
15 16
14 17
13 18
22 10
21 11
20 12
19 13
18 14
17 15
16 16
15 17
14 18
13 19
22 11
21 12
20 13
19 14
18 15
17 16
16 17
15 18
14 19
23 11
22 12
21 13
20 14
19 15
18 16
17 17
16 18
15 19
14 20
24 11
23 12
22 13
21 14
20 15
19 16
18 17
17 18
16 19
15 20
24 12
23 13

A El

Na
Mg
Al
Si
P
s
Cl
Ar

31 Ne
Na
Mg
Al
Si
P
S
Cl
Ar

32 Ne
Na
Mg
Al
Si
P
S
Cl
Ar
K

33 Na
Mg
Al
Si
P
S
Cl
Ar
K

34 Na
Mg
Al
Si
P
S
Cl
Ar
K
Ca

35 Na
Mg
Al
Si
P
S
Cl
Ar
K
Ca

36 Mg
Al

Atomic Mass
(MU)

30
29
29
29
29
29
30
30
31
31
30
30
30
30
30
30
31
32
32
31
31
31
31
31
31
31
32
33
33
32
32
32
32
32
32
33
34
34
33
33
33
33
33
33
33
34
35
35
34
34
34
34
34
34
34
35
36
36

009230
990460
982960
973770.22
978313.8
984903
004770
021560
033110
013600
996550
983946
975363.27
973761.51
979554.4
992420
012130
039910
019650
999150
988120
974148.1
973907.16
972070.69
985689
997660
021920
027390
005590
990870
978001
971725.3
971458.50
977451.8

N

22
21
20
19
18
17
16
15
25
24
23
22
21
20
19
18
17
16
25
24
23
22
21
20
19
18
17
16
26
25
24
23
22
21

989930 20
007260 19
034900 18
009070 17
996930 26
978576 25
973636 24
967866.83 23
973761.97 22
980270 21
998410 20
014120 19
044180 18
017490 17
999940
984580
973314.2
969032.14
968852.71
975256.7
988012
004770
022450
006350

27
26
25
24
23
22
21
20
19
18

Z A

14
15
16
17
18
19
20
21
12 37
13
14
15
16
17
18
19
20
21
13 38
14
15
16
17
18
19
20
21
22
13 39
14
15
16
17
18
19
20
21
22
14 40
15
16
17
18
19
20
21
22
23
14 41
15
16
17
18
19
20
21
22
23

El

Si
P
S
Cl
Ar
K
Ca
Sc
Mg
Al
Si
P
S
Cl
Ar
K
Ca
Sc
Al
Si
P
S
Cl
Ar
K
Ca
Sc
Ti
Al
Si
P
S
Cl
Ar
K
Ca
Sc
Ti
Si
P
S
Cl
Ar
K
Ca
Sc
Ti
V
Si
P
S
Cl
Ar
K
Ca
Sc
Ti
V

Atomic Mass
(MU)

35 986690
35 978260
35 967080.88
35 968306.95
35 967546.28
35 981293
35 993090
36 014920
37 031240
37 010310
36 993000
36 979610
36 971125.72
36 965902.60
36 966775.9
36 973376.91
36 985872
37 003050
38 016900
37 995980
37 984470
37 971163
37 968010.55
37 962732.2
37 969080.1
37 976319
37 994700
38 009770
39 021900
39 002300
38 986420
38 975140
38 968007.7
38 964313
38 963706.9
38 970717.7
38 984790
39 001320
40 005800
39 991050
39 975470
39 970420
39 962383.123
39 963998.67
39 962591.2
39 977964
39 990500
40 011090
41 012700
40 994800
40 980030
40 970650
40 964500.8
40 961825.97
40 962278.3
40 969251.3
40 983130
40 999740

N Z

28 14
27 15
26 16
25 17
24 18
23 19
22 20
21 21
20 22
19 23
18 24
28 15
27 16
26 17
25 18
24 19
23 20
22 21
21 22
20 23
19 24
29 15
28 16
27 17
26 18
25 19
24 20
23 21
22 22
21 23
20 24
19 25
30 15
29 16
28 17
27 18
26 19
25 20
24 21
23 22
22 23
21 24
20 25
19 26
31 15
30 16
29 17
28 18
27 19
26 20
25 21
24 22
23 23
22 24
21 25
20 26
31 16
30 17

A El

42 Si
P
S
Cl
Ar
K
Ca
Sc
Ti
V
Cr

43 P
S
Cl
Ar
K
Ca
Sc
Ti
V
Cr

44 P
S
Cl
Ar
K
Ca
Sc
Ti
V
Cr
Mn

45 P
S
Cl
Ar
K
Ca
Sc
Ti
V
Cr
Mn
Fe

46 P
S
Cl
Ar
K
Ca
Sc
Ti
V
Cr
Mn
Fe

47 S
Cl

Atomic Mass
(AMI)

42
42
41
41
41
41
41
41
41
41
42
43
42
42
42
42
42
42
42
42
42
44

016100
000090
981490
973170
963050
962403.1
958618.3
965516.8
973032
991230
006430
003310
986600
974200
965670
960716
958766.8
961151.0
968523
980650
997710
009880

43 988320
43
43
43
43
43
43
43
43
44
45
44
44
44
44
44
44
44
44
44
44
45
46
45
45
45
45
45
45
45
45
45
45
46
47
46

978540
965365
961560
955481.1
959403.0
959690.2
974400
985470
006870
015140
994820
979700
968090
960700
956185.9
955910.2
958124.3
965782
979160
994510
014560
023830
999570
984120
968090
961976
953692.8
955170.3
952629.5
960199.5
968362
986720
000810
007620
987950
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Table B.I. Atomic mass tables (cont.)

N Z

29 18
28 19
27 20
26 21
25 22
24 23
23 24
22 25
21 26
32 16
31 17
30 18
29 19
28 20
27 21
26 22
25 23
24 24
23 25
22 26
21 27
33 16
32 17
31 18
30 19
29 20
28 21
27 22
26 23
25 24
24 25
23 26
22 27
33 17
32 18
31 19
30 20
29 21
28 22
27 23
26 24
25 25
24 26
23 27
22 28
34 17
33 18
32 19
31 20
30 21
29 22
28 23
27 24
26 25
25 26
24 27
23 28
34 18

A El

Ar
K
Ca
Sc
Ti
V
Cr
Mn
Fe

48 S
Cl
Ar
K
Ca
Sc
Ti
V
Cr
Mn
Fe
Co

49 S
Cl
Ar
K
Ca
Sc
Ti
V
Cr
Mn
Fe
Co

50 Cl
Ar
K
Ca
Sc
Ti
V
Cr
Mn
Fe
Co
Ni

51 Cl
Ar
K
Ca
Sc
Ti
V
Cr
Mn
Fe
Co
Ni

52 Ar

Atomic Mass
(MU)

46 972190
46 961678
46 954546.5
46 952408.0
46 951763.8
46 954906.9
46 962907
46 976100
46 992890
48 012990
47 994850
47 975070
47 965513
47 952534
47 952235
47 947947.1
47 952254.5
47 954036
47 968870
47 980560
48 001760
49 022010
48 999890
48 982180
48 967450
48 955673
48 950024
48 947870.8
48 948516.9
48 951341.1
48 959623
48 973610
48 989720
50 007730
49 985940
49 972780
49 957518
49 952187
49 944792.1
49 947162.8
49 946049.6
49 954244.0
49 962990
49 981540
49 995930
51 013530
50 993240
50 976380
50 961470
50 953603
50 946616.0
50 943963.7
50 944771.8
50 948215.5
50 956825
50 970720
50 987720
51 998170

N

33
32
31
30
29
28
27
26
25
24
23
35
34
33
32
31
30
29
28
27
26
25
24
35
34
33
32
31
30
29
28
27
26
25
24
36
35
34
33
32
31
30
29
28
27
26
25
36
35
34
33
32
31
30
29
28
27
26

Z

19
20
21
22
23
24
25
26
27
28
29
18
19
20
21
22
23
24
25
26
27
28
29
19
20
21
22
23
24
25
26
27
28
29
30
19
20
21
22
23
24
25
26
27
28
29
30
20
21
22
23
24
25
26
27
28
29
30

A El

K
Ca
Sc
Ti
V
Cr
Mn
Fe
Co
Ni
Cu

53 Ar
K
Ca
Sc
Ti
V
Cr
Mn
Fe
Co
Ni
Cu

54 K
Ca
Sc
Ti
V
Cr
Mn
Fe
Co
Ni
Cu
Zn

55 K
Ca
Sc
Ti
V
Cr
Mn
Fe
Co
Ni
Cu
Zn

56 Ca
Sc
Ti
V
Cr
Mn
Fe
Co
Ni
Cu
Zn

Atomic Mass
(MU)

51
51
51
51
51
51
51
51
51
51
51
53
52
52
52
52
52
52
52
52
52
52
52
53
53
53
53
53
53
53
53
53
53
53
53
54
54
54
54
54

982610
965100
956650
946898
944779.7
940511.9
945570.1
948117
963590
975680
997180
006230
987120
970050
959240
949730
944343
940653.8
941294.7
945312.3
954225
968460
985550
993990
974680
963000
950870
946444
938884.9
940363.2
939614.8
948464.1
957910
976710
992950
999390
980550
967430
955120
947240

54 940844.2
54
54
54
54
54
54
55
55
55
55
55
55
55
55
55
55
55

938049.6
938298.0
942003.1
951336
966050
983980
985790
972660
957990
950360
940645
938909.4
934942.1
939843.9
942136
958560
972380

N

25
37
36
35
34
33
32
31
30
29
28
27
26
37
36
35
34
33
32
31
30
29
28
27
26
38
37
36
35
34
33
32
31
30
29
28
27
38
37
36
35
34
33
32
31
30
29
28
27
39
38
37
36
35
34
33
32
31

Z

31
20
21
22
23
24
25
26
27
28
29
30
31
21
22
23
24
25
26
27
28
29
30
31
32
21
22
23
24
25
26
27
28
29
30
31
32
22
23
24
25
26
27
28
29
30
31
32
33
22
23
24
25
26
27
28
29
30

A El

Ga
57 Ca

Sc
Ti
V
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga

58 Sc
Ti
V
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga
Ge

59 Sc
Ti
V
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga
Ge

60 Ti
V
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga
Ge
As

61 Ti
V
Cr
Mn
Fe
Co
Ni
Cu
Zn

Atomic Mass
(/LIU)

55 994910
56 992360
56 977040
56 962900
56 952360
56 943750
56 938287
56 935398.7
56 936296.2
56 939800
56 949216
56 964910
56 982930
57 983070
57 966110
57 956650
57 944250
57 939990
57 933280.5
57 935757.6
57 935347.9
57 944540.7
57 954600
57 974250
57 991010
58 988040
58 971960
58 959300
58 948630
58 940450
58 934880.5
58 933200.2
58 934351.6
58 939504.1
58 949270
58 963370
58 981750
59 975640
59 964500
59 949730
59 943190
59 934077
59 933822.2
59 930790.6
59 937368.1
59 941832
59 957060
59 970190
59 993130
60 982020
60 967410
60 954090
60 944460
60 936749
60 932479.4
60 931060.4
60 933462.2
60 939514
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Table B.I. Atomic mass tables (cont.)

N

30
29
28
39
38
37
36
35
34
33
32
31
30
29
40
39
38
37
36
35
34
33
32
31
30
40
39
38
37
36
35
34
33
32
31
41
40
39
38
37
36
35
34
33
32
31
41
40
39
38
37
36
35
34
33
32
42
41

Z A

31
32
33
23 62
24
25
26
27
28
29
30
31
32
33
23 63
24
25
26
27
28
29
30
31
32
33
24 64
25
26
27
28
29
30
31
32
33
24 65
25
26
27
28
29
30
31
32
33
34
25 66
26
27
28
29
30
31
32
33
34
25 67
26

El

Ga
Ge
As
V
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga
Ge
As
V
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga
Ge
As
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga
Ge
As
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga
Ge
As
Se
Mn
Fe
Co
Ni
Cu
Zn
Ga
Ge
As
Se
Mn
Fe

Atomic Mass
(/zu)

60 949170
60 963790
60 980620
61 973140
61 955800
61 947970
61 936770
61 934054
61 928348.8
61 932587
61 934334
61 944180
61 954650
61 973200
62 976750
62 961860
62 949810
62 940120
62 933615
62 929672.9
62 929601.1
62 933215.6
62 939140
62 949640
62 963690
63 964200
63 953730
63 940870
63 935814
63 927969.6
63 929767.9
63 929146.6
63 936838
63 941570
63 957570
64 970370
64 956100
64 944940
64 936485
64 930088.0
64 927793.7
64 929245.1
64 932739.3
64 939440
64 949480
64 964660
65 960820
65 945980
65 939830
65 929115
65 928873.0
65 926036.8
65 931592
65 933850
65 944370
65 955210
66 963820
66 950000

N Z

40 27
39 28
38 29
37 30
36 31
35 32
34 33
33 34
32 35
42 26
41 27
40 28
39 29
38 30
37 31
36 32
35 33
34 34
33 35
43 26
42 27
41 28
40 29
39 30
38 31
37 32
36 33
35 34
34 35
33 36
43 27
42 28
41 29
40 30
39 31
38 32
37 33
36 34
35 35
34 36
44 27
43 28
42 29
41 30
40 31
39 32
38 33
37 34
36 35
35 36
34 37
45 27
44 28
43 29
42 30
41 31
40 32
39 33

A El

Co
Ni
Cu
Zn
Ga
Ge
As
Se
Br

68 Fe
Co
Ni
Cu
Zn
Ga
Ge
As
Se
Br

69 Fe
Co
Ni
Cu
Zn
Ga
Ge
As
Se
Br
Kr

70 Co
Ni
Cu
Zn
Ga
Ge
As
Se
Br
Kr

71 Co
Ni
Cu
Zn
Ga
Ge
As
Se
Br
Kr
Rb

72 Co
Ni
Cu
Zn
Ga
Ge
As

Atomic Mass
(MU)

66
66
66
66
66
66
66
66
66
67
67
67
67
67
67
67
67
67
67
68
68
68
68
68
68
68
68
68
68
68
69
69
69
69
69
69
69
69
69
69
70
70
70
70
70
70
70
70
70
70
70
71
71
71
71
71
71
71

940610
931570
927750
927130.9
928204.9
932738
939190
950090
964790
952510
944360
931845
929640
924847.6
927983.5
928097
936790
941870
958250
957700
945200
935180
929425
926553.5
925581
927972
932280
939560
950180
965320
949810
936140
932409
925325
926028
924250.4
930930
933500
944620
956010
951730
940000
932620
927727
924705.0
924954.0
927115
932270
939250
950510
965320
956410
941300
935520
926861
926369.4
922076.2
926753

N

38
37
36
35
45
44
43
42
41
40
39
38
37
36
35
46
45
44
43
42
41
40
39
38
37
36
47
46
45
44
43
42
41
40
39
38
37
48
47
46
45
44
43
42
41
40
39
38
49
48
47
46
45
44
43
42
41
40

Z A

34
35
36
37
28 73
29
30
31
32
33
34
35
36
37
38
28 74
29
30
31
32
33
34
35
36
37
38
28 75
29
30
31
32
33
34
35
36
37
38
28 76
29
30
31
32
33
34
35
36
37
38
28 77
29
30
31
32
33
34
35
36
37

El Atomic Mass
(MU)

Se 71
Br 71
Kr 71
Rb 71
Ni 72
Cu 72
Zn 72
Ga 72
Ge 72
As 72
Se 72
Br 72
Kr 72
Rb 72
Sr 72
Ni 73
Cu 73
Zn 73
Ga 73
Ge 73
As 73
Se 73
Br 73
Kr 73
Rb 73
Sr 73
Ni 74
Cu 74
Zn 74
Ga 74
Ge 74
As 74
Se 74
Br 74
Kr 74
Rb 74
Sr 74
Ni 75
Cu 75
Zn 75
Ga 75
Ge 75
As 75
Se 75
Br 75
Kr 75
Rb 75
Sr 75
Ni 76
Cu 76
Zn 76
Ga 76
Ge 76
As 76
Se 76
Br 76
Kr 76
Rb 76

927112
936500
941910
959080
946080
936490
929780
925170
923459.4
923825
926767
931790
938930
950370
965970
947910
940200
929460
926940
921178.2
923929.1
922476.6
929891
933260
944470
956310
952970
941700
932940
926501
922859.5
921596.4
922523.6
925776
931034
938569
949920
955330
945990
933390
928930
921402.7
922393.9
919214.1
924542
925948
935071
941610
960830
947950
937090
929280
923548.5
920647.7
919914.6
921380
924668
930407
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Table B.I. Atomic mass tables (cont.)

N Z

39 38
38 39
50 28
49 29
48 30
47 31
46 32
45 33
44 34
43 35
42 36
41 37
40 38
39 39
50 29
49 30
48 31
47 32
46 33
45 34
44 35
43 36
42 37
41 38
40 39
39 40
51 29
50 30
49 31
48 32
47 33
46 34
45 35
44 36
43 37
42 38
41 39
40 40
51 30
50 31
49 32
48 33
47 34
46 35
45 36
44 37
43 38
42 39
41 40
40 41
52 30
51 31
50 32
49 33
48 34
47 35
46 36
45 37

A El

Sr
Y

78 Ni
Cu
Zn
Ga
Ge
As
Se
Br
Kr
Rb
Sr
Y

79 Cu
Zn
Ga
Ge
As
Se
Br
Kr
Rb
Sr
Y
Zr

80 Cu
Zn
Ga
Ge
As
Se
Br
Kr
Rb
Sr
Y
Zr

81 Zn
Ga
Ge
As
Se
Br
Kr
Rb
Sr
Y
Zr
Nb

82 Zn
Ga
Ge
As
Se
Br
Kr
Rb

Atomic Mass

76
76
77
77
77
77
77
77
77
77
77

937760
949620
963800
952810
938570
931660
922853
921829
917309.5
921146
920386

77 928141
77
77
78
78
78
78
78
78
78
78
78
78
78
78
79
79
79
79
79
79
79
79
79
79
79
79
80
80
80
80
80
80
80
80
80
80
80
80
81
81
81
81
81
81
81
81

932179
943500
955280
942680
932920
925400
920948
918499.8
918337.6
920083
923997
929707
937350
949160
961890
944410
936590
925445
922578
916521.8
918530.0
916378
922519
924525
934340
940550
950480
937750
928820
922133
917992.9
916291
916592
"918994
923213
929130
936820
949050
954840
943160
929550
924500
916700.0
916805
913484.6
918208

N

44
43
42
41
52
51
50
49
48
47
46
45
44
43
42
41
53
52
51
50
49
48
47
46
45
44
43
42
53
52
51
50
49
48
47
46
45
44
43
42
54
53
52
51
50
49
48
47
46
45
44
43
54
53
52
51
50
49

Z

38
39
40
41
31
32
33
34
35
36
37
38
39
40
41
42
31
32
33
34
35
36
37
38
39
40
41
42
32
33
34
35
36
37
38
39
40
41
42
43
32
33
34
35
36
37
38
39
40
41
42
43
33
34
35
36
37
38

A El

Sr
Y
Zr
Nb

83 Ga
Ge
As
Se
Br
Kr
Rb
Sr
Y
Zr
Nb
Mo

84 Ga
Ge
As
Se
Br
Kr
Rb
Sr
Y
Zr
Nb
Mo

85 Ge
As
Se
Br
Kr
Rb
Sr
Y
Zr
Nb
Mo
Tc

86 Ge
As
Se
Br
Kr
Rb
Sr
Y
Zr
Nb
Mo
Tc

87 As
Se
Br
Kr
Rb
Sr

Atomic Mass

81 918401
81 926790
81 931090
81 943130
82 946870
82 934510
82 924980
82 919119
82 915180
82 914136
82 915112
82 917555
82 922350
82 928650
82 936700
82 948740
83 952340
83 937310
83 929060
83 918465
83 916504
83 911507
83 914385
83 913425
83 920390
83 923250
83 933570
83 940090
84 942690
84 931810
84 922240
84 915608
84 912527
84 911789.3
84 912933
84 916427
84 921470
84 927910
84 936590
84 948940
85 946270
85 936230
85 924271
85 918797
85 910610.3
85 911167.1
85 909262.4
85 914888
85 916470
85 925040
85 930700
85 942880
86 939580
86 928520
86 920711
86 913354.3
86 909183.5
86 908879.3

N Z

48 39
47 40
46 41
45 42
44 43
43 44
55 33
54 34
53 35
52 36
51 37
50 38
49 39
48 40
47 41
46 42
45 43
44 44
56 33
55 34
54 35
53 36
52 37
51 38
50 39
49 40
48 41
47 42
46 43
45 44
44 45
56 34
55 35
54 36
53 37
52 38
51 39
50 40
49 41
48 42
47 43
46 44
45 45
57 34
56 35
55 36
54 37
53 38
52 39
51 40
50 41
49 42
48 43
47 44
46 45
45 46
58 34
57 35

A El

Y
Zr
Nb
Mo
Tc
Ru

88 As
Se
Br
Kr
Rb
Sr
Y
Zr
Nb
Mo
Tc
Ru

89 As
Se
Br
Kr
Rb
Sr
Y
Zr
Nb
Mo
Tc
Ru
Rh

90 Se
Br
Kr
Rb
Sr
Y
Zr
Nb
Mo
Tc
Ru
Rh

91 Se
Br
Kr
Rb
Sr
Y
Zr
Nb
Mo
Tc
Ru
Rh
Pd

92 Se
Br

Atomic Mass

86
86
86
86
86
86
87
87
87
87
87
87
87
87
87
87
87
87
88
88
88
88
88
88
88
88
88
88
88
88
88
89
89
89
89
89
89
89
89
89
89
89
89
90
90
90
90
90
90
90
90
90
90
90
90
90
91
91

910877.8
914817
920360
927330
936530
949180
944560
931420
924070
914447
911319
905614.3
909503.4
910226
917960
921953
932830
940420
949230
936020
926390
917630
912280
907452.9
905847.9
908889
913500
919481
927540
936110
949380
939420
930630
919524
914809
907737.6
907151.4
904703.7
911264
913936
923560
929780
942870
945370
933970
923440
916534
910210
907303
905645.0
906991
911751
918430
926380
936550
949480
949330
939260
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Table B.I. Atomic mass tables (cont.)

N

56
55
54
53
52
51
50
49
48
47
46
58
57
56
55
54
53
52
51
50
49
48
47
59
58
57
56
55
54
53
52
51
50
49
48
47
59
58
57
56
55
54
53
52
51
50
49
48
60
59
58
57
56
55
54
53
52
51

Z A

36
37
38
39
40
41
42
43
44
45
46
35 93
36
37
38
39
40
41
42
43
44
45
46
35 94
36
37
38
39
40
41
42
43
44
45
46
47
36 95
37
38
39
40
41
42
43
44
45
46
47
36 96
37
38
39
40
41
42
43
44
45

El At

Kr 91
Rb 91
Sr 91
Y 91
Zr 91
Nb 91
Mo 91
Tc 91
Ru 91
Rh 91
Pd 91
Br 92
Kr 92
Rb 92
Sr 92
Y 92
Zr 92
Nb 92
Mo 92
Tc 92
Ru 92
Rh 92
Pd 92
Br 93
Kr 93
Rb 93
Sr 93
Y 93
Zr 93
Nb 93
Mo 93
Tc 93
Ru 93
Rh 93
Pd 93
Ag 93
Kr 94
Rb 94
Sr 94
Y 94
Zr 94
Nb 94
Mo 94
Tc 94
Ru 94
Rh 94
Pd 94
Ag 94
Kr 95
Rb 95
Sr 95
Y 95
Zr 95
Nb 95
Mo 95
Tc 95
Ru 95
Rh 95

Dniic Mass
(AIU)

926153
919725
911030
908947
905040.1
907193.2
906810
915260
920120
931980
940420
943100
931270

N Z

50 46
49 47
48 48
61 36
60 37
59 38
58 39
57 40
56 41
55 42
54 43
53 44
52 45

922033 51 46
914022
909582
906475.6
906377.5
906812
910248
917050
925740
935910
948680
934360
926407
915360
911594
906315.8
907283.5
905087.6
909656
911360
921700
928770
942780
939840
929319
919358
912824
908042.7
906835.2
905841.5
907656
910413
915900
924690
935480
943070
934284
921680
915898
908276
908100
904678.9
907871
907598
914518

50 47
49 48
61 37
60 38
59 39
58 40
57 41
56 42
55 43
54 44
53 45
52 46
51 47
50 48
49 49
62 37
61 38
60 39
59 40
58 41
57 42
56 43
55 44
54 45
53 46
52 47
51 48
50 49
63 37
62 38
61 39
60 40
59 41
58 42
57 43
56 44
55 45
54 46
53 47
52 48
51 49
50 50
64 37
63 38

A El

Pd
Ag
Cd

97 Kr
Rb
Sr
Y
Zr
Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd

98 Rb
Sr
Y
Zr
Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In

99 Rb
Sr
Y
Zr
Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In

100 Rb
Sr

Y
Zr
Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn

101 Rb
Sr

Atomic Mass
(MU)

95
95
95
96
96
96
96
96
96
96
96
96
96
96
96
96
97
97
97
97
97
97
97
97
97
97
97
97
97
98
98
98
98
98
98
98
98
98
98
98
98
98
99
99
99
99
99
99
99
99
99
99
99
99
99
99
100
100

918220
930680
939770
948560
937340
926149
918131
910951
908097.1
906021.0
906365
907555
911340
916480
924000
934940
941700
928471
922220
912746
910331
905407.8
907216
905287
910716
912721
921760
927580
942240
945420
933320
924635
916511
911618
907711.6
906254.6
905939.3
908132
911768
917600
925010
934610
949870
935350
927760
917760
914181
907477
907657.6
904219.7
908117
908505
916070
920230
931150
938950
953200
940520

N Z

62 39
61 40
60 41
59 42
58 43
57 44
56 45
55 46
54 47
53 48
52 49
51 50
65 37
64 38
63 39
62 40
61 41
60 42
59 43
58 44
57 45
56 46
55 47
54 48
53 49
52 50
65 38
64 39
63 40
62 41
61 42
60 43
59 44
58 45
57 46
56 47
55 48
54 49
53 50
52 51
66 38
65 39
64 40
63 41
62 42
61 43
60 44
59 45
58 46
57 47
56 48
55 49
54 50
53 51
66 39
65 40
64 41
63 42

A El

Y
Zr
Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn

102 Rb
Sr
Y
Zr
Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn

103 Sr
Y
Zr
Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb

104 Sr
Y
Zr
Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb

105 Y
Zr
Nb
Mo

Atomic Mass
(/LUI)

100
100
100
100
100
100
100
100
100
100
100
100
101
101
101
101
101
101
101
101
101
101
101
101
101
101
102
102
102
102
102
102
102
102
102
102
102
102
102
102
103
103
103
103
103
103
103
103
103
103
103
103
103
103
104
104
104
104

930310
921140
915252
910347
907314
905582.2
906164
908289
912800
918680
926560
936060
959210
943020
933560
922980
918040
910297
909213
904349.5
906843
905608
912000
914780
924710
930490
948950
936940
926600
919140
913200
909179
906323.7
905504
906087
908972
913419
919914
928130
940120
952330
941450
928780
922460
913760
911440
905430
906655
904035
908628
909848
918340
923190
936290
945090
933050
923930
916970
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Table B.I. Atomic mass tables (cont.)

N Z

62 43
61 44
60 45
59 46
58 47
57 48
56 49
55 50
54 51
67 39
66 40
65 41
64 42
63 43
62 44
61 45
60 46
59 47
58 48
57 49
56 50
55 51
54 52
67 40
66 41
65 42
64 43
63 44
62 45
61 46
60 47
59 48
58 49
57 50
56 51
55 52
68 40
67 41
66 42
65 43
64 44
63 45
62 46
61 47
60 48
59 49
58 50
57 51
56 52
55 53
68 41
67 42
66 43
65 44
64 45
63 46
62 47
61 48

A El

Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb

106 Y
Zr
Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te

107 Zr
Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te

108 Zr
Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I

109 Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd

Atomic Mass
(fj,u)

104
104
104
104
104
104
104
104
104
105
105
105
105
105
105
105
105
105
105
105
105
105
105
106
106
106
106
106
106
106
106
106
106
106
106
106
107
107
107
107
107
107
107
107
107
107
107
107
107
107
108
108
108
108
108
108
108
108

911660
907750
905692
905084
906528
909468
914673
921390
931530
950220
935910
928190
918134
914355
907327
907285
903483
906666
906458
913461
916880
928760
937700
940860
930310
921690
915080
909910
906751
905128
905093
906614
910292
915670
924150
935040
944280
935010
923580
918480
910190
908730
903894
905954
904183
909720
911970
922160
929490
943290
937630
927810
919630
913200
908736
905954
904756
904986

N

60
59
58
57
56
69
68
67
66
65
64
63
62
61
60
59
58
57
56
69
68
67
66
65
64
63
62
61
60
59
58
57
70
69
68
67
66
65
64
63
62
61
60
59
58
57
71
70
69
68
67
66
65
64
63
62
61
60

Z

49
50
51
52
53
41
42
43
44
45
46
47
48
49
50
51
52
53
54
42
43
44
45
46
47
48
49
50
51
52
53
54
42
43
44
45
46
47
48
49
50
51
52
53
54
55
42
43
44
45
46
47
48
49
50
51
52
53

A El

In
Sn
Sb
Te
I

110 Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe

111 Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe

112 Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs

113 Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I

Atomic Mass
(/xu)

108
108
108
108
108
109
109
109
109
109
109
109
109
109
109
109
109
109
109
110
110
110
110
110
110
110
110
110
110
110
110
110
111
111
111
111
111
111
111
111
111
111
111
111
111
111
112
112
112
112
112
112
112
112
112
112
112
112

907154
911287
918136
927460
938190
942680
929730
923390
913970
910950
905152
906110
903006
907169
907853
916760
922410
935210
944480
934510
925050
917560
911660
907640
905295
904182
905111
907735
913210
921120
930280
941630
936840
929240
918550
914610
907313
907004
902757.2
905533
904821
912395
917060
927970
935670
950330
942030
931330
922540
915420
910150
906566
904400.9
904061
905173
909378
915930
923640

N Z

59 54
58 55
71 43
70 44
69 45
68 46
67 47
66 48
65 49
64 50
63 51
62 52
61 53
60 54
59 55
58 56
72 43
71 44
70 45
69 46
68 47
67 48
66 49
65 50
64 51
63 52
62 53
61 54
60 55
59 56
72 44
71 45
70 46
69 47
68 48
67 49
66 50
65 51
64 52
63 53
62 54
61 55
60 56
73 44
72 45
71 46
70 47
69 48
68 49
67 50
66 51
65 52
64 53
63 54
62 55
61 56
60 57
74 44

A El

Xe
Cs

114 Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba

115 Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba

116 Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba

117 Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La

118 Ru

Atomic Mass
diu)

112 933380
112 944540
113 935880
113 924000
113 918850
113 910365
113 908808
113 903358.1
113 904917
113 902782
113 909100
113 912060
113 921850
113 928150
113 941420
113 950940
114 938280
114 928310
114 920120
114 913680
114 908760
114 905431
114 903878
114 903346
114 906599
114 911580
114 917920
114 926540
114 935940
114 947710
115 930160
115 923710
115 914160
115 911360
115 904755
115 905260
115 901744
115 906797
115 908420
115 916740
115 921740
115 932910
115 941680
116 934790
116 925350
116 917840
116 911680
116 907218
116 904516
116 902954
116 904840
116 908634
116 913650
116 920560
116 928640
116 938860
116 950010
117 937030
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Table B.I. Atomic mass tables (cont.)

N Z

73 45
72 46
71 47
70 48
69 49
68 50
67 51
66 52
65 53
64 54
63 55
62 56
61 57
74 45
73 46
72 47
71 48
70 49
69 50
68 51
67 52
66 53
65 54
64 55
63 56
62 57
61 58
75 45
74 46
73 47
72 48
71 49
70 50
69 51
68 52
67 53
66 54
65 55
64 56
63 57
62 58
76 45
75 46
74 47
73 48
72 49
71 50
70 51
69 52
68 53
67 54
66 55
65 56
64 57
63 58
62 59
76 46
75 47

A El

Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La

119 Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce

120 Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce

121 Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr

122 Pd
Ag

Atomic Mass

117
117
117
117
117
117
117
117
117
117
117
117
117
118
118
118
118
118
118
118
118
118
118
118
118
118
118
119
119
119
119
119
119
119
119
119
119
119
119
119
119
120
120
120
120
120
120
120
120
120
120
120
120
120
120
120
121
121

929430
918980
914580
906914
906355
901606
905532
905825
913380
916570
926555
933440
946570
931360
922680
915670
909920
905846
903309
903946
906408
910180
915550
922371
931050
940990
952760
935780
924030
918790
909851
907960
902196.6
905074
904020

N Z

74 48
73 49
72 50
71 51
70 52
69 53
68 54
67 55
66 56
65 57
64 58
63 59
77 46
76 47
75 48
74 49
73 50
72 51
71 52
70 53
69 54
68 55
67 56
66 57
65 58
64 59
77 47
76 48
75 49
74 50
73 51
72 52
71 53
70 54
69 55

910048 68 56
912150
920678
926050
938070
946640
938080
928180
919850
912980
907849
904236.9
903818.0
904930
907366
911386
917184
924490
933010
943670
955360
929800
923320

67 57
66 58
65 59
78 47
77 48
76 49
75 50
74 51
73 52
72 53
71 54
70 55
69 56
68 57
67 58
66 59
79 47
78 48
77 49
76 50
75 51
74 52

A El

Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr

123 Pd
Ag
Crl
In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr

124 Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr

125 Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr

126 Ag
Cd
In
Sn
Sb
Te

Atomic Mass

121
121
121
121
121
121
121
121
121
121
121
121
122
122
122
122
122
122
122
122
122
122
122
122
122
122
123
123
123
123
123
123
123
123
123
123
123
123
123
124
124
124
124
124
124
124
124
124
124
124
124
124
125
125
125
125
125
125

913500
910280
903440.1
905175.4
903047.1
907592
908550
916122
920260
930710
938010
951650
934260
924900
917000
910439
905721.9
904215.7
904273.0
905598
908471
912990
918850
926240
935510
945960
928530
917650
913180
905274.6
905937.5
902819.5
906211.4
905895.8
912246
915088
924530
930520
942960
930540
921250
913600
907784.9
905248
904424.7
904624.1
906398.2
909725
914620
920670
928540
937830
934500
922350
916460
907654
907250
903305.5

N Z

73 53
72 54
71 55
70 56
69 57
68 58
67 59
66 60
80 47
79 48
78 49
77 50
76 51
75 52
74 53
73 54
72 55
71 56
70 57
69 58
68 59
67 60
80 48
79 49
78 50
77 51
76 52
75 53
74 54
73 55
72 56
71 57
70 58
69 59
68 60
67 61
81 48
80 49
79 50
78 51
77 52
76 53
75 54
74 55
73 56
72 57
71 58
70 59
69 60
68 61
82 48
81 49
80 50
79 51
78 52
77 53
76 54
75 55

A El

I
Xe
Cs
Ba
La
Ce
Pr
Nd

127 Ag
Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd

128 Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm

129 Cd
In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm

130 Cd
In
Sn
Sb
Te
I
Xe
Cs

Atomic Mass

125
125
125
125
125
125
125
125
126
126

905619
904269
909448
911244
919370
924100
935310
943070
936880
926430

126 917340
126
126
126
126
126
126
126
126
126
126
126
127
127
127
127
127
127
127
127
127
127
127
127
127
127
128
128
128
128
128
128
128
128
128
128
128
128
128
128
129
129
129
129
129
129

910351
906915
905217
904468
905180
907418
911120
916160
922750
930830
940500
927760
920170
910535
909167
904461.4
905805
903530.4
907748
908309
915450
918870
928800
935390
948260
932260
921660
913440
909150
906596
904987
904779.5
906063
908674
912670
918090
924860
933250
943160
933980
924850
913850
911546
906222.8
906674

129 903507.9
129 906706

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



N Z

74 56
73 57
72 58
71 59
70 60
69 61
68 62
82 49
81 50
80 51
79 52
78 53
77 54
76 55
75 56
74 57
73 58
72 59
71 60
70 61
69 62
83 49
82 50
81 51
80 52
79 53
78 54
77 55
76 56
75 57
74 58
73 59
72 60
71 61
70 62
69 63
84 49
83 50
82 51
81 52
80 53
79 54
78 55
77 56
76 57
75 58
74 59
73 60
72 61
71 62
70 63
85 49
84 50
83 51
82 52
81 53
80 54
79 55

A El

Ba
La
Ce
Pr
Nd
Pm
Sm

131 In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm

132 In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu

133 In
Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu

134 In
Sn
Sb
Te
I
Xe
Cs

Atomic Mass

129
129
129
129
129
129
129
130
130
130
130
130
130
130
130
130
130
130
130
130
130
131
131
131
131
131
131
131
131
131
131
131
131
131
131
131
132
132
132
132
132
132
132
132
132
132
132
132
132
132
132
133
133
133
133
133
133
133

906310
912320
914690
923380
928780
940450
948630
926770
916920
911950
908521.9
906124.2
905081.9
905460
906931
910110
914420
920060
927100
935800
945890
932920
917744
914413
908524
907995
904154.5
906430
905056
910110
911490
919120
923120
933750
940820
954160
938340
923810
915240
910940
907806
905906
905447
906002
908400
911550
916200
922210
929720
938730
948900
944660
928460
920550
911540
909877
905394.5
906713

N Z

78 56
77 57
76 58
75 59
74 60
73 61
72 62
71 63
85 50
84 51
83 52
82 53
81 54
80 55
79 56
78 57
77 58
76 59
75 60
74 61
73 62
72 63
86 50
85 51
84 52
83 53
82 54
81 55
80 56
79 57
78 58
77 59
76 60
75 61
74 62
73 63
72 64
87 50
86 51
85 52
84 53
83 54
82 55
81 56
80 57
79 58
78 59
77 60
76 61
75 62
74 63
73 64
87 51
86 52
85 53
84 54
83 55
82 56

A El

Ba
La
Ce
Pr
Nd
Pm
Sm
Eu

135 Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu

136 Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd

137 Sn
Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd

138 Sb
Te
I
Xe
Cs
Ba

Atomic Mass

133 904503
133 908490
133 909030
133 915670
133 918650
133 928490
133 934020
133 946320
134 934730
134 925170
134 916450
134 910050
134 907207
134 905972
134 905683
134 906971
134 909146
134 913140
134 918240
134 924620
134 932350
134 941720
135 939340
135 930660
135 920100
135 914660
135 907220
135 907306
135 904570
135 907650
135 907140
135 912650
135 915020
135 923450
135 928300
135 939500
135 947070
136 945790
136 935310
136 925320
136 917873
136 911563
136 907084
136 905821
136 906470
136 907780
136 910680
136 914640
136 920710
136 927050
136 935210
136 944650
137 940960
137 929220
137 922380
137 913990
137 911011
137 905241

N

81
80
79
78
77
76
75
74
73
88
87
86
85
84
83
82
81
80
79
78
77
76
75
74
88
87
86
85
84
83
82
81
80
79
78
77
76
75
74
89
88
87
86
85
84
83
82
81
80
79
78
77
76
75
90
89
88
87

Z

57
58
59
60
61
62
63
64
65
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
52
53
54
55

A El

La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb

139 Sb
Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb

140 Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy

141 Te
I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy

142 Te
I
Xe
Cs

Atomic Mass

137
137
137
137
137
137
137
137
137
138
138
138
138
138
138
138
138
138
138
138
138
138
138
138
139
139
139
139
139

907107
905986
910749
911930
919450
923540
933450
939970
952870
945710
934730
926090
918787
913358
908835
906348
906647
908932
911920
916760
922302
929840
938080
948030
938700
931210
921640
917277
910599

139 909473
139
139
139
139
139
139
139
139
139
140
140
140
140
140
140
140
140
140
140
140
140
140
140
140
141
141
141
141

905434
909071
909310
915800
918991
928080
933950
945540
953790
944390
934830
926650
920044
914406
910957
908271
907648
909605
913607
918469
924890
932210
941160
951190
948500
940180
929700
924292
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Table B.I. Atomic mass tables (cont.)

N Z

86 56
85 57
84 58
83 59
82 60
81 61
80 62
79 63
78 64
77 65
76 66
75 67
90 53
89 54
88 55
87 56
86 57
85 58
84 59
83 60
82 61
81 62
80 63
79 64
78 65
77 66
76 67
91 53
90 54
89 55
88 56
87 57
86 58
85 59
84 60
83 61
82 62
81 63
80 64
79 65
78 66
77 67
76 68
91 54
90 55
89 56
88 57
87 58
86 59
85 60
84 61
83 62
82 63
81 64
80 65
79 66
78 67
77 68

A El

Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho

143 I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb

Dy
Ho

144 I
Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er

145 Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er

Atomic Mass
(MU)

141
141
141
141
141
141
141
141
141
141
141
141
142
142
142
142
142
142
142
142
142
142
142
142
142
142
142
143
143
143
143
143
143
143
143
143
143
143
143
143
143
143
143
144
144
144
144
144
144
144
144
144
144
144
144
144
144
144

916448
914074
909240
910040
907719
912950
915193
923400
928230
938860
946270
959860
944070
934890
927330
920617
916059
912381
910812
909810
910928
914624
920287
926740
934750
943830
954690
949610
938230
932030
922940
919590
913643
913301
910083
912586
911995
918774
922790
932530
939070
951640
960590
943670
935390
926920

N Z

92 54
91 55
90 56
89 57
88 58
87 59
86 60
85 61
84 62
83 63
82 64
81 65
80 66
79 67
78 68
77 69
93 54
92 55
91 56
90 57
89 58
88 59
87 60
86 61
85 62
84 63
83 64
82 65
81 66
80 67
79 68
78 69
93 55
92 56
91 57
90 58
89 59
88 60
87 61
86 62
85 63
84 64
83 65
82 66
81 67
80 68

921640 79 69
917230 78 70
914507
912569

94 55
93 56

912744 92 57
913406
916261
921690
928880
936950
946880
957460

91 58
90 59
89 60
88 61
87 62
86 63
85 64

A El

146 Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm

147 Xe
Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm

148 Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb

149 Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd

Atomic Mass
(/ill)

145
145
145
145
145
145
145
145
145
145
145
145
145
145
145
145
146
146
146
146
146
146
146
146
146
146
146
146
146
146
146
146
147
147
147
147
147
147
147
147
147
147
147
147
147
147
147
147
148
148
148
148
148
148
148
148
148
148

947300
940160
930110
925700
918690
917590
913112
914692
913037
917200
918305
927180
932720
944100
952120
966500
953010
943860
933990
927820
922510
918980
916096
915134
914893
916741
919089
924037
930880 4

939840
949310
961080
948900
937680
932190
924390
922180
916889
917468
914818
918154
918110
924300
927180
937270
944440
957550
966760
952720
942460
934370
928290
923791
920144
918329
917180
917926
919336

N

84
83
82
81
80
79
95
94
93
92
91
90
89
88
87
86
85
84
83
82
81
80
79
96
95
94
93
92
91
90
89
88
87
86
85
84
83
82
81
80
96
95
94
93
92
91
90
89
88
87
86
85
84
83
82
81
97
96

Z

65
66
67
68
69
70
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
56
57

A El

Tb
Dy
Ho
Er
Tm
Yb

150 Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu

151 Cs
Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu

152 Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu

153 Ba
La

Atomic Mass
(nu)

148 923242
148 927334
148 933790
148 942170
148 952650
148 963480
149 957970
149 945620
149 938570
149 930230
149 927000
149 920887
149 920979
149 917271
149 919698
149 918655
149 923654
149 925580
149 933350
149 937760
149 949670
149 957990
149 972670
150 962000
150 950700
150 941560
150 934040
150 928230
150 923825
150 921203
150 919928
150 919846
150 920344
150 923098
150 926180
150 931681
150 937460
150 945430
150 955250
150 967150
151 954160
151 946110
151 936380
151 931600
151 924680
151 923490
151 919728
151 921740
151 919788
151 924070
151 924714
151 931740
151 935080
151 944300
151 950170
151 963610
152 959610
152 949450
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Table B.I. Atomic mass tables (cont.)

N Z

95 58
94 59
93 60
92 61
91 62
90 63
89 64
88 65
87 66
86 67
85 68
84 69
83 70
82 71
97 57
96 58
95 59
94 60
93 61
92 62
91 63
90 64
89 65
88 66
87 67
86 68
85 69
84 70
83 71
82 72
98 57
97 58
96 59
95 60
94 61
93 62
92 63
91 64
90 65
89 66
88 67
87 68
86 69
85 70
84 71
83 72
98 58
97 59
96 60
95 61
94 62
93 63
92 64
91 65
90 66
89 67
88 68
87 69

A El

Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu

154 La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf

155 La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf

156 Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm

Atomic Mass
(/xu)

152
152
152
152
152
152
152
152
152
152
152
152
152
152
153
153
153
153
153
153

940580
933650
927695
924113
922094
921226
921746
923431
925761
930195
935093
942028
949210
958690
954400
943320
937390
929480
926550
922205

153 922975
153
153
153
153
153
153
153
153
153
154
154
154
154
154
154
154
154
154
154
154
154
154
154
154
154
155
155
155
155
155
155
155
155
155

920862
924690
924422
930596
932777
941420
946240
957100
964250
958130
948040
939990
932630
928100
924636
922889
922619
923500
925749
929079
933200
939192
945790
954230
962760
951260
944120
935200
931060
925526
924751
922120
924744
924278

155 929710
155
155

931020
939010

N

86
85
84
83
99
98
97
96
95
94
93
92
91
90
89
88
87
86
85
84
99
98
97
96
95
94
93
92
91
90
89
88
87
86
85
84
100
99
98
97
96
95
94
93
92
91
90
89
88
87
86
85
100
99
98
97
96
95

Z

70
71
72
73
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
60
61
62
63
64
65

A El

Yb
Lu
Hf
Ta

157 Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta

158 Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W

159 Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W

160 Nd
Pm
Sm
Eu
Gd
Tb

Atomic Mass
(/zu)

155
155
155
155
156
156
156
156
156
156
156
156
156
156
156
156
156
156
156

942850
952910
959250
971690
956340
947170
939270
933200
928350
925419
923957
924021
925461
928190
931950
936760
942660
950102
958130

156 968150
157
157
157
157
157
157
157
157
157
157
157
157
157
157
157
157
158
158
158
158
158
158
158
158
158
158
158
158
158
158
158
158
159
159
159
159
159
159

951780
941870
936690
929990
927840
924101
925410
924405
928950
929910
937000
939858
949170
954650
966370
973940
955230
946390
939130
933200
929084
926385
925343
925736
927709
930681
934810
940150
946620
954000
962910
972280
949390
942990
935140
931970
927051
927164

N Z

94 66
93 67
92 68
91 69
90 70
89 71
88 72
87 73
86 74
85 75
101 60
100 61
99 62
98 63
97 64
96 65
95 66
94 67
93 68
92 69
91 70
90 71
89 72
88 73
87 74
86 75
101 61
100 62
99 63
98 64
97 65
96 66
95 67
94 68
93 69
92 70
91 71
90 72
89 73
88 74
87 75
86 76
102 61
101 62
100 63
99 64
98 65
97 66
96 67
95 68
94 69
93 70
92 71
91 72
90 73
89 74
88 75
87 76

A El

Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re

161 Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re

162 Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os

163 Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os

Atomic Mass
(Mu)

159 925194
159 928726
159 929080
159 935090
159 937560
159 946020
159 950710
159 961360
159 968370
159 981490
160 954330
160 945860
160 938830
160 933680
160 929666
160 927566
160 926930
160 927852
160 930001
160 933400
160 937850
160 943540
160 950330
160 958370
160 967090
160 977660
161 950290
161 941220
161 937040
161 930981
161 929480
161 926795
161 929092
161 928775
161 933970
161 935750
161 943220
161 947203
161 957150
161 963340
161 975710
161 983820
162 953520
162 945360
162 939210
162 933990
162 930644
162 928728
162 928730
162 930029
162 932648
162 936270
162 941200
162 947060
162 954320
162 962530
162 971970
162 982050
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Table B.I. Atomic mass tables (cont.)

N Z

102 62
101 63
100 64
99 65
98 66
97 67
96 68
95 69
94 70
93 71
92 72
91 73
90 74
89 75
88 76
103 62
102 63
101 64
100 65
99 66
98 67
97 68
96 69
95 70
94 71
93 72
92 73
91 74
90 75
89 76
88 77
103 63
102 64
101 65
100 66
99 67
98 68
97 69
96 70
95 71
94 72
93 73
92 74
91 75
90 76
89 77
104 63
103 64
102 65
101 66
100 67
99 68
98 69
97 70
96 71
95 72
94 73
93 74

A El

164 Sin
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os

165 Sm
Eu
Gd
Tb

Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir

166 Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir

167 Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W

Atomic Mass
(/LIU)

163
163
163
163
163
163
163
163
163
163
163
163
163
163
163
164
164
164
164
164
164
164
164
164
164
164
164
164
164
164
164
165
165
165
165
165
165
165
165
165
165
165
165
165
165
165
166
166
166
166
166
166
166
166
166
166
166
166

948280
942990
935860
933350
929171
930231
929197
933451
934520
941220
944420
953570
958980
970320
977930
952980
945720
939380
934880
931700
930319
930723
932432
935398
939610
944540
950820
958340
967050
976480
987580
949970
941600
938050
932803
932281
930290
933553
933880
939760
942250
950470
955020
965800
972530
985510
953050

N Z

92 75
91 76
90 77
104 64
103 65
102 66
101 67
100 68
99 69
98 70
97 71
96 72
95 73
94 74
93 75
92 76
91 77
90 78
105 64
104 65
103 66
102 67
101 68
100 69
99 70
98 71
97 72
96 73
95 74
94 75
93 76
92 77
91 78
105 65
104 66
103 67
102 68
101 69
100 70
99 71
98 72
97 73
96 74
95 75
94 76
93 77
92 78

945570 106 65
940050 105 66
935650 104 67
933126 103 68
932045 102 69
932849 101 70
934947 100 71
938310 99 72
942600 98 73
947970 97 74
954670 96 75

A El

Re
Os
Ir

168 Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt

169 Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt

170 Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt

171 Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re

Atomic Mass

166
166
166
167
167
167
167
167
167
167
167
167
167
167
167
167
167
167
168
168
168
168
168
168
168
168
168
168
168
168
168
168
168
169
169
169
169
169
169
169
169
169
169
169
169
169
169
170
170
170
170
170
170
170
170
170
170
170

962560
971550
981540
948360
943640
937230
935500
932368
934170
933894
938700
940630
947790
951860
961610
967830
979970
988040
952870
946220
940300
936868
934588
934211
935187
937649
941160
945920
951760
958830
967080
976390
986420
950250
942670
939610
935460
935798
934759
938472
939650
946090
949290
958160
963570
975030
982330
953300
946480
941460
938026
936426
936322
937910
940490
944460
949460
955550

N Z

95 76
94 77
93 78
92 79
106 66
105 67
104 68
103 69
102 70
101 71
100 72
99 73
98 74
97 75
96 76
95 77
94 78
93 79
107 66
106 67
105 68
104 69
103 70
102 71
101 72
100 73
99 74
98 75
97 76
96 77
95 78
94 79
107 67
106 68
105 69
104 70
103 71
102 72
101 73
100 74
99 75
98 76
97 77
96 78
95 79
108 67
107 68
106 69
105 70
104 71
103 72
102 73
101 74
100 75
99 76
98 77
97 78
96 79

A El

Os
Ir
Pt
Au

172 Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au

173 Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au

174 Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au

175 Ho
Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au

Atomic Mass

170
170
170
170
171
171
171
171
171
171
171
171
171
171
171
171
171
171
172
172
172
172
172
172
172
172
172
172
172
172
172
172
173
173
173
173
173
173
173
173
173
173
173
173
173
174
174
174
174
174
174
174
174
174
174
174
174
174

963040
971780
981250
991770
949110
944820
939352
938396
936377.7
939082
939460
944740
947420
955290
960080
970640
977380
990110
953440
947290
942400
939600
938206.8
938927
940650
943540
947830
953060
959790
967710
976500
986400
951150
944340
942160
938858.1
940333.5
940040
944170
946160
953110
957120
966800
972811
984920
954050
947930
943830
941272.5
940767.9
941503
943650
946770
951390
957080
964280
972280
981550
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Table B.I. Atomic mass tables (cont.)

N Z

95 80
108 68
107 69
106 70
105 71
104 72
103 73
102 74
101 75
100 76
99 77
98 78
97 79
96 80
109 68
108 69
107 70
106 71
105 72
104 73
103 74
102 75
101 76
100 77
99 78
98 79
97 80
96 81
109 69
108 70
107 71
106 72
105 73
104 74
103 75
102 76
101 77
100 78
99 79
98 80
97 81
110 69
109 70
108 71
107 72
106 73
105 74
104 75
103 76
102 77
101 78
100 79
99 80
98 81
110 70
109 71
108 72
107 73

A El

Hg
176 Er

Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au
Hg

177 Er
Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl

178 Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl

179 Tm
Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl

180 Yb
Lu
Hf
Ta

Atomic Mass

174
175
175
175
175
175
175
175

991410
950290
946990
942568
942682.4
941401.8
944740
945590

175 951570
175
175
175
175
175
176
176
176
176
176
176
176
176
176
176
176
176
176
176
177
177
177
177
177
177
177
177
177
177
177
177
177
178
178
178
178
178
178
178
178
178
178
178
178
178
179
179
179
179

954950
963510
969000
980270
987410
954370
949040
945257
943755.0
943220.0
944472
946620
950270
955050
961170
968450
977220
986340
996880
952640
946643
945951
943697.7
945750
945850
950850
953350
961080
965710
975980
982476
995230
955340
950170
947324
945815.1
945934
947072
949980
953950
959150
965480
973410
981780
991470
952330
949880
946548.8
947466

N Z

106 74
105 75
104 76
103 77
102 78
101 79
100 80
99 81
111 70
110 71
109 72
108 73
107 74
106 75
105 76
104 77
103 78
102 79
101 80
100 81
99 82
111 71
110 72
109 73
108 74
107 75
106 76
105 77
104 78
103 79
102 80
101 81
100 82
112 71
111 72
110 73
109 74
108 75
107 76
106 77
105 78
104 79
103 80
102 81
101 82
113 71
112 72
111 73
110 74
109 75
108 76
107 77
106 78
105 79
104 80
103 81
102 82
113 72

A El

W
Re
Os
Ir
Pt
Au
Hg
Tl

181 Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl
Pb

182 Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl
Pb

183 Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl
Pb

184 Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl
Pb

185 Hf

Atomic Mass

179
179
179
179
179
179
179
179
180
180
180
180
180
180
180
180
180
180
180
180
180
181
181
181
181
181
181
181
181
181
181
181
181
182
182
182
182
182
182
182
182
182
182
182
182
183
183
183
183
183
183
183
183
183
183
183
183
184

946706
950790
952350
959250
963220
972400
978320
990190
956150
951970
949099.1
947996
948198
950065
953270
957640
963180
969950
977810
986900
996710
955210
950553
950152
948206
951210
952186
958130
961270
969620
974750
985610
992676
957570
953530
951373
950224.5
950821
953110
956810
961730
967620
974560
982700
991930
961170
955450
954009
950932.6
952524
952491
957390
959900
967470
971900
981760
988200
958780

N Z

112 73
111 74
110 75
109 76
108 77
107 78
106 79
105 80
104 81
103 82
102 83
114 72
113 73
112 74
111 75
110 76
109 77
108 78
107 79
106 80
105 81
104 82
103 83
114 73
113 74
112 75
111 76
110 77
109 78
108 79
107 80
106 81
105 82
104 83
115 73
114 74
113 75
112 76
111 77
110 78
109 79
108 80
107 81
106 82
105 83
115 74
114 75
113 76
112 77
111 78
110 79
109 80
108 81
107 82
106 83
116 74
115 75
114 76

A El

Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl
Pb
Bi

186 Hf
Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl
Pb
Bi

187 Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl
Pb
Bi

188 Ta
W
Re
Os
Ir
Pt
Au
Hg
Tl
Pb
Bi

189 W
Re
Os
Ir
Pt
Au
Hg
Tl
Pb
Bi

190 W
Re
Os

Atomic Mass

184
184
184
184
184
184
184
184
184
184
184
185
185
185
185
185
185
185
185
185
185
185
185
186
186
186
186
186
186
186
186
186
186
186
187
187
187
187
187
187
187
187
187
187
187
188
188
188
188
188
188
188
188
188
188
189
189
189

955559
953420.6
952955.7
954043
956590
960750
965810
971980
979100
987580
997710
960920
958550
954362
954987
953838
957951
959430
966000
969460
978550
984300
996480
960410
957158
955750.8
955747.9
957361
960560
964560
969790
976170
984030
993460
963710
958487
958112.3
955836.0
958852
959396
965090
967560
975920
981060
992170
961910
959228
958144.9
958716
960832
963890
968130
973690
980880
989510
963180
961820
958445
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Table B.I. Atomic mass tables (cont.)

N Z

113 77
112 78
111 79
110 80
109 81
108 82
107 83
106 84
116 75
115 76
114 77
113 78
112 79
111 80
110 81
109 82
108 83
107 84
117 75
116 76
115 77
114 78
113 79
112 80
111 81
110 82
109 83
108 84
117 76
116 77
115 78
114 79
113 80
112 81
111 82
110 83
109 84
108 85
118 76
117 77
116 78
115 79
114 80
113 81
112 82
111 83
110 84
109 85
119 76
118 77
117 78
116 79
115 80
114 81
113 82
112 83
111 84
110 85

A El

Ir
Pt
Au
Hg
Tl
Pb
Bi
Po

191 Re
Os
Ir
Pt
Au
Hg
Tl
Pb
Bi
Po

192 Re
Os
Ir
Pt
Au
Hg
Tl
Pb
Bi
Po

193 Os
Ir
Pt
Au
Hg
Tl
Pb
Bi
Po
At

194 Os
Ir
Pt
Au
Hg
Tl
Pb
Bi
Po
At

195 Os
Ir

Pt

Au
Hg
Tl
Pb
Bi
Po
At

Atomic Mass
(piu)

189
189
189
189
189
189
189
189
190
190
190
190
190
190
190
190
190
190
191
191
191
191
191
191
191
191
191
191
192
192
192
192
192
192
192
192
192
193
193
193
193
193
193
193
193
193
193
193
194
194
194
194
194
194
194
194
194
194

960590
959930
964699
966280
973790
978180
988520
995110
963124
960928
960591
961685
963650
967060
971890
978200
986050
994650
965960
961479
962602
961035
964810
965570
972140
975760
985370
991520
964148
962924
962985
964132
966644
970550
976080
983060
991100
000190
965179
965076
962664
965339
965382
971050
973970
982750
988280
998970
968120
965977
964774
965018
966640
969650
974470
980750
988050
996550

N Z

120 76
119 77
118 78
117 79
116 80
115 81
114 82
113 83
112 84
111 85
110 86
120 77
119 78
118 79
117 80
116 81
115 82
114 83
113 84
112 85
111 86
121 77
120 78
119 79
118 80
117 81
116 82
115 83
114 84
113 85
112 86
122 77
121 78
120 79
119 80
118 81
117 82
116 83
115 84
114 85
113 86
122 78
121 79
120 80
119 81
118 82
117 83
116 84
115 85
114 86
113 87
123 78
122 79
121 80
120 81
119 82
118 83
117 84

A El

196 Os
Ir
Pt
Au
Hg
Tl
Pb
Bi
Po
At
Rn

197 Ir
Pt
Au
Hg
Tl
Pb
Bi
Po
At
Rn

198 Ir
Pt
Au
Hg
Tl
Pb
Bi
Po
At
Rn

199 Ir
Pt
Au
Hg
Tl
Pb
Bi
Po
At
Rn

200 Pt
Au
Hg
Tl
Pb
Bi
Po
At
Rn
Fr

201 Pt
Au
Hg
Tl
Pb
Bi
Po

Atomic Mass
(Mu)

195
195
195
195
195
195
195
195
195
195
196
196
196
196
196
196
196
196
196
196
197
197
197
197
197
197
197
197
197
197
197
198
198
198
198
198
198
198
198
198
198
199
199
199
199
199
199
199
199
199
200
200
200
200
200
200
200
200

969620
968380
964935
966551
965815
970520
972710
980610
985510
995700
002310
969636
967323
966552
967195
969540
973380
978930
985570
993290
001660
972280
967876
968225
966752
970470
971980
979020
983340
992750
998780
973790
970576
968748
968262
969810
972910
977580
983600
990630
998310
971424
970720
968309
970945
971816
978140
981740
990290
995680
006500
974500
971641
970285
970804
972850
976970
982210

N Z

116 85
115 86
114 87
124 78
123 79
122 80
121 81
120 82
119 83
118 84
117 85
116 86
115 87
124 79
123 80
122 81
121 82
120 83
119 84
118 85
117 86
116 87
115 88
125 79
124 80
123 81
122 82
121 83
120 84
119 85
118 86
117 87
116 88
126 79
125 80
124 81
123 82
122 83
121 84
120 85
119 86
118 87
117 88
126 80
125 81
124 82
123 83
122 84
121 85
120 86
119 87
118 88
127 80
126 81
125 82
124 83
123 84
122 85

A El

At
Rn
Fr

202 Pt
Au
Hg
Tl
Pb
Bi
Po
At
Rn
Fr

203 Au
Hg
Tl
Pb
Bi
Po
At
Rn
Fr
Ra

204 Au
Hg
Tl
Pb
Bi
Po
At
Rn
Fr
Ra

205 Au
Hg
Tl
Pb
Bi
Po
At
Rn
Fr
Ra

206 Hg
Tl
Pb
Bi
Po
At
Rn
Fr
Ra

207 Hg
Tl
Pb
Bi
Po
At

Atomic Mass
(juu)

200
200
201
201
201
201
201
201
201
201
201
201
202
202
202
202
202
202
202
202
202
203
203
203
203
203
203
203
203
203
203
204
204
204
204

988490
995540
003990
975740
973790
970626
972091
972144
977670
980700
988450
993220
003290
975137
972857
972329
973375
976868
981410
986850
993320
001050
009210
977710
973476
973849
973029
977805
980307
987260
991370
000590
006480
979610
976056

204 974412
204
204
204
204
204
204
205
205
205
205
205
205
205
205
205
206
206
206
206
206
206
206

974467
977375
981170
986040
991670
998660
006190
977499
976095
974449
978483
980465
986600
990160
998490
003780
982580
977408
975881
978455
981578
985776
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Table B.I. Atomic mass tables (cont.)

N Z

121 86
120 87
119 88
118 89
128 80
127 81
126 82
125 83
124 84
123 85
122 86
121 87
120 88
119 89
128 81
127 82
126 83
125 84
124 85
123 86
122 87
121 88
120 89
129 81
128 82
127 83
126 84
125 85
124 86
123 87
122 88
121 89
120 90
129 82
128 83
127 84
126 85
125 86
124 87
123 88
122 89
121 90
130 82
129 83
128 84
127 85
126 86
125 87
124 88
123 89
122 90
131 82
130 83
129 84
128 85
127 86
126 87
125 88

A El

Rn
Fr
Ra
Ac

208 Hg
Tl
Pb
Bi
Po
At
Rn
Fr
Ra
Ac

209 Tl
Pb
Bi
Po
At
Rn
Fr
Ra
Ac

210 Tl
Pb
Bi
Po
At
Rn
Fr
Ra
Ac
Th

211 Pb
Bi
Po
At
Rn
Fr
Ra
Ac
Th

212 Pb
Bi
Po
At
Rn
Fr
Ra
Ac
Th

213 Pb
Bi
Po
At
Rn
Fr
Ra

Atomic Mass
(MU)

206
206
207
207
207
207
207
207
207
207
207
207
208
208
208
208
208
208
208
208
208
209
209
209
209
209
209
209
209
209
210
210
210
210
210
210
210
210
210
211
211
211
211
211
211
211
211
211
211
212
212
212
212
212
212
212
212
213

990730
996860
003730
012090
985940
982005
976636
979727
981231
986583
989631
997130
001780
011490
985349
981075
980383
982416
986159
990380
995920
001940
009570
990066
984173
984105
982857
987131
989680
996398
000450
009260
015030
988731
987258
986637
987481
990585
995529
000890
007650
014860
991887.5
991272
988852
990735
990689
996195
999783
007810
012920
996500
994375
992843
992921
993868
996175
000350

N Z

124 89
123 90
122 91
132 82
131 83
130 84
129 85
128 86
127 87
126 88
125 89
124 90
123 91
132 83
131 84
130 85
129 86
128 87
127 88
126 89
125 90
124 91
133 83
132 84
131 85
130 86
129 87
128 88
127 89
126 90
125 91
133 84
132 85
131 86
130 87
129 88
128 89
127 90
126 91
134 84
133 85
132 86
131 87
130 88
129 89
128 90
127 91
126 92
134 85
133 86
132 87
131 88
130 89
129 90
128 91
127 92
135 85
134 86

A El

Ac
Th
Pa

214 Pb
Bi
Po
At
Rn
Fr
Ra
Ac
Th
Pa

215 Bi
Po
At
Rn
Fr
Ra
Ac
Th
Pa

216 Bi
Po
At
Rn
Fr
Ra
Ac
Th
Pa

217 Po
At
Rn
Fr
Ra
Ac
Th
Pa

218 Po
At
Rn
Fr
Ra
Ac
Th
Pa
U

219 At
Rn
Fr
Ra
Ac
Th
Pa
U

220 At
Rn

Atomic Mass
(MU)

213
213
213
213
213
213
213
213
213
214
214
214
214
215
214
214
214
215
215
215
215
215
216
216
216
216
216
216
216
216
216
217
217
217
217
217
217
217
217
218
218
218
218
218
218
218
218
218
219
219
219
219
219
219
219
219
220
220

006570
012960
021180
999798.1
998699
995186
996356
995346
998955
000091
006890
011450
020740
001830
999415
998641
998729
000326
002704
006450
011730
019100
006200
001905.2
002409
000258
003188
003518
008721
011051
019110
006250
004710
003915
004616
006306
009333
013070
018290
008965.8
008681
005586
007563
007124
011630
013268
020010
023490
011300
009475
009241
010069
012400
015520
019880
024920
015300
011384.1

N

133
132
131
130
129
128
136
135
134
133
132
131
130
129
137
136
135
134
133
132
131
130
138
137
136
135
134
133
132
131
138
137
136
135
134
133
132
139
138
137
136
135
134
133
132
140
139
138
137
136
135
134
133
141
140
139
138
137

Z

87
88
89
90
91
92
85
86
87
88
89
90
91
92
85
86
87
88
89
90
91
92
85
86
87
88
89
90
91
92
86
87
88
89
90
91
92
86
87
88
89
90
91
92
93
86
87
88
89
90
91
92
93
86
87
88
89
90

A El

Fr
Ra
Ac
Th
Pa
U

221 At
Rn
Fr
Ra
Ac
Th
Pa
U

222 At
Rn
Fr
Ra
Ac
Th
Pa
U

223 At
Rn
Fr
Ra
Ac
Th
Pa
U

224 Rn
Fr
Ra
Ac
Th
Pa
U

225 Rn
Fr
Ra
Ac
Th
Pa
U
Np

226 Rn
Fr
Ra
Ac
Th
Pa
U
Np

227 Rn
Fr
Ra
Ac
Th

Atomic Mass
(Am)

220 012313
220 011015
220 014750
220 015733
220 021880
220 024710
221 018140
221 015460
221 014246
221 013908
221 015580
221 018171
221 021860
221 026350
222 022330
222 017570.5
222 017544
222 015362
222 017829
222 018454
222 023730
222 026070
223 025340
223 021790
223 019730.7
223 018497
223 019126
223 020795
223 023960
223 027720
224 024090
224 023240
224 020202.0
224 021708
224 021459
224 025610
224 027590
225 028440
225 025607
225 023604
225 023221
225 023941
225 026120
225 029380
225 033900
226 030890
226 029340
226 025402.6
226 026090
226 024891
226 027933
226 029340
226 035130
227 035410
227 031830
227 029170.7
227 027747.0
227 027699
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Table B.I. Atomic mass tables (cont.)

N Z

136 91
135 92
134 93
142 86
141 87
140 88
139 89
138 90
137 91
136 92
135 93
134 94
142 87
141 88
140 89
139 90
138 91
137 92
136 93
135 94
143 87
142 88
141 89
140 90
139 91
138 92
137 93
136 94
144 87
143 88
142 89
141 90
140 91
139 92
138 93
137 94
136 95
145 87
144 88
143 89
142 90
141 91
140 92
139 93
138 94
137 95
145 88
144 89
143 90
142 91
141 92
140 93
139 94
138 95
137 96
146 88
145 89
144 90

A El

Pa
U
Np

228 Rn
Fr
Ra
Ac
Th
Pa
U
Np
Pu

229 Fr
Ra
Ac
Th
Pa
U
Np
Pu

230 Fr
Ra
Ac
Th
Pa
U
Np
Pu

231 Fr
Ra
Ac
Th
Pa
U
Np
Pu
Am

232 Fr
Ra
Ac
Th
Pa
U
Np
Pu
Am

233 Ra
Ac
Th
Pa
U
Np
Pu
Am
Cm

234 Ra
Ac
Th

Atomic Mass

227
227
227
228
228
228
228
228
228
228
228
228
229
229
229
229
229
229
229
229
230
230
230
230
230
230
230
230
231
231
231
231
231
231
231
231
231
232
232
232
232
232
232
232
232
232
233
233
233
233
233
233
233
233
233
234
234
234

028793
031140
034960
038080
035720
031064.1
031014.8
028731.3
031037
031366
036180
038730
038430
034820
032930
031755
032089
033496
036250
040140
042510
037080
036030
033126.6
034533
033927
037810
039646
045410
041220
038550
036297.1
035878.9
036289
038230
041260
045560

N Z

143 91
142 92
141 93
140 94
139 95
138 96
146 89
145 90
144 91
143 92
142 93
141 94
140 95
139 96
138 97
147 89
146 90
145 91
144 92
143 93
142 94
141 95
140 96
139 97
147 90
146 91
145 92
144 93
143 94
142 95
141 96
140 97
139 98
148 90
147 91
146 92
145 93

049650 144 94
043690 143 95
042020 | 142 96
038050.4
038582
037146.3
040100
041179
046590
048000
044550
041576.9
040240.2
039628
040730
042990
046470
050800
050550
048420
043595

141 97
140 98
148 91
147 92
146 93
145 94
144 95
143 96
142 97
141 98
149 91
148 92
147 93
146 94
145 95
144 96
143 97
142 98

A El

Pa
U
Np
Pu
Am
Cm

235 Ac
Th
Pa
U
Np
Pu
Am
Cm
Bk

236 Ac
Th
Pa
U
Np
Pu
Am
Cm
Bk

237 Th
Pa
U
Np
Pu
Am
Cm
Bk
Cf

238 Th
Pa
U
Np
Pu
Am
Cm
Bk
Cf

239 Pa
U
Np
Pu
Am
Cm
Bk
Cf

240 Pa
U
Np
Pu
Am
Cm
Bk
Cf

Atomic Mass

234 043302
234 040945.6
234 042889
234 043305
234 047790
234 050240
235 051100
235 047500
235 045440
235 043923.1
235 044055.9
235 045282
235 048030
235 051590
235 056580
236 055180
236 049710
236 048680
236 045561.9
236 046560
236 046048.1
236 049570
236 051410
236 057330
237 053890
237 051140
237 048724.0
237 048167.3
237 048403.8
237 049970
237 052890
237 057130
237 062070
238 056240
238 054500
238 050782.6
238 050940.5
238 049553.4
238 051980
238 053020
238 058270
238 061410
239 057130
239 054287.8
239 052931.4
239 052156.5
239 053018
239 054950
239 058360
239 062580
240 060980
240 056586
240 056169
240 053807.5
240 055288
240 055519.0
240 059750
240 062300

N

141
149
148
147
146
145
144
143
142
150
149
148
147
146
145
144
143
142
150
149
148
147
146
145
144
143
151
150
149
148
147
146
145
144
151
150
149
148
147
146
145
144
152
151
150
149
148
147
146
145
153
152
151
150
149
148
147
146

Z

99
92
93
94
95
96
97
98
99
92
93
94
95
96
97
98
99
100
93
94
95
96
97
98
99
100
93
94
95
96
97
98
99
100
94
95
96
97
98
99
100
101
94
95
96
97
98
99
100
101
94
95
96
97
98
99
100
101

A El

Es
241 U

Np
Pu
Am
Cm
Bk
Cf
Es

242 U
Np
Pu
Am
Cm
Bk
Cf
Es
Fm

243 Np
Pu
Am
Cm
Bk
Cf
Es
Fm

244 Np
Pu
Am
Cm
Bk
Cf
Es
Fm

245 Pu
Am
Cm
Bk
Cf
Es
Fm
Md

246 Pu
Am
Cm
Bk
Cf
Es
Fm
Md

247 Pu
Am
Cm
Bk
Cf
Es
Fm
Md

Atomic Mass
(MU)

240

241
241
241
241
241
241
241
241
242
242
242
242
242
242
242
242
242
243
243
243
243
243
243
243
243
244
244
244
244
244
244
244
244
245
245
245
245
245
245
245
245
246

068920
060330
058250

056845.3
056822.9

057646.7
060220
063720
068660
062930
061640

058736.8
059543.0

058829.3
062050
063690
069700
073430
064270
061997
061372.7

061382.2
063002
065420
069630
074510
067850

064198
064279.4

062746.3
065168
065990
070970
074080
067739
066445
065485.6
066355.4

068040
071320
075380

081020
070198

246 069768

246
246
246
246
246

067217.6

068670
068798.8
072970
075280

246 081930
247
247
247
247
247
247
247
247

074070
072090
070347
070299
070992
073650
076820
081800
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Table B.I. Atomic mass tables (cont.)

N Z

153 95
152 96
151 97
150 98
149 99
148 100
147 101
154 95
153 96
152 97
151 98
150 99
149 100
148 101
147 102
154 96
153 97
152 98
151 99
150 100
149 101
148 102
155 96
154 97
153 98
152 99
151 100
150 101
149 102
148 103
156 96
155 97
154 98
153 99
152 100
151 101
150 102
149 103
156 97
155 98
154 99
153 100
152 101
151 102
150 103
149 104
157 97
156 98
155 99

A El

248 Am
Cm
Bk
Cf
Es
Fm
Md

249 Am
Cm
Bk
Cf
Es
Fm
Md
No

250 Cm
Bk
Cf
Es
Fm
Md
No

251 Cm
Bk
Cf
Es
Fm
Md
No
Lr

252 Cm
Bk
Cf
Es
Fm
Md
No
Lr

253 Bk
Cf
Es
Fm
Md
No
Lr
Db

254 Bk
Cf
Es

Atomic Mass

248 075750
248 072342
248 073080
248 072178
248 075460
248 077184
248 082910
249 078480
249 075947
249 074980
249 074847
249 076410
249 079020
249 083000
249 087820
250 078351
250 078311
250 076400.0
250 078650
250 079515
250 084490
250 087490
251 082278
251 080753
251 079580
251 079984
251 081566
251 084920
251 088960
251 094360
252 084870
252 084300
252 081620
252 082970
252 082460
252 086630
252 088966
252 095330
253 086880
253 085127
253 084818
253 085176
253 087280
253 090650
253 095260
253 100680
254 090600
254 087316
254 088016

N

154
153
152
151
150
157
156
155
154
153
152
151
150
158
157
156
155
154
153
152
151
158
157
156
155
154
153
152
158
157
156
155
154
153
152
159
158
157
156
155
154
153
159
158
157
156
155
154
153

Z

100
101
102
103
104
98
99
100
101
102
103
104
105
98
99
100
101
102
103
104
105
99
100
101
102
103
104
105
100
101
102
103
104
105
106
100
101
102
103
104
105
106
101
102
103
104
105
106
107

A El

Fm
Md
No
Lr
Db

255 Cf
Es
Fm
Md
No
Lr
Db
Jl

256 Cf
Es
Fm
Md
No
Lr
Db
Jl

257 Es
Fm
Md
No
Lr
Db
Jl

258 Fm
Md
No
Lr
Db
Jl
Rf

259 Fm
Md
No
Lr
Db
Jl
Rf

260 Md
No
Lr
Db
Jl
Rf
Bh

Atomic Mass

254
254
254
254
254
255
255
255
255
255
255
255
255
256
256
256
256
256
256
256
256
257
257
257
257
257
257
257
258
258
258
258
258
258
258
259
259
259
259
259
259
259
260
260
260
260
260
260
260

086848
089730
090949
096590
100170
091040
090266
089955
091075
093232
096770
101490
107400
093440
093590
091767
094050
094276
098760
101180
108110
095980
095099
095535
096850
099610
103070
107860
097070
098425
098200
101880
103570
109440
113150
100590
100500
101020
102990
105630
109720
114650
103650
102640
105570
106430
111430
114440
121800

N

159
158
157
156
155
154
160
159
158
157
156
155
160
159
158
157
156
155
160
159
158
157
156
160
159
158
157
156
160
159
158
157
160
159
158
157
160
159
158
161
160
159
161
160
162
161
162
161
163

Z A

102 261
103
104
105
106
107
102 262
103
104
105
106
107
103 263
104
105
106
107
108
104 264
105
106
107
108
105 265
106
107
108
109
106 266
107
108
109
107 267
108
109
110
108 268
109
110
108 269
109
110
109 270
110
109 271
110
110 272
111
110 273

El Atomic Mass

No 261
Lr 261
Db 261
Jl 261
Rf 261
Bh 261
No 262
Lr 262
Db 262
Jl 262
Rf 262
Bh 262
Lr 263
Db 263
Jl 263
Rf 263
Bh 263
Hn 263
Db 264
Jl 264
Rf 264
Bh 264
Hn 264
Jl 265
Rf 265
Bh 265
Hn 265
Mt 265
Rf 266
Bh 266
Hn 266
Mt 266
Bh 267
Hn 267
Mt 267
Xa 267
Hn 268
Mt 268
Xa 268
Hn 269
Mt 269
Xa 269
Mt 270
Xa 270
Mt 271
Xa 271
Xa 272
Xb 272
Xa 273

105740
106940
108750
112110
116200
121800
107520
109690
109920
114150
116480
123010
111390
112540
115080
118310
123150
128710
113980
117470
118920
124730
128410
118660
121070
125200
130000
136570
121930
127010
130040
137940
127740
131770
137530
143960
132160
138820
143530
134110
139110
145140
140720
144630
141230
146080
146310
153480
149250
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Appendix C

Cross Sections and
Related Data

The tables in this appendix present basic interaction data for thermal neutrons and
for photons. These tables give but a very small fraction of the data contained in
comprehensive data libraries and other voluminous compilations. The data selected
for these tables are for important interactions encountered in many shield analyses.
However, for many calculations, it is necessary to obtain interaction data directly
from data libraries maintained at several national nuclear data centers around the
world. In the United States, the National Nuclear Data Center at Brookhaven
National Laboratory (nndcObnl. gov) and the Radiation Shielding and Information
Center at Oak Ridge National Laboratory (pdc@ornl .gov) provide access to exten-
sive nuclear data libraries. The Nuclear Data Service of the International Atomic
Energy Agency (online@iaeand. iaea.or .at) and the Japan Atomic Energy Re-
search Institute (wwwndc.tokai.jaeri .go.jp/index.html) also provide nuclear
data to the international shielding community.

Data Tables
The following data are provided in this appendix.

Table C.I. Thermal neutron cross sections for special isotopes.
Table C.2. Radioisotopes produced by thermal neutron absorption.
Table C.3. Photon coefficients for air, water, concrete, iron, and lead.

Sources for the neutron data tables are provided in the tables. All photon interaction
data were provided courtesy of S. Seltzer.1

In Table C.3. listing photon interaction coefficients, the following notation is
used: incoherent scattering coefficient with electron binding, /ic; photoelectric effect
coefficient, /^p/ t; pair-production coefficient, fj,pp\ effective total interaction coefficient
IJL = ^c+i^ph+l^pp] energy transfer coefficient, Htr', and energy absorption coefficient,

iS.M. Seltzer. "Calculation of Photon Mass Energy-Transfer arid Mass Energy-Absorption Coeffi-
cients/' Radial. Res., 136, 147-179 (1993). J.H. Hubbell and S.M. Seltzer, Tables of X-Ray At-
tenuation Coefficients 1 keV to 20 MeVfor Elements Z = I to 92 and 48 Additional Substances
of Dosimetnc Interest, Report NISTIR 5632, National Institute of Standards and Technology,
Gaithersburg, MD. 1995.

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



Table C.I. Thermal neutron (2200 m s 1 or 0.0253 eV) cross sections for some special
isotopes at 300 K. Cross-section notation: cr-y for (71,7); as for elastic scattering; at for
total; erf for fission; aa for (n, a); and ap for (n,p).

Isotope

:H
2H
3H

6Li
7Li

10g

J1B

12C

13C
14C

14N
15N

16Q

170
180
232 Th
233Th

233U
234 y

235U
236u
238 u

239U

239pu

240pu

241 Pu
242pu

Source:
Service,

Abundance
(atom %)

99.985
0.015

92.5
7.42

19.6
80.4

98.89
1.11

99.64
0.36

99.756
0.039
0.205

100

0.0055
0.7200

99.2745

Half-life

12.33 y

5736 y

1.405 X 1010 y
22.3 m

1.592 X 105 y
2.455 X 105 y
7.038 x 108 y
2.342 x 107 y
4.468 x 109 y

23.45 m

24110 y
6564 y
14.35 y

3.733 x 105 y

Reaction cross sections

<77 = 333 mb
<77 = 506 ^tb
<77 = 6 fj,b

aa = 941
<77 =45.7 mb

ffa - 3840
<77 = 5.53 mb

as = 4.74
cr7 = 1.37 mb
cr7 = 1.0 /Lib

ap = 1.83
cr-y = 24 /Lib

<77 = 190 ^b
era = 235 mb
cr7 = 160 fj.b

fff = 2.5 /J,b
fff = 15

fff = 529
<Tf = 0.465
<Tf = 587

af = 47 mb
fff = 11.8 Alb
fff = 14

fff = 749
erf = 64 mb
fff = 1015
fff = 1.0 mb

ffs = 30.5
as = 4.26
crs = 1.53

<77 = 38.6 mb
crs = 1.04

cr7 = 0.50
<rs = 5.08

ff-y = 3.4 mb
fft = 4.19

cr7 = 75 mb
ffs = 4.58

<TS = 4.03
cr7 = 3.84 mb

o-7 = 5.13
<J7 = 1450

a7 = 46.0
CT7 = 103
cr7 = 99.3
<77 = 5.14
o-7 = 2.73
CT7 = 22

ff-y = 271

CT7 = 289
o-7 = 363
<J7 = 19.3

(b)

fft = 30.9
at = 4.30
fft = 1.53

at = 943
at = 1-09

at = 3847
o-t = 5.08

fft = 4.74

(7t = 12.2
fft = 4.58

fft = 4.03
<7t =4.17

fft = 20.4
<7t = 1478

fft = 588
at = 116
fft = 700

fft = 14.1
crt = 12.2

fft = 1028
<rt = 290
fft = 1389
fft = 27.0

ENDF/B-VI and other data extracted from the National Nuclear Data Center Online
Brookhaven National Laboratory, Upton, NY, January 1995.
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Table C.2. Activation radionuclides resulting from thermal neutron
(2200 m s^1 or 0.0253 eV) capture. Activation cross sections include pro-
duction of short-lived metastable daughter nuclides except for 59Co. The
gamma photon energies and frequencies for the decay of the activation
nuclide are given in Ap. D. More extensive tabulations are provided by
B. Shleien (ed.), The Health Physics and Radiological Health Handbook,
Scinta, Silver Spring, MD, 1992.

Activated

Nuclide

12B
16N
17Na

190
24 Na
28 Al
31Si
38 Cl
41Ar
42 K

46 Sc
47 Ca
49 Ca
51Cr
36 Mn
59 Fe
GO™Co
60 Co

75 Se
76 As
95 Zr
97 Zr

"MO
99m T{;

108 Ag
110n,In

198 Au
203 Hg

233 Th

233 Pa
239 u

239 Np

nuclide

Half-life

0.0202 s
7.13 s

4.173 s

26.91 s

14.96 h

2.241 m

2.62 h

37.24 m
1.822 h

12.36 h

83.81 d

4.536 d
8.715 m

27.70 d
2.579 h
44.50 d
10.47 m

5.271 y

119.8 d

1.078 d

64.02 d
16.91 h

65.94 h
6.01 h

2.37 m

54.4 m

2.6952 d
46.61 d

22.3 m

26.97 d
23.45 m
2.357 d

Nuclide

nB
15 N
170
J8Q

23 Na
27 Al
30 Si
37C1
40 Ar
41K
45 Sc
40 Ca
48 Ca
50 Cr
55 Mn
58 Fe
59 Co
59 Co
OOmCo

74 Se
75 As
94 Zr
90 Zr
98 Mo
99 Mo
107 Ag
115 In
197 Au
202 Hg
232 Th

233 Th
238U
239 0

Parent nuclide

Abundance (%)
or half-life

80.4
0.38

0.039
0.205
100

100

3.12
24.23
99.59

6.7

100

0.0033
0.185
4.35
100

0.31
100

100

10.47 m
0.87
100

17.5
2.8

23.4
65.94 h
51.83
95.7
100

29.8
100

22.3 m
99.2745
23.45 m

Activation
cross section (b)

5.5 mb

24 p.b

5.2 fj,b

160 nb
0.530
0.231
0.107
0.433
0.660
1.46
27.2
0.74
1.09
15.9
13.3
1.28
20.4
16.8

51.8
4.5

49.9 mb
22.9 mb

0.130

37.6
202

98.65
4.89
7.37
1500
2.68
22.0

"Decays by neutron emission.
Source: Data extracted from the National Nuclear Data Center Online
Service, Brookhaven National Laboratory, Upton, NY, January 1995.
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Table C.3. Mass coefficients (cm2/g) for dry air near sea level. Composition by weight fraction:
N 0.755268, O 0.231781, Ar 0.012827, C 0.000124. Nominal density is 1.205 x 10~3 g cm-3,
entry 1.234-5 as 1.235 X 10~5.

Read

E (MeV)

0.0010
0.0015
0.0020
0.0030
0.00320
0.00320K

0.0040
0.0050
0.0060
0.0080
0.010
0.015
0.020
0.030
0.040
0.050
0.060
0.080
0.10
0.15
0.20
0.30
0.40
0.50
0.60
0.80
1.00
1.25
1.50
2.00
3.00
4.00
5.00
6.00
8.00

10.0
15.0
20.0
30.0
40.0
50.0
60.0
80.0

100.0

Mc/P

1.038-2
2.116-2
3.340-2
5.748-2
6.196-2
6.196-2
7.770-2
9.331-2
1.051-1
1.213-1

1.316-1
1.471-1
1.556-1
1.625-1
1.631-1
1.613-1
1.586-1
1.523-1
1.460-1
1.324-1
1.217-1
1.061-1
9.511-2
8.687-2
8.039-2
7.064-2
6.352-2
5.682-2
5.162-2
4.407-2
3.467-2
2.892-2
2.497-2
2.207-2
1.806-2
1.538-2
1.138-2
9.134-3
6.652-3
5.286-3

4.411-3
3.801-3
2.998-3
2.488-3

Vph/P

3.605+3
1.190+3
5.267+2
1.616+2
1.331+2
1.476+2

7.713+1
3.966+1
2.288+1
9.505+0

4.766+0
1.335+0
5.347-1
1.451-1
5.704-2
2.755-2
1.517-2
5.912-3
2.847-3
7.602-4
3.026-4
8.604-5
3.698-5
1.998-5
1.246-5

6.296-6
3.914-6
2.545-6
1.798-6
1.128-6
6.276-7
4.297-7
3.252-7
2.611-7
1.869-7
1.453-7
9.323-8
6.859-8
4.483-8
3.329-8

2.647-8
2.197-8
1.640-8
1.308-8

Air

Mpp/P

1.781-5
9.848-5
3.918-4
1.132-3
1.866-3
2.536-3
3.147-3
4.196-3
5.067-3
6.717-3
7.920-3
9.629-3
1.082-2

1.173-2
1.245-2
1.354-2
1.435-2

A*/P

3.605+3
1.190+3
5.267+2
1.616+2
1.332+2
1.477+2
7.721 + 1
3.975+1
2.299+1
9.626+0
4.897+0
1.482+0
6.904-1
3.076-1
2.202-1
1.889-1
1.738-1
1.582-1

1.489-1
1.332-1
1.220-1
1.061-1
9.514-2
8.689-2
8.040-2
7.065-2
6.353-2
5.684-2
5.172-2
4.446-2
3.580-2
3.079-2
2.751-2
2.522-2
2.225-2
2.045-2
1.810-2
1.705-2
1.628-2
1.610-2
1.614-2
1.625-2
1.654-2
1.683-2

/WP

3.599+3
1.188+3
5.263+2
1.615+2
1.330+2
1.460+2

7.637+1
3.932+1
2.271+1
9.448+0

4.743+0
1.334+0
5.391-1
1.538-1
6.836-2
4.100-2
3.042-2
2.408-2
2.326-2
2.497-2
2.674-2
2.875-2

2.953-2
2.971-2
2.958-2
2.889-2

2.797-2
2.675-2
2.557-2
2.359-2
2.076-2
1.894-2
1.770-2
1.683-2
1.571-2
1.506-2
1.434-2
1.415-2
1.427-2
1.456-2

1.488-2
1.519-2
1.572-2
1.617-2

fJ-en/P

3.599+3
1.188+3
5.262+2
1.614+2
1.330+2
1.460+2
7.636+1
3.931 + 1
2.270+1
9.446+0

4.742+0
1.334+0
5.389-1
1.537-1
6.833-2
4.098-2
3.041-2
2.407-2
2.325-2
2.496-2
2.672-2
2.872-2
2.949-2
2.966-2
2.953-2

2.882-2
2.789-2
2.666-2
2.547-2
2.345-2
2.057-2
1.870-2
1.740-2
1.647-2
1.525-2
1.450-2
1.353-2
1.311-2
1.277-2
1.262-2
1.252-2
1.242-2
1.220-2
1.195-2

(cont.)
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Table C.3. (cont.) Mass coefficients (cm2/g) for water with density of 1 g/cm3. Read entry
1.234-5 as 1.235 x 10~ 5.

E (MeV)

0.0010
0.0015

0.0020
0.0030

0.0040
0.0050

0.0060

0.0080

0.0100
0.015

0.020
0.030

0.040
0.050

0.060

0.080
0.10
0.15
0.20

0.30
0.40

0.50

0.60
0.80

1.00
1.25

1.50
2.00
3.00
4.00

5.00
6.00
8.00

10.0

15.0
20.0
30.0

40.0
50.0
60.0
80.0

100.0
100.0

Mc/P

1.319-2
2.673-2
4.184-2

7.075-2

9.430-2

1.123-1
1.259-1

1.440-1

1.550-1
1.699-1
1.774-1

1.829-1

1.827-1
1.803-1

1.770-1

1.697-1

1.626-1
1.473-1

1.353-1

1.179-1
1.058-1
9.663-2

8.939-2

7.856-2
7.066-2
6.318-2

5.741-2
4.901-2
3.855-2

3.216-2

2.777-2
2.454-2
2.008-2

1.710-2
1.266-2
1.016-2
7.395-3

5.875-3
4.906-3
4.225-3
3.333-3
2.767-3
2.767-3

Vph/P

4.076+3
1.375+3
6.161+2

1.919+2

8.198+1
4.191 + 1
2.407+1

9.919+0

4.943+0
1.369+0

5.437-1
1.457-1
5.680-2
2.725-2

1.493-2

5.770-3

2.762-3
7.307-4

2.887-4

8.162-5
3.495-5

1.884-5

1.173-5

5.920-6
3.680-6
2.394-6

1.689-6
1.063-6
5.937-7
4.075-7

3.089-7
2.484-7
1.780-7

1.386-7
8.905-8

6.555-8
4.289-8

3.186-8
2.534-8
2.104-8
1.570-8
1.253-8
1.253-8

Water

P-PP/P

1.777-5
9.820-5
3.908-4

1.131-3
1.867-3
2.540-3
3.155-3

4.211-3
5.090-3
6.754-3

7.974-3
9.709-3

1.091-2
1.183-2
1.256-2
1.368-2
1.450-2
1.450-2

M/P

4.076+3
1.375+3
6.161+2

1.919+2
8.207+1

4.203+1

2.419+1

1.006+1

5.098
1.539

7.211-1
3.286-1
2.395-1

2.076-1

1.920-1
1.755-1
1.654-1

1.481-1
1.356-1
1.180-1

1.058-1
9.664-2

8.940-2
7.857-2

7.066-2
6.320-2

5.751-2
4.940-2

3.968-2
3.402-2

3.031-2
2.770-2

2.429-2
2.219-2

1.941-2

1.813-2
1.710-2
1.679-2
1.674-2

1.679-2
1.701-2

1.727-2
1.727-2

V-tr/P

4.065+3
1.372+3
6.152+2
1.917+2
8.192+1
4.189+1

2.406+1

9.918

4.945
1.374

5.505-1
1.557-1

6.950-2
4.225-2

3.191-2
2.598-2

2.547-2
2.765-2

2.969-2

3.195-2
3.282-2

3.303-2

3.289-2
3.212-2

3.111-2
2.974-2

2.844-2
2.621-2

2.300-2
2.091-2

1.946-2
1.843-2

1.707-2
1.626-2

1.528-2
1.495-2
1.490-2

1.510-2
1.537-2
1.563-2
1.613-2

1.655-2
1.655-2

Men/ ' P

4.065+3
1.372+3
6.152+2
1.917+2

8.191 + 1
4.188+1

2.405+1

9.915
4.944
1.374

5.503-1
1.557-1
6.947-2
4.223-2

3.190-2
2.597-2

2.546-2
2.764-2

2.967-2

3.192-2
3.279-2

3.299-2

3.284-2
3.206-2
3.103-2
2.965-2

2.833-2
2.608-2

2.281-2
2.066-2

1.915-2
1.806-2

1.658-2
1.566-2

1.441-2
1.382-2
1.327-2

1.298-2
1.279-2
1.261-2
1.228-2
1.194-2
1.194-2
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Table C.3. (cont.) Mass coefficients (cm2/g) for ANSI/ANS-6.4.3 standard concrete of density of
2.3 g/cm3. Composition by weight fraction: H 0.005599, O 0.498250, Na 0.017098, Mg 0.002400,
Al 0.045595, Si 0.315768, S 0.001200, K 0.019198, Ca 0.082592, Fe 0.012299. Read entry 1.234-5
as 1.235 x 10~5.

E (MeV)

0.00100
0.00104
0.00107
0.00107K
0.00118
0.00131
0.00131K
0.00150
0.00156
0.00156K
0.00169
0.00184
0.00184K
0.0020
0.00247
0.00247K
0.0030
0.00361
0.00361K
0.0040
0.00404
0.00404K
0.0050
0.0060
0.00711
0.00711K
0.0080
0.010
0.015
0.020
0.030
0.040
0.050
0.060
0.080
0.10
0.15
0.20
0.30
0.40
0.50
0.60
0.80
1.00
1.25
1.50
2.00
3.00
4.00
5.00
6.00
8.00

10.0
15.0
20.0
30.0
40.0
50.0
60.0
80.0

100.0

Hc/P
1.117-2
2.098-2
1.249-2
1.249-2
3.115-2
1.701-2
1.701-2
2.098-2
2.220-2
2.220-2
5.019-2
2.790-2
2.790-2
3.115-2
4.044-2
4.044-2
5.019-2
6.036-2
6.036-2
6.635-2
6.691-2
6.691-2
7.972-2
9.069-2
1.007-1
1.007-1
1.073-1
1.190-1
1.372-1
1.470-1
1.557-1
1.579-1
1.573-1
1.555-1
1.503-1
1.447-1
1.319-1
1.214-1
1.060-1
9.517-2
8.699-2
8.051-2
7.077-2
6.366-2
5.693-2
5.174-2
4.416-2
3.474-2
2.898-2
2.503-2
2.212-2
1.810-2
1.541-2
1.141-2
9.156-3
6.665-3
5.296-3
4.422-3
3.808-3
3.004-3
2.494-3

Vph/P
3.443+3
3.144+3
2.871+3
2.972+3
2.300+3
1.775+3
1.787+3
1.233+3
1.110+3
1.274+3
1.025+3
8.223+2
1.733+3
1.454+3
8.479+2
8.501+2
4.966+2
2.998+2
3.203+2
2.410+2
2.347+2
3.094+2
1.733+2
1.043+2
6.448+1
6.884+1
4.937+1
2.599+1
7.891
3.326
9.629-1
3.942-1
1.959-1
1.103-1
4.432-2
2.181-2
6.028-3
2.447-3
7.120-4
3.100-4
1.687-4
1.057-4
5.359-5
3.332-5
2.163-5
1.542-5
9.586-6
5.267-6
3.576-6
2.692-6
2.153-6
1.533-6
1.187-6
7.581-7
5.561-7
3.625-7
2.689-7
2.136-7
1.772-7
1.321-7
1.053-7

Concrete

V-pp/P

2.904-5
1.575-4
6.212-4
1.775-3
2.899-3
3.915-3
4.833-3
6.400-3
7.696-3
1.013-2
1.189-2
1.438-2
1.611-2
1.742-2
1.845-2
2.000-2
2.112-2

fJ'/P

3.443+3
3.144+3
2.871+3
2.972+3
2.300+3
1.775+3
1.787+3
1.233+3
1.110+3
1.274+3
1.025+3
8.223+2
1.733+3
1.454+3
8.479+2
8.501+2
4.966+2
2.999+2
3.204+2
2.410+2
2.348+2
3.095+2
1.734+2
1.044+2
6.458+1
6.894+1
4.948+1
2.611+1
8.028
3.473
1.119
5.521-1
3.533-1
2.658-1
1.947-1
1.665-1
1.379-1
1.239-1
1.068-1
9.548-2
8.716-2
8.062-2
7.083-2
6.369-2
5.698-2
5.191-2
4.480-2
3.652-2
3.189-2
2.895-2
2.696-2
2.450-2
2.311-2
2.153-2
2.105-2
2.105-2
2.141-2
2.184-2
2.226-2
2.300-2
2.361-2

P-tr/P

3.436+3
3.138+3
2.865+3
2.964+3
2.295+3
1.771+3
1.783+3
1.231+3
1.108+3
1.266+3
1.019+3
8.177+2
1.687+3
1.418+3
8.299+2
8.320+2
4.878+2
2.954+2
3.133+2
2.361+2
2.301+2
2.938+2
1.659+2
1.005+2
6.246+1
6.549+1
4.718+1
2.503+1
7.689
3.265
9.580-1
4.011-1
2.075-1
1.246-1
6.215-2
4.208-2
3.023-2
2.892-2
2.942-2
2.985-2
2.992-2
2.974-2
2.900-2
2.806-2
2.683-2
2.567-2
2.376-2
2.124-2
1.975-2
1.884-2
1.826-2
1.766-2
1.745-2
1.754-2
1.794-2
1.887-2
1.973-2
2.046-2
2.109-2
2.211-2
2.288-2

fJ-en/P

3.436+3
3.138+3
2.865+3
2.964+3
2.295+3
1.771+3
1.783+3
1.230+3
1.108+3
1.266+3
1.019+3
8.176+2
1.687+3
1.417+3
8.299+2
8.319+2
4.878+2
2.953+2
3.133+2
2.361+2
2.300+2
2.938+2
1.659+2
1.005+2
6.244+1
6.548+1
4.716+1
2.502+1
7.685
3.262
9.571-1
4.007-1
2.072-1
1.244-1
6.206-2
4.203-2
3.019-2
2.887-2
2.937-2
2.978-2
2.983-2
2.964-2
2.888-2
2.792-2
2.666-2
2.548-2
2.353-2
2.091-2
1.934-2
1.832-2
1.764-2
1.684-2
1.643-2
1.602-2
1.592-2
1.588-2
1.581-2
1.566-2
1.546-2
1.497-2
1.443-2
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Table C.3. (cont.) Mass coefficients (cm2/g) for natural iron with a density of 7.874 g/cm3.
Read entry 1.234-5 as 1.235 x 1CT5.

Iron (Z = 26)

E (MeV)

0.0010
0.0015
0.0020
0.0030
0.0040
0.0050
0.0060
0.00711
0.00711K

0.0080
0.010
0.015
0.020
0.030
0.040
0.050
0.060
0.080

0.10
0.15
0.20

0.30

0.40
0.50

0.60

0.80
1.00
1.25
1.50
2.00
3.00

4.00
5.00
6.00

8.00
10.00

15.0
20.0

30.0
40.0
50.0
60.0
80.0

100.0

Mc/p

8.776-3
1.530-2
2.124-2
3.206-2
4.212-2
5.133-2
5.966-2
6.798-2
6.798-2
7.395-2
8.541-2
1.047-1
1.162-1
1.286-1
1.338-1
1.355-1
1.355-1
1.332-1
1.296-1
1.200-1

1.114-1
9.788-2
8.810-2

8.065-2
7.472-2
6.574-2
5.916-2
5.292-2
4.811-2
4.107-2
3.232-2
2.697-2
2.329-2
2.058-2
1.684-2
1.434-2
1.061-2
8.520-3
6.202-3
4.929-3
4.114-3
3.544-3
2.796-3
2.321-3

Vph/P

9.080+3
3.395+3
1.622+3
5.542+2
2.538+2
1.373+2
8.272+1

5.138+1
4.058+2
3.040+2
1.693+2
5.623+1
2.505+1
7.762

3.316
1.698
9.776-1
4.060-1
2.044-1
5.861-2
2.432-2

7.265-3
3.209-3
1.762-3
1.109-3
5.650-4
3.515-4
2.277-4
1.627-4
1.003-4
5.448-5
3.669-5
2.746-5
2.188-5
1.548-5
1.196-5
7.592-6
5.554-6
3.610-6
2.673-6

2.122-6
1.759-6
1.311-6
1.045-6

P-pp/P

7.031-5
3.580-4
1.364-3
3.792-3
6.085-3
8.124-3
9.951-3
1.305-2
1.559-2
2.030-2
2.371-2
2.848-2
3.173-2
3.416-2
3.607-2
3.892-2
4.097-2

M / P

9.080+3
3.395+3
1.622+3
5.543+2
2.539+2
1.374+2
8.278+1

5.144+1
4.059+2
3.040+2

1.694+2
5.633+1
2.516+1
7.891

3.450
1.833
1.113
5.391-1
3.340-1
1.786-1
1.357-1

1.051-1
9.131-2
8.241-2
7.583-2
6.631-2
5.951-2
5.322-2
4.863-2
4.254-2
3.616-2
3.309-2
3.144-2
3.056-2
2.991-2
2.994-2

3.092-2
3.223-2
3.469-2
3.666-2
3.828-2
3.961-2
4.172-2
4.329-2

Mtr/P

9.052+3
3.388+3
1.620+3
5.536+2
2.536+2
1.372+2
8.268+1

5.135+1
2.978+2
2.316+2
1.369+2
4.899+1
2.262+1
7.266
3.164
1.643
9.591-1
4.122-1

2.189-1
8.010-2
4.856-2
3.386-2
3.064-2
2.941-2
2.866-2
2.749-2
2.642-2
2.517-2
2.410-2
2.258-2
2.122-2
2.094-2
2.112-2
2.154-2
2.264-2
2.381-2
2.646-2
2.869-2
3.215-2
3.466-2
3.663-2
3.820-2
4.063-2
4.239-2

fJ-en/P

9.052+3
3.388+3
1.620+3
5.535+2
2.536+2
1.372+2
8.265+1
5.133+1
2.978+2
2.316+2
1.369+2
4.896+1
2.260+1
7.251

3.155
1.638

9.555-1
4.104-1

2.177-1
7.961-2
4.825-2
3.361-2
3.039-2
2.914-2
2.836-2
2.714-2
2.603-2
2.472-2
2.360-2
2.199-2
2.042-2
1.990-2
1.983-2
1.997-2
2.050-2
2.108-2
2.221-2
2.292-2
2.346-2
2.333-2

2.292-2
2.236-2
2.115-2
1.997-2
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Table C.3. (cont.) Mass coefficients (cm2/g) for natural lead with a density of 11.35 g/cnr
Read entry 1.234-5 as 1.235 x 10~5.

Lead (Z = 82)

E (MeV)

0.0010
0.0015
0.0020
0.00248
0.00248M5
0.00253
0.00259
0.00259M4
0.0030
0.00307
0.00307M3
0.00330
0.00355
0.00355M2
0.00370
0.00385
0.00385M1
0.0040
0.0050
0.0060
0.0080
0.0100
0.01304
0.01304L3
0.0150
0.01520
0.01520L2
0.01553
0.01586
0.01586L1
0.0200
0.0300
0.0400
0.0500
0.0600
0.0800
0.08800
0.08800K
0.100
0.150
0.200
0.300
0.400
0.500
0.600
0.800
1.00
1.25
1.50
2.00
3.00
4.00
5.00
6.00
8.00

10.0
15.0
20.0
30.0
40.0
50.0
60.0
80.0

100.0

Mc/P
3.586-3
6.600-3
9.620-3
1.241-2
1.241-2
6.600-3
1.298-2
1.298-2
1.525-2
1.560-2
1.560-2
1.684-2
1.814-2
1.814-2
1.887-2
1.963-2
1.963-2
2.037-2
2.515-2
2.970-2
3.807-2
4.540-2
5.441-2
5.441-2
5.920-2
5.965-2
5.965-2
6.038-2
6.110-2
6.110-2
6.897-2
8.228-2
9.019-2
9.478-2
9.734-2
9.922-2
9.928-2
9.928-2
9.893-2
9.484-2
8.966-2
8.036-2
7.310-2
6.734-2
6.263-2
5.537-2
4.993-2
4.476-2
4.075-2
3.482-2
2.744-2
2.290-2
1.978-2
1.749-2
1.431-2
1.219-2
9.021-3
7.243-3
5.272-3
4.188-3
3.496-3
3.014-3
2.376-3
1.972-3

Vph/P
5.198+3
2.344+3
1.274+3
7.898+2
1.386+3
1.714+3
1.933+3
2.447+3
1.954+3
1.847+3
2.136+3
1.784+3
1.486+3
1.575+3
1.431+3
1.302+3
1.359+3
1.242+3
7.222+2
4.599+2
2.226+2
1.256+2
6.311+1
1.582+2
1.082+2
1.045+2
1.451+2
1.384+2
1.312+2
1.517+2
8.395+1
2.886+1
1.335+1
7.291
4.433
2.012
1.547
7.320
5.238
1.815
8.463-1
2.928-1
1.417-1
8.258-2
5.407-2
2.871-2
1.809-2
1.169-2
8.321-3
5.034-3
2.631-3
1.723-3
1.263-3
9.893-4
6.845-4
5.202-4
3.229-4
2.334-4
1.497-4
1.101-4
8.699-5
7.190-5
5.339-5
4.243-5

Mpp/P

3.781-4
1.806-3
5.449-3
1.193-2
1.716-2
2.155-2
2.535-2
3.171-2
3.698-2
4.722-2
5.457-2
6.479-2
7.180-2
7.697-2
8.099-2
8.691-2
9.108-2

M/P

5.198+3
2.344+3
1.274+3
7.898+2
1.386+3
1.714+3
1.933+3
2.447+3
1.955+3
1.847+3
2.136+3
1.784+3
1.486+3
1.575+3
1.431+3
1.302+3
1.359+3
1.242+3
7.222+2
4.599+2
2.227+2
1.257+2
6.316+1
1.582+2
1.083+2
1.045+2
1.452+2
1.384+2
1.313+2
1.517+2
8.402+1
2.894+1
1.344+1
7.386
4.531
2.112
1.647
7.420
5.337
1.910
9.359-1
3.732-1
2.148-1
1.499-1
1.167-1
8.408-2
6.803-2
5.683-2
5.087-2
4.530-2
4.200-2
4.178-2
4.260-2
4.382-2
4.670-2
4.969-2
5.656-2
6.205-2
7.022-2
7.610-2
8.056-2
8.408-2
8.934-2
9.310-2

V-tr/P
5.197+3
2.344+3
1.274+3
7.897+2
1.367+3
1.683+3
1.895+3
2.390+3
1.913+3
1.809+3
2.091+3
1.749+3
1.459+3
1.546+3
1.405+3
1.279+3
1.335+3
1.221+3
7.126+2
4.548+2
2.208+2
1.248+2
6.279+1
1.292+2
9.108+1
8.815+1
1.132+2
1.084+2
1.033+2
1.181+2
6.906+1
2.542+1
1.216+1
6.776
4.178
1.934
1.497
2.175
1.990
1.069
5.975-1
2.525-1
1.419-1
9.514-2
7.143-2
4.911-2
3.896-2
3.226-2
2.873-2
2.604-2
2.629-2
2.837-2
3.082-2
3.327-2
3.788-2
4.205-2
5.073-2
5.728-2
6.668-2
7.326-2
7.818-2
8.203-2
8.772-2
9.176-2

Men/P

5.197+3
2.344+3
1.274+3
7.895+2
1.366+3
1.682+3
1.895+3
2.390+3
1.913+3
1.808+3
2.090+3
1.748+3
1.459+3
1.546+3
1.405+3
1.279+3
1.335+3
1.221+3
7.124+2
4.546+2
2.207+2
1.247+2
6.270+1
1.291+2
9.100+1
8.807+1
1.131+2
1.083+2
1.032+2
1.180+2
6.899+1
2.536+1
1.211+1
6.740
4.149
1.916
1.482
2.160
1.976
1.056
5.870-1
2.455-1
1.370-1
9.128-2
6.819-2
4.644-2
3.654-2
2.988-2
2.640-2
2.360-2
2.322-2
2.449-2
2.600-2
2.744-2
2.989-2
3.181-2
3.478-2
3.595-2
3.594-2
3.481-2
3.338-2
3.193-2
2.925-2
2.697-2
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Appendix D

Decay Characteristics of
Selected Radionuclides

This tabulation is based on calculations performed using the EDISTR code.1 Data
were kindly provided by J.C. Ryman and K.F. Eckerman of the Metabolism and
Dosimetry Research Group, Health and Safety Research Division, Oak Ridge Na-
tional Laboratory, Oak Ridge, Tennessee.

For the most part, the tabulation is based on the data used in preparation of
the MIRD compendium of radioactive decay data.2 For those nuclides not included
in the MIRD document, tabulations are based on data used in preparation of the
ICRP compendium of radioactive decay data.3 Exceptions are the nuclides 16N
and 89Kr, for which the tabulations are based on data of Kocher.4 Frequencies of
annihilation quanta are included.

Individual radiations are listed only if two criteria are met. First, the (maximum)
energy must exceed 10-keV. Second, for any one group, e.g., combined gamma and
x rays, the product of the energy and the frequency of an individual radiation
must exceed 1% of the sum of the products for that group. Group totals include
contributions from all radiations in the group, not just those listed. When the sum
of the products of those listed is less than 95% of the group total, an asterisk after
the group total is used to alert the reader.

The selected radionuclides in this compilation are primarily those of most con-
cern for reactor operations and environmental radiological assessments. Decay data
and energies and frequencies of emitted radiation for all radionuclides can be found
at several sites on the web. One particularly useful site is http:/ /www.nndc.bnl.
gov/nndc/formmird.html.

1Dillman, L.T., EDISTR—A Computer Program to Obtain a Nuclear Decay Data Base for Ra-
diation Dosimetry, Report ORNL/TM-6689, Oak Ridge National Laboratory. Oak Ridge, Ten-
nessee, 1980.

2Weber, D.A., K.F. Eckerman, L.T. Dillman, and J.C. Ryman. MIRD: Radionuclide Data and
Decay Schemes, Society of Nuclear Medicine, New York, 1989.

3 Radionuclide Transformations, Publication 38, International Commission on Radiological Pro-
tection, Annals of the ICRP 11-13, 1983.

4Kocher, D.C., Radioactive Decay Tables, Report DOE/TIC 11026, Technical Information enter,
U.S. Department of Energy, Washington, B.C., 1981.
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J H (12.33 y)

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

100.0 5.67 18.6
keV/ decay 5.67

C (20.39 min)

Positrons
Freq. (%) Eav (keV) Emax (keV)

99.76 385.6 960.1
keV/decay 384.6

Principal Gamma and X Rays
Freq. (%) E (keV)

199.52 511.0
keV/decay 1019.5

^C (5730 y)

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

100.00 49.5 156.5
keV/decay 49.5

X|N (9.965 min)

Positrons
Freq. (%) £av (keV) Emax (keV)

99.82 491.8 1198.5
keV/decay 490.9

Conversion/Auger Electrons
keV/decay 4.61 x 10~4 *

Principal Gamma and X Rays
Freq. (%) E (keV)

199.64 511.0
keV/decay 1020.2

'IN (7.13 s)

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

4.9 1461.5 3301.9
68.0 1941.2 4288.3
26.0 4979.2 10419.0

keV/decay 2692.7
Principal Gamma and X Rays

Freq. (%) E (keV)
69.0 6129.2

5.0 7115.1
keV/decay 4618.2

1|O (122.24 s)

Positrons
Freq. (%) £av (keV) £max (keV)

99.89 735.3 1731.8
keV/decay 734.5

Conversion/Auger Electrons
keV/decay 4.15 x 10~6*

Principal Gamma and X Rays
Freq. (%) E (keV)

199.77 511.0
keV/decay 1020.8

1|O (26.91 s)

Principal Beta Particles
Freq. (%) £:av (keV) £max (keV)

56.06 1442.7 3264.8
39.77 2103.5 4621.6

3.83 2216.1 4818.8
keV/decay 1732.7

Conversion/ Auger Electrons
keV/decay 0.431 *

Principal Gamma and X Rays
Freq. (%) E (keV)

3.45 110.0
90.34 197.0
50.34 1356.0
3.35 1444.0
2.20 1550.0

keV/decay 957.0

Emax (keV)
633.5

( 109.77 min)

Positrons
Freq. (%) £av (keV)

100.00 249.8
keV/decay 249.8

Principal Gamma and X Rays
Freq. (%) E (keV)

200.00 511.0
keV/ 'decay 1022.0

(2.602 y)

Positrons
Freq. (%) £av (keV)

89.84 215.4
keV/decay 194.0

Conversion/Auger Electrons
keV/decay 0.088 *

£max (keV)
545.5

Copyright 2002 by Marcel Dekker, Inc. All Rights Reserved.



Na (continued)22
11
Principal Gamma and X Rays

Freq. (%) E (keV)
179.80 511.0
99.94 1274.5

keV/decay 2192.6

llNa (15.020 h)

Principal Beta Particles
Freq. (%) Eav (keV) Emax. (keV)

99.94 553.8 1390.2
keV/decay 553.5

Conversion/Auger Electrons
keV/decay 0.021 *

Principal Gamma and X Rays
Freq. (%) E (keV)

100.00 1368.5
99.94 2754.1

keV/decay 4123.1

J§P (14.26 d)

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

100.00 694.7 1710.4
keV/decay 694.7

l|S (87.44 d)

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

100.00 48.8 167.5
keV/decay 48.8

1?C1 (3.01 x 109 y)17
Positrons

Freq. (%) Eav (keV) Emax (keV)
keV/decay 0.009 *

Principal Beta Particles
Freq. (%) EW (keV) Emax (keV)

98.10 278.8 709.5
keV/decay 273.5

Conversion/Auger Electrons
keV/decay 0.033 *

Principal Gamma and X Rays
keV/decay 0.155 *

f®Cl (37.21 min)

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

32.53 420.1 1107.2
11.41 1181.4 2749.6
56.06 2244.0 4917.2

keV/decay 1529.4

Conversion/Auger Electrons
Freq. (%) E (keV)
keV/decay 0.020 *

Principal Gamma and X Rays
Freq. (%) E (keV)

32.50 1642.4
44.00 2167.5

keV/decay 1488.4

^JZr (1.827 h)

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

99.17 459.0 1198.1
keV/decay 463.7

Conversion/Auger Electrons
keV/decay 0.089 *

Principal Gamma and X Rays
Freq. (%) E (keV)

99.16 1293.6
keV/decay 1283.6

igK (7.636 min)

Eav (keV) ^max (keV)
1216.5 2733.4
1208.5

Positrons
Freq. (%)

99.29
keV/decay

Conversion/ Auger Electrons
keV/decay 0.041 *

Principal Gamma and X Rays
Freq. (%) E (keV)

198.93 511.0
99.80 2167.0

keV/decay 3186.9

(1.28 x 109 y)

Principal Beta Particles
Freq. (%)

89.30
keV/decay

(keV)
585.0
522.4

£max (keV)
1311.6

Conversion/ Auger Electrons
keV/decay 0.202 *

more
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19 K (continued)

Principal Gamma and X Rays
Freq. (%) E (keV)

10.70 1460.7
keV/decay 156.3

gK (12.36 h)

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

17.49 822.0 1996.4
82.07 1563.7 3521.1

keV/decay 1429.5

Conversion/Auger Electrons
keV/decay 0.013 *

Principal Gamma and X Rays
Freq. (%) E (keV)

17.90 1524.7
keV/decay 275.9

f JJK (22.6 h)

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

2.24 136.9 422.4
91.97 297.9 826.7

3.69 469.1 1223.6
1.30 761.5 1817.0

keV/decay 308.8
Conversion/Auger Electrons

keV/decay 0.292 *

Principal Gamma and X Rays
Freq. (%) E (keV)

4.11 220.6
87.27 372.8
11.43 396.9
11.03 593.4
80.51 617.5

1.88 1021.8
keV/decay 970.0

(163.8 d)

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

100.00 77.2 256.9
keV/decay 77.2

Conversion/Auger Electrons
keV/decay 2.22 x 10"4 *

Principal Gamma and X Rays
keV/decay 1.34 x 10~5 *

(4.536 d)

Radioactive Daughter Half-Life
47Sc (100.0%) 3.345 y

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

80.83 241.0 690.9
18.96 816.7 1988.0

keV/decay 350.5

Conversion/Auger Electrons
keV/decay 0.069 *

Principal Gamma and X Rays
Freq. (%) E (keV)

6.51 489.2
6.51 807.9

74.00 1297.1
keV/decay 1047.1

(83.83 d)

Principal Beta Particles
Freq. (%) £av (keV) Emax (keV)

100.00 112.0 357.3
keV/decay 112.0

Conversion/Auger Electrons
keV/decay 0.247 *

Principal Gamma and X Rays
Freq. (%) E (keV)

99.98 889.3
99.99 1120.5

keV/'decay 2009.5

2i>^ (3.345 d)

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

68.30 142.7 441.2
31.70 204.1 600.6

keV/decay 162.2

Conversion/Auger Electrons
keV/decay 0.663 *

Principal Gamma and X Rays
Freq. (%) E (keV)

67.90 159.4
keV/'decay 108.2
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(27.704 d)

Conversion/Auger Electrons
keV/decay 3.87 *

Principal Gamma and X Rays
Freq. (%) E (keV)

10.08 320.1
keV/decay 33.4

||Mn (312.5 d)
Conversion/Auger Electrons

keV/decay 4.22 *
Principal Gamma and X Rays

Freq. (%) E (keV)
99.98 834.8

keV/decay 836.0

leFe (8.275 h)
Radioactive Daughter
52rnMn (100.0%)

Half-Life
21.1 min

Positrons
Freq. (%) Eav (keV) .Emax (keV)

56.00 339.9 803.6
keV/decay 190.4

Conversion/Auger Electrons
keV/decay 3.15 *

Principal Gamma and X Rays
Freq. (%) E (keV)

99.23 168.7
112.00 511.0

keV/decay 740.5

(2.73 y)

Conversion/Auger Electrons
keV/decay 4.20 *

Principal Gamma and X Rays
keV/decay 1.69 *

20Fe (44.496 d)

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

1.29 35.6 130.5
45.26 80.9 273.2
53.17 149.1 465.5

keV/decay 117.5
Conversion/Auger Electrons

keV/decay 0.252 *

25 Fe (continued)

Principal Gamma and X Rays
Freq. (%) E (keV)

1.02 142.7
3.08 192.3

56.50 1099.3
43.20 1291.6

keV/decay 1188.3

27^v (271.80 d)
Conversion/Auger Electrons

Freq. (%) E (keV)
6.83 13.6
1.84 114.9
1.39 129.4

keV/decay 18.6 *
Principal Gamma and X Rays

Freq. (%) E (keV)
9.23 14.4

85.95 122.1
10.33 136.5

keV/decay 125.3

|f Co (70.916 d)

Positrons
Freq. (%) E&V (keV) Ernax (keV)

14.99 201.2 475.0
keV/decay 30.2'

Conversion/Auger Electrons
keV/decay 4.01 *

Principal Gamma and X Rays
Freq. (%) E (keV)

29.98 511.0
99.45 810.8

keV/decay 975.8

27v^ (5.2704 y)

Principal Beta Particles
Freq. (%) £av (keV) Emax (keV)

99.94 95.8 317.9
keV/decay 96.1

Conversion/Auger Electrons
keV/decay 0.359 *

Principal Gamma and X Rays
Freq. (%) E (keV)

99.90 1173.2
99.99 1332.5

keV/decay 2504.5
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(100.1 y)

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

100.00 17.1 65.9
keV/'decay 17.1

J|Zn (9.26 h)
Radioactive Daughter Half-Life
62Cu (100.0%) 9.74 min

Positrons
Freq. (%) Eav (keV) £max (keV)

8.39 258.6 605.0
keV/decay 21.7

Conversion/Auger Electrons
Freq. (%) £ (keV)

14.65 31.9
1.46 39.8

keV/decay 10.9 *

Principal Gamma and X Rays
Freq. (%) E (keV)

25.19 40.9
2.49 243.4
1.88 247.0
1.34 260.4
2.21 394.0

14.65 507.6
16.78 511.0
15.16 548.3
25.70 596.6

keV/decay 439.0

(243.9 d)

Positrons
Freq. (%) £av (keV) £max (keV)

1.42 142.6 328.8
keV/decay 2.02

Conversion/Auger Electrons
Freq. (%) E (keV)
keV/decay 4.79 *

Principal Gamma and X Rays
Freq. (%) E (keV)

2.83 511.0
50.70 1115.5

keV/decay 583.2

Half-Life
55.6 min

more

(13.76 h)

Radioactive Daughter
69Zn (100.0%)

Principal Beta Particles
keV/decay 0.096 *

60
3
rSZn (continued)

Conversion/Auger Electrons
Freq. (%) E (keV)

4.53 429.0
keV/decay 22.2 *

Principal Gamma and X Rays
Freq. (%) E (keV)

94.87 438.6
keV/decay 416.5

(9.49 h)

Positrons
Freq. (%) £av (keV) £max (keV)

3.80 397.0 923.7
50.24 1903.4 4153.0

keV/decay 981.0

Conversion/Auger Electrons
keV/decay 2.31 *

Principal Gamma and X Rays
Freq. (%) E (keV)

113.07 511.0
6.03 833.5

37.90 1039.2
1.23 1333.1
2.14 1918.6
5.71 2189.9
1.96 2422.8

23.19 2752.0
1.48 3229.2
1.40 3381.3
1.02 3791.6
1.14 4086.3
3.49 4295.9
1.48 4806.6

keV/decay 2454.6 *

(3.261 d)

Conversion/Auger Electrons
Freq. (%) E (keV)

27.77 83.7
2.46 92.1

keV/decay 34.4 *
Principal Gamma and X Rays

Freq. (%) E (keV)
2.96 91.3

37.00 93.3
20.40 184.6

2.33 209.0
16.60 300.2
4.64 393.5

keV/decay 154.8
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fnci f\r- ' \(68.06 mm)

Positrons
Freq. (%)

1.12
87.92

keV/decay

Eav (keV)
352.6
835.8
738.8

£max (keV)
821.7

1899.1

Conversion/Auger Electrons
keV/decay 0.544 *

Principal Gamma and X Rays
Freq. (%) E (keV)

178.08 511.0
3.00 1077.4

keV/decay 947.4

3lGa (14.10 h)

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

14.97 217.1 650.2
21.65 223.7 667.0
27.64 341.9 956.4

1.87 381.0 1048.5
8.88 569.1 1477.2
2.98 773.9 1927.0
8.48 1054.8 2528.0

10.28 1354.2 3158.0
keV/decay 497.8

Conversion/Auger Electrons
keV/decay 4.23 *

Principal Gamma and X Rays
Freq. (%) E (keV)

5.54 601.0
24.77 630.0
3.20 786.4
2.01 810.2
95.63 834.0
9.88 894.2
1.10 970.5
6.91 1050.7
1.45 1230.9
1.45 1230.9
1.13 1260.1
1.56 1276.8
3.55 1464.0
4.24 1596.7
5.25 1861.1
1.04 2109.5

25.92 2201.7
7.68 2491.0

12.78 2507.8
keV/decay 2724.2

33^0 (26.0 h)

Positrons
Freq. (%) Eav (keV) Emax (keV)

5.80 821.8 1865.0
64.04 1114.4 2495.0
16.29 1525.7 3329.0

keV/decay 1021.3

Conversion/Auger Electrons
Freq. (%) E (keV)

1.43 679.9
keV/decay 12.0 *

Principal Gamma and X Rays
Freq. (%) E (keV)

175.27 511.0
7.92 629.9

79.50 834.0
1.11 1464.0

keV/decay 1776.4 *

(17.76 d)

Positrons
Freq. (%) Eav (keV) Emax (keV)

25.70 407.9 944.3
3.40 700.9 1540.1

keV/decay 128.6

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

15.38 242.8 718.3
18.78 530.9 1353.1

keV/decay 137.1
Conversion/Auger Electrons

keV/decay 2.49 *

Principal Gamma and X Rays
Freq. (%) E (keV)

1.45 11.0
58.20 511.0
59.22 595.8
15.39 634.8

keV/decay 758.5

(26.32 h)

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

1.19 92.8 313.6
1.89 173.8 540.1
2.02 436.3 1181.2
7.60 691.6 1752.8

34.59 996.2 2409.8
50.99 1266.9 2968.9

keV/decay 1063.8
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33 As (continued)

Conversion/ Auger Electrons
keV/decay 0.578 *

Principal Gamma and X Rays
Preq. (%) E (keV)

44.70 559.1
1.17 563.2
6.08 657.0
1.63 1212.7
3.84 1216.0
1.39 1228.5

keV/decay 430.0 *

l*Se (119.770 d)

Conversion/ Auger Electrons
Preq. (%) E (keV)

3.02 10.2
2.48 10.4
4.48 10.4
1.05 11.6
5.32 12.7
2.70 84.9
1.55 124.1

keV/decay 14.7 *
Principal Gamma and X Rays

Freq. (%) E (keV)
16.50 10.5
32.11 10.5

2.41 11.7
4.72 11.7
1.14 66.1
3.48 96.7

17.32 121.1
58.98 136.0

1.47 198.6
59.10 264.7
25.18 279.5

1.34 303.9
11.56 400.7

keV/decay 391.7

gBr (16.2 h)
Positrons

Freq. (%) £av (keV) £max (keV)
1.42 333.8 770.0
6.20 373.0 860.3
5.12 425.1 979.4
1.22 549.3 1259.8
2.76 1218.5 2713.9
2.07 1262.7 2807.7

25.41 1529.8 3370.9
5.91 1797.3 3930.0

keV/decay 642.1
Conversion/Auger Electrons

Freq. (%) E (keV)
1.16 10.8
1.71 11.0

keV/decay 3.57 *
Principal Gamma and X Rays

Freq. (%) E (keV)
6.98 11.2

13.55 11.2
1.04 12.5
2.03 12.5
1.86 472.9

109.53 511.0
74.00 559.1
3.55 563.2

15.91 657.0
4.59 1129.8
1.70 1213.1
8.81 1216.1
2.09 1228.7
2.52 1380.5
2.31 1471.1

14.65 1853.7
1.36 2096.7
2.49 2111.2
4.74 2391.2
1.95 2510.8
5.62 2792.7
7.40 2950.5
1.55 3604.0

keV/decay 2790.4 *

3gBr (57.036 h)

Positrons
keV/decay 1.14 *

Conversion/ Auger Electrons
Freq. (%) E (keV)

2.58 10.8
2.13 11.0
3.79 11.0

keV/decay 8.36 *

more ...
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35 Br (continued)

Principal Gamma and X Rays
Freq. (%) E (keV)

15.48 11.2
30.06 11.2
2.31 12.5
4.51 12.5
1.45 87.6
1.14 161.8
1.25 200.4

23.89 239.0
3.08 249.8
2.37 281.7
4.30 297.2
1.22 303.8
1.62 439.5
1.03 484.6
1.48 511.0

23.17 520.7
1.23 574.6
3.06 578.9
1.62 585.5
1.72 755.3
2.15 817.8

keV/decay 331.4 *

fjBr (35.30 h)35
Principal Beta Particles

Freq. (%) £av (keV) £max (keV)
1.36 76.2 264.6

98.64 137.8 444.3
keV/decay 137.0

Conversion/Auger Electrons
keV/decay 2.06 *

Principal Gamma and X Rays
Freq. (%) E (keV)

2.26 221.4
70.78 554.3

1.17 606.3
43.45 619.1
28.49 698.3
83.56 776.5
24.04 827.8

1.27 1007.6
27.20 1044.0
26.52 1317.5
16.32 1474.8

keV/decay 2642.0

(13s)
Conversion/Auger Electrons

Freq. (%) E (keV)
1.10 10.6
3.42 10.8
1.05 12.4

26.86 176.1
2.51 188.5
1.03 188.7
1.04 188.8

keV/decay 59.0

Principal Gamma and X Rays
Freq. (%) E (keV)

5.07 12.6
9.81 12.7
1.50 14.1

67.10 190.4
keV/decay 130.0

853™Kr (4.480 h)

Radioactive Daughter
85Kr (21.1%)

Half-Life
10.72 y

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

79.00 290.3 840.7
keV/decay 229.3

Conversion/Auger Electrons
Freq. (%) E (keV)

3.15 136.0
6.00 290.5

keV/decay 26.1 *

Principal Gamma and X Rays
Freq. (%) E (keV)

1.13 12.6
2.19 12.7
1.18 13.4

75.37 151.2
13.76 304.9

keV/decay 156.7

8|Kr (10.72 y)

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

99.56 251.4 687.0
keV/decay 250.5

Conversion/Auger Electrons
keV/decay 0.016 *

Principal Gamma and X Rays
keV/decay 2.24 *
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ggKr (76.3 min)

Radioactive Daughter Half-Life
87Rb (100.0%) 4.7 x 1010 y

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

4.39 326.0 927.4
9.48 499.9 1333.2
5.59 562.1 1473.6
6.88 1293.6 3042.6

40.69 1501.3 3485.4
30.42 1694.0 3888.0

keV/decay 1322.9
Conversion/Auger Electrons

keV/decay 0.899 *
Principal Gamma and X Rays

Freq. (%) E (keV)
49.50 402.6

1.91 673.9
7.28 845.4
1.12 1175.4
2.05 1740.5
2.90 2011.9
9.31 2554.8
3.91 2558.1

keV/decay 793.1 *

l|Kr (2.84 h)
Radioactive Daughter Half-Life
88Rb (100.0%) 17.8 min

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

2.64 109.5 364.6
66.80 165.4 520.8

9.07 226.5 681.2
1.91 441.0 1198.3
1.31 824.4 2050.7
1.79 1135.9 2716.7

13.96 1233.0 2913.0
keV/decay 358.6

Conversion/Auger Electrons
Freq. (%) E (keV)

1.43 11.4
10.75 12.3
1.13 25.4
1.17 181.1

keV/ 'decay 5.70 *

more ...

ggKr (continued)

Principal Gamma and X Rays
Freq. (%) E (keV)

2.40 13.3
4.63 13.4
2.07 27.5
3.10 166.0

25.98 196.3
2.25 362.2

12.97 834.8
1.31 985.8
1.28 1141.3
1.12 1250.7
1.48 1369.5
2.15 1518.4

10.93 1529.8
4.53 2029.8
3.74 2035.4

13.18 2195.8
3.39 2231.8

34.60 2392.1
keV/decay 1954.6 *

QQ f r

36lvr (3.16 m)

Radioactive Daughter Half-Life
89Rb (100.0%) 15.44 m

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

4.00 850.0 2103.9
14.40 970.0 2371.9
5.70 1070.0 2569.1
3.09 1180.0 2810.0
2.53 1260.0 2971.5

10.20 1400.0 3276.2
2.90 1480.0 3439.8
3.60 1580.0 3645.7
1.30 1730.0 3972.5
2.30 1930.0 4384.1
4.40 1940.0 4393.0
1.20 1980.0 4472.5

23.00 2210.0 4970.0
keV/decay 1360.7 *

Conversion/Auger Electrons
keV/decay 1.3

more ...
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CQ -f-r

gglvr (continued)

Principal Gamma and X Rays
Freq. (%) E (keV)

20.00 220.9
6.64 497.5
5.64 577.0

16.60 585.8
4.20 738.4
5.92 867.1
7.18 904.3
2.92 1107.8
1.66 1116.6
3.06 1324.3
6.88 1472.8
1.32 1501.0
3.32 1530.0
5.12 1533.7
4.38 1693.7
1.04 1903.4
1.56 2012.2
1.74 2866.2
1.04 3140.3
1.04 3361.7
1.34 3532.9
7.12 2181.1

keV/decay 1834.5 *

|7Rb (4.576 h)

Radioactive Daughter Half-Life
81 Kr (100.0%) 2.13 x 105 y

Positrons
Freq. (%) £av (keV) £max (keV)

1.79 252.7 577.4
26.31 446.3 1023.5

keV/decay 123.3
Conversion/ Auger Electrons

Freq. (%) E (keV)
1 f\7 104-L -VJ 1 -LU ,'~±.

3.64 10.6
2.12 10.7

11.27 10.8
3.23 10.9
2.39 12.2
1.93 12.4
3.45 12.4

25.69 176.0
9 40 188 4^j,^-±\J J.OO.T:

1.00 188.6
keV/decay 60.9 *

more ...

37Rb (continued)

Principal Gamma and X Rays
Freq. (%) E (keV)

16.73 12.6
32.35 12.7

2.54 14.1
4.95 14.1

64.03 190.3
23.20 446.1

3.02 456.7
5.34 510.5

57.05 511.0
2.23 537.6

keV/decay 644.9 *

|7Rb (32.87 d)

Positrons
Freq. (%) £av (keV) £max (keV)

12.41 338.5 776.7
13.51 756.3 1658.1

keV/decay 144.1
Principal Beta Particles

Freq. (%) Eav (keV) £max (keV)
4.00 331.2 890.0

keV/decay 13.2
f~>t • / * TT1 J_Conversion/Auger Electrons

Freq. (%) E (keV)
1.16 10.4
2.52 10.6
1.47 10.7
7.82 10.8
2.24 10.9
1.65 12.2
1.34 12.4
2.40 12.4

keV/decay 4.18 *
Principal Gamma and X Rays

Freq. (%) E (keV)
11.60 12.6
22.44 12.7

1 7fi 141J. . 1 \J -LT; . X

3.43 14.1
51.82 511.0
67.87 881.5

keV/ 'decay 886.6
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3?Rb (18.66 d)
Principal Beta Particles

Freq. (%) Eav (keV) £max (keV)
8.78 232.6 698.0

91.22 709.4 1774.6
keV/decay 667.5

Conversion/Auger Electrons
keV/decay 0.045 *

Principal Gamma and X Rays
Freq. (%) E (keV)

8.78 1076.6
keV/decay 94.5

||Sr (64.84 d)38
Conversion/Auger Electrons

Freq. (%) E (keV)
1.57 11.0
3.29 11.2
2.02 11.3

10.21 11.4
3.09 11.5
2.26 12.9
1.82 13.1
3.24 13.1

keV/decay 8.99 *
Principal Gamma and X Rays

Freq. (%) E (keV)
17.10 13.3
32.98 13.4
2.64 15.0
5.15 15.0

98.30 514.0
keV/decay 513.4

85™Sr (2.81 h)38
Radioactive Daughter Half-Life
87Rb (0.3%) 4.73 x 1010 y

Conversion/Auger Electrons
Freq. (%) E (keV)

1.60 12.1
15.02 372.3

1.78 386.2
keV/decay 67.1 *

Principal Gamma and X Rays
Freq. (%) E (keV)

3.01 14.1
5.79 14.2

82.26 388.4
keV/decay 321.0

fjJSr (50.5 d)
Principal Beta Particles

Freq. (%) £av (keV) £max (keV)
99.99 583.3 1492.1

keV/'decay 583.2

Conversion/Auger Electrons
keV/decay 7.10 x 10~4 *

Principal Gamma and X Rays
keV/decay 0.085 *

(29.12 y)

Radioactive Daughter Half-Life
90Y (100.0%) 64.0 h

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

100.00 195.7 546.0
keV/decay 195.7

(64.0 h)

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

99.98 934.8 2284.0
keV/decay 934.6

Conversion/Auger Electrons
keV/decay 0.280 *

Principal Gamma and X Rays
keV/decay 0.002 *

|JY (58.51 d)

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

99.70 603.7 1543.0
keV/decay 602.2

Conversion/Auger Electrons
keV/decay 0.002 *

Principal Gamma and X Rays
keV/decay 3.61 *
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4Q^L (64.02 d)

Radioactive Daughter Half-Life
95Nb (99.2%) 35.02 d

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

54.59 109.2 366.4
44.20 120.4 398.9

1.11 327.0 887.4
keV/decay 116.9

Conversion/Auger Electrons
keV/decay 1.02 *

Principal Gamma and X Rays
Freq. (%) E (keV)

44.14 724.2
54.50 756.7

keV/decay 732.1

95
4™Nb (86.6 h)

Radioactive Daughter Half-Life
95Nb (94.5%) 35.02 d

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

2.31 334.9 957.2
3.22 437.7 1161.3

keV/decay 21.9

Conversion/Auger Electrons
Freq. (%) E (keV)

1.45 13.7
1.04 13.8
4.42 14.0
1.58 14.1
1.14 15.9
1.61 16.2

54.39 216.7
7.41 233.0
1.23 233.2
2.23 233.3
2.00 235.3

keV/decay 152.6

Principal Gamma and X Rays
Freq. (%) E (keV)

11.71 16.5
22.35 16.6

1.99 18.6
3.73 18.6
2.24 204.1

24.07 235.7
keV/decay 68.7

4lNb (35.02 d)

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

99.95 43.3 159.7
keV/decay 43.5

Conversion/Auger Electrons
keV/decay 1.09 *

Principal Gamma and X Rays
Freq. (%) E (keV)

99.79 765.8
keV/decay 764.3

J|MO (65.94 h)42

Radioactive Daughter Half-Life
99mTc (88.6%) 6.01 h

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

16.39 133.0 436.3
1.13 289.6 847.9

81.86 442.7 1214.3
keV/decay 389.2

Conversion/Auger Electrons
Freq. (%) E (keV)

3.44 19.5
keV/decay 3.51 *

Principal Gamma and X Rays
Freq. (%) E (keV)

1.06 18.3
2.01 18.4
1.05 40.6
4.52 140.5
6.08 181.1
1.15 366.4

12.13 739.6
4.34 778.0

keV/decay 149.2

"™TC (6.01 h)

Radioactive Daughter Half-Life
"Tc (100.0%) 2.11 x 105 y

Principal Beta Particles
keV/decay 0.004 *

Conversion/Auger Electrons
Freq. (%) E (keV)

8.84 119.5
keV/decay 16.1 *
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"4™Tc (continued)

Principal Gamma and X Rays
Freq. (%) E (keV)

2.10 18.3
3.99 18.4

89.06 140.5
keV/decay 126.5

(39.26 d)

Radioactive Daughter
103Rh (99.7%)

Half-Life
56.11 min

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

6.61 30.8 116.1
92.18 64.2 229.4

keV/decay 63.8

Conversion/Auger Electrons
keV/ 'decay 2.77 *

Principal Gamma and X Rays
Freq. (%) E (keV)

90.90 497.1
5.73 610.3

keV/decay 494.7

(368.2 d)

Radioactive Daughter Half-Life
106Rh (100.0%) 29.9 s

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

100.00 10.0 39.4
keV/decay 10.0

103JgRh (56.114 min)

Conversion/Auger Electrons
Freq. (%) E (keV)

9.54 16.5
29.34 36.6
41.40 36.8
14.39 39.3
2.48 39.8

keV/decay 37.1 *

Principal Gamma and X Rays
Freq. (%) E (keV)

2.20 20.1
4.17 20.2

keV/decay 1.71 *

Radioactive Daughter
110Ag (1.3%)

(29.9s)

Principal Beta Particles
Freq. (%) E&v (keV) £max (keV)

1.70 779.2 1978.1
9.69 976.1 2406.4
8.39 1266.5 3028.2

78.84 1508.0 3540.0
keV/decay 1412.3

Conversion/Auger Electrons
keV/decay 0.815 *

Principal Gamma and X Rays
Freq. (%) E (keV)

20.60 511.8
9.81 621.8
1.46 1050.1

keV/decay 204.9 *

1104?Ag (249.9 d)

Half-Life
24.6 s

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

67.49 21.8 83.9
30.59 165.5 530.7

keV/decay 65.7

Conversion/Auger Electrons
keV/'decay 6.54 *

Principal Gamma and X Rays
Freq. (%) E (keV)

3.66 446.8
2.78 620.3

94.74 657.7
10.72 677.6
6.49 687.0

16.74 706.7
4.66 744.3

22.36 763.9
7.32 818.0

72.86 884.7
34.32 937.5
24.35 1384.3
3.99 1475.8

13.11 1505.0
1.18 1562.3

keV/decay 2750.5
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(24.6s)

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

4.40 893.9 2235.1
95.21 1199.1 2892.8

keV/decay 1181.4

Conversion/Auger Electrons
keV/decay 0.110 *

Principal Gamma and X Rays
Freq. (%) E (keV)

4.50 657.7
keV/decay 30.6

109
(462.9 d)

Conversion/Auger Electrons
Freq. (%) E (keV)

1.29 17.8
2.04 18.1
1.72 18.3
5.89 18.5
2.40 18.7
1.87 21.1
1.46 21.4
2.52 21.6

41.77 62.5
3.26 84.2

18.86 84.5
21.93 84.7
8.95 87.5
1.61 88.0

keV/decay 82.6 *

Principal Gamma and X Rays
Freq. (%) E (keV)

28.47 22.0
53.66 22.2

4.95 24.9
9.66 24.9
2.71 25.5
3.61 88.0

keV/decay 26.0

l\\ln (2.83 d)

Conversion/Auger Electrons
Freq. (%) E (keV)

1.01 18.6
1.57 18.9
1.34 19.0
4.48 19.3
1.85 19,5
1.46 22.0
1.13 22.3
1.96 22.5
8.41 144.6
5.04 218.6

keV/'decay 34.7 *

Principal Gamma and X Rays
Freq. (%) E (keV)

23.61 23.0
44.38 23.2

4.15 26.1
8.08 26.1
2.35 26.6

90.24 171.3
94.00 245.4

keV/decay 404.9

(1.658 h)

Conversion/Auger Electrons
Freq. (%) E (keV)

1.21 20.1
28.80 363.7

4.09 387.5
1.13 391.0

keV/decay 134.0 *

Principal Gamma and X Rays
Freq. (%) E (keV)

6.99 24.0
13.12 24.2

1.24 27.2
2.40 27.3

64.23 391.7
keV/decay 257.7
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115JgIn (4.486 h)

Radioactive Daughter
115In (96.3%)

Half-Life
4.36 h

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

4.95 279.3 831.2
keV/decay 13.9

Conversion/Auger Electrons
Freq. (%) E (keV)

1.65 20.1
39.29 308.3

5.78 332.0
1.51 332.5
1.69 335.6

keV/decay 158.5

Principal Gamma and X Rays
Freq. (%) E (keV)

9.54 24.0
17.90 24.2
1.69 27.2
3.28 27.3

45.37 336.2
keV/decay 161.1

Sb (2.77 y)125
51
Radioactive Daughter Half-Life
125mTe (23.1%) 119.7 d

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

13.54 25.0 95.4
5.72 33.1 124.8

18.15 34.8 130.8
1.50 67.6 241.8

40.32 87.0 303.5
7.22 134.6 445.9

13:54 215.5 622.2
keV/decay 86.6

Conversion/Auger Electrons
Freq. (%) E (keV)

1.80 22.7
6.17 30.5
1.35 34.6

keV/decay 13.6 *

1|lSb (continued)

Principal Gamma and X Rays
Freq. (%) E (keV)

13.43 27.2
25.01 27.5
2.43 30.9
4.73 31.0
1.45 31.7
4.31 35.5
6.70 176.3
1.50 380.5

29.50 427.9
10.33 463.4
17.64 600.6
4.84 606.7

11.33 636.0
1.72 671.5

keV/decay 430.8

h)53J

Radioactive Daughter Half-Life
123Te (100.0%) 1.3 x 1013 ;

Conversion/Auger Electrons
Freq. (%) E (keV)

1.24 22.1
1.10 22.4
3.30 22.7
1.42 23.0
1.19 26.0
1.57 26.6

13.62 127.2
1.61 154.0

keV/decay 28.4 *

Principal Gamma and X Rays
Freq. (%) E (keV)

24.65 27.2
45.90 27.5
4.46 30.9
8.68 31.0
2.66 31.7

83.30 159.0
1.39 529.0

keV/'decay 172.7 *
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3I (4-18 d)
Positrons

Freq. (%) Eav (keV) Emax (keV)
11.29 685.9 1532.3
11.29 973.6 2135.0

keV/decay 188.4
Conversion/Auger Electrons

Freq. (%) E (keV)
2.20 22.7
1.05 26.6

keV/decay 7.14 *
Principal Gamma and X Rays

Freq. (%) E (keV)
16.47 27.2
30.67 27.5

2.98 30.9
5.80 31.0
1.78 31.7
45.73 511.0
60.50 602.7
9.98 722.8
1.43 1325.5
1.66 1376.0
2.99 1509.5
10.41 1691.0

keV/decay 1083.2 *

12
5ll (60.14 d)

Conversion/Auger Electrons
Freq. (%) E (keV)

1.37 21.8
2.00 22.1
1.78 22.4
5.31 22.7
2.28 23.0
1.92 26.0
1.50 26.3
2.54 26.6
9.49 30.6
2.13 34.7

keV/decay 19.5 *
Principal Gamma and X Rays

Freq. (%) E (keV)
39.71 27.2
73.95 27.5
7.19 30.9

13.98 31.0
4.29 31.7
6.65 35.5

keV/decay 42.0

53x (1 .57x l0 7 y)

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

100.00 50.3 154.4
keV/decay 50.3

Conversion/Auger Electrons
Freq. (%) E (keV)

2.27 24.5
1.13 28.8
9.64 32.1
2.14 36.7

keV/decay 13.0 *
Principal Gamma and X Rays

Freq. (%) E (keV)
19.96 29.5
37.02 29.8
3.65 33.6
7.11 33.6
2.37 34.4
7.50 37.6

keV/decay 24.5

Xf 3! (8.04 d)

Half-Life
11.84 d

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

2.13 69.4 247.9
7.36 96.6 333.8

89.41 191.5 606.3
keV/decay 181.7

Conversion/Auger Electrons
Freq. (%) E (keV)

3.63 45.6
1.55 329.9

keV/decay 10.1 *
Principal Gamma and X Rays

Freq. (%) E (keV)
1.40 29.5
2.59 29.8
2.62 80.2
6.06 284.3

81.24 364.5
7.27 637.0
1.80 722.9

keV/decay 381.6

Radioactive Daughter
131mXe (1.1%)
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133
531 (20-8 h)

Radioactive Daughter Half-Life
133Xe (97.1%) 5.25 d

Principal Beta Particles
Preq. (%) £av (keV) £max (keV)

1.24 109.8 373.8
3.74 139.7 461.8
3.12 161.5 523.6
4.15 298.5 884.7
1.81 351.6 1016.2

83.52 440.6 1230.1
1.07 573.2 1526.8

keV/decay 406.4
Conversion/Auger Electrons

keV/decay 4.28 *

Principal Gamma and X Rays
Preq. (%) E (keV)

1.81 510.5
86.31 529.9

1.49 706.6
1.23 856.3
4.47 875.3
1.49 1236.4
2.33 1298.2

keV/'decay 607.2 *

531 (6-61 h)

Radioactive Daughter Half-Life
135Xe (83.5%) 9.09 h

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

1.04 86.4 302.4
1.41 103.1 353.8
4.79 137.5 455.5
7.42 145.4 478.0
1.59 195.9 618.1
1.11 213.4 665.1
8.00 242.9 742.7
8.81 312.5 919.8

21.77 358.4 1032.9
8.10 405.1 1145.7
7.70 450.4 1253.4

24.10 534.9 1450.6
1.11 591.1 1579.5

keV/'decay 363.9
Conversion/Auger Electrons

keV/decay 3.19 *

53 1 (continued)

Principal Gamma and X Rays
Preq. (%) E (keV)

1.75 220.5
3.09 288.5
3.52 417.6
7.13 546.6
6.67 836.8
1.20 972.6
7.93 1038.8
1.60 1101.6
3.61 1124.0

22.53 1131.5
28.63 1260.4
8.65 1457.6
1.07 1502.8
1.29 1566.4
9.53 1678.0
4.09 1706.5
7.70 1791.2

keV/decay 1576.3 *

(36.4 d)
Conversion/ Auger Electrons

Freq. (%) E (keV)
1.18 23.0
1.06 23.3
3.08 23.6
1.33 23.9
3.93 24.4
1.15 27.1
1.50 27.7
1.54 112.1
3.65 139.0
6.62 169.7

keV/decay 32.4 *

Principal Gamma and X Rays
Freq. (%) E (keV)

24.98 28.3
46.43 28.6

4.55 32.2
8.82 32.3
2.83 33.1
1.23 57.6
4.29 145.3

25.54 172.1
68.30 202.9
17.21 375.0

keV/decay 280.1
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133,g|Xe (2.188 d)

Radioactive Daughter
133Xe (100.0%)

Half-Life
5.25 d

Conversion/Auger Electrons
Freq. (%) E (keV)

1.83 24,5
63.51 198.6
11.87 227.7
2.56 228.1
6.26 228.4
4.57 232.2
1.23 233.2

keV/decay 192.4
Principal Gamma and X Rays

Freq. (%) E (keV)
16.05 29.5
29.78 29.8

2.94 33.6
5.72 33.6
1.91 34.4
9.99 233.2

keV/decay 40.8

1||Xe (5.245 d)

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

99.33 100.5 346.0
keV/decay 100.3

Conversion/Auger Electrons
Freq. (%) E (keV)

1.44 25.5
53.54 45.0

6.52 75.3
1.45 80.0

keV/decay 35.4 *
Principal Gamma and X Rays

Freq. (%) E (keV)
13.71 30.6
25.34 31.0

2.52 34.9
4.89 35.0
1.70 35.8

37.42 81.0
keV/decay 46.1

135m Xe (15.29 min)
Radioactive Daughter
133Xe (100.0%)

Principal Beta Particles
keV/decay 0.011 *

Half-Life
9.09 h

more

(continued)

Conversion/Auger Electrons
Freq. (%) E (keV)

15.59 492.0
2.26 521.1

keV/decay 97.6 *
Principal Gamma and X Rays

Freq. (%) E (keV)
3.94 29.5
7.31 29.8
1.40 33.6

80.66 526.6
keV/decay 429.0

1|4Xe (9.09 h)
Radioactive Daughter Half-Life
135Cs (100.0%) 2.3 x 106 y

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

3.12 170.7 549.8
96.00 307.4 908.2

keV/decay 302.1
Conversion/Auger Electrons

Freq. (%) E (keV)
5.64 213.8

keV/decay 15.1 *
Principal Gamma and X Rays

Freq. (%) E (keV)
1.46 30.6
2.70 31.0

90.13 249.8
2.90 608.2

keV/decay 248.6

1||Xe (14.17 min)
Radioactive Daughter
138Cs (100.0%)

Half-Life
32.20 min

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

3.06 150.2 492.4
9.46 176.9 566.9

32.55 266.0 803.3
20.01 948.9 2379.8
13.34 966.2 2417.9
5.57 1036.7 2571.6
4.98 1139.5 2819.2
8.96 1148.5 2814.3

keV/decay 652.3
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54Xe (continued)

Conversion/Auger Electrons
Freq. (%) E (keV)

2.56 10.9
1.74 117.8
1.80 222.3

keV/decay 20.3 *

Principal Gamma and X Rays
Freq. (%) E (keV)

1.15 30.6
2.12 31.0
5.95 153.7
3.50 242.6

31.50 258.3
6.30 396.4
2.17 401.4

20.32 434.5
1.47 1114.3

16.73 1768.3
1.42 1850.9
5.35 2004.7

12.25 2015.8
1.44 2079.2
2.29 2252.3

keV/decay 1125.0 *

1||Cs (32.06 h)

Conversion/Auger Electrons
Freq. (%) E (keV)

1.33 23.9
1.19 24.2
3.38 24.5
1.47 24.9
1.29 28.1
1.68 28.8
3.81 34.1

keV/decay 17.8 *

Principal Gamma and X Rays
Freq. (%) E (keV)

29.74 29.5
55.18 29.8
5.45 33.6

10.60 33.6
3.53 34.4
2.99 39.6
1.33 278.6
2.46 318.2

30.80 371.9
22.45 411.5
3.42 548.9

keV/decay 281.2

(29.9 min)

(keV) £max (keV)
893.0 1988.0
397.2

Positrons
Freq. (%)

44.02
keV/decay

Conversion/ Auger Electrons
Freq. (%) E (keV)

1.36 24.5
keV/decay 3.89 *

Principal Gamma and X Rays
Freq. (%) E (keV)

11.95 29.5
22.16 29.8
2.19 33.6
4.26 33.6
1.42 34.4

89.29 511.0
4.10 536.1

keV/decay 516.7

1HCS (9.69 d)

Conversion/Auger Electrons
Freq. (%) E (keV)

2.39 24.5
1.04 24.9
1.19 28.8

keV/decay 6.60 *

Principal Gamma and X Rays
Freq. (%) E (keV)

21.02 29.5
38.99 29.8
3.85 33.6
7.49 33.6
2.50 34.4

keV/decay 22.8

,134™CS (2.91 h)

Radioactive Daughter Half-Life
134Cs (100.0%) 2.062 y

Conversion/Auger Electrons
Freq. (%) E (keV)

16.03 10.2
3.92 11.2

35.18 91.5
3.01 121.8

19.60 122.1
18.33 122.5
9.13 126.5
2.30 127.5

keV/decay 112.4 *

more .
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(continued)

Principal Gamma and X Rays
Freq. (%) E (keV)

9.03 30.6
16.68 31.0

1.66 34.9
3.22 35.0
1.12 35.8

12.70 127.5
keV/decay 27.1

13,lCs (2.062 y)
OO v u '

Principal Beta Particles
Freq. (%) Ew (keV) £max (keV)

27.28 23.1 88.6
2.47 123.4 415.2

69.80 210.1 657.9
keV/decay 157.4

Conversion/Auger Electrons
keV/decay 6.83 *

Principal Gamma and X Rays
Freq. (%) E (keV)

1.46 475.4
8.38 563.2

15.43 569.3
97.56 604.7
85.44 795.8

8.73 801.9
1.80 1167.9
3.04 1365.2

keV/decay 1555.3

1|^Cs (30.0 y)

Half-Life
2.552 min

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

94.43 173.4 511.5
5.57 424.6 1173.2

keV/decay 187.4

131

Radioactive Daughter
137Ba (94.6%)

Ba (11.8 d)
Radioactive Daughter
131Cs (100.0%)

Positrons
keV/decay 6.76 x 10~4

Half-Life
9.69 d

ggBa (continued)

Conversion/Auger Electrons
Freq. (%) E (keV)

1.17 24.8
1.05 25.1
2.92 25.5
1.27 25.8
1.14 29.2
1.48 29.9
1.17 42.8

18.13 87.8
1.69 118.1
2.08 118.4
2.23 118.8
1.28 122.8
1.83 180.1

keV/decay 45.8 *

Principal Gamma and X Rays
Freq. (%) E (keV)

27.72 30.6
51.24 31.0
5.10 34.9
9.89 35.0
3.43 35.8
29.05 123.8

2.19 133.6
19.90 216.1
2.41 239.6
2.81 249.4

13.33 373.3
1.29 404.0
1.89 486.5

43.78 496.3
1.23 585.0
1.57 620.0
1.19 1047.6

keV/decay 458.9

Radioactive Daughter
133Ba (100.0%)

(38.9 h)

Half-Life
10.74 y

Conversion/Auger Electrons
Freq. (%) E (keV)

15.85 11.2
5.36 12.3
1.47 26.4

59.24 238.6
10.87 270.1
2.31 270.5
4.88 270.8
4.04 275.0
1.16 276.1

keV/decay 221.3 *
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56Ba (continued)

Principal Gamma and X Rays
Freq. (%) E (keV)

1.39 12.3
15.18 31.8
27.95 32.2
2.80 36.3
5.42 36.4
1.96 37.3

17.51 276.1
keV/ 'decay 66.8

(28.7 h)

Conversion/Auger Electrons
Freq. (%) E (keV)

1.50 26.4
60.16 230.8
11.17 262.2
2.39 262.6
5.22 263.0
4.21 267.2
1.21 268.2

keV/decay 208.1

Principal Gamma and X Rays
Freq. (%) E (keV)

15.41 31.8
28.39 32.2
2.84 36.3
5.51 36.4
1.99 37.3

15.64 268.2
keV/decay 60.1

(2.552 min)

Conversion/ Auger Electrons
Freq. (%) E (keV)

8.32 624.2
1.19 655.7

keV/decay 65.1 *

Principal Gamma and X Rays
Freq. (%) E (keV)

2.13 31.8
3.92 32.2

89.78 661.6
keV/decay 596.5

(12.74 d)

Radioactive Daughter Half-Life
140La (100.0%) 40.27 h

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

24.60 136.5 453.9
9.82 176.6 567.4
3.80 305.6 872.4

38.86 339.6 991.2
22.92 356.9 1005.0

keV/decay 276.3
Conversion/Auger Electrons

Freq. (%) E (keV)
10.82 12.7
2.57 13.9

53.82 23.7
5.62 24.1
2.45 24.5

12.80 28.8
3.45 30.0
1.48 123.7

keV/decay 36.5 *

Principal Gamma and X Rays
Freq. (%) E (keV)

1.22 13.9
13.78 30.0
1.01 33.4
6.21 162.6
4.30 304.9
3.15 423.7
1.93 437.6

24.39 537.3
keV/decay 182.7

1|°La (40.272 h)

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

11.12 440.8 1238.2
5.71 443.2 1243.9
5.61 465.0 1295.7

44.87 487.1 1347.7
5.11 514.4 1411.8

20.83 629.2 1676.5
4.81 845.8 2163.5

keV/'decay 525.8
Conversion/Auger Electrons

keV/decay 9.33 *

more ...
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57-Lcl (continued)

Principal Gamma and X Rays
Freq. (%) E (keV)

1.05 34.7
20.74 328.8

2.99 432.5
45.94 487.0
4.41 751.8

23.64 815.8
5.59 867.8
2.68 919.6
7.05 925.2

95.40 1596.5
3.43 2521.7

keV/decay 2315.9

1||Ce (32.50 d)

Principal Beta Particles
Freq. (%) E&V (keV) £/max (keV)

70.20 130.0 435.9
29.80 181.1 581.3

keV/decay 145.2

Conversion/Auger Electrons
Freq. (%) E (keV)

18.71 103.5
2.35 138.6

keV/decay 25.5 *

Principal Gamma arid X Rays
Freq. (%) E (keV)

4.86 35.6
8.87 36.0
1.76 40.7

48.20 145.4
keV/decay 76.5

14
5|Ce (284.3d)

Radioactive Daughter Half-Life
144Pr (98.6%) 17.28 min

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

19.58 49.4 181.9
4.60 65.3 235.3

75.82 90.2 315.4
keV/decay 81.1

Conversion/Auger Electrons
Freq. (%) E (keV)

3.48
5.33

38.1
91.5

keV/decay 11.1

(284.3 d)

Principal Gamma and X Rays
? (keV)

35.6
36.0
40.7
80.1

133.5

Freq. (%)
2.96
5.40
1.07
1.64

10.80
keV/decay 20.7

144 (17.28 min)

Principal Beta Particles
Freq. (%) £av (keV) Smax (keV)

266.9
894.7

1221.7
1207.5

811.3
2300.5
2997.0

1.08
1.17

97.74
keV/decay

Conversion/Auger Electrons
keV/decay 0.056 *

Principal Gamma and X Rays
Freq. (%) E (keV)

1.48 696.5
keV/decay 31.9 *

147o~~ (2.6234 y)

Half-Life
6.9 x 109 y

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

99.99 62.0 224.7
keV/decay 62.0

Conversion/Auger Electrons
keV/decay 0.003 *

Principal Gamma and X Rays
keV/decay 0.004 *

Radioactive Daughter
147Sm
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(32.022 d)

Conversion/Auger Electrons
Freq. (%) E (keV)

7.14 10.6
1.89 18.9
8.38 34.2
1.26 39.5
2.09 40.9
1.12 47.3
1.35 48.8

34.85 50.4
3.90 53.0
1.43 53.5
1.79 54.5
1.33 58.8
1.58 61.2
6.07 71.1
1.15 83.5
4.78 99.7
1.26 107.9

10.30 117.8
2.44 120.9
2.14 121.9
1.25 128.6

12.79 138.6
1.39 167.1
1.74 187.8

keV/decay 123.2 *

Principal Gamma and X Rays
Freq. (%) E (keV)

53.00 49.8
93.73 50.7

9.94 57.3
19.17 57.5
8.20 59.1

43.74 63.1
2.66 93.6

17.37 109.8
1.88 118.2

11.11 130.5
21.45 177.2
34.94 198.0

1.90 261.1
10.80 307.7

keV/decay 311.4

*?f All (2.696 d)

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

1.30 79.4 284.8
98.68 314.5 960.7

keV/decay 311.5

Conversion/Auger Electrons
Freq. (%) E (keV)

2.88 328.7
keV/decay 15.5 *

Principal Gamma and X Rays
Freq. (%) E (keV)

1.38 70.8
95.51 411.8

1.06 675.9
keV/decay 404.4

^Hg (64.1 h)

Conversion/Auger Electrons
Freq. (%) E (keV)

8.88 11.1
3.57 11.2
2.93 11.8
1.42 13.0

31.98 63.0
14.91 63.6
10.91 65.4
14.03 74.6
4.39 77.3

keV/decay 66.5 *

Principal Gamma and X Rays
Freq. (%) E (keV)

1.81 11.2
12.84 11.4
4.39 11.6
2.31 11.6
2.57 13.4

20.47 67.0
34.96 68.8
18.00 77.3
4.14 77.6
7.94 78.0
3.27 80.2

keV/decay 70.3 *
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Hg (46.612 d)

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

100.00 57.8 212.6
keV/decay 57.8

Conversion/Auger Electrons
Freq. (%) E (keV)

13.80 193.7
2.07 263.8
1.05 264.5

keV/decay 41.2 *

Principal Gamma and X Rays
Freq. (%) E (keV)

2.17 10.3
1.62 12.2
3.86 70.8
6.53 72.9
1.49 82.6

81.46 279.2
keV/decay 238.0

2018lTl (73.1 h)

Conversion/Auger Electrons
Freq. (%) E (keV)

7.09 11.5
3.23 11.5
1.55 12.1
1.14 13.4
7.30 15.8
6.28 17.4
1.90 27.8
1.63 29.3
7.47 52.2

15.44 84.3
1.14 120,5
2.35 152.6

keV/decay 43.4 *

Principal Gamma and X Rays
Freq. (%) E (keV)

1.21 11.6
10.55 11.8
4.19 11.9
1.51 12.0
2.15 13.8

27.15 68.9
46.18 70.8

5.48 79.8
10.53 80.3
4.43 82.6
2.65 135.3

10.00 167.4
keV/decay 93.5

2°4lTl (3.779 y)

Principal Beta Particles
Freq. (%) EW (keV) £max (keV)

97.42 243.9 763.4
keV/decay 237.6

Conversion/Auger Electrons
keV/decay 0.229 *

Principal Gamma and X Rays
keV/decay 1.13 *

2HT\ (3.053 rain)

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

3.11 340.9 1033.0
24.66 439.4 1285.6
21.94 533.2 1518.9
49.01 647.2 1796.3

keV/decay 557.1

Conversion/Auger Electrons
Freq. (%) E (keV)

1.27 10.1
2.84 189.4
1.97 422.8
1.28 495.2

keV/decay 53.9 *

Principal Gamma and X Rays
Freq. (%) E (keV)

1.23 10.6
2.23 72.8
3.76 75.0
6.31 277.4

22.61 510.8
84.48 583.2

1.81 763.1
12.42 860.6
99.16 2614.5

keV/decay 3360.2

21
8°2Pb (22.3 y)

Radioactive Daughter
210Bi (100.0%)

Half-Life
5.013 d

Alpha Particles
keV/decay 7.07 x 10~5

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

80.00 4.14 16.5
20.00 16.1 63.0

keV/decay 6.54

more ...
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2loPb (continued)82
Conversion/Auger Electrons

Preq. (%) E (keV)
8.25 10.3
2.94 10.6
1.42 12.5
2.39 12.6
2.14 13.3

51.90 30.1
5.43 30.8

13.60 43.3
4.60 46.5

keV/decay 31.4 *

Principal Gamma and X Rays
Preq. (%) E (keV)

8.37 10.8
2.13 12.7
2.09 13.0
4.11 13.0
2.46 13.2
4.05 46.5

keV/decay 4.81 *

2|2Pb (10.64 h)

Half-Life
50.55 min

Principal Beta Particles
Freq. (%) Eav (keV) Emax (keV)

5.08 41.9 157.5
82.98 94.4 334.2
11.77 172.6 572.8

keV/decay 101.0

Conversion/Auger Electrons
Freq. (%) E (keV)

5.76 10.3
2.19 12.6
3.42 24.7

32.32 148.1
1.29 209.6
5.04 222.2
1.32 235.5

keV/decay 74.4 *

Radioactive Daughter
212Bi (100.0%)

2||Pb (continued)82
Principal Gamma and X Rays

Freq. (%) E (keV)
5.84 10.8
1.46 13.0
3.75 13.0

10.42 74.8
17.51 77.1
2.08 86.8
3.99 87.3
1.84 89.9

43.65 238.6
3.34 300.1

keV/decay 145.2

(26.8 min)82

Radioactive Daughter Half-Life
214Bi (100.0%) 19.9 min

Principal Beta Particles
Freq. (%) £av (keV) £max (keV)

2.52 49.7 184.9
48.10 207.2 672.1
42.12 227.4 728.8
6.29 336.7 1024.0

keV/decay 219.2

Conversion/Auger Electrons
Freq. (%) E (keV)

5.06 10.3
1.79 12.6
9.50 36.8
2.48 50.0
5.32 151.4
7.43 204.6
9.48 261.4
1.16 278.8
1.47 335.5

keV/decay 74.0 *

Principal Gamma and X Rays
Freq. (%) E (keV)

5.13 10.8
1.28 13.0
3.08 13.0
1.10 53.2
6.39 74.8

10.73 77.1
1.28 86.8
2.45 87.3
1.13 89.9
7.46 241.9

19.17 295.2
37.06 351.9

1.09 785.9
keV/decay 249.8 *
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Bi (5.013 d)

Radioactive Daughter
212Po (64.1%)

210
83
Radioactive Daughter Half-Life
210Po (100.0%) 138.7 d

Alpha Particles
keV/decay 0.006 *

Principal Beta Particles
Freq. (%) Eav (keV) £max (keV)

100.00 388.9 1161.4
keV/decay 388.9

2g|Bi (60.55 min)

Half-Life
0.298 s

Alpha Particles
Freq. (%) E (keV)

25.24 6050.9
9.64 6090.0

keV/decay 2174.7
Principal Beta Particles

Freq. (%) £av (keV) £max (keV)
1.89 190.5 625.4
1.46 228.6 733.3
4.49 530.6 1518.8

55.30 831.5 2246.0
keV/decay 491.9

Conversion/Auger Electrons
Freq. (%) E (keV)

18.25 24.5
1.87 25.2
4.73 36.9
1.57 39.9

keV/decay 11.7 *
Principal Gamma and X Rays

Freq. (%) E (keV)
2.82 10.3
1.50 12.2
1.09 39.9
6.65 727.2
1.11 785.4
1.51 1620.6

keV/decay 106.3 *

214 (19.9 min)

Radioactive Daughter
214Po (100.0%)

Half-Life
164.3 s

Alpha Particles
keV/decay 1.15 *

Principal Beta Particles
Freq. (%) £av (keV) Emax (keV)

1.04 248.1 787.5
2.78 260.8 822.3
5.48 352.0 1065.9
4.31 385.0 1151.4
2.48 424.5 1252.7
1.49 427.0 1259.2
1.18 433.4 1275.4
1.57 474.8 1379.7
8.28 491.9 1422.6

17.60 525.2 1505.5
17.90 539.3 1540.4
3.32 615.2 1726.6
1.01 667.9 1854.5
7.52 683.6 1892.3

17.70 1268.6 3270.0
keV/decay 637.6

Conversion/Auger Electrons
keV/decay 21.7 *

Principal Gamma and X Rays
Freq. (%) E (keV)

46.09 609.3
1.56 665.5
4.88 768.4
1.23 806.2
3.16 934.1

15.04 1120.3
1.69 1155.2
5.92 1238.1
1.47 1281.0
4.02 1377.6
1.39 1401.5
2.48 1408.0
2.19 1509.2
1.15 1661.3
3.05 1729.6
15.92 1764.5
2.12 1847.4
1.21 2118.5
4.99 2204.1
1.55 2447.7

keV/decay 1508.2 *
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(138.376 d)

Alpha Particles
Freq. (%) E (keV)

100.00 5304.6
keV/decay 5304.5

Conversion/Auger Electrons
keV/decay 9.34 x 10~5 *

Principal Gamma and X Rays
keV/decay 0.010 *

(0.298 s)

Alpha Particles
Freq. (%) E (keV)

100.00 8784.3
keV/decay 8784.3

212 p84^0

84x v (164.3 s)

Radioactive Daughter Half-Life
210Pb (100.0%) 22.3 y

Alpha Particles
Freq. (%) E (keV)

99.99 7687.2
keV/decay 7687.1

Conversion/Auger Electrons
keV/decay 8.21 x 10~4 *

Principal Gamma and X Rays
keV/decay 0.083 *

2g|Po (3.05 min)g

Radioactive Daughter
214Pb (100.0%)

Alpha Particles
Freq. (%) E (keV)

99.98 6002.6
keV/decay 6001.4

Principal Beta Particles
keV/decay 0.014 *

Half-Life
26.8 min

(55.6 s)

Radioactive Daughter Half-Life
216Po (100.0%) 0.145 s

Alpha Particles
Freq. (%) E (keV)

99.93 6288.4
keV/decay 6288.0

Conversion/Auger Electrons
keV/decay 0.009 *

Principal Gamma and X Rays
keV/decay 0.386 *

2f|Rn (3.8235 d)

Radioactive Daughter Half-Life
218Po (100.0%) 3.05 min

Alpha Particles
Freq. (%) E (keV)

99.92 5489.7
keV/decay 5489.3

Conversion/Auger Electrons
keV/decay 0.011 *

Principal Gamma and X Rays
keV/decay 0.399 *

2||Ra (3.66 d)

Radioactive Daughter Half-Life
220Rn (100.0%) 55.6 s

Alpha Particles
Freq. (%) E (keV)

4.90 5448.9
95.08 5685.6

keV/'decay 5673.9

Conversion/Auger Electrons
keV/decay 2.22 *

Principal Gamma and X Rays
Freq. (%) E (keV)

3.90 241.0
keV/decay 9.90 *

2HRa (1600 y)

Radioactive Daughter Half-Life
222Rn (100.0%) 3.824 d

Alpha Particles
Freq. (%) E (keV)

5.55 4601.8
94.44 4784.5

keV/decay 477 4 A

Conversion/Auger Electrons
keV/decay 3.59 *

Principal Gamma and X Rays
Freq. (%) E (keV)

3.28 186.0
keV/decay 6.75 *
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A TY~1 /"/1QO Ogr-rA.111 (Qi6£.2

Alpha Particles
Freq. (%)

1.40
12.80
85.19

keV/decay

y)

E (keV)
5388.4
5443.1
5485.8
5479.1

Conversion/Auger Electrons
Freq. (%) £ (keV)

22.30 10.6
11.59
3.64

16.04
7.94
2.29

20.61
2.19
2.71

11.87
1.38
5.49
1.72
2.74
3.50
3.68
2.79
1.44

12.01
4.38
4.76
1.73
3.24

11.06
10.06

1.24
2.40

10.10
7.72
2.71

keV/decay

10.8
11.6
13.1
13.4
14.2
14.6
15.6
16.0
16.1
16.9
17.1
17.9
21.0
21.8
21.9
25.8
26.3
27.7
28.8
32.2
33.2
34.1
37.1
37.9
38.5
39.0
41.9
55.1
59.5

58.6 *

more ...

gcjAm (continued)

Principal Gamma
Freq. (%) E

1.38
2.75

24.59
6.53
3.19
1.41

20.02
2.82
4.86
1.33
1.22
1.03
2.41

35.90
keV/decay

and X Rays
(keV)
11.9
13.8
13.9
16.8
17.1
17.5
17.8
18.0
20.8
21.1
21.3
21.5
26.3
59.5
34.1
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