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Preface to the Series

Under the guidance of its founders Alan Boulton and Glen Baker, the Neuromethods 
series by Humana Press has been very successful since the first volume appeared in 1985. 
In about 17 years, 37 volumes have been published. In 2006, Springer Science + Business 
Media made a renewed commitment to this series. The new program will focus on meth-
ods that are either unique to the nervous system and excitable cells or which need special 
consideration to be applied to the neurosciences. The program will strike a balance 
between recent and exciting developments like those concerning new animal models of 
disease, imaging, in vivo methods, and more established techniques. These include immu-
nocytochemistry and electrophysiological technologies. New trainees in neurosciences 
still need a sound footing in these older methods to apply a critical approach to their 
results. The careful application of methods is probably the most important step in the 
process of scientific inquiry. In the past, new methodologies led the way in developing 
new disciplines in the biological and medical sciences. For example, Physiology emerged 
out of Anatomy in the nineteenth century by harnessing new methods based on the newly 
discovered phenomenon of electricity. Nowadays, the relationships between disciplines 
and methods are more complex. Methods are now widely shared between disciplines and 
research areas. New developments in electronic publishing also make it possible for scien-
tists to download chapters or protocols selectively within a very short time of encounter-
ing them. This new approach has been taken into account in the design of individual 
volumes and chapters in this series.

Wolfgang Walz
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Preface

Societal, ethical, and cost-related issues, not to mention the need for sound scientific 
methods, have led to new and/or refined methods for the evaluation of health risks associ-
ated with neurotoxic compounds. To be effective, they must be relevant and predictive of 
exposure, relatively inexpensive, and preferably amenable to high throughput analysis and 
a reduction in animal use. Ultimately, they also have to be of value to public health regula-
tors, providing them with sound guidelines upon which to base exposure limits to adverse 
neurotoxic compounds. In other cases, they need to provide clues on neurotoxic mecha-
nisms, identifying potential targets for the development of new treatment modalities.

While this book contains traditional chapters, such as those on various cell cultures 
which describe methods that have evolved over years, we made a valiant attempt to include 
also innovative approaches to neurotoxicologic testing, recognizing that the Decade of 
the Brain (1990–2000) has brought about a revolution in neurobiology and neurotoxi-
cology. Accordingly, we describe how stem cells, computational biology, and other novel 
powerful methods can now be applied to address the challenges of neurotoxic testing.

We hope that the chapters will enlighten both the novice and the experienced neuro-
toxicologist and provide them with a renewed sense of the state of the art of Neuromethods 
that can facilitate the study of adverse changes in the developing and mature brain alike, 
addressing molecular mechanisms of neurotoxicity as well as genetic susceptibility. While 
for the foreseeable future, animal testing is unlikely to be completely replaced, marshaling 
and improving upon methods that reduce the need for animal testing will undoubtedly 
continue. We hope that the series of chapters compiled herein will amass a renewed wave 
of interest transforming neurotoxicology testing into mechanistically driven, cost-effective, 
and high throughput series of tests that are met by contemporary challenges.

Nashville, TN Michael Aschner
Barcelona, Spain Cristina Suñol
Ispra, Italy Anna Bal-Price
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Chapter 1

Guidance on Good Cell Culture Practice (GCCP)

Anna Bal-Price and Sandra Coecke 

Abstract

The use of various in vitro systems is expanding dramatically not only in basic research, but also to meet 
regulatory requirements for chemicals and products of various kinds. Further significant developments 
are certain to result from the use of in vitro systems for high-throughput screening in pharmacology and 
toxicology. Because the maintenance of high standards is fundamental to all good scientific practice and 
is essential for maximising the reproducibility, reliability, credibility, acceptance and proper application of 
any results produced, guidelines have been developed to define minimum standards in cell and tissue 
culture to be called as Good Cell Culture Practice (GCCP). The scope of this chapter has been broadly 
defined to include systems based on cells and tissues obtained from humans and animals, issues related to 
the characterisation and maintenance of essential characteristics, as well as quality assurance; recording 
and reporting; safety, education and training; and ethics.

This GCCP guidance lists a set of six principles intended to support best practice in all aspects of the 
use of cells and tissues in vitro, and to complement, but not to replace, any existing guidance, guidelines 
or regulations.

Key words: Maintenance, Characterisation, Standardisation, Documentation, Storage, Hazards, 
Facilities, Primary culture, Cell lines

The aim of Guidance on Good Cell Culture Practice (GCCP) is to 
promote the maintenance of high standards and to reduce uncer-
tainty in the development and application of animal and human 
cell and tissue culture procedures and products by encouraging 
the greater international harmonisation, rationalisation and stan-
dardisation of in vitro laboratory practices; quality control systems; 
safety procedures; recording and reporting; and compliance with 
laws, regulations and ethical principles. Here, the basic concepts of 
GCCP principles will be discussed in order to demonstrate their 

1. Introduction
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role in the development, optimisation and validation of in vitro 
test methods to ensure more robust (relatively insensitive to minor 
changes in the protocol) and easy transferable test methods. The 
GCCP document (a full version see (1)) provides the basis for an 
internationally agreed-upon and consistent scientific high quality 
approach for the development of new alternative cell- and tissue-
based test methods (2) with potential regulatory applicability and 
is referenced in the OECD Advisory Document on The Application 
of the Principles of GLP to In Vitro Studies (3,4).

This guidance is not only required to meet regulatory require-
ments for toxicity testing of chemicals and products of various 
kinds but also to serve the rapidly expanding use of in vitro sys-
tems in basic research as well. Furthermore, significant develop-
ments are certain to result in the use of in vitro systems for 
high-throughput screening in pharmacology and toxicology and 
systems biology approaches (5); the enlarging fields of genomics, 
proteomics and metabonomics; the field of stem cell development 
and standardisation; and the use of biomarkers of disease, suscep-
tibility, exposure and effect.

The GCCP sets the minimum standards for any in vitro work 
involving cell and tissue cultures. However, its detailed imple-
mentation depends on the nature of the work involved. Based on 
review by a broad range of experts and organisations, the aim of 
GCCP is to foster consensus among all concerned with the use 
of cell and tissue culture systems, in order to:

– Establish and maintain best cell and tissue culture practice.
– Promote effective quality control systems.
– Facilitate education and training.
– Assist journal editors and editorial boards.
– Assist research funding bodies.
– Facilitate the interpretation and application of conclusions 

based on in vitro work.

The GCCP guidance is based upon the following six opera-
tional principles.

Establishment and maintenance of a sufficient understanding of the 
in vitro system and of the relevant factors which could affect it.

2. The Principles  
of GCCP

2.1. First GCCP 
Principle
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The essential elements for assuring reliable and accurate work 
when using in vitro cell- and tissue-based systems are as follows:

– Authenticity, including identity of the system, e.g. provenance 
and confirmation of genotypic and/or phenotypic 
characteristics.

– Purity, e.g. freedom from biological contamination.
– Stability and functional integrity of the system in relation to 

its intended use.

The standardisation of in vitro systems begins with the original 
animal or human donor and the cells or tissues derived, and also 
embraces their subsequent manipulation, maintenance, and preser-
vation. Standardisation is a difficult task, because cells and tissues 
are prone to change in culture and inevitably are subjected to phys-
ical and/or chemical insults during their isolation, culture, use 
and storage. However, by establishing a framework of procedures 
for factors that can be controlled, variation and other adverse 
effects on reproducibility and reliability can be minimised. The 
availability of well-characterised and quality-controlled stocks of 
cells and tissues, and of media and other critical reagents, further 
reduces variability.

Various classifications have been published, which define dif-
ferent types of in vitro cell and tissue systems (6). Three different 
broad categories will be considered in this guidance (see Fig. 1), 
namely:

– Isolated organs or tissues
– Primary and early passage cultures
– Cell lines (including finite, continuous and stem cell lines)

Tissue or organ
fragment

Primary culture

Transfer to culture

Subculture (passage)

Cell Line

Continuous Finite Pluripotent cell line

Fig. 1. Relationships between the main types of in vitro systems.
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Isolated organs and tissues, taken for direct use from animal or 
human donors, are used for a wide variety of in vitro applications. 
These systems are difficult to standardise, because they often have 
complex environmental and nutritional needs, and because of 
variation between donors.

Tissues or organ fragments can be used in a variety of systems 
and devices. Such in vitro systems, including isolated skin and eye 
models, are very popular for toxicological applications, due to 
their similarity with the in vivo situation. It is important to be 
able to study an adequate number of replicates in such experi-
ments, and one approach is to use slice technology. Ultra-thin 
slices of tissues, such as liver, lung, kidney or brain, can be used to 
provide a preparation retaining some of the structural and func-
tional features of the original organ. Inevitably, however, such 
features tend to be rapidly lost.

Methods involving the isolation and reaggregation of cells 
from organs, such as skin, brain and liver, can lead to the recon-
struction of three-dimensional structures, again with some of the 
structural and functional properties of the original organ or 
tissue.

Cells from blood and other body fluids are readily prepared as 
homogenous preparations, which are very useful for in vitro stud-
ies. Umbilical cord blood and bone marrow are rich sources of 
stem cells and have become the basis for expanding the range of 
other systems.

The initial in vitro culture of harvested cells and tissues taken 
directly from animals and humans is called primary culture. In 
many cases, such cultures also exhibit key characteristics similar to 
those seen in vivo, so they are widely used for basic research and 
for a number of in vitro applications.

Although cells in some primary cultures can proliferate and 
can be subcultured (as early passage cultures), they generally have 
a limited life span and are known to change their differentiated 
characteristics with time in culture. They commonly require com-
plex nutrient media, supplemented with animal serum and other 
non-defined or ill-defined components, although serum-free 
medium formulations are becoming increasingly available. 
Primary cultures often represent heterogeneous cell populations, 
and are difficult to standardise and to reproduce, because of 
uncontrollable variations between preparations.

Primary cultures have traditionally been maintained either in 
suspension or, more commonly, as monolayers on glass or plastic 
surfaces. However, methods employing extracellular matrix com-
ponents, and innovative techniques such the as co-culture of 
different cell types and three-dimensional culture, now offer 
much greater potential for maintaining differentiated structure 
and function.

2.1.1. Cells and Tissues

2.1.1.1. Isolated Organs  
or Tissues

2.1.1.2. Primary Cultures 
and Early Passage Cultures
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Cell lines comprise cells that are able to multiply for extended 
periods in vitro and can therefore be maintained by serial subcul-
ture. They can be subdivided into finite cell lines, continuous cell 
lines and stem cell lines.

Finite Cell Lines Finite cell lines are cultures of cells that possess 
the ability to be subcultured numerous times, but which eventu-
ally cease replication an d enter a state of senescence in which cell 
division has stopped, but the cells remain viable and may also 
retain some functional activity.

Finite cell lines have a useful life span in vitro and can be main-
tained as well-characterised and quality-controlled deposits in cell 
banks. However, changes occur as they approach senescence, so 
they should not be used above defined population doubling limits, 
which are established by experimental investigation.

Numerous finite cell lines have been established. Many of 
them are human diploid fibroblast cell lines, which are genetically 
stable and remain diploid for many passages, but which generally 
reach senescence after 60–70 population doublings.

Continuous Cell Lines Certain cell lines show an apparent ability to 
be subcultured indefinitely and are known as continuous cell 
lines. They do not show the senescence experienced with finite 
cell lines. Continuous cell lines are typically derived from tumours 
or normal embryonic tissues.

While many continuous cell lines have proven to be stable 
over long-term passage in vitro, they may undergo substantial 
and irreversible changes. It is therefore important to avoid sub-
jecting cell lines to variable culture and passage conditions, and to 
establish cryopreserved stocks of early passage cells.

Some continuous cell lines can be a heterogeneous mixture of 
phenotypes (e.g. human promyelocytic HL-60 leukaemia cells, 
RD, SH5Y-SY). Other cell lines may undergo changes to the 
differentiation state due to culture conditions (e.g. when adherent 
cultures are allowed to reach confluency, such as CaCo-2, 
MDCK). In such cases, the potential for the selection of certain 
cell types as a result of in vitro maintenance, handling and preser-
vation is a significant risk for in vitro cell-based methods.

Continuous cell lines may arise spontaneously or can be pro-
duced by using a variety of other methodologies, such as:

– Exposure of normal cells and tissues to irradiation and/or 
treatment with chemical mutagens or carcinogens.

– Isolation from cultures infected with viruses (e.g. Epstein–
Barr virus).

– Genetic modification of cells by transfection with cloned genes 
(e.g. SV40 large T-antigen, adenovirus E1, telomerase).

2.1.1.3. Cell Lines
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Stem Cell Lines Stem cell lines retain the characteristics of stem 
cells and can produce a diverse series of differentiated cell types. 
They require great care in their maintenance, handling and pres-
ervation in order to ensure that their stem cell characteristics and 
capacity for differentiation are retained.

Embryonic stem cell lines are usually established and main-
tained on embryonic mouse fibroblasts or other feeder cell layers, 
which are critical to their successful culture. Although serum-free 
and feeder-free culture methods are currently being developed, 
the effects of these new developments on the stability and quality 
of the cultures have yet to be ascertained.

Standardisation for Specific Uses Standardisation of cell lines used 
for specialised studies and for production purposes will require 
attention to specific characteristics, as well as to the fundamental 
issues which apply to all cell cultures. They should be checked, 
and rechecked at appropriate times, for the expression of critical 
functions and markers (e.g. the pathways for biotransformation of 
xenobiotics, specific cytoskeletal markers, and characteristic mor-
phology and ultrastructure). The number of passages for which 
they remain usable should be established.

Cell and tissue culture environments differ in many respects from 
those found in vivo. Key elements of in vitro culture conditions 
include culture media, supplements and other additives, culture 
ware and incubation conditions.

In vitro work is generally performed in complex nutritive media. 
Depending on the circumstances, the basal culture medium can 
be serum supplemented (as in traditional cell culture methods) or 
serum free, but supplemented with additives necessary for obtain-
ing satisfactory cell proliferation and production, or for maintain-
ing a desired differentiation status.

Many slightly different formulations exist under the same 
general medium names, and even subtle changes in the medium 
formulation can substantially alter the characteristics of certain 
cells and tissues. Therefore, the medium to be used should be 
precisely specified, and it is important to check that new supplies 
of medium meet the required specifications.

Serum is essential for the maintenance and/or proliferation of 
many cell types. It is a complex mixture of a large number of con-
stituents, including low and high molecular weight biomolecules 
with a variety of physiologically balanced growth promoting and 
growth inhibiting activities. However, due to its complexity and 
batch-to-batch variation, serum introduces unknown variables 
into a culture system and can interfere with its performance.

2.1.2. In Vitro Culture 
Conditions

2.1.2.1. Basal Medium

2.1.2.2. Serum
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Animal serum can be derived from adult, newborn or foetal 
sources. Bovine sera are the most commonly used, and during the 
last few decades, foetal bovine serum (FBS) has become the stan-
dard supplement for cell culture media. It is a cocktail of most of 
the factors required for cell proliferation and maintenance, and 
thus is an almost universal growth supplement.

Since the composition of serum is highly variable, it is impor-
tant that, when an existing batch of serum is substantially depleted, 
a new set of serum batches should be evaluated in parallel with 
the current in-use batch. A range of growth promotion tests can 
be used for this purpose, one of the most convenient and most 
widely used of which is the plating efficiency test.

It may be also useful for individual users to define serum 
specifications that meet their particular needs, including the max-
imum acceptable levels of serum components, such as immuno-
globulins (which may have inhibitory effects), endotoxins 
(indicative of bacterial contamination) and haemoglobin (indica-
tive of haemolysis during clotting).

Animal sera are a potential source of microbiological contami-
nants, notably mycoplasma, bovine viruses and possibly the agent 
causing bovine spongiform encephalopathy (BSE). Suppliers use a 
variety of techniques, including filtration, irradiation and heat 
inactivation, to reduce microbial contamination. Nevertheless, it is 
wise, and for some applications, obligatory, to specify sourcing of 
serum from countries where there is a low risk of infection, and, in 
the case of bovine sera, from animals of less than 30 months old.

The use of human serum is restricted to specialised applica-
tions, as carries with it additional risks, such as the potential pres-
ence of human pathogenic viruses. Its use must be subject to the 
strictest quality controls, including documentation on origin and 
viral safety.

Because of the disadvantages inherent in the use of animal and 
human sera, there have been many attempts to find alternatives. 
These have included the use of poorly defined supplements (e.g. 
pituitary extracts, chick embryo extracts, bovine milk fractions, 
bovine colostrums) and various plant extracts (e.g. vegetal serum). 
In some cases, it is possible to use fully chemically defined media 
with appropriate hormones and growth factors. A compilation of 
commercially available serum-free media was published recently 
and can be found at http://www.focusonalternatives.org.uk.

The exhaustion or inactivation of essential nutrients in cell culture 
media, and rising levels of metabolites will inhibit cell growth and 
cell function, will ultimately cause cell death. Planning an appropri-
ate programme for medium replenishment is therefore essential. 
This should also be considered when using conditioned medium 
from one culture in an attempt to promote the growth of another.

2.1.2.3. Alternatives  
to Serum

2.1.2.4. Nutritional Status
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It is important to remember that antibiotics are agents that arrest 
or disrupt fundamental aspects of cell biology, and, whilst being 
most effective against prokaryotic cells (i.e. bacteria), they are 
also capable of causing toxic responses in animal cells. Not sur-
prisingly, antifungal agents, being directed at higher order, 
eukaryotic micro-organisms, are likely to be more toxic to animal 
cell cultures. Given these obvious contraindications, the use of 
antibiotics in cell and tissue culture should be focused in two 
areas: (1) protection of tissues, organs and primary cultures from 
contamination and (2) the positive selection of recombinant cell 
clones based on the expression of antibiotic resistance genes. In 
addition, it is important to obtain antibiotics from companies 
that are willing to provide certification for the concentration and 
purity of the antibiotics they supply.

Where possible, the use of antibiotics should be avoided.  
It should not become routine in the cell and tissue culture labora-
tory and can never be relied on as a substitute for effective aseptic 
techniques.

The surfaces to be used for cell cultures may need to be pre-washed 
or pre-treated, e.g. to achieve the comprehensive wetting of a com-
plex matrix. Where coating materials are used, washing before cell 
seeding may be necessary. There may be batch-to-batch variation 
in coatings of biological origin, so pre-use testing is essential.

Care should be taken not to expose the cells or tissues to inap-
propriate conditions (e.g. excessive time out of the incubator or 
cryostorage system). Key items of equipment, including incuba-
tors, laminar air flow and microbiological safety cabinets, and 
cryostorage systems, must be used by trained personnel only.

Aseptic techniques, where appropriate, should be rigorously 
applied. The routine isolation, handling and maintenance proto-
cols for cells and tissues should be established as standard operat-
ing procedures (SOPs).

The optimal culture temperature depends on the type of cells 
involved. Insect cells have an optimal growth temperature between 
25 and 28°C and their growth characteristics may be altered at 
higher temperatures. The culture of mammalian cells at tempera-
tures above 38°C may induce apoptosis, whilst growth at 34°C 
may slow replication but may also enhance the expression of cer-
tain cell proteins. Recombinant cell lines expressing the tempera-
ture-sensitive form of SV40 large T antigen will replicate at 
around 33°C, but not at 37°C.

Oxygen and carbon dioxide are known to be vital for cell growth 
and variations in the levels of these gases can have significant 
effects on cell cultures. High levels of both gases will be toxic and 

2.1.2.5. Antibiotics

2.1.2.6. Cell Culture 
Surface/Matrix

2.1.3. Handling and 
Maintenance

2.1.3.1. Temperature

2.1.3.2. Atmosphere
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very low levels will inhibit cell growth and may result in cell death. 
Oxygen levels may need to be optimised for particular purposes, 
e.g. to promote growth in large-scale cultures in bioreactors. For 
most cell cultures, the appropriate atmosphere would be 5% v/v 
carbon dioxide in air.

The optimal pH for cell culture is usually pH 7.4, and variation 
outside a relatively narrow pH range may have significant effects 
on cell phenotype, growth and viability.

Detachment solutions, such as trypsin/EDTA, can have signifi-
cant effects on cell cultures. Residual detachment solutions can 
lead to adverse effects, and therefore should be removed after cell 
dissociation.

Most cell lines are subcultured before they reach confluency. 
In some cases, cell differentiation occurs progressively after con-
fluency is reached. The repeated passage of some cell lines after 
they have reached full confluency may result in the loss of desired 
characteristics. For example, the subculture regime can affect the 
productivity of recombinant cell lines and the differentiation 
capacity of Caco-2 cells.

Cells and tissues can be cryopreserved for limited or prolonged 
periods. The cryopreservation process includes freezing, storage 
and recovery. The following points must be considered:

– Cell or tissue type.
– Status of cells (differentiation, adherence).
– Growth phase (usually, cells should be harvested during expo-

nential growth).
– Cryoprotectant (type and concentration, e.g. 10% v/v DMSO).
– Additives to improve cell survival (e.g. serum).
– Cooling rate (freezing at controlled rate in the presence of the 

selected cryoprotectant).
– Storage conditions (temperature, liquid nitrogen vapour or 

liquid phase).
– Recovery method (e.g. rate of thawing, gradual dilution to 

minimise osmotic shock and replacement of cryoprotectant).

Storage in the liquid phase of nitrogen provides the lowest, 
most stable and most convenient storage temperature, but vapour 
phase storage is generally considered to be safer. Electrical storage 
systems provide a very practical and maintenance-free, low tem-
perature storage solution. However, in a multi-user environment, 
such systems are prone to the effects of temperature fluctuations 
in stored material, and in the absence of liquid nitrogen or carbon 
dioxide back-up systems, they are at high risk in the event of loss 
of power supply.

2.1.3.3. pH

2.1.3.4. Cell Detachment 
and Subculture

2.1.4. Cryopreservation
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The failure of liquid nitrogen refilling procedures can result in 
the loss of valuable cells and tissues, so it is vital that there are effec-
tive training and monitoring procedures for the filling and mainte-
nance of liquid nitrogen containers. In addition, it is advisable to 
store aliquots of important stocks at more than one storage site.

Contamination with bacteria, yeast and other fungi can result in 
the complete loss of cultures. Undetected contamination with 
slow growing micro-organisms, or with micro-organisms resis-
tant to antibiotics, can have a significant impact on the quality 
and/or validity of data obtained from in vitro systems. The most 
common example of such an infection is mycoplasma.

There are various potential sources of viral contamination, 
including the operator, cell culture reagents of animal origin and 
the cells or tissues of origin. All cell and tissue culture facilities 
should therefore have appropriate measures for detecting and 
minimising the risk of the microbial and viral infections.

Viruses can cause lytic infections, thus destroying the host 
cells, but may also become established as persistent, sub-lethal 
infections, which are maintained with passage of the host cell line. 
Many cells lines both carry and express viral gene sequences. In a 
small number of cases, infectious human pathogens are released 
into the culture medium (e.g. Epstein–Barr virus from the 
NAMALWA cell line and human T-lymphotrophic virus II from 
MT4 cells). Animal viruses are expressed by some cell lines (e.g. 
bovine viral diarrhoea virus in bovine cell lines). Mammalian 
genomes contain many retrovirus-like sequences, which, whilst 
not overtly infectious, may be released in large quantities as 
retrovirus-like particles in murine myeloma cells, hybridomas and 
other cell lines (e.g. CHO cells and BHK cells). The expression of 
such virus-like sequences is also observed at the mRNA level in 
many human cancer cell lines and other primate cell lines.

Cross-contamination of cell lines with other cell lines is a real, 
but often neglected, problem. Whenever possible, cells should be 
obtained from certified sources and appropriate procedures 
should be applied to minimise the risk of cross-contamination 
during their storage and use in the laboratory.

Assurance of the quality of all materials and methods, and of their 
use and application, in order to maintain the integrity, validity 
and reproducibility of any work conducted.

The aim of quality assurance is to confirm the consistency, 
traceability and reproducibility of in vitro cell and tissue work. 
Each laboratory should have designated persons to oversee the 
quality assurance of:

– The cells and tissues.
– All other materials.

2.1.5. Microbial, Viral  
and Cellular Cross-
Contamination

2.2. Second GCCP 
Principle
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– The methods, protocols and SOPs.
– The equipment and its maintenance.
– The recording procedures.
– The expression of results.

A laboratory should have specific protocols and SOPs for the 
receipt of new or incoming cells and tissues, and for the handling, 
maintenance and storage and of all cells and tissues, with regular 
monitoring for compliance. The following are among the factors 
to be considered:

– Authenticity.
– Morphological appearance.
– Viability.
– Growth rate.
– Passage number and/or population doublings.
– Functionality.
– Differentiation state.
– Performance controls specific to the application.
– Contamination and cross-contamination.

The quality control of media, supplements and additives is both 
time consuming and expensive. Since most of these materials are 
obtained commercially, the supplier should be expected to oper-
ate according to standards appropriate to their supply and use, 
and to provide the relevant quality control documentation.

The user laboratory has the responsibility:

– To confirm that all the materials to be used are suitable for 
their intended purposes.

– To ensure that all materials are appropriately handled, stored 
and used.

– To monitor batches of materials with regard to changes or 
variations which may affect their use (for certain critical 
reagents, e.g. serum, pre-use testing may be necessary).

In the case of critical reagents, the manufacturer cannot be 
expected to know the user’s specific requirements. The user 
should therefore define a specification to include general details 
of the reagent, such as quality controls for identity, purity and 
activity and stability. Where relevant, the specification should 
include compliance with international standards (such as ISO 
standards or pharmacopoeial protocols).

All other working materials that come in direct or indirect 
contact with cell and tissue cultures should be regularly moni-
tored and appropriate procedures should be in place for ensuring 

2.2.1.  Cells and Tissues

2.2.2. Other Materials and 
In Vitro Culture Conditions
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the quality of culture vessels and surface coatings, the cleanliness 
and sterility of any re-used equipment (e.g. glassware) and lack of 
toxicity (e.g. plastic and rubber components).

Appropriate procedures are necessary for the purchase, instal-
lation, commissioning, correct use, performance monitoring 
(e.g. calibration) and maintenance of the following:

– Low temperature storage refrigerators.
– Incubators.
– Laminar air flow and safety cabinets, and other sterile work 

areas.
– Automatic pipettes and pipettors.
– Sterilisation ovens and autoclaves.
– Analytical and production equipment.

Documentation of the information necessary to track the materials 
and methods used, and to permit the repetition of the work and 
report the information required to enable the target audience to 
understand and evaluate the work.

In cell and tissue culture, as in any practical science, clear 
documentation of the systems used and procedures followed is 
mandatory, in order to permit the traceability, interpretation and 
repetition of the work. Therefore, accurate records of cell type, 
origin, authentication and characterisation, and of the materials 
used and the culture techniques performed, are essential.

The documentation should be retrievable and should include:

– The objective of the work.
– The rationale for the choice of procedures and materials used.
– The materials and equipment used.
– The origin and characterisation of the cells and/or tissues.
– The laboratory records, including results, raw data and quality 

control records.
– Cell and tissue preservation and storage procedures.
– The protocols and SOPs used, and any deviations from them.

In some circumstances, e.g. where compliance with GLP or 
GMP is required, there should be formal procedures for retrieval 
and review, and for resolving any questions or disputes that may 
arise.

A minimal set of information is essential when working with cells 
(primary or cell lines) or tissues of animal or human origin such 
as (if applicable) source, species/strain, sex, age, number of 
donors, health status, any special pre-treatment, organ/tissue of 

2.3. Third GCCP 
Principle

2.3.1. Origins of Cells  
and Tissues
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origin, cell type(s) isolated, isolation technique, date of isolation, 
operator, supplier, material transfer agreement, medical history of 
donor, pathogen testing, shipping conditions, state of material on 
arrival, cell line identification and authentication and mycoplasma 
testing.

It is essential that records should be kept on the following:

– Culture media (including all supplements and additives) and 
other solutions and reagents (including details of supplier, 
batch, storage requirements, expiry date), and methods of 
preparation (these may be specified in SOPs for research and 
development work, but the traceability of each procedure to 
ensure the use of appropriate reagents may be required, in 
line with other specific quality standards).

– Culture substrate (type and supplier of coating material [e.g. 
collagen, fibronectin, laminin, poly-d-lysine], basal membrane 
[e.g. Matrigel®]) and recording of the coating procedures, 
where applicable.

– Procedures for preparation or use of cells or tissues.

The records on handling, maintenance and storage related to 
cultureware and equipment should include:

– Type and origin of culture ware (types and suppliers of flasks, 
Petri dishes, t-flasks, roller bottles, etc.).

– Laminar air flow and safety cabinet testing, calibration, main-
tenance and repair.

– Monitoring of humidity (if appropriate), temperature and 
CO2 levels in incubators.

– Monitoring of refrigerator and freezer temperatures.
– Monitoring of liquid nitrogen level and/or temperature in 

storage containers.
– Sterility controls (e.g. autoclaving, sterility tests).
– Regular maintenance and calibration of all other critical appa-

ratus (according to manufacturers’ manuals).

With regard to the in vitro system, critical information must 
be recorded to permit tracing of the history of the biological 
material, its characteristics and the treatments, manipulations, 
measurements and procedures applied to it, including statistical 
procedures used to analyse the results obtained.

Cell and tissue preservation and storage details should include 
(but not be limited to) the following:

– Type of cell or tissue and passage/identity number.
– Cryoprotectant used and its concentration.
– Number of cells and volume per cryovial.

2.3.2. Handling, 
Maintenance and Storage
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– Position in container.
– Viability and plating efficiency after thawing.
– Date and operator.

Any changes in storage location should be formally recorded 
and, when appropriate, relevant notification should be given (e.g. 
to the owner, safety officer or quality control personnel).

The disposal procedures for culture laboratory waste (used 
solutions, toxic treatments, biological materials, etc.) must be 
documented and compliance with them should be ensured.

Examples of requirements for documentation concerning the 
handling, maintenance and storage of cells (primary or cell lines) 
and tissues animal or hum (if applicable): ethics, morphology, 
histopathology, quarantine, purity of isolation, phenotype, state 
of differentiation, type of culture, culture medium, feeding cycles, 
growth and survival characteristics, initial passage number, con-
fluency at subculture, induction of differentiation, identification 
and authentication, ageing, mycoplasma testing.

Effective communication is an essential part of cell and tissue cul-
ture work, so careful attention should be given to the reporting 
procedures used.

The format of a report will depend on the target audience, 
e.g. in-house personnel, a client or sponsor, a regulatory body, the 
scientific community or the general public. The person(s) respon-
sible for the report should be identified. Where appropriate, the 
report should be formally authorised for its intended purpose.

A high-quality scientific report should cover the objective of 
the work, the protocols and SOPs used, planning and experimen-
tal design, the execution of the study, data collection and analysis 
and a discussion of the outcome.

It should also be made clear that the whole study was estab-
lished and performed in accordance with any relevant standards, 
regulations, statutes, guidelines or guidance documents, and 
safety and quality assurance procedures.

When submitting the report of the cell and tissue culture 
work, a minimum set of information should be included, which 
covers the origins of the cells, the characterisation, maintenance 
and handling of the cells and the procedures used. A statement 
of compliance with the GCCP principles should also be 
included.

Details to be included in papers for publication in journals are 
as follows: type of culture, cell/tissue type, species, origin, catalogue/
product number, basic culture medium, serum, antibiotics, other 
additives, complete medium, frequency of medium change, type 
of culture plates/flasks, surface coating, subculture frequency, 
subculture split ratio, detachment solution, usable passage range, 
passage number at use, maintenance conditions, storage conditions.

2.3.3. Reporting
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Establishment and maintenance of adequate measures to protect 
individuals and the environment from any potential hazards.

National and local laws, based on moral and ethical principles, 
govern safety in the workplace in most countries. Many countries 
also issue guidelines on occupational health and laboratory safety, 
and individual laboratories may also have rules which reflect local 
circumstances. Thus, the guidance on safety in the cell culture 
laboratory given here in no respect replaces these laws and regula-
tions, but rather draws attention to certain aspects of them and 
highlights issues specific to the in vitro culture of animal and 
human cells and tissues.

Identifying and evaluating risks, and taking appropriate action 
to avoid or minimise them, are the foundations on which safety is 
built (11). In the work environment, and particularly in the labo-
ratory, where hazards may be complex and their evaluation 
requires specialist knowledge, risk assessment should be per-
formed in a structured way. Furthermore, the results of such risk 
assessments should be recorded not only to confirm that they 
have been carried out and appropriate action taken, but also to 
act as a reference document for individuals performing the tasks 
assessed. These assessments should be reviewed at regular inter-
vals to take into account any changes in local practice, national or 
international regulations, or increases in scientific knowledge.

It is important to pay particular attention to risks, which may 
be specific to, or more significant in, certain groups of workers. 
For example, where there is the possibility that women of repro-
ductive age may carry an undiagnosed pregnancy and would be at 
greater risk from the effects of certain chemicals, such as terato-
gens or biological agents, and persons with a diminished immune 
response (e.g. due to medication or to a medical condition) 
should seek expert medical advice before they are allowed to work 
in a laboratory where cell and tissue culture is performed.

The safety conditions highlighted below relate not only to 
the safety of individual cell and tissue culture workers, but also to 
that of their colleagues, the general public and the environment.

All personnel must be made aware of the potential hazards 
associated with their work and must be trained in the designated 
safety procedures, as well as in the appropriate use of the safety 
equipment required (including personal protective equipment) 
and the appropriate handling of spills.

Risk assessment should be carried out under the following 
headings, but should not be limited to them, depending on the 
circumstances:

– Facilities (e.g. laboratories, offices, storage and sanitation): For 
example, are they appropriate and adequate for the intended 
use, well maintained and properly heated/ventilated?

2.4. Fourth GCCP 
Principle
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– Security: Depending on the work, are special security precautions 
required (e.g. for restricted access to site/laboratories and for 
removal of hazardous material from the site)?

– Health and safety of staff: Is the health and safety monitoring 
of staff regularly carried out and documented?

– Laboratory equipment: Is the equipment used certified as suf-
ficiently safe for its specific and intended purpose?

– Infectious/biohazardous materials: Are hazard classification, 
receipt, processing, containment, storage and disposal conducted 
correctly, with use of the appropriate protective ware, cloth-
ing and other precautions?

– Chemicals and radioactive substances: Are the receipt, han-
dling, storage and disposal of hazardous materials (e.g. toxic 
compounds, flammable liquids) conducted according to the 
correct procedures?

– Hazard prevention: Are appropriate hazard prevention plans 
established, are staff regularly trained in these procedures (e.g. 
fire evacuations) and are they applied correctly.

– Waste disposal: Is a waste management procedure established 
that ensures prompt and safe removal from the clean cell 
culture areas followed by disposal according to approved 
procedures?

Typical precautions to be used to ensure operator safety when 
handling cells and tissues

– Hands should be washed or disinfected before and after han-
dling cells.

– An appropriate gown or laboratory coat should be worn, to 
be put on when entering the laboratory and removed when 
leaving it.

– Personal accessories (e.g. rings, watches), which might com-
promise cell and tissue culture activities, should be removed 
or covered up to prevent contamination.

– If appropriate, gloves should be worn, and replaced immedi-
ately if torn or punctured.

– When handling cell and tissue cultures, workers must avoid 
transferring contamination on the hands from the culture 
work to unprotected body parts (e.g. eyes or mouth), cloth-
ing or items in the open laboratory environment.

– As far as reasonably practicable, all cell and tissue work should 
be performed in a Class II cabinet or other appropriate (micro)
biological safety cabinet. NB: Certain cabinets, such as hori-
zontal flow cabinets, protect the cells and tissues, but not the 
user or the general environment.
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– Mouth pipetting must be strictly prohibited.
– All procedures should be undertaken by using methods that 

minimise the production of aerosols that might spread con-
tamination by micro-organisms or cells.

– All disinfectants used should be effective and appropriate for 
the work.

– All work surfaces should be cleaned with an appropriate disin-
fectant (e.g. 70% ethanol), before and after use.

– The use of sharps should be avoided as far as is possible. Any 
used sharps should be disposed of safely according to approved 
procedures.

– All cultures should be clearly and unambiguously labelled.

Hazards can be categorised into three main groups: physical haz-
ards, chemical hazards and biological hazards. A risk assessment 
plan should consider all these hazards in relation to the proposed 
work. Risk assessment is not only limited to the laboratory and 
laboratory personnel, but also to people in the entire facility, people 
in the external environment and to the environment itself. This is 
not only a vital aspect of basic research and testing, but is particu-
larly important when cultured cells and tissues are used for diag-
nostic purposes or for producing therapeutic products, or when 
the cells and tissues themselves are used for therapeutic 
purposes.

The cell and tissue culture laboratory does not pose any specific 
physical hazards. However, laboratories and workspaces should 
always be kept clean and tidy, and free of material stored on the 
floor or anywhere where it can cause risk to other people. Any 
equipment or apparatus used should meet national safety guidelines. 
Equipment such as autoclaves and laminar flow or microbiological 
safety cabinets should have a programme of maintenance for safe 
use, usually carried out at a minimum frequency of once a year. The 
correct operation of equipment should also be regularly checked. 
Procedures should be in place for ensuring the safest possible use of 
equipment connected with ultraviolet light, liquid nitrogen and 
pressurised gases.

The cell and tissue culture laboratory is not a particularly danger-
ous place to work with regard to chemical hazards. However, 
some chemicals have ill-defined or unknown biological effects, so 
general safety standards should always be maintained to protect 
workers against these uncertain hazards. Material Safety Data 
Sheets for all chemicals used in the laboratory should be requested 
from the suppliers. For any substances which are potentially haz-
ardous to health (e.g. mutagens, cryoprotectants and labelling dyes), 

2.4.1. Hazards Related  
to Cell and Tissue Culture 
Work

2.4.1.1. Physical Hazards

2.4.1.2. Chemical Hazards
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these data should form the basis of a risk assessment for the use 
of this chemical, as the level of risk will vary, depending on, for 
example, the quantities being used and the techniques being 
employed. This is covered by national legislation in some 
countries. Correct waste disposal procedures should always be 
followed.

Materials being tested in in vitro toxicity tests represent a par-
ticular problem, particularly if the study requires that they be 
coded and supplied via an independent, external source. Although 
the concentrations used in the final test solutions may be very 
low, the storage of the bulk material and its handling can repre-
sent a significant potential risk. It should always be possible to 
break the code in the event of an accident. Particular care should 
be taken with certain kinds of materials, such as when women of 
reproductive age may be exposed to teratogenic test materials 
during an in vitro reproductive toxicity study.

Many different issues related to potential biological hazards must 
be considered and, in certain cases, monitored in the cell and tis-
sue culture laboratory.

Risk assessments should address issues that could arise from 
the species of origin, the health status of donor, the available data 
from microbiological screening tests and the culture and storage 
history. Although not usually dangerous to the user, cells and tis-
sues have the potential to permit the replication of viruses poten-
tially pathogenic to humans and should therefore be routinely 
treated as if they are a potential health risk.

All cells and tissues new to the laboratory should be handled 
under a strict quarantine procedure, including suitable precau-
tions to prevent the spread of potential contamination with addi-
tional controls, as necessary (e.g. use of separate dedicated media 
and equipment, and work by dedicated staff). It is not advisable 
to use horizontal laminar flow cabinets when handling cells, as 
such cabinets are designed to protect only the work area and the 
air flow is directed toward the user.

Where the nature of the work means that there is a significant 
risk of biological hazard, special precautions must be taken in 
accordance with national requirements, most of which, where 
infectious organisms are concerned, are based on the WHO clas-
sification for human pathogens.

If the cells or tissues originate from a certified source, such as 
a recognised cell bank, which provides certification of freedom 
from certain contaminants, this documentation may suffice for 
risk assessment, provided that the cells have not been exposed to 
potential sources of contamination since leaving the bank. 
However, it is recommended that, as a minimum and where advis-
able, mycoplasma testing should be carried out on all samples 
received.

2.4.1.3. Biological Hazards
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Due to the risk that the operators’ immune systems may not 
protect them against, for example, the tumourigenic growth of 
their own cells which may have been altered via the in vitro pro-
cedures (e.g. by transformation, immortalisation, infection or 
genetic modification), most national guidelines make it unaccept-
able for operators to culture cells or tissues derived from them-
selves or from other workers in the same laboratory, nor to 
genetically manipulate such cells or tissues, or treat them with 
potentially pathogenic organisms.

Many countries have national safety committees, which estab-
lish guidelines for work with genetically modified organisms 
(GMOs) and help and require scientists to classify and perform 
their work at the appropriate biosafety level. Recombinant cells 
(i.e. those produced by genetic engineering or genetic modifica-
tion [terms used to cover most techniques used to artificially alter 
the genetic make-up of an organism by mixing the nucleic acids 
of different genes and/or species together]) will generally fall 
within the requirements of such guidelines. The classification and 
control of this kind of work differs between countries, and coun-
tries may decide to classify work at a higher or lower level when 
new information on a particular vector/host system becomes 
available.

Risk assessment is clearly a dynamic process and has to take 
into account new developments and the progress of science. It is 
the responsibility of the scientists involved to keep up to date with 
developments in this expanding field of activity and at all times to 
respect national and international guidelines and requirements.

Risks to the environment are generally due to poor waste dis-
posal, leading to contamination of water, air or soil, or the escape 
from containment of hazardous materials. The environment can 
also be contaminated by release of biological material due to 
accidents, including transport accidents, and systems should be 
put in place either to prevent or minimise the potential for such 
damage.

Methods of waste disposal appropriate to the work in hand must 
be identified during the risk assessment process. These methods 
must protect not only the individual tissue culture workers them-
selves, but also their colleagues, the wider population and the 
environment. Work with known pathogens and GMOs must be 
performed according to the relevant regulations (see above), 
including methods of waste disposal. Where methods are not 
specified in these regulations, there is a requirement to assess and 
justify all proposed methods of waste disposal as part of the risk 
assessment. Similarly, the appropriate method of disposal of haz-
ardous chemicals must be identified before work with them is 
undertaken.

2.4.2. Risk to the 
Environment

2.4.2.1.  Waste Disposal
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In line with the precautionary principle, the following minimum 
precautions should be taken when disposing of waste from the 
cell culture laboratory:

– All liquid waste, with the exception of sterile media or solu-
tions, should be either chemically inactivated (e.g. by using 
sodium hypochlorite or another disinfectant) or autoclaved 
before disposal.

– All solid waste should either be autoclaved before leaving the labo-
ratory or should be placed in rigid, leak-proof containers before 
being transported elsewhere for autoclaving or incineration.

The transportation of any biological materials, chemicals (including 
liquid nitrogen) or other materials (e.g. dry ice) of potential risk 
to humans, animals, plants and/or the environment must comply 
with national or international regulations (http://www.iata.org/
whatwedo/dangerous_goods). They should be packed so as to 
prevent spills in the case of breakage, be correctly labelled (with 
appropriate hazard symbols) and have the appropriate accompa-
nying documentation (e.g. materials safety data sheet, import 
form, export form and CITES permit, if applicable). Where 
appropriate, the International Air Transport Association (IATA) 
guidelines should be followed, as they are stringent and are rec-
ognised internationally. Before arranging transport, the various 
legal requirements for export and import into the recipient coun-
try should be considered, including ethical issues (e.g. the use of 
human cells or tissues of embryonic origin), disease transmission, 
endangered species regulations and bioterrorism regulations.

Biological material is usually classified for shipping purposes as:

Diagnostic specimens●●

Infectious specimens●●

Biological products●●

GMOs●●

From an ethical and legal point of view, it is desirable that high 
standards for cell and tissue culture should be established and 
maintained worldwide, so that accountability, safety and ethical 
acceptability can be universally guaranteed, insofar as that it is 
reasonably practicable. The ethical and associated legal issues 
raised are extremely complex and beyond the scope of these 
GCCP guidelines. However, all concerned should maintain a suf-
ficient level of awareness of the ethical issues related to cell and 
tissue culture work, and of public opinion and the relevant legis-
lation at the national and international levels.

At present, there are no ethical guidelines relating specifically 
to general cell culture practices, but various guidelines, regula-
tions and laws are in place for dealing with cells and tissues of 
specific origin and/or use.

2.4.2.2. Transport

2.5. Principle 5: 
Compliance with 
Relevant Laws and 
Regulations, and with 
Ethical Principles
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Before any studies are initiated, matters of ethical significance 
must be carefully considered. These can be subdivided, from a 
GCCP point of view, into general ethical considerations and 
more-specific considerations.

From a general perspective, good practice leads to data of 
high value, in turn leading to less waste of effort and greater con-
fidence in the outcome of the study, to the benefit of all con-
cerned, including the general public.

The more-specific considerations include the ethical implica-
tions of using material of animal and human origin, and GMOs.

At present, there are no international laws specifically governing 
cell and tissue culture practices. However, any work involving 
animal or human pathogens has to be performed in compliance 
with national and international requirements. Some countries 
have, or are preparing, legislation or regulations to control spe-
cific areas, such as the use of material of human origin. New con-
trols are also being drafted in response to the challenges and 
opportunities presented by transplantation, regenerative medi-
cine, stem cell research and GMOs. Ownership of cell lines and 
patents must also be dealt with appropriately and special condi-
tions may apply where cell cultures are involved (7). In addition, 
there are international agreements relating to the provision of 
organisms and cell cultures that may be used for bioterrorism.

In general, any work involving animal material should be in com-
pliance with local and national legislation on animal experimenta-
tion and the Three Rs (reduction, refinement and replacement) 
principles of Russell and Burch (8). In addition, other ethical 
issues may arise in certain circumstances. Examples include the 
use of cells derived from endangered species (http://www.cites.
org/), the production of monoclonal antibodies by the ascites 
method (see References: Monoclonal antibodies and ethics) and the 
pre-treatment of animals with chemical inducers to provide cells 
for culture with specific biochemical properties (e.g. hepatocytes 
with elevated CYP450 enzyme levels).

In order to minimise pain and distress, donor animals should 
be handled according to the appropriate and approved proce-
dures. As foetuses of many mammalian species can already feel 
pain long before birth (8), they should also be treated with the 
utmost care, again according to appropriate procedures.

Serum, and especially FBS, is a commonly used component 
of animal cell culture media. It is harvested from bovine foetuses 
taken from pregnant cows during slaughter. Here again, the cur-
rent practice of foetal blood harvesting poses ethical problems 
(blood is usually taken via cardiac puncture, without any form of 
anaesthetic (9,10)). Efforts are being made to reduce the use of 
animal serum and, where possible, to replace it with synthetic 

2.5.1. Laws and 
Regulations

2.5.2. The Use of  
Animal Material
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alternatives. A wide range of other cell culture materials derived 
from animals (e.g. tissue extracts, extracellular matrix materials) 
also raise ethical concerns.

Legal issues can also arise if animal-derived cells and tissues 
are found to be infected with viruses which could infect wildlife 
or species of agricultural importance. For this reason, the discov-
ery of certain viruses in cells and tissues may need to be notified 
to the relevant authorities and appropriate action taken.

The use of human biological material is critical for medical 
research. It is particularly important that researchers are aware of 
the need to handle such material in a responsible manner and in 
accordance with local and national requirements.

Those involved with the procurement, supply and use of 
human biological material should maintain proper records to 
ensure appropriate traceability and control of the applications of 
the material in ways which are consistent with the nature of the 
consent given by, or on behalf of, the donor. All use of human 
tissue should be approved by the appropriate ethics committee 
and copies of such approvals should be kept for reference. Where 
samples are provided to third parties, the custodian is responsi-
ble for the safe keeping of the code which enables samples to be 
linked to individual donors, where appropriate and when 
necessary.

Human material is usually procured either from specialised 
cell and tissue banks or from hospitals (11). Currently, most of 
the banks are run on a not-for-profit basis. Nevertheless, some of 
them have been set up by private industries, particularly for the 
production of engineered tissues. This raises serious ethical con-
cerns (including the transfer of human material for profit), and 
has not yet been dealt with adequately at the national level in 
most countries or internationally.

Confidentiality with respect to the provision and use of 
human tissue is governed both by law and by professional guide-
lines. A legal requirement in most countries is that, when dealing 
with human material, informed consent must be sought either 
from the donor or from the donor’s family.

Human tissue banks should be recognised as the most legally 
and ethically acceptable approach to the procurement and distri-
bution of donated non-transplantable human tissue for research, 
as they are best equipped to deal with, and advise on, the complex 
issues involved, including ethics, consent, safety and logistics as 
well as scientific questions.

The removal of blood samples from human volunteers should 
only be performed by qualified personnel and particular precau-
tions should be followed to minimise any risks. Such volunteers 
should also be considered to be donors and some form of docu-
mented informed consent will be required.

2.5.3. The Use of Human 
Material
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The use of human stem cells involves serious ethical questions, 
because of their origins and their potential uses. This is a relatively 
new research area, and, while some countries already have strict 
controls, other countries are currently considering what laws and 
regulations should be introduced in the public interest.

The procurement of stem cells from early embryos and foe-
tuses is a particularly sensitive issue, because of the circumstances 
in which such embryos and foetuses become available. Stem cells 
can also be obtained from adult tissues and from umbilical cord 
blood, where the ethical considerations to be taken into account 
are similar to those involved in obtaining other human tissues, but 
it is the use of the stem cells which requires effective regulation.

Before any human material is used for the establishment of a 
new cell line, ethical approval should be obtained from the rele-
vant authority.

The creation, storage, transport, use and disposal of genetically 
engineered cells are currently subject to the requirements that 
apply to GMOs. This is a rapidly expanding field and its long-
term consequences are as yet unknown. It involves manipulating 
genes and cells in ways that do not occur in nature, and for this 
reason, it raises sensitive ethical issues. The above activities are 
regulated in many countries, where, before any work is initiated, 
relevant approval must be sought.

The range of applications for cell culture is expanding rapidly and 
involves an ever-broadening range of technical manipulations (e.g. 
chemically induced and genetic modifications) for use in basic and 
applied science, manufacturing, diagnosis, and efficacy and safety 
testing procedures as well as for providing therapeutic materials.

The competence of staff to perform their duties in a labora-
tory is central to ensuring that work is performed according to 
the standards of the organisation in relation to its scientific, legal 
and safety requirements and obligations. This requires education 
and training as well as the regular monitoring of performance.

A good basic education should be given in the nature and 
purposes of cell and tissue culture which is an essential basis for 
any future training programme. The basic principles of in vitro 
work, aseptic technique, cell and tissue handling, microscopy, 
basic culture procedures (cell viability testing, cell counting, sub-
culturing etc), quality assurance, use and maintenance of all 
equipment, laboratory safety, waste disposal and ethics should be 
included. It is also important that those working with material of 
animal or human origin should have a sufficient understanding 
of any additional laws or regulations that will apply.

Much of the training required may best be given on a one-
to-one basis in the laboratory. However, there are a number of 

2.5.4. Genetically  
Modified Cells

2.6. Principle 6: 
Provision of Relevant 
and Adequate 
Education and Training 
for all Personnel to 
Promote High Quality 
of In Vitro Work and 
Safety
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principles that can be covered in organised courses that may 
involve participants from more than one laboratory.

Training should be seen as an ongoing process for improving 
and developing practical skills and maintaining competence. 
Given its critical importance to the success of any laboratory 
work, there should be a formally documented training and devel-
opment programme for all members of staff, including training 
records and regular reviews of training needs.

When new staff join a laboratory staff, their skills and experi-
ence should be assessed, and the need for further training proce-
dures in relation to their new jobs should be identified. These 
needs may include a variety of general and specific procedures, 
covering SOPs, general laboratory maintenance, and safety and 
emergency procedures.

Training can be provided in-house by experienced members 
of staff and/or visiting experts via accredited on-line programmes 
and/or through attendance at external courses. For certain appli-
cations including product manufacture and testing, and process-
ing of cells and tissues for clinical use, training must be formally 
recorded and reviewed.
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Chapter 2

Induced Pluripotent Stem Cells (iPSCs): An Emerging Model 
System for the Study of Human Neurotoxicology

M. Diana Neely, Andrew M. Tidball, Asad A. Aboud, Kevin C. Ess,  
and Aaron B. Bowman 

Abstract

This chapter describes the materials and methods necessary to generate human induced pluripotent stem 
cells (iPSCs) from primary human fibroblasts and direct their differentiation into neural progenitor cells. 
Application of such methods is an emerging model for the study of neurotoxicity focused on human 
neurons and glia derived from specific patients. The techniques described here include primary human 
fibroblast culture, lentiviral/retroviral-mediated iPSC inductions, iPSC clonal expansion and maintenance, 
validation of pluripotency markers, and neuronal differentiation of iPSCs. Methods and applications 
using iPSCs are rapidly changing: here we describe the current methods used in our laboratories. 
The iPSC induction method featured in this chapter is based on a two-step viral transduction approach 
described by Dr. Shinya Yamanaka and colleagues (Cell 131:861–872, 2007) modified following the 
protocol of Dr. Sheng Ding and collaborators (Nat Methods 6:805–808, 2009). The neuralization 
method featured in this chapter is based on the method described by Lorenz Studer and colleagues (Nat 
Biotechnol 27:275–280, 2009). Maintenance and cryostorage methods were developed in our lab by 
optimizing a combination of approaches described in the literature. This chapter is not meant to be 
comprehensive, but instead focuses on the core competencies needed to begin working with human 
iPSCs and neuralization of these cells for toxicological studies.

Key words: Induced pluripotent stem cells, Human models of neurotoxicity, Neuronal differentiation, 
Patient-derived fibroblasts

A major breakthrough was announced in 2007 by two independent 
labs, headed by Drs. Shinya Yamanaka and James Thomson,  reporting 
the generation of human induced pluripotent stem cells (iPSCs) 
from adult human dermal cells with a developmental potential seem-
ingly equivalent to human embryonic stem cells (hES cells) (1, 2). 
iPSCs can generate cells from all three embryonic germ  layers, and 
thus are very similar to hES cells (1–3). Because of these traits, 

1.  Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_2, © Springer Science+Business Media, LLC 2011
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iPSCs open a new and exciting branch of human stem cell based 
toxicological and disease research. The study of neurotoxicology 
represents an almost ideal application of this technology given the 
complexities of Human diseases with diverse genetic and environ-
mental risk factors. Furthermore, the ability to differentiate neurons 
and glia from patient iPSCs offers a chance to examine in detail 
changes in both the development and maintenance of neural func-
tion resulting from complex genetic inheritance patterns. Finally, the 
relative ease to expand, maintain, culture, and differentiate iPSCs will 
enable utilization of this resource by a broader range of laboratories 
around the world, expanding both the scope and depth of research 
into human disease.

Environmental stressors are thought to interact with an indi-
vidual’s genetic makeup to influence or cause neurological disease. 
These toxicological actions may occur at any point during develop-
ment as well as later during adulthood. The multigenic inheritance 
pattern of environmental susceptibility makes it difficult to evaluate 
the risk that environmental agents pose for specific diseases or  
persons. The advent of iPSC technology will enable researchers to 
generate in vitro cultures of patient-specific neurons to assess 
patient-specific susceptibility to neurotoxicants. This technology 
opens the opportunity to characterize the cellular, physiological, 
pharmacological, and molecular properties of living human neurons 
with identical genetic determinants as individuals with neurological 
disease (Fig. 1). Furthermore, if a comprehensive clinical history  
of the patients is known, iPSC-based studies can compare patient 
populations showing sensitivity to particular environmental agents, 
divergent clinical outcomes, and differing co-morbidities. Thus, 
iPSC technology has the potential to revolutionize scientific 
approaches to human health.

The application of human pluripotent stem cell technology to 
toxicological risk assessment posits that cells differentiated from 
patient-derived stem cells will model the toxicant sensitivity of the 
patient’s own cells. A number of technical and theoretical hurdles 
need to be overcome before the utility of this approach can be real-
ized. For example, efficiency and consistency of stem cell derivation; 
contribution of epigenetic changes; and protocols for differentia-
tion, exposure paradigms, and assessment of toxicity need to be 
optimized. Perhaps though the most fundamental issue that must 
be addressed soon is whether the methods for generating patient-
derived pluripotent stem cells are capable of yielding a consistent 
model of sensitivity to environmental toxicants. Several groups, 
including our own, are currently performing research and develop-
ment to validate iPSCs as a model of human toxicological risk.

This chapter describes current methods to generate and validate 
iPSCs using the basic method developed by Yamanaka and 
 colleagues of lentiviral transduction of fibroblasts to allow expres-
sion of the mouse retroviral receptor, Slc7a1, followed by mouse 
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ecotropic retroviral transduction with the three genes shown to 
be sufficient for induction of pluripotency, SOX2, KLF4, and 
OCT3/4 (1, 4). We provide detailed methods from our laboratory’s 
adaptation of a variety of available methods. The topics covered 
include culturing of primary human fibroblasts from skin biopsies, 
preparation of virus for transductions, induction of pluripotency 
in human fibroblasts, isolation of human iPSC colonies, basic 
maintenance and expansion of human iPSC lines, and a discus-
sion of first step validation protocols to confirm the human 

Fig. 1. Scientific approach: from bedside to bench and back again. A schematic overview 
is given of the steps involved in deriving patient-specific neurons and how observations 
from experimentation with these neurons can potentially benefit patients. Fibroblasts 
harvested from a skin biopsy are transduced to become patient-specific human induced 
pluripotent stem cells (iPSCs). The human iPSCs are then differentiated into neurons that 
can be assessed for their response to the neurotoxicants of interest. The knowledge 
obtained from these experiments may directly benefit the patients or allow the testing of 
novel hypotheses related to disease pathogenesis.
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iPSC phenotype. Finally, we discuss methods we have adapted 
from the work of Lorenz Studer and colleagues to induce neural 
progenitors from human iPSCs (5). Throughout this chapter, we 
refer the reader to key publications that offer alternative methods or 
expanded approaches in working with human iPSCs.

The selection of basic materials for iPSC culture and differentiation 
is critical for success. Indeed, for many of the reagents it is highly 
recommended that these specific vendors and catalog numbers be 
utilized. A list of antibodies, including dilutions and vendor infor-
mation, are provided in Table 1. A complete list of the stock 
reagents needed, including catalog number and vendor name, is 
provided in Table 2. Cell culture conditions for all procedures in 
this chapter utilize a standard tissue culture incubator, with a 5% 
CO2, humidified environment at 37°C. Due to the use of viruses 
and primary human cells, human iPSC cultures and human fibro-
blast reprogramming should be carried out in a biosafety level 2 
(BSL2) approved facility. Below we provide the recipes for all of the 
media and solutions described in the methods Sect. 3.

2.  Materials

Volume Component
Final 
concentration

Complete DMEM media

440 mL
50 mL
5 mL
5 mL

DMEM (Mediatech, Inc. #10-013-LV)
Fetal Bovine Serum (FBS) (Sigma # F2442)
Pen/Strep (100×, Mediatech # 30-002-CI)
Non-essential amino acids (100×, Sigma # M7145)

10%
1×
1×

hES media

385 mL
100 mL
2.5 mL
5 mL
5 mL
0.2 mL
3.5 mL

DMEM/F12 (Invitrogen #11330-032)
Knockout Serum Replacement (Invitrogen #10828)
Glutamax (100×, Invitrogen #35050-061)
Pen/Strep (100×, Mediatech # 30-002-CI)
Non-essential amino acids (100×, Sigma # M7145)
rhFGF, basic (20 mg/mL in D-PBS, Promega # G5071)
b-Mercaptoethanol (Sigma # M3148)

20%
2 mM
1×
1×
8 ng/mL
100 mM

Neuralization media

410 mL
75 mL
5 mL
5 mL
5 mL
1.93 mL

Knockout DMEM (Invitrogen #12660)
Knockout Serum Replacement (Invitrogen #10828)
Glutamax (100×, Invitrogen #35050-061)
Pen/Strep (100×, Mediatech #30-002-CI)
Non-essential amino acids (100×, Invitrogen # M7145)
b-Mercaptoethanol (Sigma # M3148)

15%
2 mM
1×
1×
55 mM
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Fibroblast freezing solution

12 mL
6 mL
2 mL

DMEM (Mediatech, Inc. #10-013-LV)
FBS (Sigma # F2442)
DMSO (Sigma # D8418)

60%
30%
10%

Feeder-free iPSC freezing solution

9 mL
10 mL

1 mL

mTeSR1 (StemCell Technologies. Item#05850)
Rho Associated Kinase (ROCK) inhibitor Y-27632 (1,000× in H2O,  

Tocris Bioscience #1254)
DMSO (Sigma # D8418)

90%
10 mM

10%

CTK solution

5 mL
5 mL
0.5 mL
10 mL
30 mL

2.5% (w/v) trypsin (Invitrogen #15090-046)
1 mg/mL collagenase IV (Invitrogen #17104-019) (in D-PBS)
0.1 M CaCl2 in cell culture grade H2O (Sigma # C7902)
Knockout Serum Replacement (Invitrogen #10828)
Cell culture grade H2O (Invitrogen #15230-147)

0.25%
0.1 mg/mL
1 mM
20%

Table 1 
Primary and secondary antibodies

Dilution Source and item number

Primary antibodies

TRA-1-60 1:100 Millipore. Item# MAB4360
CD57/HNK-1 1:100 Sigma. Item# C6680
NESTIN 1:200 Millipore. Item# AB5922
OCT4 1:200 Cell Signaling Technology. Item# 2750
PAX6 1:200 Covance. Item# PRB-278P
SSEA3 (MC-631) 1:100 Millipore. Item# MAB4303
SSEA4 (MC-813-70) 1:200 Dev. Studies Hyb Bank. Item# MC-813-70
SSEA4-Alexa Fluor 488 1:100 BD Pharmingen. Item# 560308
TRA-1-60-Alexa Fluor 555 1:25–50 BD Pharmingen. Item# 560121
TRA-1-81-Dylight 488 100 Stemgent. Item# 09-0069

Secondary antibodies

DyLight 649 Affinity Purified  
Donkey Anti-Mouse IgG (H + L)

1:400 Jackson Immunoresearch Laboratories. 
Item# 715-495-150

DyLight 649 Affinity Purified Donkey 
Anti-Rabbit IgG (H + L)

1:400 Jackson Immunoresearch Laboratories. 
Item# 711-495-152

DyLight 549 Affinity Purified  
Donkey Anti-Mouse IgG (H + L)

1:800 Jackson Immunoresearch Laboratories. 
Item# 715-505-150

DyLight 549 Affinity Purified  
Donkey Anti-Rabbit IgG (H + L)

1:800 Jackson Immunoresearch Laboratories. 
Item# 711-505-152

DyLight 649 Affinity Purified Goat  
Anti-Rat IgM, m chain specific

1:400 Jackson Immunoresearch Laboratories. 
Item# 112-495-020
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Table 2 
Materials and reagents

Reagent Source and item number

293-FT cell line Invitrogen. Item# R700-07

Accutase Innovative Cell Technologies. Item# AT-104

BD Matrigel™ hESC-qualified Matrix BD Biosciences. Item# 354277

Blasticidin S Invitrogen. Item# R210-01

Dispase StemCell Technologies. Item# 07923

D-PBS Mediatech. Item# 21-031-CV

Normal donkey serum Jackson Immunoresearch Laboratories. Item# 017-000-121

Fugene 6 transfection reagent Roche Applied Science. Item# 11814443001

Geneticin (G418) Mediatech. Item# MT61234RG

Hoechst (bisBenzimide H 33258) Sigma. Item# B1155

Leukocyte Alkaline Phosphatase Kit Sigma. Item# 85L1-1KT

LIF (leukemia inhibitory factor) Millipore. Item# LIF1010

Lipofectamine 2000 transfection Invitrogen. Item# 11668-019

Mitomycin-C Sigma. Item# M4287

mTeSR1 medium StemCell Technologies. Item# 05850

Noggin R&D Systems. Item# 719-NG

OPTI-MEM I reduced-serum medium Invitrogen Corporation. Item# 11058-021

16% Paraformaldehyde solution Electron Microscopy Sciences Item# 15710

PBS (10× solution) Mediatech Item# 46-013-CM

PD0325901 Cayman Item# 13034

PLAT-E cells Cell Biolabs, Inc. Item# RV-101

pLenti6/UbC/mSlc7a1 Addgene. Plasmid 17224

pMXs-hc-MYC Addgene. Plasmid 17220

pMXs-hKLF4 Addgene. Plasmid 17219

pMXs-hOCT3/4 Addgene. Plasmid 17217

pMXs-hSOX2 Addgene. Plasmid 17218

Polybrene Millipore. Item# TR-1003-G

Puromycin Sigma. Item# P8833

ROCK inhibitor, Y-27632 Tocris Bioscience. Item# 1254

SB431542 Stemgent. Item# 04-0010

(continued)
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Table 2 
(continued)

Reagent Source and item number

SNL cells MMRRC at University of California, Davis. Item#  
015892-UCD

Thiazovivin Stemgent # 04-0017

Triton X-100 Sigma. Item# T8787

Trypsin-EDTA (0.05%) 1× Invitrogen Corporation. Item# 25300-054

ViraPower™ Bsd Lentiviral Support Kit Invitrogen Corporation. Item# K4970-00

Human iPSCs are derived from human somatic cells by the trans-
genic expression of a small number of factors (see Sect. 3.3). 
Human adult dermal fibroblasts are widely used for the produc-
tion of patient-specific iPSCs, but derivation of iPSCs from human 
keratinocytes has also been reported (6). Human fibroblast 
cultures can be established from skin biopsies or can be obtained 
from commercial sources. Organizations offering primary human 
fibroblasts include:

American Type Culture Collection, ATCC, http://www.atcc.org
Cell Applications, http://www.cellapplications.com

Coriell Institute for Medical Research, http://ccr.coriell.org/
European Collection of Cell Cultures, ECACC, http://www.

ecacc.org.uk
Japanese Collection of Research Bioresources, http://cellbank.

nibio.go.jp
Lonza, http://www.lonza.com/group/en.html
Riken Biosource Center, http://www.brc.riken.jp

To obtain patient-specific tissue, we perform 3 mm punch skin 
biopsies using an Acu Punch (Acuderm, Inc). The removed tissue 
is cultured under standard culture conditions and after 3–7 days, 
fibroblasts migrating out from the skin punch can be observed 
(Fig. 2). Two weeks later these fibroblasts can be passaged for 
derivation of iPSCs and cryostocks generated for future use.

 1. Skin biopsies should be obtained only with Institutional 
Review Board approval.

 2. Obtain skin biopsies (about 3 mm punch biopsy) from 
patients using standard sterile methods.

3.  Methods

3.1. Procurement, 
Propagation, and 
Preservation of  
Human Fibroblasts

3.1.1. Obtaining 
Fibroblasts from a  
Human Skin Biopsy

3.1.1.1.  Procedure
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 3. The tissue is transferred to a 35 mm dish containing 1 mL 
complete DMEM media.

 4. Skin sample is transferred to a tissue culture hood and halved 
with a scalpel or sterile scissors (sterilized tools should to be 
used for tissue from each patient to prevent any cross-
contamination).

 5. Put each half of the biopsy tissue into a well of a 6-well plate 
containing 0.5 mL of complete DMEM media. It is impor-
tant that the tissue makes contact with the dish surface at this 
stage; if necessary a sterile glass cover slip (22 × 22 mm) can 
be put on top of the skin tissue for additional weight to 
ensure contact between the tissue and the culture dish 
surface.

 6. When the tissue is in contact with the culture dish surface, 
slowly add 1.5 mL of complete DMEM media.

 7. Move dish carefully into a standard tissue culture incubator 
(5% CO2, humidified environment at 37°C).

 8. Aspirate media and add additional 2 mL complete DMEM 
media 48 h later.

 9. Feed cultures every 3–4 days with complete DMEM media.
 10. Fibroblasts will migrate out of the biopsied tissue and are 

ready for propagation 1–2 weeks later.

Human fibroblasts are best split when they reach about 80%  
confluency (Fig. 2b). The first passage is performed on fibroblasts 
growing in 6-well plates from which they are transferred into 10 cm 
dishes for further propagation. Volumes of media and enzyme 
needed for the first (when the cells are in 6-well plates) and later 

3.1.2. Propagation of 
Human Fibroblasts

Fig. 2. Procurement of human fibroblasts. (a) The tissue of a skin biopsy is transferred into a cell culture dish and  
maintained in complete DMEM media. Over the next 2 weeks, fibroblasts migrate out of the tissue and proliferate in the dish. 
This is an image taken 11 days after the biopsy was performed. Fibroblasts have migrated away from the skin tissue (arrow). 
After about 2 weeks, the fibroblasts are harvested and are ready for propagation. (b) The fibroblasts shown were harvested 
from the same biopsy tissue seen in (a). These fibroblasts have been passaged three times and are shown here at about 
80% confluency. At this point the human fibroblasts are ready for another passage or can be used for iPSC generation.
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propagations (when the fibroblasts are grown in 10 cm dishes) are 
both indicated, with the latter appearing in parentheses.

 1. Before the first passage move the cover slip (if present) into 
an empty well of the dish with the side that had faced the tis-
sue up and remove the biopsied tissue punch from the well.

 2. Wash fibroblasts and the cover slip two times with 2.5 mL 
(10 mL) of D-PBS to remove all media and serum.

 3. Incubate cells and cover slip (present only for the first propa-
gation) each with 1 mL (1 mL) of 0.05% trypsin-EDTA for 
about 5 min (check under the microscope for progress start-
ing at 3 min).

 4. Stop digestion by adding 2 mL (10 mL) of complete DMEM 
media.

 5. Harvest fibroblasts and transfer cells from 1-well (dish) each 
into a 15 mL (50 mL) conical tube.

 6. Add another 2.5 mL (10 mL) of complete DMEM media 
into each well and repeat the washing step.

 7. Add solution containing trypsinized cells to conical tube from 
previous step.

 8. Spin cells at 200 × g for 5 min at room temperature.
 9. Aspirate supernatant and resuspend cell pellet.
 10. First passage only – resuspend cell pellet from each well of the 

6-well plate in 10 mL complete DMEM media and plate cells 
into 10 cm dish.

 11. Later passages only – resuspend cell pellets obtained from 
each 10 cm dish in 30–40 mL of complete DMEM media and 
plate cells into three to four new 10 cm dishes.

 12. Label each culture with date, fibroblast identity, and passage 
number (see Note 1).

 13. Feed cells with complete DMEM media every other day.

Derivation of human iPSCs is most likely to be successful if attempted 
with early passage fibroblasts (ideally less than passage 5). Thus, 
early passage human fibroblasts should be frozen for future iPSC 
inductions should your first attempts not meet with your 
expectations.

Freezing of Human Fibroblasts

 1. Proceed with steps 2–9 as described previously (Sect. 3.1.2).
 2. Resuspend cell pellets in 3–4 mL of fibroblast freezing solution 

(usually we freeze at a concentration of about 2 × 105 cells/mL).
 3. Pipette 1 mL of cell suspension into 1.5 mL Nalgene cryo-

genic vials (#5000-1020).

3.1.2.1.  Procedure

3.1.3. Freezing and 
Thawing of Human 
Fibroblasts

3.1.3.1.  Procedure
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 4. Put cryo-vials into a Nalgene cell culture cryofreezing  
container for overnight freezing at −80°C.

 5. Transfer the cells into the liquid nitrogen storage facility the 
next day.

Thawing of Human Fibroblasts

 1. Rapidly transfer the cryo-vial containing the fibroblasts from 
the liquid nitrogen storage into a 37°C water bath.

 2. Thaw the cells by gentle agitation until most, but not all, of 
the contents is thawed.

 3. Remove the vial from the water bath and let the reminder of 
the cells thaw.

 4. Rinse the vial with 75% ethanol before transferring it into the 
tissue culture hood.

 5. Transfer the thawed cell suspension into a 15 mL conical tube.
 6. Slowly add 9 mL prewarmed complete DMEM media to 

the cells.
 7. Spin the cells at 200 × g for 5 min at room temperature.
 8. Resuspend the cell pellet (about 2 × 105 cells) in 10 mL of 

complete DMEM media.
 9. Plate cells into a 10 cm dish.
 10. Follow the growth and passage of the cells when they are 

about 80% confluent.

Reprogramming adult human fibroblasts into iPSCs is mediated 
by viral expression of transcription factors that are involved in 
maintaining the pluripotent state. The original report by Shinya 
Yamanaka’s laboratory identified four transcription factors needed 
to reprogram cells: OCT3/4, SOX2, KLF4, and c-MYC (1, 7, 8). 
We prefer to omit c-MYC from the transcription factor cocktail 
due to concerns of its potential to increase the number of partial 
iPSC colonies and its oncogenic character, as described by a 
 subsequent paper from Yamanaka and colleagues (4).

Retroviruses containing the human cDNAs for OCT3/4, 
SOX2, and KLF4 are used to drive expression of these genes in 
fibroblasts. For safety and efficiency reasons, ecotropic retrovi-
ruses are used. This approach requires the expression of the 
mouse membrane receptor protein gene, Slc7a1, for retroviral 
transduction of human fibroblasts. The Slc7a1 gene is introduced 
into the fibroblasts by lentiviral transduction prior to retroviral 
transduction of the 3 factors. Lentiviruses are produced in the 
viral packaging cell line 293FT, while retroviruses are made in 
PLAT-E cells. Production of lentivirus requires co-transfection 
of pLenti6/UbC/mSlc7a1 with plasmids expressing the virus 

3.2. iPSC Induction: 
Lentivirus and 
Retrovirus Production
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packaging genes. Production of retrovirus in PLAT-E cells does 
not require co-transfection with additional viral packaging genes, 
as the cells stably expresses these factors already. Generation of 
retrovirus is done by transfection of single constructs encoding 
the genes for induction of pluripotency (pMXs-h, pMXs-hKLF4, 
pMXs-hOCT3/4, or pMXs-hSOX2). Viruses are obtained by 
collecting the supernatants from the transfected packaging cells. 
Retrovirus containing supernatant is pooled for transduction of 
the fibroblasts. Although some groups have reported freezing 
virus-containing supernatants at −80°C for later transduction, 
we prefer to use fresh virus-containing supernatants due to con-
cerns of loss of viral titer resulting from the freeze–thaw cycle. 
The days marked in the timelines of this section correspond to 
those found in the timelines for fibroblast passaging and trans-
duction (Sect. 3.3). All plasmids containing the cDNAs needed 
for virus production are available from Addgene and are listed in 
Table 2.

 1. Aspirate the complete DMEM media from a 10-cm tissue 
culture dish when the cells have reached 80–90% confluency.

 2. Wash once with 10 mL of D-PBS and aspirate.
 3. Add 1 mL of 0.05% trypsin-EDTA and incubate at 37°C for 

2 min.
 4. Add 9 mL of complete DMEM media and gently pipette up 

and down to detach cells creating a single-cell suspension.
 5. Place cells in a 15 mL conical tube and centrifuge at 200 × g 

for 5 min.
 6. Aspirate media and resuspend the cell pellet in 2 mL complete 

DMEM media. For PLAT-E cells, add 1 mg/mL puromycin 
and 10 mg/mL blasticidin S to the media while expanding to 
maintain the expression of the viral packaging vector which 
contains resistance genes for these antibiotics. For 293FT 
cells, add 0.5 mg/mL G418 (geneticin) to the media.

 7. Either propagate cells at a ratio of 1:4 to 1:6 for continued 
propagation or count the cells and dilute them to the appro-
priate concentration for transfection (4 × 106 per 10 cm dish 
for 293FT cells or 3.6 × 106 per 10 cm dish for PLAT-E cells) 
into complete DMEM media.

 1. One day prior to transfection (day 1), plate 4 × 106 293FT 
cells onto a 10-cm dish and incubate overnight in complete 
DMEM media without G418 in a standard tissue culture 
incubator.

 2. The next day (day 2) pipette 1.5 mL of OPTI-MEM I media 
into a microcentrifuge tube, add 9 mg of ViraPower lentivirus 
packaging mix, and 3 mg of pLenti6/UbC plasmid DNA.

3.2.1. Passaging 
Packaging Cell Lines 
293FT or PLAT-E

3.2.2. Transfecting  
293FT Cells
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 3. In a separate tube, mix 1.5 mL of OPTI-MEM I with 36 mL 
of Lipofectamine 2000 by finger tapping and incubate for 
5 min at room temperature.

 4. Combine the DNA- and Lipofectamine containing solutions, 
mix by finger tapping, and incubate for 20 min at room 
temperature.

 5. Change the complete DMEM media on 293FT cells, then 
add transfection mixture to the cultures dropwise, and swirl 
gently.

 6. Incubate the 293FT cells for 24 h.
 7. Change media to fresh complete DMEM (day 3).

A timeline for generation of lentivirus for transduction using 
this protocol is shown in Fig. 3.

 1. One day prior to transfection (day 9), seed three 10-cm dishes 
with 3.6 × 106 PLAT-E cells each (one for each pMX plasmid) 
and incubate overnight in complete DMEM media without 
puromycin or blasticidin S in a standard tissue culture 
incubator.

 2. The following day (day 10), pipette 0.3 mL of OPTI-MEM I 
media into three microcentrifuge tubes, add 27 mL of Fugene 
6 transfection reagent to each, mix by finger tapping, and 
incubate for 5 min at room temperature.

 3. Add 9 mg of either OCT3/4, KLF4, or SOX2 pMX plasmid to 
the three microcentrifuge tubes, mix by finger tapping, and 
incubate 15 min at room temperature.

3.2.3. Transfecting  
PLAT-E Cells

Passage
Fibroblasts

Day
3

Lentiviral
Transduction

Day
4

Day
11

Passage
Fibroblasts

Day
12

1st Retroviral
Transduction

Day
13

2nd Retroviral
Transduction

Day
19

Passage onto SNL
Feeders or Matrigel

Days
40-60

Pick
Colonies

Day
18

Prepare SNL
Feeders

Induction of Pluripotency in Human Fibroblasts

Passage
293FT Cells

Day
1

Transfect with
Slc7a1 plasmid

Day
2

Day
3

Change
Media

Day
4

Harvest
virus

Preparation of Lentivirus 

Passage
PLAT-E Cells

Day
9

Transfect with
pMX plasmids

Day
10

Day
11

Change
Media

Day
12

Harvest
virus

Day
13

Harvest
virus

Preparation of Retrovirus

Fig. 3. Timeline for human iPSC induction. The induction of human fibroblast to become human iPSCs requires the prepa-
ration of several different agents (viruses and cells) at defined time intervals. The three timelines provided are set to the 
same schedule to allow the reader to organize the many steps required for the reprogramming of human fibroblasts.
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 4. Change the complete DMEM media on the PLAT-E cells, 
add transfection mixtures dropwise, one to each plate of 
PLAT-E cells, and swirl gently.

 5. Incubate the PLAT-E cells for 24 h with transfection mixture 
(day 11).

 6. Remove transfection mixture and replace with complete 
DMEM media.

A timeline for generation of retrovirus for transduction using 
this protocol is shown in Fig. 3.

 1. Collect media 48 h after transfection, for PLAT-E cells also 
collect at 72 h (days 12, 13) into a 50 mL conical tube (the 
three pMX virus-containing media can be mixed together at 
this point).

 2. Centrifuge at 3,000 × g for 5 min at room temperature to 
remove cells in the supernatant.

 3. Filter supernatants using a 0.45 mm pore-size polyethersulfone 
syringe filter to remove remaining cells.

 4. Add polybrene to a final concentration of 4 mg/mL to virus-
containing media.

 5. Use immediately for fibroblast transduction. The supernatant is 
approximately 30 mL when combined from all PLAT-E plates. 
The 30 mL is typically enough to transduce three 10 cm plate 
of fibroblasts with 10 mL of virus-containing media each.

The field of iPSC induction has changed rapidly since the initial 
paper by the Yamanaka group in 2006 (8) and new approaches 
that increase the efficiency of iPSC induction have been described 
(9–15). The human iPSC lines established in our laboratory so far 
were produced following the method developed in Shinya 
Yamanaka laboratory (except that we omit one of the factors, 
c-MYC) with modifications described by Sheng Ding and 
 collaborators (1, 4, 9, 16). Here, we describe methods for iPSC 
induction in the presence (Sect. 3.3.1) and absence of feeder cells 
(3.3.2). We provide an overall timeline for the entire process of 
reprogramming, including preparation of virus for transduction, 
in Fig. 3. This timeline uses the same scheduling days across the 
procedure for experimental planning purposes.

 1. Plate 5 × 105 fibroblasts 1 day prior to transduction with  
lentivirus (day 3) onto a 10-cm dish in complete DMEM 
media.

 2. The following day (day 4), aspirate media and replace with 
prepared lentivirus-containing 293FT supernatant DMEM 
complete media without G418.

3.2.4. Preparing the Virus 
for Transduction

3.3. iPSC Induction: 
Fibroblast Passaging 
and Transduction

3.3.1. iPSC Induction on 
SNL Feeder Cells

3.3.1.1.  Procedure
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 3. Incubate for 24 h and replace virus-containing media with 
fresh complete DMEM media (day 5).

 4. Maintain cells for 7 days following transduction in complete 
DMEM media. Change media every 3 days. Be sure that the 
culture remains between 20 and 80% confluency throughout 
this time. If the culture reaches 80% confluency prior to day 
11, passage with trypsin and replate cells at a 1:2 density 
(Sect. 3.1.2).

 5. Passage 5 × 105 fibroblasts 1 day prior to transduction with 
retrovirus (day 11) onto a 10-cm dish in complete DMEM 
media.

 6. The following day (day 12), aspirate media and replace with 
prepared retrovirus-containing PLAT-E supernatant com-
plete DMEM media.

 7. 24 h after first transduction replace virus-containing media 
with a second round of retrovirus-containing PLAT-E super-
natant complete DMEM media (day 12).

 8. Replace virus-containing media with complete DMEM media 
24 h after second retroviral transduction (day 13).

 9. Maintain cells for 7 days following initial retroviral transduc-
tion in complete DMEM media, changing the media every 3 
days. Be sure that the culture remains between 20 and 80% 
confluency throughout this time. If the culture reaches 80% 
confluency prior to day 19, passage with trypsin and replate 
cells at a 1:2 density (Sect. 3.1.2).

 10. One day prior to passaging transduced fibroblasts (day 18), 
prepare a 6-well plate with SNL feeder cells (Sect. 3.5.3).

 11. The following day (day 19), passage and plate 1 × 105 trans-
duced fibroblasts into each well of the SNL feeder-coated 
6-well plate in complete DMEM media.

 12. The following day (day 20), replace complete DMEM media 
with hES media.

 13. Continue to replace media every other day until the culture 
begins to deplete the media (color of media turns yellow), 
then feed daily.

A timeline for iPSC induction as outlined above is shown in 
Fig. 3.

 1. Follow steps 1–9 described in Sect. 3.3.1.
 2. One hour prior to passaging transduced fibroblasts (day 19), 

prepare a Matrigel-coated 6-well plate.
 3. Passage and plate 1 × 104 transduced fibroblasts into each 

well of the Matrigel-coated 6-well plate in complete DMEM 
media.

3.3.2. iPSC Induction 
Under Feeder-Free 
Conditions

3.3.2.1.  Procedure
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 4. The following day (day 20), feed the cells with reprogramming 
media (hES media containing leukemia inhibitory factor 
(LIF) (10 ng/mL), PD0325901 (0.5 mM), SB431542 
(2 mM), and Thiazovivin (0.5 mM).

 5. Replace reprogramming media every other day until the  
culture begins to deplete the media (color of media turns 
yellow), then feed daily.

After the viral transduction, the fibroblast cultures appear hetero-
geneous, composed of cells and cell colonies with different mor-
phologies. The cells continuously change characteristics during 
the approximate 30-day period leading up to the formation of 
true iPSC colonies. 3-Factor induction (OCT3/4, SOX2, and 
KLF4) may prolong the time to the formation of human iPSCs 
when compared to inductions with 4 factors; however, it appears 
that 3-factor inductions reduce the number of partially induced 
iPSC colonies (4). Once presumptive colonies are identified, by 
light microscopy or live-immunocytochemical staining, the colo-
nies are “picked” individually, and each is placed into a separate 
well of a 24-well plate and monitored by phase-contrast light 
microscopy. The recent development of live-cell immunocy-
tochemistry with fluorophore-conjugated antibodies directed 
against stem cell surface markers has greatly increased the effi-
ciency of selecting true iPSC colonies (17).

The progression of reprogramming can be monitored by 
morphological changes. Because cell doubling rates directly 
affect the rate at which somatic cells reprogram into iPSCs 
(18), differences in doubling rates of initial fibroblasts and  
their underlying epigenetic state can alter the timing of iPSC 
generation.

Most of the early forming colonies are likely to be non-iPSC 
colonies. These cells form circular patterns of distinct cells with 
spherical cell bodies that are often either phase bright or of a 
grainy darker appearance (Fig. 4a–c). These non-iPSC colonies 
often appear granular (phase darker) with cells piling up and 
have fuzzy colony margins rather than the smooth margin and 
flatter appearance observed with true iPSC colonies. Another 
class of non-iPSC colony morphology has more elongated 
cells that resemble small fibroblasts. These colonies vary in  
density and the densest colonies are easily misidentified as true 
iPSC colonies. True human iPSC colonies become uniformly 
circular as they expand (Fig. 4d), but when they are constrained 
by neighboring cells they can form elongated or tear-drop 
shaped colonies (Fig. 4e). The colony margins are defined and 
smooth compared to the “fuzzy” appearance of most non-iPSC 
colonies.

3.4. iPSC Colony 
Selection

3.4.1. Colony Morphology 
Descriptions and Images
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Human iPSCs have large round nuclei with prominent 
 nucleoli and display a large nuclear to cytoplasmic ratio with the 
 cytoplasm appearing phase darker than the nucleus. The overall 
cell shape is typically trapezoidal, but cell size and shape varies 
with colony size. These features are demonstrated in the higher 
magnification images of an iPSC colony grown on Matrigel (with-
out feeders) shown in Fig. 7a. As a colony becomes larger, the 
cells are more tightly packed causing the cells to appear smaller. 
Cells in small colonies or at the margins of colonies growing in 
feeder-free conditions appear larger than the cells in the colony 
center. Borders between iPS cells often appear phase bright under 
a light microscope.

For live imaging, cells are incubated with fluorophore-conjugated 
antibodies against iPSC markers (Fig. 5). Live staining can there-
fore only be performed with antibodies directed against cell sur-
face-associated antigens. We typically use fluorophore-conjugated 
antibodies against SSEA4, TRA-1-60, and TRA-1-81 (for source 

3.4.2. Live Imaging of 
Human iPSC Markers

Fig. 4. Examples of various colony morphology types observed during reprogramming and propagation of iPSC colonies 
on feeders and Matrigel. (a–c) Partially reprogrammed human iPSC colonies form circular associations of cells appearing 
either phase bright (a) or phase dark (b, c). They usually do not show clearly defined colony margins and show an overall 
fuzzy appearance. The morphologies of these colonies are in sharp contrast to the smooth colony margins and flatter 
appearance of true iPSC colonies. (d, e) Human iPSCs derived from the fibroblasts of a normal subject are growing on 
feeder cells. These images display one human iPSC colony with surrounding SNL feeder cells. Human iPSC colonies can 
have a circular or oval/tear-drop shape. (f) The same human iPSC line can be grown under feeder-free conditions. One 
human iPSC colony growing on a Matrigel substrate is shown. The high nuclear to cytoplasmic ratio and prominent 
nucleoli typical for iPSCs is more easily appreciated in colonies growing on Matrigel than on feeder cells. All panels were 
imaged on a Zeiss microscope using a 10× phase contrast objective.
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and dilution of antibodies see Table 1). Live staining permits the 
early identification of emerging reprogrammed cells and there-
fore is a useful technique for picking human iPSC colonies, but is 
also helpful for monitoring the status of established iPSC lines 
and their differentiation. The following protocol was adapted 
from a published method (17).

 1. Dilute TRA-1-60-Alexa Fluor 555 and SSEA4-Alexa Fluor 
488 (see Table 1) in warm mTeSR1 media.

 2. Gently aspirate media from cultures to be stained.

 3. Add antibody-containing media to cells (0.25 mL/well or 
0.75 mL/well for 24- or 6-well plates, respectively).

 4. Incubate for 1.5 h at 37°C.

 5. Add Hoechst dye to wells (0.5 mg/mL final concentration).
 6. Incubate for 30 min at 37°C.
 7. Wash three times with DMEM/F12 media.
 8. Image in hES media or mTeSR1 media.
 9. Colonies can be directly picked under epifluorescence with 

the following protocol. Alternatively, the plate can be marked 
with a pen and the colony can be picked under phase-contrast 
light microscopy in a laminar flow hood to maintain sterility 
(see Note 2).

 1. Make a SNL cell 24-well feeder plate 1 day prior to picking 
colonies (Sect. 3.5.3).

 2. Just prior to picking, wash the SNL plate twice with PBS and 
add 0.5 mL hES media with ROCK inhibitor, Y-27632 at a 
final concentration of 10 mM.

 3. Identify colonies by morphology or live cell imaging 
(Sect. 3.4.2).

 4. Pick colonies using a pulled-glass scraper (Fig. 6a). Since each 
colony represents one separate hiPSC cell line, it is important 
that colonies are kept separate by ensuring that they are 

3.4.2.1.  Procedure

3.4.3. Picking Colonies 
onto SNL Cell Coated 
Culture Dishes

3.4.3.1.  Procedure

Fig. 5. Live staining of presumptive human iPSC colonies. This human iPSC colony was triple stained with Hoechst (DNA) 
to visualize all cell nuclei and the two iPSC surface markers SSEA4 and TRA-1-60.
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individually picked and transferred to the new culture dish. 
With a glass scraper gently separate the colonies one at a time 
from the SNL feeder cells.

 5. Transfer the colony or colony fragments by pipetting them 
slowly into a 1 mL glass serological pipette and then place 
each colony (or the fragments of one colony) into a separate 
well of a SNL-coated 24-well plate.

 6. Once colonies have grown substantially, the hiPSCs are  
passaged using the CTK method (see Sect. 3.5.3) and plated 
into 1 well of a 12-well SNL cell-coated culture dish.

 7. For the next passage, plate the cells into 1 well of a SNL cell-
coated 6-well dish.

 8. Then continue to expand the hiPSC lines for verification, 
cryopreservation, and experiments as needed (a minority  
of original colonies picked will actually expand into  
iPSC lines).

Fig. 6. Removal of differentiated cells from iPSC colonies. During propagation some spontaneous differentiation of a 
subset of human iPSCs is to be expected. To maintain the purity of the culture, these cells must be removed before 
passaging. (a) We prepare a scraping tool from Pasteur pipettes for that purpose. (b) We routinely observe two types 
of differentiation, cells that appear more spread out and are somewhat phase darker than human iPSCs (arrows). 
These cells are usually observed in the center or the edge of a colony. The other types of changes resemble more a 
piling up of human iPSCs often in the center or the edge of the colony (area under bracket ). (c) These cells are scraped 
from the dish surface using the glass scraper (star ) and then aspirated. The areas of differentiation from (b) are 
highlighted again (with arrows and under the bracket ). (d) Area of differentiation has been removed with the scraping 
tool. The remaining human iPSCs are then passaged. (b–d) Imaged on a Zeiss microscope using a 10× phase  
contrast objective.
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 1. Coat a 24-well tissue culture plate with Matrigel following 
the vendors’ protocol.

 2. Add fresh reprogramming media (hES media containing LIF 
(10 ng/mL), PD0325901 (0.5 mM), SB431542 (2 mM) and 
thiazovivn (0.5 mM)) to the cultures from which colonies will 
be picked.

 3. Remove Matrigel solution and add 0.5 mL of reprogramming 
medium containing 10 mM ROCK inhibitor to each well.

 4. Since each colony represents one separate hiPSC cell line it is 
important that colonies are kept separate by ensuring that 
they are individually picked and transferred to the new cul-
ture dish. With a pulled-glass scraper (Fig. 6a) gently remove 
the fibroblasts surrounding the hiPSC colony and carefully 
separate the colony from the Matrigel-coated dish surface. If 
the colony is large, break it into several pieces; small colonies 
should be kept intact if at all possible.

 5. Transfer the colony fragments by pipetting them slowly into 
a 1 mL glass serological pipette and placing each colony (or 
the fragments of one colony) into a separate well of the 
Matrigel-coated 24-well plate.

 6. One day after picking, feed the cells with reprogramming 
media (without ROCK-inhibitor).

 7. Next day feed the cells with media containing 75%  
reprogramming media + 25% mTesr1 media (note that the 
concentration of LIF, PD0325901, Thiazovivin, and 
SB431542 will be reduced with increasing increments of 
mTeSR1 medium).

 8. Next day change to 50%/50% reprogramming/mTeSR1 media.
 9. Next day change to 25%/75% reprogramming/mTeSR1 media.
 10. Next day change to 100% mTeSR1.
 11. Once colonies have grown substantially, scrape away any non-

iPSC-like cells with a glass scraper, and passage the hiPSCs 
using dispase (see Sect. 3.5.1) and plate them into 1 well of a 
12-well Matrigel-coated culture dish.

 12. When passaging the cells again plate them into 1 well of a 
Matrigel-coated 6-well dish.

 13. Then continue to passage and expand the hiPSC lines for 
verification, cryopreservation, and experiments as needed 
(a minority of original colonies picked will actually expand 
into iPSC lines).

Once primary iPSC colonies have been picked, they have to be 
expanded for long-term storage and validation (for validation 
of human iPSCs, see Sect. 3.6). Human iPSCs require a combi-
nation of different factors for their survival and proliferation. 

3.4.4. Picking Colonies 
onto Matrigel-Coated 
Culture Dishes

3.5. Maintenance  
and Expansion of iPSC 
Colonies
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Traditionally, these factors are provided by co-cultured feeder cells 
or media conditioned by mouse embryonic fibroblasts (MEF) 
(2, 3). We use mitomycin-C inactivated SNL cells (1, 7), which 
are a derivative of the STO mouse fibroblast cell line which secretes 
murine LIF and is transformed with neomycin resistance (19). 
Irradiated MEF have also been used as feeder cells and may be 
substituted for the SNL cells described here (2, 3). Examples of 
typical human iPSC colonies growing on SNL feeder cells are 
portrayed in Fig. 4d, e. As observed previously (16), we noticed 
that the time point and plating density of SNL cells can greatly 
affect iPSCs growth. Thus, care should be taken that SNL cells are 
plated at the appropriate density 1–2 days before the passage of 
the iPSCs.

More recently, human stem cells have also been successfully 
cultured in the absence of feeder cells (20–22). Growing iPSCs in 
the absence of feeder cells has several advantages which include 
the possibility to use defined media, unobstructed visualization of 
human iPSC colonies, elimination of the need to maintain and 
prepare an additional cell type (feeder cells), avoidance of potentially 
confounding feeder cells during iPSC differentiation, and better 
recovery of frozen iPSCs. We describe methods for culturing 
human iPSCs on SNL feeder cells as well as under feeder-free 
conditions on dishes coated with Matrigel, a commercially avail-
able mixture of extracellular matrix proteins. However, for the 
reasons mentioned above, we now almost exclusively culture 
human iPSCs on Matrigel. A human iPSC colony growing on 
Matrigel is shown in Fig. 4f.

Freezing and reconstituting iPSCs can be a challenge and 
various methods for freezing and thawing stem cells have been 
described (16, 20, 23). In our hands, a rapid freeze/rapid thaw 
procedure proved best for human iPSCs that are to be plated 
onto SNL feeder cells. However, for plating human iPSCs onto 
Matrigel a slow freeze/rapid thaw approach was more successful.

All our protocols have been adapted to human iPSC cells 
grown in standard 6-well tissue culture plates; and thus, all 
 volumes indicated need to be adjusted if other culture dish sizes 
are used.

To culture human iPSCs under feeder-free conditions, the cells 
are seeded and maintained in culture dishes coated with Matrigel. 
Matrigel is a soluble basement membrane extract mainly com-
posed of laminin, collagen IV, entactin, and heparan sulfate 
proteoglycan (24, 25). Human iPSCs growing on Matrigel are 
maintained in a defined serum-free media (mTeSR1) that is 
changed daily. Once seeded onto Matrigel, the colonies expand 
and need to be passaged about every 4–5 days or when about 80% 
of the culture surface is covered with colonies.

3.5.1. Passaging Human 
iPSCs on Matrigel
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As human iPSCs are maintained in culture, a subset of the 
cells spontaneously differentiate. The two most frequent types of 
differentiation we observe are shown in Fig. 6b. These differenti-
ated cells need to be removed before each passage. We remove 
these cells scraping them off the dish surface with glass scrapers 
that we prepare by pulling glass Pasteur pipettes in a flame 
(Fig. 6a). To maintain sterility of the iPSC cultures, we move an 
inverted light microscope into the tissue culture hood. If the 
media is changed daily and the cells are passaged at appropriate 
intervals (4–5 days), the percentage of cells that differentiate 
should not exceed 5–10%. Extending the time between passaging 
or omitting daily media changes results in increased differentiation 
of the cells. In addition, we found that the degree of differentia-
tion varies among different human iPSC lines, even among lines 
derived from the same fibroblasts. 

Although widely performed, we found that a preincubation with 
ROCK inhibitor before enzymatic treatment of human iPSCs is 
not necessary.

Preparation for Passaging

 1. At least 1 h before cell passaging, the culture dishes to be 
used are coated with Matrigel using the protocols provided 
by the manufacturer.

 2. The differentiated cells characterized by the morpholo-
gies described above are removed with a glass scraper  
prepared from Pasteur pipettes (Fig. 6) with the aid of an 
inverted light microscope that is moved into the tissue  
culture hood.

Enzyme Treatment

 1. Aspirate media including the scraped differentiated iPSCs 
from the cultures.

 2. Wash cultures once with DMEM/F12 media.
 3. Add 1 mL/well of dispase and incubate for 8–13 min depen-

ding on the lot of enzyme. Start observing the cultures 
after about 8 min; the edges of colonies first will become 
phase bright and then start to curl up (Fig. 7b). When the 
edges along the full perimeter of the colonies just begin 
curling up (Fig. 7c), stop the digestion by aspirating the 
dispase solution (Note 4). Do not allow the dispase to act 
past the degree of curling shown in Fig. 7d because that will 
result in loss of cells.

 4. Gently wash the cells three times with 2.5 mL DMEM/F12 
media.

3.5.1.1.  Procedure
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Harvesting and Replating the Cells

 1. Add 2 mL/well of mTeSR1 media containing 10 mm ROCK 
inhibitor Y-27632, a compound that promotes the survival of 
dissociated human stem cells (26).

 2. Scrape colonies with a cell scraper (see Note 5).
 3. Transfer the cell suspension into a 50 mL conical tube.
 4. Add an additional 2 mL of mTeSR1 media containing 10 mm 

ROCK inhibitor into each well to remove remaining cells.
 5. Transfer cell suspension into same 50 mL conical tube.
 6. Add an additional 6 mL of mTeSR1 media containing 10 mm 

ROCK inhibitor to the 50 mL conical tube. This procedure 
dilutes iPSCs by a factor of 5; depending on the desired dilu-
tion of the iPSCs, volume of media added can be modified. 
We found splitting ratios between 1:3 and 1:5 to be optimal.

 7. Further break up colonies by gently pipetting the cell  
suspension up and down three to five times with a 5 mL 
glass serological pipette (see Note 6).

Fig. 7. Treatment of human iPSC colonies with dispase. (a) Human iPSC colonies growing on Matrigel have a very flat 
appearance with the edges of the colonies tightly adhering to the Matrigel covered dish surface. Of note, the high nuclear 
to cytoplasmic ratio and the prominent nucleoli typical for iPSCs are easily appreciated in these close-up images. 
(b) Exposure to dispase for ~11 min results in the curling of the edges of the colonies. (c) Two minutes later (~13 min) is the 
time when dispase treatment should be stopped and colonies harvested. Images (a–c) were obtained using a 20× objective. 
(d) An image of the same iPSC colony obtained with a 10× objective provides a view of a larger area of the dispase 
treated colony. Do not allow the dispase treatment to continue past this stage; otherwise you risk losing the colonies.
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 8. Transfer cells onto Matrigel-coated dishes (2 mL/well) using 
a glass serological pipette. If a transfer of human iPSCs from 
Matrigel to feeder cells is desired, the human iPSCs can at this 
stage be plated onto prepared feeder cells instead of Matrigel 
(see also Sect. 3.5.3).

 9. Put plates in incubator and move them back and forth and 
left to right a few times (this will result in an even distribution 
of human iPSC clumps over the whole surface).

 10. Feed and observe daily for growth of colonies.

Human iPSCs should be frozen at the time when they are ready 
for passaging or the day before. We have obtained optimal recov-
ery of frozen cells by freezing cells harvested from 1 well of a 
6-well plate in 1 mL of freezing solution and replating these cells 
back into 1 well of a 6-well plate.

Freezing Human iPSCs

To prepare human iPSCs for freezing, follow steps 2–5 described 
previously (Sect. 3.5.1) with the following modifications:

 (a) ROCK inhibitor does not need to be included in the mTeSR1 
media for the collection of the cells from the dishes.

 (b) Cells from each well are collected in a separate 15 mL conical 
tube (cells collected from each well will be frozen in a sepa-
rate cryo-vial).

then continue as outlined:

 1. Spin cell suspensions at 120 × g for 5 min at room temperature.
 2. Aspirate media.
 3. Add 1 mL feeder-free iPSC freezing solution to the cell pellet 

and transfer the resupended cells into a cryo-vial using a 1 mL 
glass serological pipette (pipetting while resuspending the cell 
pellet should be kept to an absolute minimum).

 4. Put cryo-vials into Nalgene freezing container for overnight 
freezing at −80°C.

 5. Transfer the cells into liquid nitrogen storage facility the 
next day.

Thawing and Plating of Human iPSCs

 1. Coat culture dish with Matrigel at least 1 h before thawing 
the cells.

 2. Rapidly transfer the cryo-vial containing the human iPSCs 
from the liquid nitrogen storage into a 37°C water bath.

 3. Thaw the cells by gently agitating until most but not all of the 
content is thawed.

3.5.2. Freezing and 
Thawing of Human iPSCs 
for Propagation on Matrigel

3.5.2.1.  Procedure



50 Neely et al.

 4. Remove the vial from the water bath and let the remainder of 
the cells thaw.

 5. Rinse the vial with 75% ethanol before transferring it into the 
tissue culture hood.

 6. Transfer the thawed cell suspension into a 15 mL conical tube 
using a 1 mL glass serological pipette.

 7. Slowly add 9 mL prewarmed mTeSR1 media to the cells.
 8. Spin cells at 120 × g for 5 min at room temperature.
 9. Aspirate media and resuspend the cell pellet in 2.5 mL of 

mTeSR1 media containing 10 mm ROCK inhibitor.
 10. Plate the cells into 1 well of a 6-well culture dish coated with 

Matrigel.

Commonly iPSCs have been grown on feeder cells to maintain 
pluripotency. We use SNL feeder cells that are propagated and 
mitomycin-C treated according to published protocols (16). We 
passage human iPSC cells growing on SNL cells about once every 
5 days. Shorter and longer intervals between passaging result in 
lower yields and increased human iPSC differentiation, respec-
tively. Immediately before passaging, differentiated human iPSCs 
identified by the morphologies described previously (Fig. 6) are 
removed by scraping. To passage human iPSCs on SNL cells,  
we use a protocol similar to the procedure described by Yamanaka 
and colleagues (16).

Preparation for Passaging

 1. The day before passaging, SNL cells are seeded into gelatin-
coated dishes at a density of 2.5 × 104 cells/cm2 in complete 
DMEM media.

 2. Shortly before passaging, the differentiated human iPSCs  
are removed with a glass scraper as described previously 
(Sect. 3.5.1).

 3. On the day the iPSCs are passaged, the SNL cells are washed 
two times with D-PBS and then transferred into hES media 
until plating of the human iPSCs.

Enzyme Treatment

 1. Aspirate media from the cultures.
 2. Wash cells with 2.5 mL D-PBS once.
 3. Aspirate D-PBS completely.
 4. Incubate cells in 400 mL/well of CTK solution for 3–5 min 

in incubator (start observing detachment of SNL cells at 
3 min, too long of an enzyme exposure will result in the loss 
of human iPSC colonies).

3.5.3. Passaging Human 
iPSCs onto SNL Feeder 
Cells

3.5.3.1.  Procedure
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 5. When 90% of SNL cells are detached, add 2.5 mL of D-PBS 
to the wells.

 6. Aspirate CTK/D-PBS solution and repeat washing step 
once.

 7. Remove D-PBS completely.

Harvesting and Replating the Cells

 1. Add 2 mL of hES media to each well.
 2. Scrape human iPSC colonies using a cell scraper.
 3. Transfer cells into 50 mL conical tube.
 4. Rinse each well with 2 mL of hES media and add to the 

50 mL conical tube.
 5. Repeat step 4.
 6. Break the colonies into smaller clumps by pipetting up  

and down (three to five times) with 5 mL glass serological 
pipette.

 7. Replate cells onto mitomycin-C treated SNL cells (see Note 7).
 8. Put plates in the incubator and move a couple of times back 

and forth and left and right to distribute cells evenly on the 
dish surface.

 9. Feed and observe daily.

For freezing and thawing human iPSCs to be plated onto  
SNL feeder cells, we follow the procedures described by Ohnuki 
et al. (16).

Once human iPSC lines are established, their pluripotency  
status has to be validated. This is achieved by evaluating a set of 
criteria that has been established by multiple groups. Typically, 
the first tests to be performed are analysis of cell and colony 
morphology and the presence of alkaline phosphatase activity. 
These tests are relatively cheap, easy, and quickly performed and 
thus serve as an early screen for potential human iPSC clones. 
Karyotyping of the human iPSCs is typically performed after 
human iPSCs have been propagated to demonstrate that these 
cells maintain a stable karyotype that is equivalent to the fibro-
blast line they have been derived from. Expression of pluripotency 
markers is assessed by immunocytochemistry and RT-PCR. 
Bisulfite genomic sequencing is used to assess the methylation 
status in the promoter regions of pluripotency-associated genes. 
Finally, pluripotency must be demonstrated by the potential of 
the human iPSCs to differentiate in vitro and/or in vivo into cell 
types derived from the three embryonic germ layers: ectoderm, 
mesoderm, and endoderm.

3.5.4. Freezing  
and Thawing of Human 
iPSCs for Propagation on 
SNL Feeder Cells

3.6. Validation  
of Human iPSCs
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Colony and cellular morphological characteristics are assessed by 
phase/contrast microscopy. Typical human iPSC colonies are formed 
from tightly packed cells, are of round or oval shape with well-
defined edges. The cells within these colonies show a high nuclear 
to cytoplasmic ratio and prominent nucleoli (Figs. 4d–f and 7a).

Alkaline phosphatase activity has been proposed to be the most 
reliable pluripotency marker for human stem cells (27). In order 
to assess the pluripotency of potential human iPSCs, the colonies 
need to be propagated in duplicate, one culture is used for alka-
line phosphatase activity (fixation is needed for this step and thus 
this procedure terminates the culture), the sister culture is used 
for propagation if alkaline phosphatase staining confirms the 
potential iPSC character of the line. We test for alkaline phos-
phatase enzymatic activity of the human iPSCs using an alkaline 
phosphatase staining kit available from Sigma exactly following 
the manufacturer’s recommendations.

Pluripotency markers identified in hES cells are also markers  
of human iPSCs and include SSEA3, SSEA4, TRA-1-60, and 
TRA-1-81 surface antigens and transcription factors such as 
OCT4, NANOG, and SOX2. An example of  immunofluorescence 
staining of a human iPSC line made in our lab for the markers 
OCT4, SSEA3, SSEA4, and TRA-1-60 is shown in Fig. 8. 
Staining for surface markers has the advantage that live staining can 
be performed (see Sect. 3.4.2). For the staining of intracellular 

3.6.1. Assessment  
of Colony and Cell 
Morphology

3.6.2. Assessment  
of Alkaline Phosphatase 
Activity

3.6.3. Immunocyto 
chemical Assessment of 
Pluripotency Markers

Fig. 8. Validation of human iPSC lines by immunocytochemistry. These human iPSCs cells (BG8 line) derived from a skin biopsy 
of a normal subject were assessed for the expression of human iPSC marker proteins. Here we show one colony that was 
stained for the surface marker SSEA3 and the transcription factor OCT4. Another colony of the same cell line demonstrates 
co-expression of the surface markers SSEA4 and TRA-1-60. The cultures were counter stained with the Hoechst dye to visua-
lize all cell nuclei. Intensely stained feeder cell (SNL) nuclei are seen outside the perimeter of the human iPSC colonies.
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proteins, the cells have to be fixed, a procedure that terminates 
the cultures. In order to better evaluate the results obtained from 
a new human iPSC line under investigation, it is critical to include 
an already established human iPSC or hES cell line in the staining 
procedure as a positive control. Counterstaining with a Hoechst 
(DNA) dye that labels the nuclei of all cells allows the investigator 
to determine the percentage of cells that expresses a particular 
marker of interest (Fig. 8). Since these methods are not able to 
accurately measure relative expression levels, assessment of gene 
expression by quantitative RT-PCR (see Sect. 3.6.4) is often used 
as a companion validation approach.

 1. Aspirate media.
 2. Rinse cells once with D-PBS.
 3. Fix cells with 4% paraformaldehyde in PBS for 30 min at room 

temperature.
 4. Wash cells 3× 5 min with PBS.
 5. Permeabilize cells with 0.2% Triton X-100 in PBS for 20 min 

at room temperature.
 6. Incubate cells in PBS++ (PBS + 5% donkey serum + 0.05% 

TX-100) for 2 h at room temperature or overnight at 4°C.
 7. Incubate cells with primary antibodies (see Table 1) diluted 

in PBS++ overnight at 4°C.
 8. Wash cells 5× 10 min with PBS+ (PBS + 0.05% Triton X-100).
 9. Incubate cells with secondary antibodies (see Table 1) diluted 

in PBS++ for 3 h at room temperature or overnight at 4°C.
 10. Wash cells 5× 10 min with PBS+ at room temperature.
 11. Wash 1× 5 min in PBS at room temperature.
 12. Stain with Hoechst dye at 2 mg/mL for 5 min in PBS.
 13. Wash 3× 5 min in PBS.
 14. Image with a light microscope equipped for epifluorescence.

In addition to the above described assays, other criteria are used to 
characterize and validate human iPSC lines, including evaluation of 
expression levels of iPSC markers, assessment of gene activation, 
chromosomal stability, and potential of the cells to differentiate 
(see Sect. 3.6.5). Activation of the endogenous alleles of the pluri-
potency inducing factors (i.e., c-MYC, SOX2, KLF4, OCT4) as 
well as other key markers of pluripotency (e.g., NANOG) coupled 
with downregulation of the viral expressed factors are critical 
steps in generating iPSCs (1–3, 17, 28). Quantitative RT-PCR is 
a valuable tool to assess expression of stem cell markers. With this 
assay, relative expression levels can be assessed over time or between 
different iPSC lines for activation of endogenous genes, as well as 
monitoring expression of the viral transgenes. As these assays are 

3.6.3.1.  Procedure

3.6.4. Additional Assays 
Used for the Validation  
of Human iPSCs
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relatively straight forward, detailed methods are not provided 
here. The assay begins with the extraction of RNA from the iPSCs, 
which is then used as a template by a reverse-transcriptase reac-
tion to generate cDNA. The cDNA of interest, determined by the 
primers chosen, is quantified by PCR amplification and product 
levels monitored as a function of real time to provide a measure 
of the initial concentration of RNA (29, 30). There are numerous 
commercially available kits for RNA purification, primer design, 
cDNA generation, and RT-PCR that have been successfully used. 
Table 3 provides a list of primers that we have successfully used in 

Table 3 
Validated human iPSC primers for SYBR green real-time 
RT-PCR

Primer Tm Sequence

GDF3 Forward 60.0 AAATGTTTGTGTTGCGGTCA

GDF3  Reverse 60.0 TCTGGCACAGGTGTCTTCAG

ACTB  Forward 60.4 TGAAGTGTGACGTGGACATC

ACTB Reverse 58.4 GGAGGAGCAATGATCTTGAT

NANOG  Forward 58.4 TGAACCTCAGCTACAAACAG

NANOG  Reverse 58.4 TGGTGGTAGGAAGAGTAAAG

hTERT  Forward 58.4 TGTGCACCAACATCTACAAG

hTERT  Reverse 60.4 GCGTTCTTGGCTTTCAGGAT

OCT4  endogenous Forward 60.4 CCTCACTTCACTGCACTGTA

OCT4  endogenous Reverse 58.4 CAGGTTTTCTTTCCCTAGCT

OCT4  total Forward 60.4 AGCGAACCAGTATCGAGAAC

OCT4  total Reverse 60.4 TTACAGAACCACACTCGGAC

SOX2 endogenous Forward 60.2 CCCAGCAGACTTCACATGT

SOX2 endogenous Reverse 60.4 CCTCCCATTTCCCTCGTTTT

SOX2 total Forward 60.4 AGCTACAGCATGATGCAGGA

SOX2 total Reverse 60.4 GGTCATGGAGTTGTACTGCA

KLF4  endogenous Forward 60.4 GATGAACTGACCAGGCACTA

KLF4  endogenous Reverse 60.4 GTGGGTCATATCCACTGTCT

KLF4  total Forward 62.4 TCTCAAGGCACACCTGCGAA

KLF4  total Reverse 60.4 TAGTGCCTGGTCAGTTCATC

DNMT3B  Forward 60.4 ATAAGTCGAAGGTGCGTCGT

DNMT3B  Reverse 58.4 GGCAACATCTGAAGCCATTT

Primer sequences match those published by Chan et al. (17).
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our lab for validation of human iPSCs with SYBR green real-time 
RT-PCR. Sequences of additional primers used for the assessment 
of human iPSC lines can be obtained from published protocols 
(7, 16, 17, 31). The reader is encouraged to consult these publi-
cations for information on the details of these assays.

Gene activation is determined in part by the epigenetic status 
of promoter DNA methylation. Methylated CpG islands are usu-
ally clustered around regulatory regions of genes and are associated 
with gene inactivation. Thus, the determination of the methylation 
status of promoters flanking pluripotency markers is another useful 
tool to evaluate human iPSCs, where the promoter regions of 
OCT4, NANOG, and other pluripotency markers should be hypom-
ethylated relative to the DNA methylation status of the parent 
fibroblast cells. The methylation status of genomic DNA can be 
determined by bisulfite sequencing. In this procedure, bisulfite 
treatment of genomic DNA is performed using commercially 
available kits (for example, the EpiTect Bisulfite Kit by Qiagen) 
according to the manufacturer’s recommendations. The modified 
DNA is then amplified by PCR using primers within the promot-
ers of interest. The amplified sequences are cloned and randomly 
selected clones sequenced. For procedures and PCR primer infor-
mation, the reader is referred to published methods (6, 8).

Cell propagation can result in chromosomal instability. Thus, 
karyotyping is performed to ensure that propagated human 
iPSCs maintain a stable karyotype that is equivalent to the one of 
the fibroblasts they were derived from. Different methods for 
karyotyping have been developed and the reader is referred to 
protocols used in the context of iPSCs (20, 22, 32).

If the presumptive iPSCs are indeed pluripotent stem cells, they 
should be capable of differentiation into cells derived from any of 
the three embryonic germ layers. The in vivo pluripotency of 
human iPSCs can be assessed by their potential to form teratomas 
in immunocompromised mice. Human iPSCs are injected into the 
mice and the resulting teratomas histologically assessed according 
to published protocols (6, 8, 22). True pluripotent human iPSCs 
should form teratomas comprised of tissues derived from all three 
embryonic germ layers. This technique, however, takes at least 8 
weeks to perform and requires specialized care and evaluation of 
immunocompromised mice. Alternatives include in vitro differ-
entiation to see if putative iPSC lines can form cells derived from all 
three embryonic germ layers. The protocols to induce differentia-
tion in vitro into different cell types vary greatly depending on 
the desired cell type, and the reader is referred to the literature 
most appropriate to the cell type to be derived. The potential of 
human iPSCs to differentiate into any cell type of interest makes 
them a powerful tool for developing human models of toxicity. 
Here, we will describe a two-step method to derive neurons 
from human iPSCs. In the first step, human iPSCs are induced to 

3.6.5. Assessment of the 
Potential of Human iPSCs 
to Differentiate
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form neuronal progenitors, which are then further differentiated 
into neurons in the second step.

Recently, methods have been published to perform neuronal 
induc tions on a feeder-free system (5). Derivation of neurons 
from human iPSCs in the absence of feeder cells has several advan-
tages, including higher yield of neurons, faster differentiation, 
and easier assessment of derived neurons. We perform all our 
neuronal differentiations with human iPSCs growing on Matrigel. 
SMAD signaling has been shown to play an important role during 
neural induction in several different systems (33–36). A recent 
study provides evidence that the combined use of Noggin, a bone 
morphogenic protein (BMP) inhibitor and SB431542, an inhibi-
tor of the Lefty/Activin/TGFb pathways greatly increases the 
efficiency of neural induction (5).

To induce neuronal progenitor cells, human iPSC colonies 
are dissociated with Accutase, and the resulting single-cell suspen-
sion is plated onto Matrigel-coated 24-well plates. The density at 
which the human iPSCs are plated at this time affects their  
tendency to differentiate towards PAX6 positive CNS or PAX6 
negative neural crest-like progenitors, with higher plating  densities 
favoring differentiation towards PAX6 positive cells (5). Three to 
five days after plating, neuralization is initiated by incubating 
the cells in neuralization medium containing two different 
compounds that inhibit SMAD signaling (5). The potential 
neuroprogenitor cells are evaluated by their expression of neuronal 
progenitor cell markers (PAX6, NESTIN) and the absence of 
human iPSC markers (OCT4, TRA-160, TRA-1-81, SSEA4) 
using the immunocytochemical staining and quantitative RT-PCR 
described in Sects. 3.6.3 and 3.6.4, respectively (Fig. 9).

Procedure

Preparation

 1. Prepare Matrigel-coated 24-well plates according to manu-
facturer’s instructions.

 2. Remove all differentiated colonies or parts of colonies from 
the culture.

 3. Immediately before use thaw Accutase solution.
Neuralization of human iPSCs
 1. Aspirate media.
 2. Wash cells with D-PBS once (2.5 mL/well).
 3. Aspirated D-PBS completely.
 4. Incubate with 1 mL/10 cm2 of culture surface (i.e., 1 mL/

well of a 6-well plate) of Accutase solution in the incubator 
for no more than 8 min.

3.6.5.1. Derivation  
of Neuronal Progenitor 
Cells
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 5. Add 3 mL of mTeSR1 media containing 10 mm ROCK inhibitor 
for every 1 mL of Accutase solution.

 6. Pipette cells up and down several times to wash cells off the 
dish surface and to break up the remaining cell clumps into a 
single-cell suspension using 5 mL glass serological pipettes.

 7. Transfer cell suspension into 15 mL conical tube.
 8. Centrifuge cells 200 × g for 5 min at room temperature.
 9. Aspirate medium and resuspend cells in 4 mL of mTeSR1 

media containing 10 mm ROCK inhibitor.
 10. Centrifuge cells 200 × g for 5 min at room temperature.
 11. Resuspend cells in 1 mL of mTeSR1 media containing 10 mm 

ROCK inhibitor.
 12. Count cells and dilute them to appropriate concentration: for 

the derivation of anterior CNS progenitor cells we plate at 
18,000 cells/cm2 as reported by others (5).

 13. Plate cells onto Matrigel-coated dishes (we usually use 96-well 
plates for neuronal differentiations).

 14. Feed and observe cells daily.
 15. Within 3–5 days (depending on the human iPSC line) the 

cells are confluent and neuralization is initiated.

Fig. 9. Neural induction. Human iPSC line BG8 was exposed to noggin, a bone morphogenic protein (BMP) inhibitor and 
SB431542, a compound that inhibits the Lefty/Activin/TGFb pathways to induce the formation of neural progenitor cells. 
The expression of the iPSC marker OCT4 (top) and the neural progenitor marker PAX6 (bottom) as well as other markers 
of neuralization (data not shown) was examined by immunofluorescence staining. Over a 3–11 day period of neural 
induction, the level of OCT4 expression decreases while the signal of PAX6 increases.
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 16. Cells are exposed to 10 mm SB431542 and 500 ng/mL 
Noggin in neuralization media for 5 days with a daily change 
of media.

 17. Neuronal differentiation is initiated between day 5 and 11 and 
the protocols vary depending on the neuron type desired.

Once neuronal precursors have been derived and validated, 
they can be differentiated into different types of neurons. 
Depending on the neuronal type to be derived, the neuronal pro-
genitor cells are exposed to varying series of combinations of  
factors for varying time periods. The description of all the different 
neuronal patterning protocols is beyond the scope of this chapter 
and the reader is referred to the diverse published methods. In 
principle, methods that have been developed for differentiation 
of hES cells are often transferrable to human iPSCs. For example, 
Studer and colleagues have reported the directed differentiation 
of both midbrain dopamine and spinal motor neurons from hES 
cells and human iPSCs using the same method (5). Indeed, these 
methods were originally developed with hES cells (37, 38). A 
selection of recently published papers and reviews with methods 
for generating a variety of neural cell types (e.g., neural progeni-
tors, neural crest cells, peripheral sensory neurons, dopaminergic 
neurons, spinal motor neurons, serotonergic neurons, striatal 
DARPP32 positive neurons, inhibitory GABAergic, and excitatory 
glutamatergic neurons) is provided as a reference (37–47).

 1. It is important to keep track of the number of passages per-
formed with the fibroblasts. iPSCs appear to be more easily 
derived from early passage fibroblasts, thus cryopreservation 
of early passage fibroblasts is crucial.

 2. The intensity of immunofluorescence in live cell imaging is 
much less than seen in typical immunocytochemistry. For this 
reason, positive and negative controls are vital for proper inter-
pretation of live-cell fluorescence images. For optimal results, 
antibody concentrations should be titrated on positive control 
cells such as established human iPSC lines or hES lines.

 3. Matrigel and SNL feeders along with the corresponding 
media (mTeSR1 and hES respectively) are both adequate 
methods for maintaining iPSC cells. However, Matrigel is 
preferable when growing to high density, live-cell imaging, or 
freezing.

 4. It is important to closely watch the progress of the dispase 
digestion. As soon as the edges of the iPSC colonies start to 

4.  Notes
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curl up, the enzyme solution has to be aspirated and the cells 
washed. Extending the dispase treatment by even just 1–2 min 
can result in the colonies lifting of the dish surface and there-
fore in the loss of the cells.

 5. We observed no difference in colony number or size between 
iPSCs obtained from scraping colonies with a 5 mL glass 
serological pipette or a cell scraper; we typically use cell scrapers 
because they are easier to use.

 6. We observed that pipetting human iPSC colonies with glass 
serological pipettes (rather than plastic pipettes) leads to 
larger cell aggregates and better survival of the cells during 
passaging and the freeze/thawing procedure.

 7. If at this stage a transfer of the human iPSCs onto Matrigel is 
required, the cells can be plated onto dishes precoated with 
Matrigel as described in Sect. 3.5.1. We observed that since 
the CTK treatment so efficiently eliminates the SNL feeder 
cells preadsorption of SNL cells on gelatin before the transfer 
of the human iPSCs to Matrigel is not necessary.
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Chapter 3

Neural Stem Cells

Roshan Tofighi, Christoffer Tamm, Michaela Moors,  
Wan Norhamidah Wan Ibrahim, and Sandra Ceccatelli 

Abstract

Cells can be defined as “stem cells” when able to self-renew and differentiate into tissue-characteristic 
cells. Neural stem cells (NSCs) derived from the nervous system are able to generate neuronal and 
glial cells and are present not only in the developing nervous system, but also in specific regions of the 
adult brain. While embryonic NSCs play an essential role in the development and maturation of the ner-
vous system, adult NSCs may have a role in the normal functions of the brain, including learning, 
memory, and emotional responses. Growing evidence points to developmental exposure to chemicals as 
a possible cause of nervous system disorders. The developing nervous system is particularly vulnerable to 
toxic agents, which may cause long-lasting effects that may be manifested later in life. The majority of the 
chemicals in commerce have not been tested for developmental neurotoxicity and the limited informa-
tion currently available points to the need for more experimental research specially designed to address 
this issue. We have implemented the use of NSCs as experimental models for developmental neurotoxicity 
studies. Here, we provide a short overview of some data obtained with NSCs and a detailed description 
of the cell culture protocols.

Key words: Neural stem cells, Neurotoxicity, Proliferation, Differentiation, Migration

Over recent years, there has been an increasing interest for the use 
of stem cells in various biomedical applications, including phar-
macological and toxicological research. We have established neural 
stem cell (NSC) cultures as in vitro models for neurodevelopmental 
toxicity studies with the aim to implement new experimental sys-
tems to test chemicals and predict potential neurotoxicity. The 
following chapter provides a short overview of practical applica-
tions of NSCs in neurotoxicology, based on the experience of our 
group. The continuous ongoing work to optimize the NSC-
derived in vitro models is expected to provide novel and powerful 

1.  Introduction
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assays to directly address one of the most relevant public health 
issues namely developmental neurotoxicity.

Cells can be defined as “stem cells” when they fulfill two main 
criteria:

 1. Self-renewal – The cells have to be able to divide and proliferate 
in a way that gives rise to at least one new stem cell, and this 
can be achieved by either symmetric or asymmetric cell divi-
sion. Symmetric cell division results in two daughter cells 
exhibiting similar properties as the dividing cell, whereas 
asymmetric cell division generates two different daughter 
cells. Most often one cell remains a de facto stem cell, while 
the other becomes a progenitor cell with more lineage restric-
tions. During neurodevelopment it is thought that at early 
stage there is mainly symmetric cell division (1), while later 
on, it shifts to asymmetric cell division with generation of 
cells differentiating into postmitotic neural cells and new stem 
cells.

 2. Multilineage differentiation – Many cells can proliferate and 
bring about descendants of the same cell type (e.g., fibro-
blasts and myoblasts). Stem cells are able to differentiate into 
two or more cells characteristic of the tissue from which they 
have been isolated. For example, a NSC can differentiate into 
cells present within the central nervous system (CNS), such as 
neurons, astrocytes, and oligodendrocytes (2, 3).

This minimal definition has lead to a classification of cells, 
which possess these properties based on the tissue organ from 
where the cells have been isolated. Hence, NSCs are derived from 
the CNS, whilst embryonic stem cells are derived from the blas-
tocysts. Tissue-specific stem cells, other than NSCs, have been 
identified in the hematopoietic system, pancreatic islets, liver, 
intestine, and skin. Stem cells have been described in a wide range 
of tissues, and these cells have been shown to be able to divide, 
self-renew, and differentiate into tissue-characteristic cells (4). In 
their respective organs, the stem cells reside in designated stem 
cell niches, which provide a controlled environment for prolifera-
tion and differentiation. The NSC niches include characteristic 
cytoarchitectures of the specific anatomical areas of the CNS, and 
several other cellular and molecular prerequisites, such as proxim-
ity to the cerebrospinal fluid and blood vessels, cell-to-cell inter-
actions and signaling, and unique basal lamina and extracellular 
matrix (5). It is generally agreed that NSCs exist in a variety of 
developmental time stages. So far multipotent fetal NSCs have 
been found and isolated from numerous different brain regions of 
the embryonic CNS, such as the olfactory bulb, subventricular 
zone (SVZ), hippocampus, cerebellum, cerebral cortex, and spinal 

1.1.  Neural Stem Cells
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cord (6–12). Although some suggest that not all CNS stem cells 
can be identified by the expression of a single protein (13, 14), 
the class VI intermediate filament protein nestin (an acronym for 
neuroepithelial stem cell protein) (15) has been shown to be tran-
siently expressed in most neural stem or progenitor cells. Upon 
differentiation nestin is downregulated and replaced by other 
intermediate filament proteins such as glial fibrillary acidic pro-
tein (GFAP) in astrocytes or neurofilaments in neuronal cells 
(14–16).

During early brain development, NSCs take on positional 
identity within the neural tube via adjacent tissue-secreted mor-
phogen signaling. Positional characteristics along the anteropos-
terior axis are specified by fibroblast growth factors (FGF), Wnt, 
and retinoid family ligands, whereas the dorsoventral axis is speci-
fied by the antagonistic actions of bone morphogenetic proteins 
(BMPs), transforming growth factor b (TGFb) ligands, and Sonic 
Hedgehog (SHH) (17). FGF2 promotes proliferation of cortical 
NSCs in vivo (18), but is as well, together with epidermal growth 
factor (EGF), the only ligand known to promote NSC prolifera-
tion in vitro (19). Part of NSC proliferation signaling involves the 
suppression of programmed cell death. For example, the absence 
of retinoic acid, erythropoietin, or Notch receptor signaling 
markedly increases apoptosis during early gestation CNS and 
decrease proliferation (20–22). Notch signaling is also known to 
inhibit neuronal differentiation and maintain NSCs in a prolifera-
tive state (23). Activation of Notch leads to upregulation of Hes1 
and Hes5, transcription factors with a conserved basic helix-loop-
helix (bHLH) domain in their DNA binding region. Although 
Notch and Notch ligands are not expressed during early CNS 
development, NSCs obtained from later developmental stages 
seem to depend on Notch signaling to stay alive, proliferative, 
and undifferentiated (24). Hes1 and Hes5 upregulation induce 
NSCs proliferation and repression of the neurogenic bHLH genes 
(25, 26). The neurogenic bHLH transcription factors, such as 
Math1/2, Ngn1/2, Mash1, and NeuroD, are required for pro-
moting neurogenesis and inhibition of gliogenesis (27, 28). These 
neurogenic bHLH genes also seem to be essential for sustaining 
the stemness in nearby NSC via Notch signaling (29). Overall, 
NSCs change their competency during development and sequen-
tially give rise to different cell types. Thus, the maintenance of 
NSCs until the late developmental stages is essential to warrant 
the correct magnitude and diversity of cells. Cultures of NSCs 
in vitro can be induced to differentiate simply by removing mito-
gens, which leads to spontaneous differentiation to various pro-
portions of neurons, astrocytes, and oligodendrocytes (2). By 
adding various growth factors, such as platelet-derived growth 
factor (PDGF), ciliary neurotrophic factor (CNTF), BMPs, or 
the thyroid hormone T3, the commitment of the differentiating 
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cells can be altered and directed depending on during which 
developmental stage the NSCs were derived (2, 30–32).

In contrast to formerly held beliefs that the adult brain is a static 
system without scope for cell replacement and regeneration, there 
is now good evidence for the differentiation of neural cells from 
stem cells in the adult brain with the ability to integrate into the 
complex circuitry of the CNS (see (33)). Scientists started to sus-
pect active mitosis in the adult brain tissue in the years spanning 
from beginning of the twentieth century to the 1960s (34, 35). 
Due to methodological limitations, this could not been shown 
until the middle of the 1960s when Altman started to label divid-
ing cells with (3H)-thymidine incorporated into the newly formed 
DNA (36, 37). Kaplan combined this labeling with electron 
microscopy (38) and showed that neurogenesis occurred in the 
3-month-old adult brain of rodents. Neurogenesis has been char-
acterized in at least two areas in the adult brain: the hippocampus 
(37–39) and the olfactory bulb (40, 41). The source of these 
newly formed neuronal cells has also been a subject to investiga-
tion and the two brain regions, which primarily have been ascribed 
the formation of the neurons, are the subgranular zone (SGZ) of 
the dentate gyrus in the hippocampus (42) and the SVZ of the 
lateral ventricle (LV) (3). The SVZ is the larger germinal zone 
and is situated adjacent to the ependyma of the LV wall. Cells 
from this area have been found to migrate to the olfactory bulb 
where they differentiate into mature granule cells and periglom-
erular cells, the two foremost interneurons in this part of the 
brain (43). Since it has been estimated that approximately 30,000 
new interneurons are formed everyday in the mouse adult brain 
all through life, this level of neurogenesis led to the belief that 
there exists asymmetrically dividing self-renewing stem cells 
within the SVZ (40).

When cultured, cells from the SVZ grow adherently in cell 
culture dishes in serum-free medium supplemented with EGF 
and/or fibroblast growth factor-2 (FGF2). These act as mitogens 
for the cells both in vitro (11, 44) and in vivo (45, 46). After a 
while, the cells detach from the substrate and produce character-
istic free floating aggregates of closely grouped cells, referred to 
as neurospheres. In their proliferative state, cells in the neuro-
sphere express the stem cell-specific intermediate filament protein 
nestin. Immunohistochemical staining of brain sections also show 
nestin-expressing cells in the SVZ as well as the ependymal layer 
of the LV (47, 48). Adult NSCs (aNSCs) can also differentiate 
into neurons, astrocytes, and oligodendrocytes upon removal of 
EGF and FGF (11, 49). Nestin-expression, self-renewal, and 
multilineage differentiation properties confirm that these cells are 
tissue-specific stem cells, although clonal analyses of neurosphere 
cells have shown that only ~16% of the cells can be considered to 

1.2. Adult Neural  
Stem Cells
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be de facto stem cells (50). The main part of the remaining cells 
is stem cell-derived progenitors with a more limited proliferation 
and differentiation potential (51). However, it is still unclear 
which cells in the SVZ are the resident aNSCs. Several cell types 
have been proposed, including astrocytes (52), multiciliated 
ependymal cells (53), and subependymal cells (48).

The wide interest in NSCs is mainly based on the perceived thera-
peutic potential these cells could offer in repair after brain injury 
or in the treatment for neurodegenerative diseases. Brain injuries, 
e.g. subsequent to stroke, have been shown to stimulate prolifera-
tion in both the SGZ and the SVZ with subsequent migration to 
the damaged area (54–56). Alterations in the aNSC-containing 
brain areas have also been seen in chronic degenerative neuro-
logical disorders, such as Huntington’s disease and Alzheimer’s 
disease. In these diseases, proliferation and neurogenesis are 
increased (57, 58). On the other hand, in Parkinson’s disease, 
proliferation in these areas has been shown to be impaired (59). 
The harvesting of stem cells, which can be amplified in culture 
and later used for repair and regeneration in cell replacement 
therapies, has been the driving force that has made stem cells cur-
rently one of the hottest topics in science.

An additional application of stem cell-based systems is in the 
area of drug development and toxicity testing. Exposure to chem-
ical agents, either man-made or naturally occurring, can cause 
alterations in the normal activity and/or structure of various  
target organs, including the nervous system.

The complexity and the special features of the nervous system make 
it particularly vulnerable to insults of various origins. The very high 
metabolic rate makes the CNS dependent on continuous aerobic 
glycolysis and subsequently, very sensitive to any aberrations in the 
supply of glucose and oxygen (see (60)). The high oxygen con-
sumption, together with a moderate level of antioxidant activity 
and a high quantity of polyunsaturated fatty acids, renders the  
nervous system a prime target for oxidative stress (see (61)).

The adult brain is protected by the blood–brain barrier, an 
anatomical barrier formed by specialized endothelial cells with 
tight junctions. Consequently, many endogenous and exogenous 
toxic agents are prevented to enter the adult brain, although some 
toxicants can cross the barrier by passing through the membranes 
of the endothelial cell by diffusion or by active transport. In the 
developing nervous system, the blood–brain barrier is not fully 
developed until at roughly 6 months of age in humans (62), 
which predisposes fetuses and young infants to brain injuries by 
toxicants that do not affect the adult nervous system.

Brain development occurs in different phases and each devel-
opmental stage is reached according to a tightly regulated program. 

1.3. Neural Stem Cell 
Biomedical 
Applications

1.4.  Neurotoxicity
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The different parts of the nervous system are built by cell proliferation, 
migration, and differentiation, and proper functioning requires a 
precise number of cells in the right place with the correct charac-
teristics (63). Insults interfering with these mechanisms can conse-
quently result in adverse changes in the nervous system. For 
instance, disruption of proliferation can inhibit the formation of 
subpopulations of neurons that were forming at the specific time 
point of the insult. Migration is even more sensitive, because it can 
be disrupted either directly or by effects on neighboring cells or 
important supporting structures, e.g. radial glia. Moreover, dis-
ruptions in programmed cell death, which is regulated by growth 
factors, cytokines, and neurotransmitters (64–66), can kill neu-
rons that should not have been removed, or promote the survival 
of redundant cells, which are produced during neurogenesis to 
ensure the correct formation of a given structure and, under nor-
mal conditions, afterwards are eliminated. In addition to  neuronal 
cells, glial cells can also be affected by developmental injuries. The 
brain growth spurt, which is the period when the brain grows 
most rapidly, is predominantly characterized by the proliferation 
of astrocytes and oligodendrocytes, glial cells that are responsible 
for a variety of functions, such as neuronal support and maintenance, 
and myelin production. This stage of development has been shown 
to be sensitive to toxic insults, suggesting that glial cells are also a 
target for neurotoxicants (see (67)). Interestingly, the conse-
quences of a developmental damage may not necessarily be apparent 
until a critical age when a neurodevelopmental defect may be 
unmasked or precipitated by a subsequent insult (see (68)).

During this modern era, the number of new chemicals appear-
ing annually has increased enormously. Exposure to toxic sub-
stances before or after birth has been identified as one key risk 
factor for neurodevelopmental disorders. Consequently, the need 
for developmental neurotoxicity studies of environmental/indus-
trial chemicals has been deemed to be of utmost importance. Due 
to the vast number of chemicals, the amount of animals needed 
for safety evaluation has substantially increased. Progress in mech-
anistic research and the increasing awareness of the need to 
reduce, replace, and refine animal testing has led to the develop-
ment of alternative methods. Increasingly, in vitro methods have 
been applied in many research fields, including toxicology. The 
use of different cell culture models for predicting in vivo effects of 
neurotoxic chemicals has been developed in the attempt to pro-
vide rapid screening systems with a battery of highly sensitive 
assays. Although alternative testing will not be able to give the 
extent of information that can be retrieved from animal testing, 
in vitro systems allow a valuable prescreening function prior to 
in vivo testing. On this background, our group has established 
and implemented the use of rodent and human NSC as model 
systems for in vitro neurodevelopmental toxicity studies.
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As mentioned above, embryonic development is a continuous 
process of a precisely orchestrated sequence of events, including 
cell proliferation, migration, differentiation, and maturation, 
driven by gene expression changes that are programmed both in 
time and space. Toxic interference with these programs will most 
likely give rise to malformations and/or malfunctions. NSCs 
appear already during the neural plate formation and are generally 
agreed to exist throughout the various developmental stages.  
It has been suggested that NSCs in fact constitute the major cell 
type of the early ectoderm. Hence, for studies with focus on cel-
lular mechanisms of toxicant effects during brain development, 
NSCs appear an ideal in vitro model. With increased knowledge 
of mechanisms and the identification of measurable endpoints, it 
should be possible to identify patterns, i.e. unique signatures, for 
different classes of neurotoxicants.

These endpoints should include cell viability/death followed 
by mechanistic investigations at biochemical and molecular levels. 
NSCs also provide the unique possibility to identify and investi-
gate alterations in the differentiation and migration potential, 
thereby recognizing selective targets and windows of susceptibility 
to a certain neurodevelopmental insult. Using these experimental 
approaches and the NSC line C17.2, primary culture of rat 
embryonic NSCs, rat and murine aNSCs, and human neuro-
spheres as experimental models, we have investigated the effects 
of several neurotoxic agents and identified NSCs as highly vulner-
able targets. First of all, we tested whether these cells would have 
the capability to undergo apoptosis via the intrinsic and extrinsic 
apoptotic pathways. Interestingly, we observed that while classical 
apoptosis inducers, such as staurosporine, could activate the mito-
chondrial caspase-dependent pathway, the FasL/CD95 could not 
induce cell death in spite of the presence of the Fas receptor and 
procaspase 8 (69, 70). We also studied the toxic effects of the 
neurotoxic metals methylmercury (MeHg) and manganese (Mn) 
in rat primary embryonic cortical NSCs and in the murine NSC 
line C17.2. Our results showed that NSCs are more sensitive to 
both MeHg and Mn than differentiated neuronal or glial cells. 
Both toxicants induce apoptosis via Bax-activation, cytochrome c 
release, and activation of downstream caspases. In addition, a par-
allel calpain-dependent cell death pathway could be detected 
upon MeHg exposure. Remarkably, exposure to MeHg at con-
centrations lower than those detected and observed in cord blood 
from Swedish pregnant women inhibits spontaneous neuronal 
differentiation of NSCs via activation of the Notch signaling 
pathway (71–73).

In an attempt to address the complex issue of sex-related dif-
ferences in the response to neurotoxicants, we have used aNSCs 
prepared from rodents of both sexes, which are easily identified as 
compared to rodent embryos at day 14 (74, 75). We exposed 

1.5. Neural Stem Cells 
in Neurotoxicity 
Studies
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aNSCs to 0.1 and 0.5 mM MeHg for 16 h and observed that 
aNSCs prepared from males were significantly more sensitive to 
the toxic effects of MeHg than cells obtained from females, as 
shown by the higher number of apoptotic nuclei (Fig. 1). It is 
interesting to note that experimental (76–78) and epidemiological 
studies of children (79, 80) have shown a higher susceptibility of 
males to developmental exposure to MeHg. A detailed review of 
the published data on neurotoxicity studies done in NSCs is out 
of the scope of this chapter; however, we have shortly summa-
rized some of the available data in Table 1.

Generally, when growing cells in vitro, the volume of cell media 
should be kept constant, because differences in surface area allow 
different gaseous exchange through the medium over to the cells 
(81). Also the density of cultured cells is of great importance, 
because cells plated at high density exhibit increased Bcl-2 and 
Bcl-xL levels, suggesting that cell-to-cell contact may promote 
cell survival. In addition, when a cell culture becomes confluent 
and/or nutrient depleted, the activation of G1 CDK/cyclins is 
inhibited resulting in growth arrest (reviewed by (82)). When 
working with NSCs, the ascertainment of the right cell density is 

1.6. NSC Cultures  
and General Culture 
Conditions
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Fig. 1. Male or female aNSCs were prepared from six pooled 8-week-old mice and cells 
were exposed to 0.1 or 0.5 mM MeHg for 16 h. Fixed cells were stained with Hoechst 
33342 and the nuclei were scored at the fluorescence microscope. The percentage of 
apoptotic nuclei, characterized by smaller size and brighter chromatin, was calculated. 
Male aNSCs showed higher sensitivity to MeHg than female aNSCs. Values are 
means ±SEM of 4 determinations. Statistical analysis was carried out with the one-way 
analysis of variance ANOVA followed by Fisher’s protected least significant difference 
(PLSD) test (**** significantly different than control cells, p £ 0.0001 and #### significantly 
different than female cells, p £ 0.0001).
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even more critical because seeding of the cells at different densities 
affects the outcome of the differentiated cell types, as shown by 
Tsai and McKay (83).

Both NSC primary cultures and immortalized cell lines can 
be used for experimental studies. Primary NSC cultures can be 
grown either as dissociated adherent cells grown in protein-coated 
culture dishes or in suspension as aggregates defined as neuro-
spheres, which are formed in culture and maintain cell–cell con-
tacts in a 3D structure in a sort of in vivo-like organization. The 
dissociation procedure results in loss of histological tissue organi-
zation, but allows single cell analysis. A major advantage of using 
cell lines is the homogeneity of the cell population that facilitates 
the design and execution of experimental investigations. However, 
they may have different characteristics, for instance in terms of 
gene expression, as compared to primary NSCs. It is then an 
advisable strategy to use multiple NSC in vitro models for devel-
opmental neurotoxicity testing and mechanistic studies. Here, we 
provide detailed protocols for culturing the NSC models that 
we have successfully implemented and applied in our laboratory; 
the multipotent neural precursor cell line C17.2, primary cultures 
of rodent embryonic and aNSC and human neurospheres (see 
Table 2).

Final volume is 600 mL.

 1. Take 500 mL DMEM (+4.5 g/l-glucose, +l-glutamine, 
+Pyruvate).

 2. Add 60 mL fetal calf serum (10%).

2. NSC Culture 
Protocols

2.1. Cell Line C17.2 
Cells

2.1.1. Preparation  
of Medium

Table 2 
Different cultures of NSCs described in this chapter

Species Name Origin Developmental period

Rodent C17.2 Neonatal cerebellum  
(immortalized cell line)

Four days old mice (97)

Rodent Cortical neural stem  
cell (cNSCs)

Dorsal cortex (primary  
culture)

E15 rat embryos

Rodent aNSCs Subventricular zone  
(primary culture)

Eight weeks old mice

Human Neural progenitor cells  
(neurospheres)

Human fetal brain  
tissue (primary culture)

Gestation week 8–20



74 Tofighi et al.

 3. Add 30 mL horse serum (5%).
 4. Add 7 mL fungizone conc (kept at −20°C).
 5. Add 4 mL Gentamycin conc (kept at room temperature 

(RT)).
 6. Add 200 mM l-glutamine (kept at −20°C).

The differentiation medium is prepared as described above except 
that fetal calf serum and horse serum should not be added.

Cells can be grown on uncoated dishes. When grown on glass 
coverslips, coat with 50 mg/mL poly-l-lysine at 37°C for 2 h.

 1. Take 495 mL of DMEM/F12 (keep 5 mL for transferrin, see 
below).

 2. Add transferrin (50 mg dissolved in 5 mL of DMEM/F12).
 3. Add insulin (12.5 mg dissolved in 2.5 mL of 10 mM 

NaOH).
 4. Add 1 M putrescine, 500 mM sodium selenite, and 100 mM 

progesterone.
 5. Filter sterile the medium.
 6. Add 5 mL penicillin/streptomycin and keep at 4°C.

 1. 50 mL 10× HBSS.
 2. Add 81.5 mM NaHCO3.
 3. Add 1 M HEPES.
 4. Adjust the pH to 7.2 and store in RT.

 1. Add poly-l-ornithine (15 mg/mL) solution to each plate and 
incubate the plates at 37°C for at least 2–3 h.

 2. Remove poly-l-ornithine solution and wash 3 times with PBS.
 3. Remove PBS and add fibronectin (1 mg/mL).
 4. Incubate at 37°C for at least 1 h.
 5. Wash twice with PBS and remove the PBS.
 6. Add new PBS and incubate the plates in the cell culture incu-

bator until seeding cells.

 1. Solution 1 (S1) of total volume of 500 mL: add 50 mL 1× 
HBSS, 9.0 mL d-glucose, and 7.5 mL HEPES. Adjust to 7.5.

 2. Solution 2 (S2) of total volume of 500 mL: 25 mL 1× HBSS 
and 154 g sucrose. Adjust to 7.5.

 3. Solution 3 (S3) of total volume of 500 mL: 20 g BSA, 10 mL 
of 1 M HEPES solution, and 490 mL 1× EBSS. Adjust the 
pH to 7.5.

2.1.2. Preparation of 
Differentiation Medium

2.1.3.  Preparation of Plates

2.2. Primary Cell 
Culture of Embryonic 
Cortical Stem Cells 
(cNSCs)

2.2.1. Preparation  
of Medium (500 mL)

2.2.2.  Hanks Buffer

2.2.3.  Preparation of Plates

2.3. Primary Cell 
Culture Adult Neural 
Stem Cells (aNSCs)

2.3.1.  Solutions/Buffers
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 1. Take 10 mL of S1.
 2. Add 13.3 mg trypsin, 7 mg hyaluronidase, 2 mg kynerenic 

acid, and 200 mL DNase.

 1. Take 47 mL of DMEM/F12.
 2. Add 1 mL B27 supplement, 0.5 mL penicillin/streptomycin, 

and 0.4 mL HEPES.

Coat the plates with poly-d-lysine (0.1 mg/mL) for 2 h at 
37°C.

 1. Take 322 mL DMEM+Glutamax.
 2. Add 161 mL F12+Glutamax.
 3. Add EGF (20 ng/mL) and FGF (20 ng/mL).
 4. Add 10 mL 50× B27 and 5 mL penicillin/streptomycin and 

keep at 4°C.

 1. Take 200 mL DMEM + Glutamax.
 2. Add 100 mL F12+Glutamax and 3 mL 100× N2 and keep 

at 4°C.

 1. Incubate the plates with poly-d-lysine (0.1 mg/mL) for 2 h 
at 37°C.

 2. Wash twice with sterile water.
 3. Incubate the plates with laminin (5 mg/mL) for 2 h at 37°C.
 4. Wash twice with sterile water.
 5. Add sterile PBS and store the plates at 4°C.

 1. Sacrifice E14.5–15.5 timed pregnant mother and take out the 
embryos and put them in HANKS at RT.

 2. Dissect the embryos from the amnion and separate the head.
 3. Using a pair of tweezers immobilize the head by placing one 

fork through the eye socket and caudally towards the neck. 
Peel back using the tweezers to expose the dorsal surface of 
the brain (see Note 1).

 4. Free the brain from the skull, cut away the cerebellum, and 
separate the hemispheres of the cerebrum.

 5. Cut away the olfactory bulb if present and immobilize the 
hemisphere by the most rostral point.

 6. Cut away the developing thalamus/striatum (see Note 2).

2.3.2.  Dissociation Media

2.3.3.  Neurosphere Media

2.3.4. Preparation of Plates

2.4. Human Neural 
Progenitor (HNP) Cells

2.4.1. Proliferation Media 
(500 mL)

2.4.2. Differentiation Media 
(500 mL)

2.4.3.  Preparation of Plates

3.  Dissection

3.1.  cNSCs



76 Tofighi et al.

 7. Cut away the dorsal part of the developing cortex and transfer 
into HANKS in a 15 mL falcon.

 8. Allow the dissected cortices to settle to the bottom.
 9. Aspirate the HANKS from the cortices leaving 2 mL.
 10. Dissociate the cortices by pipetting up and down for 15 times 

gently using a 1 mL pipette tip.
 11. Add 10 mL of prewarmed DMEM/F12 medium (including the 

supplements) and mix gently two times with a 5 mL pipette.
 12. Count the cells with trypan blue and seed 15,000 cells/cm2.

 1. Kill the mice via cervical dislocation and take out the brain 
from the skull.

 2. Put the brain into ice cold PBS (see Note 3).
 3. Under the dissection microscope cut 2/3 of the cerebrum. Take 

the frontal part. Divide the two hemispheres into two parts.
 4. Make visible the LV wall.
 5. Make a thin hole underneath the LV using small scissor.
 6. Cut out the LV and put into ice cold PBS.
 7. Dissolve the enzymes in 5 mL of solution 1 (15 mL falcon 

tube).
 8. Place the enzyme mix in 37°C during fine dissections.
 9. Sterile filter the enzyme mix and add DNase to the mixture.
 10. Place ventricle walls in the enzyme mix and pipette very gen-

tly for 15 times using a blue pipette tip.
 11. Incubate the ventricle walls in the enzyme mix for 20–30 min 

at 37°C and pipette carefully when half of the incubation time 
has gone.

 12. Pipette the mix until most of the tissue dissolve.
 13. Add 5 mL S3 to the tissue–enzyme mix.
 14. Filter through a 70 mm cell strainer and centrifuge at 

1,500 rpm for 10 min.
 15. Remove supernatant and resuspend cells in 10 mL ice-cold S2.
 16. Centrifuge at 2,000 rpm for 10 min.
 17. Remove supernatant and resuspend cells in 2 mL ice-cold S3.
 18. Fill a new 15 mL tube with 12 mL of ice-cold S3.
 19. Gently apply the 2 mL cell suspension to the top of the new 

tube.
 20. Centrifuge at 1,500 rpm for 7 min.
 21. Remove supernatant and resuspend in prewarmed neuro-

sphere media.
 22. Seed all the cells in a 100 mm cell culture dish (CORNING) 

in 15 mL neurosphere medium.

3.2.  aNSCs
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 23. Add 10 ng/mL EGF.
 24. Add 10 ng/mL EGF on day 3 without changing medium 

(see Note 4).

– Remove medium from the cell culture dish.
– Wash with PBS.
– Add 2 mL 1× TED/10 cm dish (trypsin + EDTA) for 30 s.
– Remove 1.5 mL TED after 30 s and wait for 1.5 min.
– Add new medium and dissociate cells by pipetting.
– Count the cells with trypan blue.
– Seed the cells into a new dish at 4,000 cells/cm2.

 1. Remove the medium from dish.
 2. Add 5 mL HANKS/100 mm dish and incubate for 5 min in 

culture incubator.
 3. Remove 4 mL HANKS from the dish and leave 0.5 mL.
 4. Scrape cells gently with cell scraper.
 5. Collect all cells in one dish and transfer them into a 50 mL 

falcon tube.
 6. Dilute cells with 9 mL DMEM/F12 medium (including the 

supplements).
 7. Count the cells using trypan blue.
 8. Seed the cells at 2,500 cells/cm2 in DMEM/F12 medium 

(including the supplements).
 9. Wait until cells have settled, then add 10 ng/mL FGF.
 10. Every 24 h add 10 ng/mL FGF.
 11. Every 48 h change the medium and add 10 ng/mL FGF (see 

Note 5).

 1. Collect all neurospheres in a 15 mL falcon tube (see Note 6) 
and centrifuge at 1,500 rpm for 10 min.

 2. Resuspend the pellet in 1 mL TED and mix for 15 times with 
a yellow pipette tip and incubate for 10 min at 37°C in the 
water bath.

 3. Mix gently using a yellow pipette tip and continue incubation 
for 5–10 min at 37°C.

 4. Mix gently for 10× using a yellow pipette tip.
 5. Add 9 mL fresh medium and centrifuge at 1,500 rpm for 

10 min.

4.  Methods

4.1. Passaging C17.2 
Cells

4.2.  Passaging cNSCs

4.3.  Passaging aNSC

4.3.1. Passaging aNSC 
Neurospheres
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 6. Discard supernatant and resuspend the pellet in 5 or 10 mL 
fresh medium depending on the pellet’s size.

 7. Count the cells with trypan blue.
 8. Seed cells at 80,000 cells/cm2 in 15 mL medium and add 

(10 ng/mL) EGF and (10 ng/mL) FGF.
 9. Place the cells inside the incubator and add (10 ng/mL) EGF 

and (10 ng/mL) FGF every third day (see Notes 4 and 7).

 1. Coat plates with poly-d-lysine (0.1 mg/mL) for 2 h.
 2. Repeat steps (1–7) from 4.3.1.
 3. Add 1% filter sterilized FCS to the medium. Do not add EGF 

or FGF!
 4. Seed 160,000 cells/cm2 in FCS-containing medium.
 5. Let the cells grow overnight.
 6. Gently discard the medium containing FCS and add 1 mL 

fresh medium containing (10 ng/mL) EGF and (10 ng/mL) 
FGF.

The HNP can be passaged by mechanical or enzymatic disruption 
of the sphere structure, but their medium should be changed as 
follows.

 1. Put 10 mL proliferating medium in a new plate.
 2. Discard 10 mL of the old medium.
 3. Use the rest of the old medium for transferring the spheres to 

the new plate (see Note 8).
 4. Separate the spheres very well with a yellow pipette tip (see 

Note 9).

For mechanical passaging, use a McIlwain tissue chopper.

 1. Transfer spheres in a dish that fits in the holder of the McIlwain 
tissue chopper.

 2. Remove the medium.
 3. Cut the spheres in smaller sections of a size about 

0.2–0.25 mm.
 4. Add 1 mL medium and transfer the spheres in a new dish 

with fresh proliferation medium.
 5. Separate the spheres very well with a yellow pipette tip (see 

Note 7).

For enzymatic digestion, incubate spheres in trypsin solution.

 1. Transfer spheres in a falcon tube.
 2. Centrifuge for 5 min at 1,500 rpm.

4.3.2. Passaging aNSC as 
Single Cells for Experiment

4.4.  Passaging hNPC

4.4.1. Mechanical 
Passaging of HNP

4.4.2. Enzymatic 
Passaging of HNP
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 3. Discard supernatant and add 0.5 mL TrypLE™ Express.
 4. Incubate for 6 min at 37°C in the water bath by shaking.
 5. Add 6 mL proliferation medium.
 6. Centrifuge for 5 min at 1,500 rpm.
 7. Add an appropriate amount of medium and resuspend the 

cell pellet mechanically to achieve a single cell suspension.
 8. Count the cells with trypan blue and seed 50,000 cells/cm2.

Upon removal of serum, C17.2 cells can differentiate into neu-
rons, astrocytes, and oligodendrocytes (84). For differentiation 
assays, C17.2 cells are grown in serum-containing DMEM 
medium. Following cell attachment, the medium is replaced with 
serum-free medium and the cultures are incubated for 1 day 
before performing experiments. Cell differentiation process can 
be evaluated by immunocytochemistry analysis of the neuronal 
marker b-III tubulin and the astrocyte marker GFAP. C17.2 cells 
grown in serum-containing conditions can also be differentiated 
by incubating the cultures in media supplemented with, for exam-
ple, brain-derived neurotrophic factor (BDNF; 4 ng/mL), neu-
rotrophin-3 (NT-3; 10 ng/mL), ciliary neurotrophic factor 
(CNTF; 10 ng/mL), and glial-derived neurotrophic factor 
(GDNF; 5 ng/mL) (85).

cNSCs have the capacity of differentiating into major cell types 
found in the telencephalon, including pyramidal- and interneu-
rons, astrocytes and oligodendrocytes, as well as smooth muscle 
cells (2). Upon mitogen withdrawal, cNSCs spontaneously dif-
ferentiate into mainly neurons and astrocytes, but can also be 
differentiated specifically into astrocytes by treatment with inter-
leukin-related compounds such as ciliary neurotrophic factor 
(CNTF) or oligodendrocytes by thyroid hormone (T3) treatment. 
Spontaneous differentiation of cNSCs is induced as follows:

 1. When cells have reached the right confluency (about 5–7 days 
after previous passaging), passage the cells as discussed in 
Sect. 4.2 (1–10).

 2. Seed the cells at the density 500 cells/cm2 and add 10 ng/mL 
FGF every day.

 3. After 48 h, remove the old media and add media. Do not add 
FGF.

 4. Change the media every 2 days, but do not add FGF.
 5. Check the morphology. After about 1 week in culture, the 

cNSCs will appear more differentiated.

5.  Differentiation

5.1. Differentiation  
of C17.2 Cells

5.2. Differentiation  
of cNSCs
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Upon removal of EGF and FGF, cells can differentiate into neurons, 
astrocytes, and oligodendrocytes (3, 11, 49). Differentiation of 
aNSCs have been described by two methods, either as dissociated 
cells or as neurospheres. The latter is typically used to demon-
strate that individual spheres are multipotent (86). For spontane-
ously differentiation of dissociated aNSCs, follow the protocol in 
Sect. 4.3.2 and wait until the cells have differentiated sufficiently 
(about 1 week in culture).

Differentiation of hNPC cells can be initiated in spheres or single 
cell suspensions (see Sect. 4.3) under growth factor withdrawal. 
Therefore, hNPC should be plated on poly-d-lysine/laminin 
coated surfaces and grown in differentiation medium for up to 
4 weeks. After 2–4 days, a decrease in NSC can be determined.

 1. Autoclave the dissection tools 1 day before the dissection.
 2. The tissue looks white under the dissecting microscope and is 

located caudally and ventrally in the hemisphere.
 3. The brains can be kept on ice maximum for 2 h.
 4. Flush up everyday the spheres to prevent attachment to the 

bottom of the dish.
 5. Look for the morphological changes and at 80% confluency, 

passage the cells.
 6. Flush all the bottom of the plate with fresh medium to take 

all the spheres that might have been left.
 7. After 3 days, aNSCs start to form neurospheres again.
 8. Some spheres will be attached to the bottom of the old plate. 

These spheres should be discarded because they have started to 
differentiate and hence are stuck to the bottom of the plate.

 9. The spheres should be separated far away from each other 
before they are placed inside the incubator, otherwise they 
will stick together and make a new big sphere.

Extensive evidence indicates that many diseases must be under-
stood in a life-long perspective, as processes that start in utero 
and manifest later in life. Adverse prenatal events, such as expo-
sure to toxic environmental agents, have been associated to  

5.3. Differentiation  
of aNSCs

5.4. Differentiation  
of hNPC

6.  Notes

7.  Conclusions
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neurodevelopmental disorders as well as neurodegenerative  
diseases. The use of NSCs as in vitro models allows the design of 
experimental studies aimed at identifying the mechanisms behind 
possible developmental damage and/or functional alterations 
induced by early insults. Moreover, NSCs offer the possibility to 
perform large-scale in vitro developmental neurotoxicity studies, 
including screening of chemicals and pharmaceutical drugs. 
Considering that NSCs are also present in the adult nervous system, 
where they may have a role in learning, memory, and response to 
injuries, neurotoxicity studies on NSCs may provide novel infor-
mation relevant to various types of nervous system disorders.
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Chapter 4

Primary Cultures for Neurotoxicity Testing

Carme Solà, Rosa Cristòfol, Cristina Suñol, and Coral Sanfeliu 

Abstract

Cell cultures are widely used in biomedical research. Primary cultures are directly obtained from fresh 
tissue and reproduce during days or weeks the major characteristics of the original tissue cells. Primary 
cell culture systems have shown their usefulness for studying the specific activities and the underlying 
mechanisms of a variety of test compounds. Brain primary cultures have become a powerful tool to analyze 
the toxic effects and mechanisms of potentially harmful agents in the different brain cell types.

Key words: Primary cultures, Neurons, Astrocytes, Microglia, Oligodendrocytes

Many studies of neurotoxicity in vitro rely on the use of cultured 
cells that model neurons or glial cells. Primary cultures from brain 
tissue yield standardized preparations of living cells that maintain 
their specific physiological characteristics for a number of days 
and which may be used for testing a multiplicity of neural end 
points. For instance, a mouse embryo litter will give about 6–8 
multiwell plates or the corresponding Petri dishes of neuron 
 cultures, enough to test between 4 and 20 agents, depending on 
the procedure.

The embryological time of differentiation or “birthday” of 
each neuron type (1) will determine the optimal moment for its 
culture. Some neuron types and, in general, glial cells require 
postnatal tissue for culture.

Although cultures may be prepared with brain tissue from 
any experimental animal, neuron and glia cultures from rats and 
mice are the most common and the best characterized. The yield 

1.  Introduction

1.1.  Brain Cultures

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
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of the two species is very similar, and mice are increasingly popular 
due to the many transgenic lines that can also be used for neuro-
toxicity studies.

Human embryo tissue discarded from abortions is also a useful 
source of brain cultures. Although its availability is low, human 
cultures may be useful to confirm selected results. Indeed, there 
are reported discrepancies between test results in rodent and 
human brain cultures (2, 3).

Selected brain tissue at the precise state of maturation is dissected 
from the animal postmortem. Tissue is mechanically triturated 
and chemically disaggregated, before being washed and seeded on 
appropriated culture surfaces. Throughout the procedure, cells 
are maintained in physiological solutions under sterile conditions 
and are finally seeded with a culture medium that mimics the 
blood bicarbonate buffering system. Cultures are maintained in a 
CO2 humidified incubator at 37°C until use. Sterility must be 
maintained throughout the procedure.

Many variations in procedures or in the composition of the 
culture medium have been described. In the following protocols, 
mouse neuron culture procedures are based on those originally 
described by the group of Schousboe (4, 5). Mixed glial cultures 
are prepared according to the method of Giulian and Baker (6), 
with some modifications, and microglia cultures according to 
Saura et al. (7). Mouse oligodendrocyte culture and the various 
CNS human cultures are adapted from the work of Kim’s group 
(8–10).

Animal culture procedures meet the ethical guidelines for 
animal research, but they should also be approved by the local 
animal ethics committee. For human cultures, approval from the 
local ethics committee for human research must also be obtained. 
Human tissue is collected by a physician or nurse, who must be 
previously provided with the relevant informed-donation form 
and sterile flasks containing preserving solution in which to store 
the tissue.

The basic material needed to be able to obtain and maintain 
 primary cell cultures in a research laboratory consists of the following 
specific equipment and disposables.

 1. Sterilized stainless steel surgical instruments to dissect the tissue 
of interest.

 2. Stereoscopic microscope to help in the dissection process.
 3. Room temperature centrifuge with swinging bucket rotor.

1.2. General Procedure

2. Materials

2.1. Culture Equipment
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 4. Laminar flow cabinets (or biological safety cabinets in the 
case of biological risk material such as human tissue), with 
vacuum connection.

 5. Thermostatic water bath with linear shaking.
 6. Neubauer hemocytometer.
 7. Cell culture CO2 incubators.
 8. Inverted microscope.
 9. Fridge and freezer.
 10. Autoclave.

 1. Sterilized tips for automatic micropipettes.
 2. Disposable sterilized capped centrifuge tubes and serological 

pipettes, Pasteur pipettes and filters.
 3. Sterilized glass bottles of different volumes.
 4. Sterilized plastic material to be used as culture support, such 

as T-flasks, Petri dishes, and multiwell culture plates. 
Depending on the type of cell culture it may be necessary to 
coat the culture support with a product that increases cell 
adhesion to the cell culture support, such as poly-l- or poly-
d-lysine and laminin.

Different types of buffers and solutions, as well as a wide variety 
of cell culture media, are commercially available and the choice 
will depend on the type of culture. Some of them are mentioned 
below for the different cell cultures presented.

To prepare cerebellar granule cell cultures, cerebella are harvested 
from a mice litter (8–10 pups) on a postnatal day (P) 7.

 1. Krebs buffer: 120.9 mM NaCl, 4.83 mM KCl, 1.22 mM 
KH2PO4, 25.5 mM NaHCO3, 12 mM glucose, 3 g/L bovine 
seroalbumin, and 0.015 g/L phenol red. Filter through a 
2 mm filter to sterilize and store at 4°C.

 2. Phosphate buffer saline solution (PBS): 135 mM NaCl, 
7.5 mM Na2HPO4.2H2O, and 1.5 mM KH2PO4.

 3. Insulin solution: dissolve 1 mg insulin (25 i.u.) in 100 mL 
0.01 N HCl and add insulin buffer solution (32.4 mM 
Na2HPO4, 7.6 mM NaH2 PO4, 10 g/L albumin) to a total of 

2.2. Disposable 
Laboratory Material

2.3. Solutions and 
Culture Media

3. Methods

3.1. Primary Mouse 
Neuron Cultures

3.1.1. Cerebellar Granule 
Cells

3.1.1.1. Stock Solutions
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10 mL. Then make a 1:100 dilution with insulin buffer solution. 
Filter and store in aliquots at −20°C.

 4. 150 mM MgSO4 solution: dissolve 1.48 g MgSO4 in 40 mL 
distilled water. Filter and store at 4°C.

 5. 10 mg/mL trypsin solution: dissolve 100 mg trypsin in 
10 mL PBS. Filter and store in aliquots at −20°C.

 6. 10 mg/mL deoxyribonuclease I (DNase) (Sigma, D5025) 
solution in double distilled water. Filter and store in aliquots 
at −20°C.

 7. 10 mg/L poly-l-lysine or 25 mg/L poly-d-lysine solution: 
prepare in distilled water. Autoclave and store at 4°C. Coat 
culture supports with the solutions. Maintain overnight in a 
CO2 incubator, then aspirate the poly-l- or poly-d-lysine and 
rinse with sterile distilled water. Keep dry until use.

 8. 2 mM cytosine b-d-arabinofuranoside (Ara-C) solution: 
4.86 mg Ara-C (Sigma, C1768) in 10 mL distilled water. 
Filter and store in aliquots at −20°C.

 9. Fetal bovine serum (FBS) (Invitrogen, 10270), heat-inactivated 
by incubation at 56°C for 30 min. Store in 50 mL aliquots 
at −20°C.

Dulbecco’s Modified Eagle medium (DMEM) (Biochrom AG, 
F0455) pH 7.0 supplemented with 26.2 mM NaHCO3, 25 mM 
KCl, 25 mM glucose, 0.2 mM l-glutamine, 100 mU/L insulin, 
and 7 mM p-aminobenzoic acid. Filter under sterile conditions 
and add 10% FBS and 100 mg/mL gentamicin (Invitrogen, 
15750).

Prepare the following Krebs solutions in sterile glass bottles 
immediately before culture preparation:

 1. Solution 1: 80 mL Krebs buffer and 0.62 mL MgSO4 solution.
 2. Solution 2: 20 mL Solution 1, 0.1 mL DNase, and 0.5 mL 

trypsin.
 3. Solution 3: 20 mL Solution 1, 0.1 mL DNase, and 0.2 mL 

MgSO4. Separate 5 mL to dissolve 10.4 mg soybean trypsin 
inhibitor, filter to sterilize and add back to the Solution 3.

 4. Solution 4: 16.8 mL Solution 1 and 3.2 mL Solution 3.

Equilibrate these solutions by bubbling 5% CO2/95% O2 
with a sterile cotton-plugged Pasteur pipette connected to the gas 
source until a red-orange color is yielded by the pH indicator 
(phenol red). Warm the solutions at 37°C.

 1. Clean head and neck with 70% ethanol and kill the animals by 
decapitation in a flow cabinet. Transfer heads to a Petri dish 
on ice.

3.1.1.2. Culture Medium

3.1.1.3. Disaggregation 
Solutions

3.1.1.4. Procedure
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 2. Peel away the scalp and the skull and take out the brain using 
a spatula or scissors. Place it in a fresh dish on ice.

 3. Separate cerebellum from brain with a pair of forceps and 
place them in a 100 mm Petri dish containing cold PBS. Then 
strip off the meninges. Dissect preferably under a stereoscopic 
microscope.

 4. Transfer the dissected material to a 35 mm Petri dish  containing 
sterile cold PBS and keep on ice while proceeding with all the 
brains.

 5. Put the cerebella dissected from the whole litter onto a sterile 
Teflon plate (5 × 5 cm). Chop the tissue thoroughly into small 
pieces using a sterile razor blade.

 6. Transfer the minced tissue using a sterile Pasteur pipette filled 
with Solution 1 into a 50 mL tube. Rinse the plate with more 
Solution 1. Add Solution 1 to a total volume of 10 mL. Disperse 
the tissue gently up and down twice with a Pasteur pipette.

 7. Centrifuge briefly at 200×g and carefully remove the 
supernatant.

 8. Add 2 mL of Solution 2, pipette gently to avoid the forma-
tion of bubbles, and transfer the suspension to the bottle con-
taining the remainder of Solution 2.

 9. Incubate for 15 min in a 37°C shaking water bath at 
100 rpm.

 10. Add 20 mL of Solution 4 to inhibit trypsin activity and transfer 
the cell suspension to a 50 mL tube.

 11. Centrifuge for 5 min at 200×g and carefully remove the 
supernatant.

 12. Add 7 mL of Solution 3. Disperse the softened tissue using a 
10 mL syringe with a cannula attached.

 13. Move the suspension slowly up and down ten times until it is 
translucent. Allow to stand for 3–5 min so that all the pieces 
of nondispersed tissue settle to the bottom of the tube.

 14. In the meantime, prepare a 50 mL tube with 10 mL of culture 
medium at 37°C. Transfer the suspension using a Pasteur 
pipette, taking care not to transfer any lumpy tissue.

 15. Centrifuge for 5 min at 200×g and carefully remove the 
supernatant.

 16. Add 2 mL of culture medium and pipette gently to disaggre-
gate the pellet. Add up to 10 mL or more depending on the 
size of the pellet.

 17. Take a small aliquot of the cell suspension in order to deter-
mine the cell density using a hemocytometer.

 18. Obtain the desired cell density to be plated by diluting the 
cell suspension in culture medium.
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 19. Seed cells at 4 × 105 cells/cm2 in appropriate culture plates 
and place them into a humidified 37°C, 5% CO2 incubator.

 20. One or 2 days after seeding, add 10 mM Ara-C in order to 
avoid proliferation of non-neuronal cells. Cultures are mature 
after 6–8 days in vitro (DIV).

To prepare cerebral cortical neuron cultures the cerebral cortices 
are harvested from embryonic day (E) 15 mouse brains (E16 and 
E17 can also be used).

All the stock solutions described for cerebellar granule cell cultures 
(Sect. 3.1.1).

Cortical neurons are not cultured in a depolarized medium. 
Therefore, do not add KCl to the DMEM medium. Otherwise, 
the culture medium is the same as that described for cerebellar 
granule cells (Sect. 3.1.1).

Cortical neurons are more sensitive to the deleterious effects of 
trypsin, so only add 0.4 mL of trypsin solution in Krebs Solution 2. 
Otherwise, use the disaggregating solutions described in 
Sect. 3.1.1.

 1. Kill pregnant mouse by cervical dislocation.
 2. In a flow cabinet, clean the abdomen with 70% ethanol  

and perform a length-wise incision in the midline with 
scissors.

 3. Open the abdomen and remove the uterus using forceps, 
transferring it to a Petri dish. Take out the embryos and transfer 
them to a Petri dish containing cold PBS.

 4. Cut off the heads and open the scalp and the skull by using 
fine forceps or ophthalmological scissors. Remove out the 
brain and place in a fresh dish with PBS.

 5. Dissect both cerebral cortices by using forceps and place them 
in a Petri dish with fresh PBS. Then strip off the meninges. 
Dissect preferably under a stereoscopic microscope.

 6. Transfer the dissected material to a 35 mm Petri dish containing 
sterile cold PBS and keep on ice while proceeding with all the 
brains.

 7. Transfer the cortices obtained from the whole litter to a sterile 
Teflon plate and follow the same culture method described 
above for preparing cerebellar granule cell cultures (steps 
5–18, Sect. 3.1.1). Take care to avoid excessive chopping of 
the tissue.

3.1.2. Cerebral Cortical 
Neurons

3.1.2.1. Stock Solutions

3.1.2.2. Culture Medium

3.1.2.3. Disaggregation 
Solutions

3.1.2.4. Procedure
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 8. Seed cells at 3 × 105 cells/cm2 in appropriate culture plates 
previously coated with poly-l- or poly-d-lysine, and place 
them in a humidified 37°C, 5% CO2 incubator.

 9. One or 2 days after seeding add 2 mM Ara-C in order to avoid 
proliferation of non-neuronal cells. Cultures are mature after 
6–8 DIV.

To prepare hippocampal neuron cultures, hippocampi are har-
vested from E18 mouse brains (E17 and E19 can also be used).

All the stock solutions described for cerebellar granule cell cul-
tures (Sect. 3.1.1).

Culture medium described for preparing cerebral cortical neuron 
cultures (Sect. 3.1.2).

All the disaggregation solutions described for preparing cerebral 
cortical neuron cultures (Sect. 3.1.2).

Steps 1–3 as for cerebral cortical neuron cultures (Sect. 3.1.2).

 4. Cut off the heads and peel away the scalp and the skull using 
finer forceps.

 5. Take out the brain using a spatula or scissors and place it in a 
dish with cold PBS under a stereoscopic microscope.

 6. Remove the cerebellum, separate the two hemispheres, and 
remove the meninges. Take one cerebral hemisphere and 
remove the midbrain using forceps in order to expose the hip-
pocampus. This forms a half-circle ring connected at the convex 
side to the cortex and at the concave side to the meninges.

 7. Dissect the hippocampus away from the cortex using oph-
thalmological scissors and clean off the meninges.

 8. Transfer the dissected material to a 35 mm Petri dish containing 
cold PBS and keep on ice while proceeding with all the brains.

 9. Transfer the hippocampi from the whole litter to a sterile 
Teflon plate and follow the same culture method described 
previously for preparing cerebellar granule cell cultures (steps 
5–18, Sect. 3.1.1).

 10. Seed cells at 2 × 105 cells/cm2 in appropriate culture plates 
previously coated with poly-l- or poly-d-lysine, and place 
them into a humidified 37°C, 5% CO2 incubator.

 11. Two days after seeding add 6–8 mM Ara-C in order to avoid 
proliferation of non-neuronal cells, but remove it by changing 
the medium after 3 days of culture. Cultures are mature after 
6–8 DIV.

3.1.3. Hippocampal 
Neurons

3.1.3.1. Stock Solutions

3.1.3.2. Culture Medium

3.1.3.3. Disaggregation 
Solutions

3.1.3.4. Procedure
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Mixed glial cultures are prepared from the cerebral cortices of 
P2–P4 C57BL/6 mice.

 1. Serum: heat-inactivated FBS.
 2. Antibiotics: 10,000 i.u. penicillin and 10,000 mg/mL strep-

tomycin (Invitrogen, 15140).
 3. Antimycotic: 250 mg/mL amphotericin B (Fungizone®, 

Invitrogen, 15290).
 4. Trypsin solution: 0.25% trypsin-1 mM EDTA in Hanks’ balanced 

salt solution (HBSS, Invitrogen, 25200).
 5. DNase solution: 40 mg DNase in 10 mL PBS.

All these products can be stored in aliquots at −20°C.

DMEM:F12 (Invitrogen, 31330038, with glutamine and 
HEPES), to which 10% serum, 1/1,000 antibiotics, and 1/500 
amphotericin B is added.

 1. Use 6–8 animals. Clean head and neck with 70% ethanol and 
kill the animals by decapitation in a flow cabinet. Transfer 
heads to a Petri dish.

 2. Dissect the brain and place it in a fresh 60 mm Petri dish with 
cold PBS. Remove the cerebellum and midbrain and dissect 
the meninges under a stereoscopic microscope.

 3. Transfer the dissected material to a 35 mm Petri dish  contai-ning 
cold PBS and keep on ice while proceeding with all the brains.

 4. Cut the cortical tissue into small pieces with a scalpel, transfer 
to a capped 50 mL plastic centrifuge tube, and add PBS to a 
final volume of approximately 20 mL.

 5. Centrifuge at 200×g for 2 min.
 6. Remove the supernatant through aspiration with a Pasteur 

pipette connected to vacuum and resuspend the pellet in 
12 mL of trypsin solution. Incubate at 37°C for 25 min with 
shaking (100 rpm) in order to dissociate the tissue.

 7. Add 12 mL of cell culture medium with serum and 0.5 mL 
DNase solution to the cell suspension and then pass it 20–40 
times up and down through a 10 mL serological pipette. 
Serum components will stop trypsinization and DNase will 
digest nucleic acids released during the chemical and mechan-
ical disaggregation of the tissue.

 8. Centrifuge the cell suspension at 200×g for 7 min.

3.2. Primary Mouse 
Glial Cultures

3.2.1. Mixed Glial Cultures

3.2.1.1. Stock Solutions

3.2.1.2. Culture Medium

3.2.1.3. Procedure
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 9. Carefully remove the supernatant with a Pasteur pipette 
 connected to a vacuum.

 10. Add 20 mL of cell culture medium and homogenize gently 
with a serological pipette.

 11. Filter through a cell strainer with nylon mesh (100 mm pore 
size) (BD Falcon, 352360).

 12. Count the cells using a Neubauer hemocytometer.
 13. Adjust the cell suspension to a density of 3–3.5 × 105 cells/mL 

using culture medium.
 14. Seed the cells in the desired T-flasks, Petri dishes, or multiwell 

culture plates at a density of 1.0–1.3 × 105 cells/cm2.
 15. Maintain the cell cultures in a CO2 incubator at 37°C in 

humidified 5% CO2 atmosphere.
 16. Replace the medium every 5–7 days. Confluence is achieved 

after 10–12 DIV. Use cultures at 2–3 weeks. These cultures 
contain mainly astrocytes and microglial cells.

Astrocyte cultures are prepared from the cerebral cortices of 
P2–P4 C57BL/6 mice.

 1. All the stocks solutions listed in Sect. 3.2.1.
 2. Ara-C solution: 1 mM Ara-C in distilled water. Filter to steril-

ize and store in aliquots at −20°C.
 3. Laminin solution: 1 mg/mL laminin (Invitrogen, 23017) in 

distilled water. Filter and store in aliquots at −20°C. To coat 
the cell supports with laminin, wash the supports with steril-
ized PBS and incubate with 1/50 laminin solution in steril-
ized PBS for at least 1 h. Aspirate the laminin solution 10 min 
before seeding the cells.

The same as that for mixed glial cultures (Sect. 3.2.1).

Steps 1–13 as for mixed glial cultures (Sect. 3.2.1).

 14. Seed the cells at a density of 1.0–1.3 × 105 cells/cm2 in laminin 
coated T-flasks, Petri dishes, or multiwell culture plates to 
facilitate the attachment of astrocytes and reduce the pres-
ence of microglial cells.

 15. Maintain the cell cultures in a CO2 incubator at 37°C in a 
humidified 5% CO2 atmosphere. Replace the medium every 
5–7 days.

 16. Just when confluence is achieved (6–8 DIV in the presence of 
laminin coating) add 1/100 Ara-C solution (10 mM final 
concentration) to the culture medium for 4 days in order to 
minimize the proliferation of microglial cells.

3.2.2. Astrocyte-Enriched 
Cultures

3.2.2.1. Stock solutions

3.2.2.2. Culture medium

3.2.2.3. Procedure
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 17. Change the culture medium to fresh medium without Ara-C.
 18. Use the cultures 1 day later. These cultures contain >95% of 

astrocytes.

Microglial cultures are obtained from the cerebral cortices of 
P2–P4 C57BL/6 mice. Mixed glial cultures are prepared as 
described above (Sect. 3.2.1), while microglial-enriched cultures 
are obtained by the mild trypsinization method described by 
Saura et al. (7) as follows.

All the solutions listed in Sect. 3.2.1.

The same as that for mixed glial cultures (Sect. 3.2.1).

Steps 1–15 as for mixed glial cultures (Sect. 3.2.1).

 16. Replace the medium every 5–7 days. Once confluence is 
achieved (10–12 DIV), microglial cells start to proliferate. 
Maintain the mixed glial cultures for 18–19 DIV and then 
change the culture medium.

 17. At 24–48 h collect the culture medium and keep it at 37°C as 
conditioned culture medium.

 18. Rinse the cells with serum-free medium.
 19. Incubate the cells with trypsin solution diluted 1:4 in serum-

free culture medium for 25–35 min in the CO2 incubator. 
The upper layer of the culture, constituted mainly by astro-
cytes, will slowly detach and a lower layer of mainly microglial 
cells will remain firmly attached to the support.

 20. Add an equal volume of culture medium containing serum to 
stop the trypsinization process.

 21. Remove the medium with the detached cells, and return the 
conditioned medium obtained in step 17 to the culture.

 22. Use the cells 1 day later. These cultures contain >98% of 
microglial cells.

Oligodendrocyte cultures are obtained from whole brains of adult 
mice.

 1. HBSS without calcium, magnesium 1× (Invitrogen, 14170).
 2. HBSS 10× (Invitrogen, 14180).
 3. Percoll (Fluka, 77237).
 4. 10 mg/L poly-l-lysine (see Sect. 3.1.1).
 5. 2 mM Ara-C (see Sect. 3.1.1).

Minimum Eagle medium (MEM) (Sigma, M4655), supple-
mented with 25 mM glucose, 2 mM l-glutamine and 10% FBS, 
100 mg/mL gentamicin and 0.25 mg/mL amphotericin B.

3.2.3. Microglial-Enriched 
Cultures

3.2.3.1. Stock Solutions

3.2.3.2. Culture Medium

3.2.3.3. Procedure

3.2.4. Primary Mouse 
Oligodendrocyte Cultures

3.2.4.1. Stock Solutions

3.2.4.2. Culture Medium
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PBS with 0.02% EDTA, 2.5 mg/mL trypsin, and 80 mg/mL 
DNase. Warm at 37°C.

Procedure

 1. Dissect aseptically the whole brain from 10 to 15 adult mice 
and place them in a Petri dish with cold PBS. Clean off the 
meninges and large blood vessels and transfer brains to 
another Petri dish with 20 mL of cold PBS.

 2. Transfer one brain at a time to a Teflon plate (5 × 5 cm) and 
cut with a razor blade or scalpel in small blocks of approxi-
mately 3 × 3 × 3 mm.

 3. Transfer minced tissue into a 100 mL glass bottle containing 
20 mL of disaggregating solution. Gently disperse the tissue 
up and down twice with a 10 mL pipette.

 4. Incubate for 30 min in a 37°C shaking water bath.
 5. Add 2 mL of FBS to inhibit trypsin activity and disperse the 

softened tissue by gently pipetting up and down 20 times 
with a 10 mL pipette until the cell suspension is translucent.

 6. Allow to stand for 3–5 min so that all the pieces of nondis-
persed tissue settle to the bottom of the bottle.

 7. Take the cell suspension and filter by passing through a 100 mm 
nylon cell strainer settled on the top of a 50 mL tube.

 8. Centrifuge the filtered cells at 500×g for 10 min and discard 
the supernatant.

 9. Add 2 mL of HBSS and pipette gently to disaggregate the 
pellet. Add up to 20 mL HSS. Add 9 mL Percoll and 1 mL 
HBSS 10×. Mix to form a 30% Percoll solution and transfer 
to a 25 mL sterile capped glass tubes (Corex, No. 8446).

 10. Centrifuge in a refrigerate centrifuge with a fixed angle rotor 
for 30 min at 30,000×g (e.g., Sorvall, rotor SA-600, at 
14,400 rpm) at 4°C, without brakes.

 11. After centrifugation, discard (from top to bottom) layer 1 of 
clear HBSS and layer 2 of myelin. Collect 10–15 mL of layer 
3 of viable oligodendrocytes. Discard layers 4 and 5 of eryth-
rocytes and debris, respectively.

 12. Transfer the oligodendrocytes to a 50 mL tube containing 
30 mL HBSS 1× and mix gently.

 13. Centrifuge at 500×g for 15 min.
 14. Discard the supernatant and add 2 mL of culture medium. 

Pipette gently to disaggregate the pellet. Add up to 10 mL.
 15. Centrifuge for 10 min at 200×g.
 16. Resuspend the pellet again in 5 mL of culture medium.
 17. Take a small aliquot of the cell suspension in order to deter-

mine the cell density using a hemocytometer.

3.2.4.3. Disaggregation 
Solutions
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 18. Obtain the desired cell density to be plated by diluting the 
cell suspension in culture medium.

 19. Seed cells at 5 × 106 cells/flask in uncoated 25 cc T-flasks (T25), 
and place them in a humidified 37°C, 5% CO2 incubator.

 20. After 24 h shake gently and collect the supernatant with the 
oligodendrocytes. Disperse to single cells with a Pasteur 
pipette and medium, centrifuge at 200×g and seed again at 
5 × 106 cells/flask in uncoated T25.

 21. Repeat step 20, but this time seed at 0.5–1 × 105 cells/cm2 on 
poly-l-lysine coated plates. These cultures contain >95% oli-
godendrocytes at 3 DIV. Thereafter, it is advisable to add 
5 mM Ara-C to curtail proliferation of contaminant nonoligo-
dendroglial cells so as to use mature oligodendrocytes after 
10 DIV. Change the medium twice a week.

 

Primary cultures of cerebral cortical neurons are prepared from 
human fetal cerebral cortical tissue.

 1. Preserving solution: PBS with 3 g/L bovine seroalbumin and 
100 mg/mL gentamicin. Add 50 mL in 100 mL sterile plastic 
capped flasks and keep at 4°C until used for human fetal tis-
sue samples.

 2. Horse serum (HS) (Invitrogen, 16050), heat-inactivated by 
incubation at 56°C for 30 min. Store in 50 mL aliquots at 
−20°C.

 3. Other stock solutions are the same as those described for 
preparing cerebellar granule cell cultures (Sect. 3.1.1).

MEM (Sigma M4655), supplemented with 25 mM glucose, 
2 mM l-glutamine and 5% HS, 100 mg/mL gentamicin and 
0.25 mg/mL amphotericin B.

Disaggregation solutions are the same as those described for 
preparing mouse cerebral cortical neuron cultures (Sect. 3.1.2).

 1. A piece of fetal cerebral cortical tissue is collected aseptically 
from a therapeutic abortion (14–18 weeks of pregnancy), 
immersed in the preservation solution, and kept at 4°C until 
used for culture, up to 24 h.

 2. Tissue is washed twice with cold PBS by transferring it with 
forceps from one Petri dish containing PBS to another one.

 3. Meninges and vessels plus any noncerebral cortical tissue that 
may be present are discarded.

 4. Next, follow the same procedure as that for cerebellar granule 
neuron culture (steps 5–18, Sect. 3.1.1).

3.3. Primary Cultures 
of Human Fetal Brain

3.3.1. Human Cerebral 
Cortical Neurons

3.3.1.1. Stock Solutions

3.3.1.2. Culture Medium

3.3.1.3. Disaggregation 
Solutions

3.3.1.4. Procedure
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 5. Seed cells at 2 × 105 cells/cm2 in appropriate culture plates, 
previously coated with poly-l-lysine, and place them in a 
humidified 37°C, 5% CO2 incubator.

 6. Change the medium once a week. Do not add Ara-C, or only 
transiently as in mouse hippocampal neuron culture (step 11, 
Sect. 3.1.3). Cultures up to 15 DIV are highly enriched in 
neurons. Cultures are mature after 10–15 DIV. Use neurons 
up to 3 weeks old.

Astrocyte cultures are obtained from human fetal cerebral cortical 
tissue previously processed for neuron culture.

Culture medium is the same as that described for preparing 
human fetal cerebral cortical neuron cultures (Sect. 3.3.1).

PBS with 0.02% EDTA and 50 mg/mL trypsin.

 1. Use 30 DIV human fetal neuron cultures (Sect. 3.3.1) seeded 
in a 75 cc T-flask (T75).

 2. Wash culture with PBS and incubated with 10 mL disaggre-
gating solution for 2–5 min.

 3. Cells are detached by gently pipetting with a Pasteur pipette 
and then transferred to a 50 mL tube containing 0.5 mL of 
FBS to inhibit trypsin.

 4. Add 10 mL of PBS to the flask to remove all the cells and 
transfer to the same tube.

 5. Centrifuge at 200×g for 5 min and carefully remove the 
supernatant.

 6. Add 2 mL of culture medium and pipette gently to disaggre-
gate the pellet. Add up to 30 mL and seed in two T-flasks to 
obtain a subculture dilution 1:2.

 7. Place them in a humidified 37°C, 5% CO2 incubator.
 8. After 2 weeks, check the astrocyte cultures visually for the 

presence of surviving neurons. If abundant, do another sub-
culture by following steps 2–5, and then culture astrocytes for 
another 2 weeks. Cultures should be nearly pure by then.

 9. Trypsinize again (steps 2–5).
 10. Add 2 mL of culture medium and pipette gently to disaggregate 

the pellet. Add up to 7 mL of medium per astrocyte T75 used.
 11. Take a small aliquot of the cell suspension in order to deter-

mine the cell density using a hemocytometer.
 12. Obtain the desired cell density to be plated by diluting the 

cell suspension in culture medium.

3.3.2. Human Cortical 
Astrocyte Cultures

3.3.2.1. Culture Medium

3.3.2.2. Disaggregation 
Solution

3.3.2.3. Procedure
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 13. Seed astrocytes at 1 × 105 cells/cm2 in appropriate culture 
plates, previously coated with poly-l-lysine, and place them 
back in the CO2 incubator.

 14. Change the medium once a week throughout the procedure. 
Use astrocytes at 3–5 days after the final seeding.

Microglia cultures are obtained from human fetal cerebral corti-
cal tissue previously processed for neuron culture.

Culture medium is the same as that described for preparing 
human fetal cerebral cortical neuron cultures (Sect. 3.3.1).

 1. Use human fetal neuron cultures (Sect. 3.3.1) seeded in T75 
before the first weekly change of culture medium at 7 DIV.

 2. Shake flask on a shaking plate at 37°C for 2–4 h.
 3. Collect medium in a 50 mL tube.
 4. Centrifuge at 200×g for 5 min and carefully remove the 

supernatant.
 5. Add 2 mL of culture medium and pipette gently to disaggre-

gate the pellet.
 6. Take a small aliquot of the cell suspension in order to deter-

mine the cell density using a hemocytometer. Obtain the 
desired cell density to be plated by diluting the cell suspen-
sion in culture medium.

 7. Seed cells at 0.5–1 × 105 cells/cm2 in appropriate culture 
plates, previously coated with poly-l-lysine, and place them 
into a humidified 37°C, 5% CO2 incubator. Use microglia at 
1–3 days after seeding.

 1. Most laboratories can be adapted to performing cell cultures, 
but it is advisable to design the cell culture room by following 
a sterility gradient (11).

 2. Mice neuron cultures are routinely used at 6–8 DIV. For differ-
entiation studies (i.e., neurite outgrowth) or chronic studies, 
cultures can be treated as early as 1 DIV. Supplements added 
to the culture medium support neuron survival without a 
need for medium replacement. Human neuron cultures live 
longer and also mature slower than rodent cultures.

 3. Other media commonly used for mice neuron cultures include 
formulations where the presence of serum is avoided and 
DMEM is supplemented with B27 supplement (Invitrogen, 

3.3.3. Human Cortical 
Microglia Cultures

3.3.3.1. Culture Medium

3.3.3.2. Procedure

4. Notes
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L17504) or N2 supplement (Invitrogen, L17502). The 
medium is then periodically replaced with fresh medium. 
Most neurons survive with medium changes every other day, 
preferentially with a partial replacement, although this is not 
the case for mature cerebellar granule cells.

 4. In this chapter, we have described a method of obtaining mouse 
astrocyte-enriched cultures in which microglial contamination is 
avoided/minimized by facilitating the adhesion of astrocytes 
(laminin coating) and through the use of an antimitotic agent 
(Ara-C) once a confluent monolayer of astrocytes is obtained 
(Sect. 3.2.2). The use of agents that selectively destroy mac-
rophages, such as l-leucine methyl ester (12), as well as the use 
of subcultures or procedures including shaking, has also been 
described to increase the purity of astroglial cultures (reviewed in 
(13)). In fetal human astrocyte cultures, the limited passage used 
to get rid of neurons also decreases the presence of microglia 
(Sect. 3.2.2). However, the use of microglial markers is advisable 
in order to assess the degree of purity of astroglial cultures.

 5. To prepare mouse microglia-enriched cultures, microglial 
cells can also be obtained by shaking from mixed glial cultures 
(6), as described in the human astrocyte culture protocol 
(Sect. 3.3.3). However, in that case only the microglial cells 
growing above the astroglial cell layer are detached, while the 
microglia growing below the astrocyte layer remain attached. 
The use of the method described in this chapter for mouse 
cultures (Sect. 3.2.3) results in a higher yield of microglial 
cells than does the shaking method (7).

 6. Oligodendrocyte cultures can also be obtained from human tis-
sue for selected experiments. The percentage of oligodendro-
cytes that can be isolated from the fetal brain is very low (10) 
and it is better to use tissue samples of postmortem adult-brain 
white matter (8). To this end, use donated tissue from adult-
brain white matter obtained via autopsy (it being essential that 
a few hours elapse between death and culture) and follow the 
procedure for mice oligodendrocyte cultures (Sect. 3.2.4).

 7. The use of mixed neuronal-glial cultures or co-cultures is also 
an interesting tool to be considered in neurotoxicology. 
Interactions between the different types of neural cells play an 
important role in the normal function of the brain, as well as in 
the response of the brain to negative stimuli, such as neuro-
toxicants. When neuronal cell cultures are grown in the absence 
of Ara-C, mixed neuronal-glial cell cultures are obtained. The 
final percentage of the different glial cell types present (mainly 
astroglial and microglial cells) will depend on the kind and the 
age of the neuronal culture and the culture medium used. 
Co-cultures of different types of neural cells can be obtained 
by seeding one type of cell over a culture of another type at a 
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pre-established ratio (direct contact). Thus, glial cells can be 
seeded over a monolayer of neuron cells or vice versa. In addi-
tion, one neural cell type can be seeded in a separate compart-
ment (or insert) inside a culture well while another neural cell 
type is seeded at the bottom of the same culture well. This 
system allows the interchange of soluble factors in the absence 
of direct contact between the two cell cultures.

 8. Routine observation under the inverted microscope by phase 
contrast is essential in order to check the correct status of the 
culture before using it for testing. The different brain cell 
types show specific morphology in culture, which can gener-
ally be appreciated in phase contrast images. Neurons extend 
characteristic long neurite processes. Different neurons have 
different morphologies, i.e., cerebellar granule cells are all 
small and spherical and appear bright under the phase con-
trast microscope, whereas cerebral cortical and hippocampal 
neurons are more heterogeneous, containing the larger and 
darker pyramidal neurons. Glial cells show morphological dif-
ferences depending on the presence of other neural cell types 
or the density of culture. Thus, astrocytes present a flat and 
polygonal shape with few processes in astrocyte-enriched cul-
tures or mixed glial cultures, but a stellate morphology with 
abundant and branched thin processes in neuronal-astrocyte 
cultures. Microglial cells present either an elongated or amoe-
boid morphology when they are cultured alone, but a more 
spherical morphology with short and thin processes when 
they are cultured in the presence of astrocytes. Cell-specific 
immunostaining is advisable in order to appreciate these dif-
ferences better. The use of immunocytochemical techniques 
allows the cell types present in a primary culture to be identi-
fied. Commercial antibodies or histochemical stains are avail-
able as specific markers for the different kinds of neural cells, 
for instance: (a) anti-neuronal nuclei (anti-NeuN) or anti-
microtubule associated protein 2 (anti-MAP2) antibodies as 
neuron markers, (b) anti-glial fibrillary acidic protein (anti-
GFAP) antibody as an astrocyte marker, (c) Lycopersicon 
sculentum (tomato) lectin or anti-CD11b antibody as micro-
glial markers, and (d) anti-galactocerebroside (anti-GalC) 
antibody as an oligodendroglial marker.
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Chapter 5

Preparation and Use of Serum-Free Aggregating Brain Cell 
Cultures for Routine Neurotoxicity Screening

Paul Honegger and Marie-Gabrielle Zurich 

Abstract

The nervous system is a frequent target of industrial chemicals, pharmaceuticals, and environmental 
pollutants. To screen large numbers of compounds for their neurotoxic potential, in vitro systems are 
required which combine organ-specific traits with robustness and high reproducibility. These require-
ments are met by serum-free aggregating brain cell cultures derived from mechanically dissociated 
embryonic rat brain. The initial cell suspension, composed of neural stem cells, neural progenitor cells, 
immature postmitotic neurons, glioblasts, and microglial cells, is kept under continuous gyratory agita-
tion. Spherical aggregates form spontaneously and are maintained in suspension culture for several weeks. 
Within the aggregates, the cells rearrange and mature, reproducing critical morphogenic events such as 
migration, proliferation, differentiation, synaptogenesis, and myelination. In addition to the spontaneous 
reconstitution of histotypic brain architecture, the cultures acquire organ-specific functionality as indi-
cated by activity-dependent glucose consumption, spontaneous electrical activity, and brain-specific 
inflammatory responses. These three-dimensional primary cell cultures offer therefore a unique model 
for neurotoxicity testing both during development and at advanced cellular differentiation. The high 
number of aggregates available and the excellent reproducibility of the cultures facilitate routine test 
procedures. This chapter presents a detailed description of the preparation and maintenance of these 
cultures as well as their use for routine toxicity testing.

Key words: Aggregating brain cell cultures, Development, Maturation, Neurotoxicity, Gliotoxicity, CNS, 
Three-dimensional cell culture, Organ toxicity, High content analysis

The introduction of new regulations for hazard evaluations and 
novel approaches in drug testing increased the need for in vitro 
systems for toxicity assessments. The central nervous system is a 
frequent target of industrial chemicals, pharmaceuticals, and envi-
ronmental pollutants, calling for efficient in vitro systems repre-
senting the functional characteristics of this specific organ. 
Previous work has shown that the rotation-mediated aggregating 

1.  Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_5, © Springer Science+Business Media, LLC 2011
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brain cell cultures provide a suitable system for neurotoxicity testing, 
including developmental, acute, and chronic neurotoxicity. The 
most characteristic features of these cultures include the sponta-
neous formation of free-floating regular spheroids, their organo-
typic three-dimensional characteristics, and their extensive 
structural and functional maturation. The high reproducibility 
and robustness of these cultures are largely due to the initial 
mechanical dissociation of the embryonic brain tissue and to the 
use of a chemically defined culture medium (1). The aggregates, 
which form spontaneously from the initial cell suspension within 
the first days in vitro, are maintained under continuous gyratory 
agitation in a CO2 incubator. The cell types present in the original 
brain tissue are also found in the aggregates, including neural 
stem cells, neural progenitor cells, immature neurons, glial and 
microglial cells. Most of the macroglia (astrocytes, oligodendro-
cytes) arise after culture initiation by the proliferation of precur-
sor cells. In the newly created tissue-specific environment, the 
cells are able to interact by physical contacts as well as by the 
exchange of soluble messengers and metabolites. These intrinsic 
factors enable extensive cellular differentiation and the elabora-
tion of histotypic structures such as the natural extracellular 
matrix, mature synapses, functional neuronal networks, and 
myelinated axons. This maturation process takes about 1 month. 
Interestingly, besides the highly differentiated neurons and glial 
cells present in the mature aggregates, a discrete population of 
undifferentiated stem/precursor cells persists, comparable with 
the situation in the adult brain. From the practical point of view, 
the cultures offer several advantages for their practical use, in par-
ticular high yield, robustness, high reproducibility, and the use in 
permanence of a serum-free, chemically defined culture medium.

Various aspects concerning the characterization of serum-free 
aggregating brain cell cultures and their use for neurotoxicologi-
cal investigations have been reviewed previously (2–5). The pres-
ent chapter provides a detailed description of the preparation, 
maintenance, and use of aggregating rat brain cell cultures for the 
detection of chemicals exhibiting organ-specific toxicity. 
Therefore, the original protocols for culture preparation, mainte-
nance, and use were adjusted to address the routine testing of 
chemicals. The modifications include the use of rat whole brain 
(instead of only the telencephalon) as the source of the initial cell 
fraction; the use of only one size of culture flask for the initiation 
and maintenance of the cultures (no transfer of the cultures at day 
2 from smaller to bigger flasks); and the use of a multiparametric 
(high content) assay strategy to detect nervous system-specific 
adverse effects, taking as endpoints gene expression, global rate of 
RNA synthesis, and the rate of glucose consumption.

The cultures are prepared from 16-day embryonic rat brain 
(comprising telencephalon, mesencephalon, and rhombencephalon). 
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The dissected brain tissue is dissociated mechanically into a single 
cell fraction by the sequential passage through nylon sieves of  
200 and 100 mm pore sizes. The cells are then pelleted, washed in 
Puck’s D1 solution by centrifugation, resuspended in cold cul-
ture medium (modified DMEM, serum-free), and aliquots trans-
ferred to the culture flasks (50-mL DeLong flasks or modified 
Erlenmeyer flasks). The flasks are then placed on a rotating plat-
form (5 cm rotation diameter; 68 rpm at culture initiation, 
increased to a maximum of 80 rpm within the following 4 days) 
in a CO2 incubator (37°C, 10% CO2/90% humidified air). Aggre-
gation of the dissociated cells starts immediately after incubation 
and continues for several hours. The amount of cells derived from 
one embryonic brain is sufficient for the preparation of one flask 
containing some 1,200–1,500 aggregates. Initially, all reaggre-
gated cells are immature, as evidenced by low or undetectable 
levels of cell type-specific differentation markers. While most of 
the neurons are already postmitotic, the majority of the macroglia 
arise from glial precursor cells (astrocytes and oligodendrocytes) 
and continue to proliferate during the first 2 weeks in vitro. 
Cellular maturation progresses during about 4 weeks, giving rise 
to highly differentiated histotypic cultures. Throughout the cul-
ture period, the media are replenished regularly. The high culture 
density is beneficial for the cellular stability and maturation, but it 
requires frequent media replenishment and occasional subdivi-
sion (split) of the cultures to assure the adequate supply of meta-
bolic substrates.

For the test procedure, replicate cultures are prepared, i.e., 
the aggregates of several flasks are pooled, randomized, and ali-
quoted into smaller culture vessels (e.g., 25-mL DeLong flasks). 
The use of replicate cultures increases both the testing capacity of 
the cultures and the statistical power of the data. For example,  
32 replicate cultures are prepared for each test, taking the aggregates 
of five original flasks. With this number of replicates, five com-
pounds at three different concentrations plus untreated controls 
can be assayed. The cultures are exposed for 44 h to the different 
chemicals. Four hours before the harvest, the cultures receive 
radiolabeled uridine to assess the global rate of RNA synthesis. 
At the time of the harvest, aliquots of the media are taken to mea-
sure the glucose concentration as indicator of the global rate of 
glucose consumption. Of each replicate culture, the total RNA is 
extracted and the total RNA content per replicate determined. 
Aliquots of the purified RNA are taken for liquid scintillation 
counting to determine uridine incorporation and for the prepara-
tion of cDNA by reverse transcription (RT) for the subsequent 
PCR reactions. Gene expression is measured by quantitative 
RT-PCR for genes representative for neurons (neurofilament 
protein, NF-H), astrocytes (glial fibrillary acidic protein, GFAP), 
oligodendrocytes (myelin basic protein, MBP), as well as for one 
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gene related to cellular stress (heat shock protein-32, HSP32, 
also called heme oxygenase-1, HO-1). Concentration–effects 
relationships are determined at sub-cytotoxic drug concentra-
tions. The use of 32 replicate cultures per test is convenient for 
the application of robotic procedures for the determination of 
multiple gene expression by qRT-PCR, e.g., making use of 384-
well plates and an automated workstation.

Timed-pregnant rats, SPF, Sprague–Dawley, 16 days in gestation, 
counting the day following mating as embryonic day 1 (E1). 
Embryos of rats mated during the day are taken in the morning 
of day 16 for culture preparation; embryos of rats mated over-
night are taken in the afternoon of day 16 for culture preparation. 
For more information about the staging and dissection of rat 
embryos, see Dunnett and Björklund (6). For rat housing, han-
dling, and euthanasia, the existing specific regulations and guide-
lines have to be followed.

Incubator: 37 ± 1°C; 90 ± 5% humidity; 10 ± 1% CO2/air (e.g., 
Heraeus, which can be heat sterilized, and accommodates the 
gyratory shaker listed below).

Gyratory shaker, 50 mm shaking diameter, i.e., a deviation of 
25 mm to each side (e.g., Kühner gyratory shaker X-SL, driven by 
magnetic induction, tolerates high humidity and heat steriliza-
tion, and creates only little heat in the incubator, http://www.
kuhner.com/).

Osmometer (e.g., Fiske 210 Micro-Sample Osmometer, 
Advanced Instruments, Inc.).

Culture vessels, i.e., DeLong flasks (Bellco) or modified 
Erlenmeyer flasks, 25 and 50 mL. The culture flasks are custom 
made from Schott Duran Erlenmeyer flasks (Verrerie de Carouge; 
http://www.vdc.ch/), of which the necks are cylindric to accom-
modate a gas-permeable plastic cap.

Plastic caps for culture vessels (e.g., Bellco KAP-UTS cat no. 
2007-18004; http://www.bellcoglass.com/; or Labocap 17/18, 
cat no. LD107-410, Verrerie de Carouge, http://www.vdc.ch/).

Pyrex glass bottles (100 mL) with air-tight closures for media.
Filtration units for sterile filtration of small volumes (Millipore 

cat no. SLGP033RB, 0.2 mm) and for larger volumes (Nalgene).
Dissecting tools, including per dissecting person large scissors 

(1), small pointed scissors (1), large forceps (1), small curved for-
ceps (1), Vannas scissors (1), and Dumont forceps (1).

Nylon-mesh filter bags, prepared from Nitex nylon mono-
filament (Sefar; http://www.sefar.com/) with either 200 mm 

2.  Materials

2.1.  Animals

2.2 .Required Special 
Equipment

2.2.1. Equipment for Cell 
Culture
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mesh opening (cat. no. 03-200/54) or 100 mm mesh openings 
(cat. no. 03-100/49). The filter bags can be prepared from dou-
ble sheets of nylon mesh by sealing and cutting them at once 
using a 40 W soldering iron. The 200-mm mesh sacs are 14 cm 
long and 3.5 cm large; the 100-mm mesh sacs are 5.5 cm long 
and 5 cm large.

Appropriate glass funnels around which the filter bags are fitted. 
For 200-mm mesh sacs, the funnels have a stem of 12 cm and an 
outside diameter of 2.5 cm (top) and 1.6 cm (bottom); for 100-mm 
mesh bags, the funnels have a stem of 4 cm and an outside diam-
eter of 4.5 cm (top) and 2.5 cm (bottom). Only the dimensions 
of the second, shorter funnel are critical.

Glass rods for mechanical dissociation, 0.6 cm diameter, 
20 cm long, with blunt, fire-polished ends.

Conical plastic tubes, sterile, 15 and 50 mL, and suitable racks.
Serological plastic pipettes, 5 and 2 mL.
(Note: For culture sampling and transfer, it is recommended 

to use 2-mL plastic pipettes with a relatively wide orifice to avoid 
damage to the aggregate).

NanoDrop spectrophotometer.
T3 Thermocycler (Biometra).
Fast Real-Time PCR system 7900 HT (Applied Biosystems).
Liquid scintillation analyzer TRI-CARB 2300TR (Packard).
Polyvials V: 20 mL plastic vials for scintillation counting (Zinsser 

analytic, cat. no. 3071401).
RNase-free tips (Diamond, Gilson).
Safe-Lock microtubes 1.5 mL (Eppendorf), microtubes 0.5 mL 

(Eppendorf), and suitable racks.
PCR strip tubes (Axygen, cat. no. PCR-0208-C) and PCR strip 

caps (Axygen, cat. no. PCR-02CP-C).
MicroAmp optical 96- and 384-well reaction plates (Applied 

Biosystem, cat. no. N801-0560).
MicroAmp optical adhesive film (Applied Biosystems, cat. no. 

4311971).
ABI prism optical adhesive cover starter kit (Applied Biosystems, 

cat. no. 4313663).
Glucose analyzer (Beckman coulter glucose analyzer-2).

Dissecting block (optional) with wells for Petri dishes and per-
fused with cooling liquid.
Glass pipettes, 5 mL for media replenishment.
Cotton plugger for glass pipettes (convenient if recyclable glass 

pipettes are used for media replenishment, as cost-reducing 
measure).

Pyrex glass jar (10 L) for the preparation of media, PBS, and 
Puck’s solution D1.

2.2.2. Equipment for 
Analytical Procedures

2.3. Optional Special 
Equipment
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Water purification system (Millipore or Barnstead).
Peristaltic pump for media filtration.
Filtration units for sterile filtration of large volumes (Microgon 

MediaKap-10 hollow fibers).
Pyrex glass bottles with air-tight closures, 500 mL to store cul-

ture media and PBS.
Laboratory Automation Workstation Biomek 3000 (Beckman 

Coulter).

DMEM powder mix for 10 L (Gibco-BRL cat. no. 52100-039) 
containing high glucose (4.5 g/L) and glutamine, but no bicar-
bonate and no pyruvate.
Trace elements and various other salts of the highest purity avail-

able (see below).
Ultrapure water.
Ethanol absolute (Fluka, cat. no. 02860).
d-Glucose monohydrate ultrapure (Fluka, cat. no. 49158).
d-Sucrose biochem. grade (Fluka, cat. no. 84100).
Gentamicin sulfate (Sigma cat. no. G 1264).
Vitamins BME 100-fold concentrated (Sigma cat. no. B 6891)
l-Carnitine (Fluka, Buchs, Switzerland cat. no. 22018).
Choline chloride (Sigma cat. no. C 7527).
Hydrocortisone hemisuccinate (Sigma cat. no. H 2270).
Insulin (Sigma cat. no. I 5500).
Linoleic acid (Sigma cat. no. L 8134).
Lipoic acid (Sigma cat. no. T 5625).
Transferrin (human) (Sigma cat. no. T 2252).
Triiodothyronine (Sigma cat. no. T 2752).
Vitamin A alcohol (Fluka cat. no. 95144).
Vitamin B12 (Fluka, cat. no. 95190).
Vitamin E (Sigma cat. no. T 3251).
Phenol red (Fluka cat. no. 77660).

Uridine[5,6-3H] (PerkinElmer, cat. no. NET 367).
QIAshredder (Qiagen, cat. no. 79656).
RNeasy Protect Mini Kit (Qiagen, cat. no. 74126).
Tissue solubilizer (NCS, Amersham).
Scintillation fluid Flo-Scint A (PerkinElmer, cat. no. 6013569).
TaqMan reverse transcription reagents (Applied Biosystems, cat. 

no. N8080234).
Primers for qRT-PCR (Microsynth).
SYBR GREEN PCR master mix (Applied Biosystems, cat. no. 

4312704).
Glucose reagent kit (Beckman coulter cat. no. 671640).
Dimethyl sulfoxide (DMSO), analytical grade.
2-Mercaptoethanol (Fluka, cat. no. 63690).

2.4. Chemicals  
and Reagents

2.4.1. Chemicals for Cell 
Culture

2.4.2. Products for 
Analytical Procedures



111Preparation and Use of Serum-Free Aggregating Brain Cell Cultures

(Protocols are given for all solution preparations, although it may 
be possible to purchase custom-made solutions and media. All 
solutions are made with ultrapure water, which is an absolute 
requirement when working with serum-free culture media).

Dissolve in ultrapure water 160 g/L NaCl, 8 g/L KCl, 1.5 g/L 
Na2HPO4 × 12 H2O, 0.6 g/L KH2PO4, and 100 mg/L phenol red.

Sterilize by filtration and store frozen in aliquots of 100 mL.

Dissolve in ultrapure water 22 g/L d-glucose monohydrate and 
400 g/L d-sucrose.

Sterilize by filtration and store frozen in aliquots of 100 mL. 
After thawing, shake vigorously before use.

12.5 mg/mL of gentamicin sulfate. Sterilize by filtration and 
store at 4°C.

To 450 mL ultrapure sterile water add 25 mL of 20× concen-
trated salts for Puck’s solution D1 plus 25 mL of 20× concentrated 
glucose/sucrose for Puck’s solution D1. Check osmolarity and 
adjust, if necessary to 340 ± 5 mOsm. Store at 4°C. Shortly before 
use, adjust to pH 7.4 with sterile 0.2 N NaOH (color of solution 
should be “salmon” red, neither yellowish nor purplish) and add 
1 mL gentamicin stock solution 500×.

(Prepare the following nine aqueous solutions separately and 
store them at −20°C in 1 mL aliquots):
2.5 mM Na2SiO3 × 5H2O
0.15 mM Na2SeO3

0.05 mM CdSO4 × 8H2O
0.1 mM CuSO4 × 5H2O
0.05 mM MnCl2 × 4H2O
0.005 mM (NH4)6Mo7O24 × 4H2O
0.0025 mM NiSO4 × 6H2O
0.0025 mM SnCl2 × 2H2O
0.5 mM ZnSO4 × 7H2O.

(Prepare the following five aqueous solutions separately, sterilize 
them by filtration, and store at −20°C in aliquots of 5–10 mL):
0.02 mM hydrocortisone hemisuccinate
0.03 mM triiodothyronine

3.  Methods

3.1. Preparation of 
Solutions and Media 
for Cell Culture

3.1.1. 20× Concentrated 
Salts for Puck’s Solution 
D1

3.1.2. 20× Concentrated 
Glucose/Sucrose for Puck’s 
Solution D1

3.1.3. Gentamicin Stock 
Solution 500×

3.1.4.  Puck’s Solution D1

3.1.5. Trace Elements, 
10 4-Fold Concentrated

3.1.6. Media Supplements 
10 3-Fold Concentrated
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10 mM linoleic acid
5 mg/mL insulin
1 mg/mL transferrin

Dissolve 114 mg vitamin A in 0.2 mL absolute ethanol and mix 
this solution with 1.8 g of vitamin E. Store this mixture at −20°C 
protected from light.

Fill a 10-L glass jar (Pyrex) with about 8 L of ultrapure water and 
dissolve under gentle stirring (using a large magnetic stirring bar) 
DMEM powder mix for 10 L (Gibco-BRL cat. no. 52100-039), 
containing high glucose (4.5 g/L) and glutamine, but no bicar-
bonate and no pyruvate.

Add the following supplements: 1.35 g choline chloride, 
20 mg L-carnitine, 2 mg lipoic acid, 13.6 mg vitamin B12.

Add 1 mL of each of the nine trace elements 104-fold 
concentrated.

Add 37 g NaHCO3 and immediately adjust to pH 7.0–7.2 
(color yellowish to salmon red) by bubbling CO2 gas into the 
medium (note that for storage, the medium is kept slightly below 
the optimal pH, since it increases somewhat by warming the 
medium up to 37°C prior to use).

Adjust the osmolarily of the medium to 340 ± 2 mOsm by 
adding the required volume of ultrapure water.

Sterilize the medium by filtration using MediaKap-10 hollow 
fiber filters and a peristaltic pump. Store the medium in 500-mL 
Pyrex bottles with gas-tight closures, at 4°C in the dark. (Note: 
The shelf life of this medium is only about 2 months because of 
high glutamine, forming ammonia by its degradation).

Shortly before use (maximum 1 week), complete the medium by 
adding the following sterile supplements per 500 mL of medium:

0.5 mL of each of the five 103-fold concentrated media sup-
plements, i.e., 0.02 mM hydrocortisone hemisuccinate, 0.03 mM 
triiodothyronine, 10 mM linoleic acid, 5 mg/mL insulin, and 
1 mg/mL transferrin.

1 mL of gentamin stock solution 500×.
0.05 mL of concentrated mixture of vitamins A and E soni-

cated in 10 mL of medium and added to 500 mL of medium by 
sterile filtration (Millex-GP 0.2 mm) (note that only a small frac-
tion of the vitamins will pass the filter).

5 mL of vitamins BME 100-fold concentrated.
(Note: The sterility of the final culture medium is checked by 

the incubation of a 4 mL aliquot under normal culture conditions 
for at least 1 day).

Glass culture vessels and glass pipettes can be recycled by washing 
and sterilizing them. The detergents to be used for the washing of 

3.1.7. Concentrated 
Mixture of Vitamins  
A and E

3.1.8. Modified DMEM 
Serum-Free Culture 
Medium

3.1.9. Completion of the 
Culture Medium

3.2. Washing the 
Glassware
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culture glassware should be devoid of organic additives. Used cul-
ture glassware should never be allowed to dry before it is cleaned, 
but stored immersed in a special detergent solution (e.g., neodisher 
LM-10, 5% v/v). In the dishwasher, a special alkaline cleaning 
agent free from detergents (e.g., neodisher FT) is used for washing, 
and a neutralizer (e.g., neodisher Z) to remove alkaline residues. 
The glassware is then further rinsed with water, and finally with 
ultrapure water. After drying, the glassware is sterilized in the auto-
clave (except for cotton-plugged 5-mL glass pipettes used for media 
replenishment, which are sterilized in dry air for 2.5 h at 220°C).

Aggregating brain cell cultures are prepared from 16-day embry-
onic (E16) rat brain comprising telencephalon, mesencephalon, 
and rhombencephalon. The duration of the dissection should not 
exceed 2 h. All dissecting instruments and solutions should be 
sterile. From step 5 onwards, all work is done under strictly aseptic 
conditions. During steps 5–21, the tissue/cells remain at 0–4°C.

 1. Sacrifice the pregnant rat by decapitation using a special guil-
lotine for rats. Avoid all unnecessary stress to the animal and 
follow the ethical guidelines. Clean the place of decapitation 
for each animal to be sacrificed. (Note: When properly done, 
decapitation of the conscient animal proved to create less 
stress than using anesthetics. Periodically, the brain of a sacri-
ficed animal is taken for the preparation of standards for the 
diverse assay procedures).

 2. Lay the decapitated animal on its back on a adsorbent paper 
and rinse the abdomen with 95% alcohol.

 3. Open the peritoneal cavity: Using the large forceps, grasp the 
skin about 1 cm above the genitalia. With the large scissors, cut 
through the skin and fascia, and extend the cut on both sides 
of the abdomen, until the entire peritoneal cavity lies open.

 4. Remove the uterine horns containing the embryos, using 
small curved forceps and small pointed scissors, and transfer 
them into 50-mL plastic tube containing 25–30 mL of ice-
cold Puck’s solution D1.

 5. Transfer the uterine horns to one of the Petri dishes placed on 
the cold dissecting block (or on ice, if no dissection block is 
available) within a horizontal laminar flow bench.

 6. Using the Vannas scissors and small forceps, separate the 
embryos from the uterus and from their amniotic sac and 
placenta, and transfer them to a fresh Petri dish containing 
Puck’s solution D1.

 7. Dissect the brain of each embryo: Fix the head of the embryo 
in a lateral position with the aid of the Dumont forceps and 
make an extended lateral incision at the base of the brain 

3.3. Dissection, Cell 
Isolation, and Culture 
Preparation
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using the Vannas scissors. Lift the brain through this opening 
using the blunt side of the closed Vannas scissors.

 8. Using a scalpel, divide the brain roughly into two halves by 
separating the telencephalon from the mesencephalon/
diencephalon /rhombencephalon parts.

 9. Transfer the dissected brain parts to a 50-mL plastic tube 
filled with 40 mL of Puck’s solution D1.

 10. Repeat steps 1–6 for each pregnant rat, and steps 7–9 for each 
embryo. The brain tissue collected from 50 embryos is the 
maximum amount to be kept in one tube. If necessary, use 
several tubes filled with 40 mL Puck’s solution D1 to collect 
the dissected tissue, and replace the liquid periodically to 
avoid a drop of the pH.

 11. At the end of dissection, rinse each batch of tissue 3× with 
about 40 mL of cold Puck’s solution D1. Take these batches 
separately for the subsequent mechanical dissociation, using 
each time a fresh 200-mm mesh bag (see below).

 12. For the dissociation procedure, place the 200-mm mesh bag 
(with a glass funnel fitted inside) in a 50-mL conical plastic 
tube containing 25 mL cold Puck’s solution D1. Pour the 
tissue of one batch into the bag. Remove the funnel, and 
hold the upper ends of the closed bag against the outer side 
of the tube wall.

 13. Using the glass rod, gently stroke downwards, from the 
immersed outside of the bag, to squeeze the tissue through 
the mesh into the surrounding solution. At the end of this 
first passage, remove the bag and close the tube.

 14. Repeat steps 12 and 13 for every batch of dissected brain 
tissue.

 15. Filtration of the cell suspension: Take the 100-mm mesh nylon 
bag attached with tape to the short glass funnel and place it 
on top of an empty 50-mL conical plastic tube. Using a 5-mL 
serological plastic pipette, transfer the cell/tissue suspension 
to the nylon bag and let the suspension pass through the filter 
by gravity flow into the 50-mL tube. Towards the end of the 
filtration, add Puck’s solution D1 up to a final volume of 
50 mL.

 16. Repeat step 15 for each batch of dissociated tissue.
 17. Centrifuge the filtrate(s) containing the dissociated cells 

(300 g, 15 min at 4°C, with slow acceleration and 
deceleration).

 18. Of each tube, remove the supernatant, and resuspend the pel-
let with cold Puck’s solution D1 (start with 2.5 mL) by gentle 
trituration (5–6 strokes up and down using a 5-mL plastic 
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pipette without foaming). Bring the volume to 50 mL with 
cold Puck’s solution D1.

 19. Centrifuge the cell suspension(s) (300 g, 15 min at 4°C).
 20. Of each tube, remove the supernatant and resuspend the cells 

in cold serum-free culture medium by gentle trituration. 
Transfer the resulting cell suspension to a plastic culture flask 
for further dilution.

 21. Dilute the cell suspension with cold medium to the final  
volume, calculated by the number of brains used per batch of 
cell suspension times 8 mL of medium. Thus, each flask 
 contains an average of the cells obtained from one embryonic 
brain, i.e., an initial cell number of 2.5–3.5 × 107 cells 
per flask.

  (Note: For routine work, cell counting is not required. The 
method is sufficiently robust to permit considerable varia-
tions in cell number without affecting fundamental proper-
ties of the cultures. Nevertheless, it might be useful 
(particularly for beginners) to determine cell number and 
viability. To this end, an aliquot (0.1 of 50 mL of cell suspen-
sion) is taken after completion of step 18 in the isolation 
procedure, diluted at least 10×, and counted using either a 
hemocytometer or an electronic cell counter. Cell viability, 
determined by the exclusion of trypan blue (not described 
here), should be about 50%).

 22. Transfer 8-mL aliquots of the final cell suspension to 50-mL 
culture flasks and place them onto the platform of a rotating 
(68 rpm) gyratory shaker in the CO2 incubator (37°C, 10% 
CO2/90% humidified air).

 23. The gyratory agitation is increased stepwise to 70 rpm in the 
evening of the day of culture preparation (DIV 0); 74 rpm 
(DIV 1); 78 rpm (DIV 2); and finally 80 rpm (DIV 4 and 
following).

For the maintenance of aggregating brain cell cultures, regular 
replenishment of the culture media is required, beginning at 
DIV 5.

Media are replenished every third day from DIV 5 to DIV 
14, and every other day in the following. Media replenishment, 
i.e., the replacement of 5 mL of media supernatant (of a total of 
8 mL) with fresh prewarmed serum-free culture medium, is done 
in a sterile hood with vertical laminar air flow according to the 
following protocol:

 1. Fill the amount of fresh medium required for replenishment 
into a 150-mL sterile glass bottle and warm it in a water bath 
at 37°C for 10 min.

3.4. Media 
Replenishment
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 2. Put 5 flasks of cultures on a slanted support and transfer them 
to the laminar flow bench. Using a 5-mL pipette, remove 
5 mL of media supernatant and replace it by a slightly larger 
volume (5.2 mL, to compensate evaporation) of fresh medium. 
(Note: To avoid contamination, use always a fresh pipette 
with fresh medium. Furthermore, the rim of the caps should 
be shortly immersed in 100% ethanol, taking care that no 
ethanol enters when closing the flask).

 3. Return the flasks to the incubator and continue with another 
group of five cultures.

(Note: The duration of media replenishment should not 
exceed 30 min, and the cultures should be allowed to equilibrate 
for at least 1.5 h before a further series of the same incubator is 
replenished).

For acute testing, cultures are taken between DIV 18 and DIV 25. 
Cultures that will be used after DIV 20 are subdivided at DIV 20 
because of the greatly increased metabolic activity of the now 
more mature cells. For subdivision, the cultures are split into two 
equal parts as follows:

 1. Put the required number of 50-mL culture flasks into the 
laminar flow hood and label them.

 2. Add to each flask 4 mL of cold culture medium and pre-equili-
brate in the incubator under gyratory agitation for at least 1 h.

 3. Transfer half of one culture (4 mL) to one of the pre-
equilibrated flask: Using a 5-mL plastic pipette, quickly resus-
pend the aggregates by short aspiration and brisk expulsion of 
the supernatant medium, then quickly take a 4-mL aliquot 
and transfer it to the fresh flask.

 4. Replenish the original flask by adding 4 mL of fresh pre-
warmed medium.

 5. Put the flasks back to the incubator and continue with the 
next series.

(Note: The duration of subdivision should not exceed 30 min. 
Thereafter, the cultures should be allowed to equilibrate for at 
least 1.5 h before a further series is put into the same incubator).

Due to their free-floating nature, aggregate cultures can be easily 
pooled from individual cultures and divided into aliquots for the 
preparation of replicate cultures. In the present approach, five 
replicate cultures are prepared from each original flask, each rep-
licate receiving about 200 aggregates. For each experiment, 32 
replicate cultures are prepared according to the following 
protocol:

3.5. Subdivision  
of Cultures

3.6. Preparation  
and Use of Replicate 
Cultures for Acute 
Testing
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 1. At the day of experimentation (e.g., DIV 18), put 32 small 
culture flasks (25 mL) into the laminar flow hood and label 
them.

 2. Add to each flask 3 mL of cold culture medium and  
pre-equilibrate in the incubator under gyratory agitation for 
at least 1 h.

 3. Pool in a 50-mL plastic tube the aggregates of five original 
cultures in a total volume of 35 mL.

 4. Add 1-mL aliquots of the aggregate suspension to the pre-
equilibrated flasks in series of six. Using a 2-mL plastic pipette, 
quickly resuspend the aggregates by short aspiration and brisk 
expulsion of the supernatant medium, then quickly take a 
1-mL aliquot and transfer it to the first flask in the row. 
Continue this way with the next flasks, until all six flasks have 
received an aliquot of aggregates. Make sure that the sequence 
of numbering corresponds to that of aliquoting.

 5. Put the flasks back into the incubator and continue the same 
way with the next series.

 6. Continue the same way until all aliquots are distributed.
 7. Equilibrate the replicate cultures for at least 90 min before 

exposing them to test chemicals.
 8. For the treatments, take the equilibrated replicate cultures by 

groups (five groups of six plus two controls) one group at the 
time from the incubator for the addition of the chemicals in 
the laminar hood.

 9. To each flask, add an aliquot of stock solution (usually 2 mL) 
under slight agitation. For solvent control, cultures receive an 
equal volume of solvent.

 10. Return the flasks immediately onto the shaker in the 
incubator.

 11. Continue the same way with the other groups of replicates.
 12. Keep the treated series under standard culture conditions 

(i.e., at 37°C in 10% CO2/90% humidified air and under 
80 rpm gyratory agitation).

For metabolic labeling, starting 4 h before the harvest, add 5 mL 
of [3H]uridine stock solution (7.4 MBq/mL) to each replicate 
culture (final radioactivity 9.25 KBq/mL).

The harvest will be done in the same sequence as the 
labeling.

(Note: Due to the requirements for qRT-PCR, always use 
sterilized materials and solutions for the harvest, and wear dispos-
able gloves to prevent RNase contamination).

3.7. Metabolic 
Labeling and Harvest 
of the Replicate 
Cultures
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The aggregates of individual flasks/replicates are harvested 
by washing twice in ice-cold PBS and final freezing according to 
the following protocol:

 1. Taking one replicate at the time, transfer (pour) the aggre-
gate suspension into a 15-mL plastic tube placed in ice.

 2. Let the aggregates settle by gravity sedimentation.
 3. Transfer 1 mL of the supernatant to labeled Eppendorf tubes 

for glucose determination. Keep them in ice until centrifuga-
tion (point 7).

 4. Remove the remaining supernatant by suction.
 5. Resuspend the aggregates with 5 mL of ice-cold PBS, let the 

aggregates settle and remove again the supernatant.
 6. Repeat point 3 once more (second wash).
 7. Remove the supernatant and store the pelleted aggregates 

at −80°C.

 (Note: Analyze the samples within 1 month. Longer storage 
requires the addition of RNA later provided with RNeasy 
Protect Mini Kit).

 8. Centrifuge the medium supernatants prepared in step 3 
(420 g 10 min) and recover 0.8 mL of each supernatant for 
the glucose determination. Store the samples in the freezer 
until analysis.

Of each replicate culture, the total RNA is extracted using a kit 
from Qiagen. The total RNA content of each extract is deter-
mined. To determine the overall rate of RNA synthesis (i.e., the 
rate of uridine incorporation), an aliquot of the extract is taken 
for liquid scintillation counting. The RT is performed using the 
RT kit and protocols from Applied Biosystems (ABI). The RT is 
run with 200 ng of total RNA in a reaction volume of 50 mL. The 
cDNA obtained is then used for subsequent PCR reactions. The 
cDNA (3.2 ng) is added to the PCR mixture composed of prim-
ers (table below), 1× SYBR Green PCR master mix (ABI), and 
H2O, in a final volume of 10 mL. The measurements of multiple 
gene expression by qRT-PCR are most conveniently done in 384-
well plates using an automated workstation.

RNA extraction with RNeasy Protect Mini Kit and QIA 
shredder (Qiagen): containing lysis buffer, RLT buffer, RNeasy 
mini columns, RW1 buffer, RPE buffer, and RNase-free water. 
Work at room temperature until step n:

 (a) Prepare two series of 32 plastic vials for scintillation counting; 
add 7 mL of Flo-Scint A in each vial.

 (b) Thaw samples on ice.

3.8. Sample 
Preparation and 
Assays by qRT-PCR 
and Scintillation 
Counting
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 (c) Add 600 mL of lysis buffer (add 10 mL of 2-mercaptoethanol 
per 1 mL buffer RLT before use) in each sample and vortex 
until complete lysis.

 (d) Pipet the lysate directly onto a QIAshredder spin column 
placed in a 2 mL collection tube, and centrifuge for 2 min at 
maximum speed (≥13,000×g).

 (e) Add 600 mL of 70% ethanol to the homogenized lysate, and 
mix well by trituration with the pipette. Do not centrifuge.

 (f) Transfer the half (600 mL) onto an RNeasy mini column 
placed in a 2 mL collection tube. Close the tube gently, and 
centrifuge for 30 s at ≥8,000×g. Discard the flow-through 
and reuse the collection tube in step g.

 (g) Transfer the second half (600 mL) onto the same RNeasy mini 
column placed in a 2 mL collection tube. Close the tube gen-
tly, and centrifuge for 30 s at ≥8,000×g. Discard the flow-
through and reuse the collection tube in step h.

 (h) Add 700 mL buffer RW1 to the RNeasy column. Close the 
tube gently and centrifuge for 30 s at ≥8,000×g to wash the 
column. Discard the flow-through and the collection tube.

 (i) Transfer the RNeasy column into a new 2 mL collection tube. 
Pipet 500 mL Buffer RPE (before using this buffer for the 
first time, add 4 volumes of ethanol 100%, as indicated on the 
bottle) onto the RNeasy column. Close the tube gently and 
centrifuge for 30 s at ≥8,000×g to wash the column. Discard 
the flow-through and reuse the collection tube in step j.

 (j) Add 500 mL Buffer RPE to the RNeasy column. Close the 
tube gently and centrifuge for 2 min at ≥8,000×g to dry the 
RNeasy silica-gel membrane.

 (k) Transfer the RNeasy column to a new 1.5 ml collection tube. 
Add 200 mL RNase-free water directly onto the RNeasy 
 silica-gel membrane. Close the tube gently and centrifuge for 
1 min at ≥8,000×g to elute. Place the tubes in ice.

 (l) Transfer 50 mL of RNA to the corresponding vial prepared 
under a. for [3H] uridine counting.

 (m) Place the vials in the liquid scintillation analyzer with a pro-
gram for 3H measurements.

 (n) Measure the RNA concentration in 1 mL of the eluate, on the 
NanoDrop spectrophotometer. Store at −80°C.

Reverse transcription with TaqMan reverse transcription 
reagents (Applied Biosystems, cat. no. N8080234), containing: 
random hexamer, buffer 10×, MgCl2, dNTP, RNase inhibitor, 
multiscribe reverse.

 (a) According to the RNA concentration obtained, calculate the 
volume of eluate it takes to have 200 ng of RNA and the  
volume of RNase-free water to complete to 19.25 mL. Work 
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at room temperature, but keep RNA samples on ice. Pipet 
the calculated volume of RNase-free water for each sample 
into a PCR strip tube, one for each sample (Note: do not 
separate the PCR strip tubes, they are easier to handle 
attached together), then add the calculated volume of eluate 
to each tube.

 (b) Prepare Mix A according to the following scheme. Volumes 
are indicated for 32 samples (including extra volume):

Random hexamer 50 mM:  84.0 mL

Buffer 10×: 168.0 mL

 (c) Distribute 7.5 mL of Mix A to each tube. Close tightly the 
tubes with their caps.

 (d) Place the tubes in PCR instrument for 10 min at 65°C.
 (e) Prepare Mix B:

MgCl2 25 mM 369.60 mL

dNTP 10 mM each 336.00 mL

RNase inhibitor 20 U/mL  33.60 mL

Multiscribe reverse 50 U/mL  42.00 mL

(Note: the enzyme should return to the freezer as soon as 
possible).

 (f) At the end of step d, remove the tubes from PCR instrument 
and add 23.25 mL of Mix B to each tube.

 (g) Place again in PCR instrument, programmed as follows:

10 min 25°C

45 min 48°C

5 min 95°C

hold  4°C

 (h) After the run, store PCR strip tubes at −80°C.

 (a) Prepare the SYBR green MIX according to the following 
Tables 1 and 2.

 (b) Vortex and distribute 32.2 mL of the SYBR green MIX in 32 
microtubes Eppendorf (0.5 mL), labeled with sample names.

 (c) Add 2.8 mL of cDNA in each tube, vortex.
 (d) Distribute 10 mL of each Mix + cDNA in three wells of a 

96-well plate, to have three replicates per sample.
 (e) Centrifuge briefly the plate to spin down the contents and 

eliminate any air bubbles from the solutions (Heraeus 
Multifuge 3S-R, 2 min at 1,200 rpm (200 g)).

3.8.1. qPCR
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 (f) Place the plate into the 7900HT thermocycler.
 (g) Run the PCR with the following thermal cycling conditions:

10 min at 95°C

40 PCR cycles: 15 s at 95°C

1 min at 60°C

 (h) Always perform a dissociation curve analysis to evaluate the 
presence or absence of any nonspecific amplification.

(Note: several steps can be automated, e.g., by using the 
Laboratory Automation Workstation Biomek 3000 (Beckman 
Coulter). In this case, actin is analyzed first in a 96-well plate, and 
GFAP, NF-H, MBP, and HSP32 are analyzed subsequently in a 
384-well plate).

Table 1 
Sequence and final concentration of PCR primers

Gene 
name Sense primer (5′-3′) Antisense primer (5′-3′)

Final  
concentration  
(nM)

b-actin CCCTGGCTCCTAGCACCAT TAGAGCCACCAATCCACACAGA 150

GFAP CCTTGACCTGCGACCTTGAG GCGCATTTGCCTCTCCAA 150

MBP GCACGCTTTCCAAAATCTTTAAG AAGGAGGCTCTCAGCGTCTT 200

HSP32 AGGTGTCCAGGGAAGGCTTT TCCAGGGCCGTATAGATATGGT 300

NF-H CAGGACCTGCTCAACGTCAA CTTCGCCTTCCAGGAGTTTTCT 300

(Note: Primers are in a lyophilized form. They have to be reconstituted with fresh ultrapure water, incubated 5 min at 
37°C to obtain a stock concentration of 200 mM, and then stored at –80°C. Dilute this stock with fresh ultrapure 
water to obtain the working concentration of 10 mM, kept at –20°C).

Table 2 
Preparation of SYBR green MIX

Final concentration of primers

150 nM 200 nM 300 nM

SYBR green master mix (mL) 608.00 608.00 608.00

Primer forward 10 mM (mL)  18.24  24.32  36.48

Primer reverse 10 mM (mL)  18.24  24.32  36.48

H2O (mL) 474.24 462.08 437.76

Note: The master mix should return to the cold room as soon as possible.
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Ct: Cycle threshold indicates the fractional cycle number 
at which the amount of amplified target reaches a 
fixed threshold

DCt: Difference in threshold cycles for a given gene 
between treated samples and the control sample C1

C1: First control culture

C2: Second control culture

X: Any of the samples, including C1 and C2

F: Fold change

 a) Calculate DCt (7) for each individual sample:

 ∆ = −x x C1Ct Ct Ct  

 b) Calculate FX for each individual sample according to the 
 following formula:

 
− ∆= Ct( )2F  

 c) Determine the standardized FX for each individual sample 
relative to the mean fold change of the controls C1 and C2 
(equal to 1):

 = +x x C1 C2F standardized 2F / F F  

Prepare the reagents according to the manufacturer’s instructions 
for the glucose reagent kit (Beckman coulter cat. no. 671640).

Calibrate the analyzer with calibration solution provided in 
the kit.

Aliquots (10 mL) of medium supernatants and of fresh 
medium are analyzed.

The glucose consumption of each treated replicate culture, 
expressed as a percentage of glucose consumption relative to the 
untreated control cultures, is determined from the glucose con-
centration measured in the culture supernatant of each treated 
culture (SAMPLE) and the average glucose concentration mea-
sured in the supernatants of the control cultures (CTR), as 
follows:

 

( )
( ) ( )

− ⋅
=

−
glucose conc. in fresh medium glucose conc. in SAMPLE 100

% of CTR
glucose conc. in fresh medium glucose conc. in CTR

Of each replicate culture, the total RNA content is determined. 
Drug concentrations causing drastic reductions (≥40% decrease) 
in the total RNA content compared to the untreated controls are 
taken as the drug concentrations causing general cytotoxicity.

3.8.2. Calculations

3.9. Glucose 
Determination in 
Medium Supernatants 
by the Glucose 
Oxidase Method

3.10. Data Analysis
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The rate of uridine incorporation (RNA synthesis) is 
 calculated from the data obtained by [3H] liquid scintillation 
counting and expressed as specific incorporation (DPM/mg 
RNA) during the 4-h incubation. To normalize the data, 
 percentages are calculated with respect to the untreated controls. 
The lowest observed effective concentration (LOEC), deter-
mined for each compound, is defined as the drug concentration 
causing a deviation in uridine incorporation of 25% compared to 
the untreated controls.

The qRT-PCR data are expressed as DCt for each individual 
gene relative to its expression in untreated controls. The LOEC, 
determined for each compound and each affected endpoint sepa-
rately, is defined as the lowest drug concentration causing a 
change in gene expression compared to the controls by at least a 
factor of 1.7 (i.e., either a decrease to ≤0.59-fold the control value 
or an increase to ≥1.7-fold the control value). Specific toxic effects 
often result in the decreased expression of genes coding for struc-
tural proteins such as NF-H, MBP, and GFAP, while HSP32 
expression usually increases. Increased GFAP expression is taken 
as indication for astrocytosis, an inflammatory response. Selective 
effects on gene expression are typical for adverse effects of chemi-
cals below the cytotoxic level; at higher (cytotoxic) concentra-
tions, gene expression shows a general decrease.

The relative rates of glucose consumption are deduced from 
the glucose measurements in the media supernatants recovered at 
the harvest. The LOEC, determined for each compound, is 
defined as the drug concentration causing 25% deviation of glu-
cose consumption from the untreated controls. Glucose con-
sumption is often decreased as a consequence of chemically 
induced adverse effects causing decreased metabolic activity. 
However, as shown before (8), increased glycolytic activity may 
occur, e.g., by the action of depolarizing drugs (increased activ-
ity-dependent glucose consumption) or by the action of drugs 
affecting the oxidative energy metabolism (including the Krebs 
cycle and oxidative phosphorylation) causing a switch to anaero-
bic glycolysis, also called inverse Pasteur effect.

For each experiment, criteria for the acceptance of the 
experimental data are applied. Previous experience showed that 
>90% of the tests fulfill the following conditions, taken now 
routinely as the criteria of acceptance: (1) the values of dupli-
cates do not deviate from their mean value by more than 15%; 
(2) the control values are in the (normal) range of previously 
established values; and (3) effective compounds show a concen-
tration–effect relationship. Furthermore, for gene expression, 
actin analysis is performed first. If acceptable according to cri-
terion (1), the other genes are analyzed in the following. If the 
actin data are not acceptable, RT and q-PCR analysis are 
repeated.
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Whereas the preparation of aggregating brain cell cultures is 
rather easy, their maintenance is relatively onerous because of the 
high culture density requiring frequent media replenishments. 
For the time being, there are no automated flow-through incuba-
tors available for this culture system that could reduce the costs 
involved in such repetitive work. Another obstacle to the rapid 
use of this culture system is the need for equipment that is not 
found in a standard cell culture laboratory. However, alternative 
solutions are possible, provided that the five following critical 
points are respected:

 1. The mechanical dissociation of the embryonic brain tissue into 
a single cell fraction must be complete, but sufficiently gentle 
to provide a single cell suspension with a maximum of viable 
cells (at least 50% viability as judged by the exclusion of trypan 
blue, a basic procedure not described here). The use of Nylon 
mesh filter bags, glass funnels, and glass rods described here 
was found best in our hands. Alternate mechanical dissocia-
tion methods are described by Cole and de Vellis (9).

 2. During the initial phase of cell aggregation, the geometry of 
the culture vessels is critical for a reproducible vortex and 
hence for the formation of aggregates of comparable size. 
Therefore, the culture vessels used for culture initiation have 
to be uniform. Because we found considerable variations 
between DeLong flasks of different batches, we now use 
Duran Erlenmeyer flasks modified by a glass blower. The vor-
tex depends on the geometry of the flasks and the speed of 
agitation. To find the optimal vortex with a new batch 
of flasks, it is recommended to vary slightly the volume of 
medium in the culture vessels while keeping the shaking pro-
tocol unchanged. If the aggregates appear grouped at the 
center of the flask, the volume has to be decreased until they 
cover about 2/3 of the bottom surface while floating. During 
the early culture phase, the aggregates are very sticky. 
Therefore, continuous agitation is important to avoid adhe-
sion between aggregates and care has to be taken to avoid 
prolonged contact while changing their media for the first 
time (DIV 5). The final aggregates should be even in size, 
with an average diameter of about 500 mm.

 3. The culture vessels need to be equipped with closures that 
permit rapid gas exchange. While the CO2 is important for 
media buffering, optimal O2 levels are necessary because of 
the high metabolic activity of the cultures. The latter also 
requires continuous agitation of the aggregates (they should 
not remain immobilized for more than 15 min).

4. Notes

4.1. Culture 
Preparation and 
Maintenance
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 4. The developmental stage of the original tissue is critical, 
requiring the exact timing of pregnancy. The present proto-
col was established for timed-pregnant rats (Sprague–Dawley) 
at gestational day 16, counting the day following mating as 
embryonic day 1 (E1). Embryos of rats mated during the day 
are taken in the morning of day 16 for culture preparation; 
embryos of rats mated overnight are taken in the afternoon of 
day 16 for culture preparation.

 5. Culture conditions, medium composition, and osmolarity 
(340 mOsm) need to be kept constant. Extreme changes in 
osmolarity or pH values of media should be avoided. Highest 
standards of purity have to be respected for culture media and 
glassware.

The present experimental design was chosen for the assay of mul-
tiple endpoints (high content analysis) and in accordance with 
the use of an automated working station. This approach was used 
in a recent study aimed at the in vitro prediction of acute sys-
temic toxicity (www.acutetox.org), where a series of reference 
chemicals was examined for neurotoxic adverse effects using as 
endpoints gene expression, global rates of RNA synthesis, and 
the rate of glucose consumption. The results of this study con-
firmed the suitability of aggregating brain cell cultures and the 
use of multiple endpoints for the detection of potentially neuro-
toxic compounds (10). In particular, it was observed that the 6 
different endpoints chosen exhibited differential sensitivities to 
the various test compounds. Of 57 tested reference chemicals 
examined for their lowest observed effect concentration (LOEC), 
many affected more than one endpoint at LOEC, whereas for 
some, one endpoint was clearly more sensitive than the others 
(Table 3). HSP32, an indicator of oxidative stress, was found to 
be the most sensitive endpoint for the greatest number of com-
pounds, followed by uridine uptake and GFAP. Nevertheless, for 
some specific compounds, other endpoints were clearly more 
sensitive, e.g., glucose consumption was most affected by pen-
tachlorophenol, lindane, pyrene, and warfarin; NF-H mRNA 
expression by cyclosporin, parathion, and phenobarbital; and 
MBP mRNA expression by selenate and fluoride (Table 3). The 
finding that pentachlorophenol and lindane greatly affect the 
glycolytic activity is in good agreement with observations in vivo 
(e.g., ref. (11)). Drug-induced changes in the six endpoints used 
in this study appear to reflect cellular adverse effects rather than 
the interference with the specific molecular targets that tend to 
overestimate drug toxicity. For example, parathion was found to 
be an extremely strong inhibitor of neuronal acetylcholinesterase 
(AChE) in aggregating brain cell cultures (IC50 = 6.8 E-8M) (see 
also ref. (12)), while it affected NF-H mRNA expression as the 
most sensitive of the six endpoints only at a much higher 

4.2. Experimental 
Approach and 
Interpretation of Data
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 concentration (LOEC = 1.0 E-5M). Similarly, physostigmine, a 
reversible AChE inhibitor (IC50 = 3.9 E-7 M in aggregate 
 cultures) affected HSP32 mRNA expression only at 5.0 E-6M. 
On the other hand, glufosinate, a herbicide and irreversible 
inhibitor of glutamine synthetase (IC50 = 5.7 E-8M in aggregate 
cultures) affected uridine uptake as the most sensitive of the six 
selected endpoints at an equally low concentration (5.2 E-8M). 
It also affected NF-H and GFAP mRNA expression at relatively 
low concentrations (2.0 E-7M). These findings also indicate that 

Table 3 
Differential sensitivities in a set of six endpoints.  
Examples of compounds for which one particular endpoint  
was most sensitive

Endpoint Compound LOEC (M)

HSP32 mRNA Arsenic trioxide
Cadmium (II) chloride
Mercury (II) chloride
Cis-diamine platinum (II) dichloride
Diquat dibromide
Physostigmine
Acrylaldehyde
Rifampicine
Chloral hydrate

1.0 E-7
4.0 E-7
8.0 E-7
2.0 E-6
2.0 E-6
5.0 E-6
1.0 E-5
2.0 E-5
4.0 E-4

Uridine uptake Cycloheximide
Glufosinate ammonium
5-Fluorouracil
Diazepam
Carbamazepine
Caffeine
Methanol

3.5 E-8
5.2 E-8
2.9 E-6
6.5 E-6
4.5 E-5
5.2 E-4
6.0 E-2

GFAP mRNA Ochratoxin A
Digoxin
Amiodarone hydrochloride
Sodium valproate
Acetylsalicylic acid

2.5 E-9
5.0 E-8
2.5 E-6
2.5 E-4
5.0 E-4

Glucose consumption Pentachlorophenol
Lindane
Pyrene
Warfarin

8.0 E-8
5.0 E-6
5.0 E-5
2.2 E-4

NF-H mRNA Cyclosporin A
Parathion
Phenobarbital
Dimethylformamide

2.0 E-6
1.0 E-5
2.0 E-4
5.0 E-2

MBP mRNA Sodium selenate
Sodium fluoride

1.0 E-5
2.5 E-4
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this glia-specific toxicant affected neurons at a low  concentration, 
 presumably due to the functional neuron-astrocyte interdepen-
dence occurring in this three-dimensional culture system. The 
fact that in vivo, glufosinate exhibits lower neurotoxicity (13) 
can be explained by the relatively low permeability of the blood–
brain barrier for this compound.

These few examples indicate that multiple endpoints increase 
the likelihood to detect adverse effects at concentrations relevant 
to the in vivo situation. In addition, concentration-dependent 
effects observed on several endpoints increase the significance of 
the data and reduce the number of false positive findings. Clearly, 
the present approach could be further improved by the introduc-
tion of additional biomarkers representing common pathways of 
adverse effects. From the practical point of view, it would be easy 
to add more genomic endpoints, because of the high amount of 
RNA extracted from each replicate culture. Also, gene expression 
data are relatively unaffected by the variability of aggregate sam-
pling, because equal amounts of RNA are taken for the measure-
ments. In addition to genomics, the metabolomics approach 
appears to offer a complementary high content analysis for rou-
tine toxicity screening using aggregating brain cell cultures as 
in vitro model (14).
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Chapter 6

Cell Culture to Investigate Neurotoxicity  
and Neurodegeneration Utilizing Caenorhabditis elegans

Michelle L. Tucci, Guy A. Caldwell, and Kim A. Caldwell 

Abstract

Movement disorders such as Parkinson’s Disease (PD) result, in part, from the selective loss of dopamin-
ergic (DA) neurons. Many studies associated with DA neurodegeneration and neurotoxicity have suc-
cessfully applied the model organism Caenorhabditis elegans to address PD-related questions. However, 
some pharmacological studies might be limited because the thick cuticle of the intact animal could pre-
clude complete penetration of some chemicals. It is also difficult to examine neurons within the same 
individual nematode, day after day, for studies of aging and neurodegeneration. More recently, methods 
for culturing embryonic cells from C. elegans have proved to be an alternative resource for addressing the 
caveats associated with whole nematode studies. In this regard, cultured embryonic C. elegans DA neu-
rons differentiate following dissociation from early embryos. These cells adhere to culture dish surfaces 
that are covered with peanut lectin and subsequently differentiate into neurons. GFP-labeled DA neu-
rons can then be followed over time and further manipulated to provide a means for examining cellular 
mechanisms associated with PD. For example, the DA neurons can be exposed to neurotoxins or, if the 
DA neurons also express a known PD gene that causes neurodegeneration, specific neurons can be scored 
for cumulative neurodegenerative changes on consecutive days. In contrast, control DA neurons have not 
been observed to undergo degenerative changes in culture. These methods have provided additional tools 
for exploring DA neurodegeneration in C. elegans, rendering primary neuronal cell culture as a comple-
mentary approach to whole nematode studies for examining neurodegeneration associated with PD.

Key words: C. elegans, Neurotoxicity, Cell culture, Neurons, Alpha-synuclein, Proteasome

Despite major advances in understanding neurodegenerative  disorders 
such as PD, significant gaps still exist in our knowledge of what 
specific factors underlie disease susceptibility, onset, and progression. 
Strategies to elucidate mechanisms of neurotoxicity, as well as discern 
specific intracellular targets for subsequent drug development, are 
needed to more rapidly translate basic findings to the clinic.

1. Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_6, © Springer Science+Business Media, LLC 2011
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The innovative application of Caenorhabditis elegans toward 
human movement disorders research is providing insights into 
the function of specific gene products linked to PD and dystonia 
(1–3). In this regard, many of the salient features of this animal 
are amenable for disease research. C. elegans is a rapidly cultured 
organism with a lifespan of ~17 days, whereby experimental 
approaches to investigate diseases of aging, such as PD, can be 
taken to fruition quickly and inexpensively. Furthermore, the 
transparent anatomy of this organism is advantageous for follow-
ing GFP markers over the course of developmental time and 
lifespan. Moreover, mature bioinformatic and functional genomic 
data are readily accessible online, thus the nematode is well posi-
tioned to play an ever increasingly important role in advancing 
our understanding of neuronal function and dysfunction, as per-
taining to disease states.

Worms are also being exploited as a system for therapeutic 
drug screening and/or validation to combat movement disorders 
(4–7), as well as for toxicity studies (8–10). However, caveats to 
the use of whole worms for drug screening include the thick, 
outer cuticle of the animal, which could potentially limit the 
absorption of specific compounds, or require that higher concen-
trations be used, which could cause toxicity to the animals. 
Fortunately, C. elegans tolerate 1–2% DMSO, thus assisting with 
the permeability of many common drugs and chemicals into the 
animal. It should be noted, though, that DMSO itself is a chemi-
cal chaperone, a problem when screening for drugs that could 
reduce misfolded proteins. Thus, to circumvent drug permeabil-
ity problems encountered in whole animal studies, cell culture of 
C. elegans neurons is strongly preferable.

Additional features of C. elegans make it attractive for neu-
ronal cell culture. For example, transgenic lines are available that 
express GFP exclusively within distinct neuronal subclasses such 
as the serotonergic, GABAergic, cholinergic, glutamatergic, and 
DAergic neurons. This allows researchers to follow specific neurons, 
day after day, in culture (see Fig. 1). When DA neurodegenera-
tion is examined in whole worms, it is extremely difficult, if not 
impossible, to follow the eight (total) DA neurons in the same 
worm, on high magnification, for multiple days. This is because 
detailed neuronal analysis involves mounting an anaesthetized 
animal on a microscope slide for compound microscopy, before 
subsequent recovery. It is challenging to recover a worm once, 
let alone repetitively. In contrast, the ability to culture out worm 
neurons from select isogenic or transgenic backgrounds facilitates 
the capacity to quantitatively evaluate neurodegeneration with 
unprecedented accuracy across distinct neuronal classes.

RNA interference (RNAi) is yet another technique that can 
be applied in C. elegans cultured neurons (11). Similarly, as a 
complement to examining reduced gene expression through RNAi, 
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another noteworthy feature of C. elegans is the established availability 
of more than 40 years of genetic mutant strains. Of particular 
relevance to the field of neurodegeneration, there are mutations 
in six genes connected to PD (12). These include the ubh-1 and 
lrk-1 mutations associated with autosomal dominant forms of 
PD, linked to the human UCHL-1 and LRRK2 proteins. 
Autosomal recessive PD mutants include the C. elegans pdr-1, 
pink1, catp-6, as well as djr-1.1 and djr-1.2 genes, homologous to 
PRKN/parkin, PINK1, ATP13A2 and DJ-1, respectively. By 
genetically crossing these C. elegans mutants with animals expressing 
GFP transgenes for specific neuronal classes, neurons can be isolated 

Fig. 1. An example of a C. elegans DA neuron cultured in vitro. Over the course of several 
days neurons maintain normal neuronal processes as depicted here where the same 
neuron was imaged following 1, 3 and 4 days of continuous culturing (parts (a)–(c), 
respectively). DA neurons can be highlighted using GFP driven from the DA transporter 
promoter (Pdat−1::GFP). The arrow depicts a neuronal process. Scale bar = 5 mM.
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from these mutant animals, cultured, and analyzed over time, as 
they age. These same neurons could be further manipulated via 
RNAi or chemical modifiers. Likewise, specific neuronal classes of 
interest could be flow sorted for subsequent microarray analysis 
to identify coordinate changes in expression and survival (13, 14).

The methodologies and applications for C. elegans cell culture 
have been previously described for neuronal electrophysiology 
(15–17), as well as for muscle cell experiments (18, 19). Instead, 
this chapter focuses exclusively on methods required for the primary 
culturing of DA neurons from C. elegans to evaluate neurodegen-
eration (see Fig. 2). Here we describe how these cultures can be 
used to examine neurodegeneration induced by neurotoxins, as 
well as by the ectopic overexpression of a human PD gene, 

Fig. 2. The basic methodologies required for C. elegans cell culture utilized for neu-
rotoxicity and neurodegeneration investigations.
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alpha-synuclein, that has been transgenically integrated into the 
worm genome (20). Cultured DA neurons either exposed to tox-
ins or expressing this established dominant PD gene reproducibly 
degenerate over time, as the neurons age, while control DA 
neurons do not exhibit degenerative changes. The example 
methodology outlined in this chapter is readily applicable to 
additional genetic modifiers and putative toxicological insults, 
either independently, or in combination, toward the goal of 
discerning susceptibility to environmental factors influencing 
neurodegeneration.

Suggested product sources are listed below; they are separated 
out based on the sequential steps of the methods described herein. 
Products from other suppliers that provide comparable effective-
ness may also be suitable.

 1. 4- or 8-well chambered coverglasses (Nunc Lab-Tek II 
Chambered Coverglass System (Sigma Aldrich; Z734853).

 2. 0.5 mg/mL peanut lectin in sterile water (Sigma Aldrich; 
L0881; peanut agglutinin from Arachis hypogaea); gamma 
irradiate the bottle overnight prior to use.

 1. Worm strains used in neurodegeneration experiments: BY200 
vtIs1 (Pdat−1::GFP + pRF4(rol-6(su1006)) and UA44 (baInl1; 
Pdat−1::a-synuclein, Pdat−1::GFP).

 2. Nematode growth medium ((NGM); see below).
 3. E. coli OP50 strain (Caenorhabditis Genetics Center).
 4. 60 mm non-vented Petri dishes (Tritech Research; T3308).

 1. Sterilized 10 mL glass conical tubes (Fisher Scientific;  
05-507-11A).

 2. Sterilized glass Pasteur pipettes (Fisher Scientific; 13-678-20B).
 3. Sterilized ddH2O.
 4. Bleach/NaOH solution (prepare fresh and keep in dark; 

see below).
 5. Egg buffer (see below); store at 4°C.
 6. 30% Sucrose; store at 4°C.

 1. 1 U/mL chitinase (Streptomyces griseus; Sigma Aldrich; 
C-6137) dissolved in egg buffer (recipe below). Aliquot 
stocks into 500 mL individual use microcentrifuge tubes and 
store at −80°C for long-term use.

2. Materials

2.1. Materials 
Required for 
the Preparation 
of Culture Dishes

2.2. Materials 
Required for the 
Growth of C. elegans

2.3. Materials 
Required for the 
Isolation of Embryos

2.4. Materials 
Required for the 
Preparation of 
Dissociated Cells
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 2. L-15 culture medium (Invitrogen; 11415-064); store at 4°C.
 3. 10% Fetal Bovine Serum (Sigma Aldrich; 12107C) with 

50 U/mL penicillin and 50 mg/mL streptomycin (Invitrogen 
15070-063), store at −20°C.

 4. 3 cc syringes (Fisher Scientific; 14-823-40).
 5. 5 mM Millipore PVDF Syringe Filters (Fisher Scientific; 

SLSV025LS).
 6. 1.7 mL sterilized microcentrifuge tubes (Fisher Scientific; 

05-406-16).
 7. Trypan Blue (Sigma Aldrich; T6146).
 8. Hemocytometer.

 1. MG-132 (EMD Biosciences; 474790).
 2. DMSO.
 3. Streptomyces venezuela (USDA-ARS ISP-5230).

NGM plates (1 L media; makes 100 60-mm plates):

975 mL ddH2O

2.5 g Peptone

3.0 g NaCl

17.0 g Bacto agar (Fisher Scientific; DF0140-07-4)

Autoclave media for 1 h and allow to cool, then add the following:

1 mL Cholesterol (dissolve 0.125 g in 25 mL 100% ethanol)

1 mL 1 M KPO4, pH 6.0

1 mL 1 M MgSO4, 1 M CaCl2

0.567 mL Streptomycin sulfate (0.36 g/mL)

1 mL 12.1 mM nystatin (dissolved in 100% ethanol)

Pour ~10 mL agar media into each 60 mm petri dish and 
allow to solidify. Then seed the plates with approximately 200 mL 
of LB broth + OP50 bacteria and incubate overnight at 37°C 
(12–18 h). Store at 4°C until use.

LB broth

10.0 g Tryptone

5.0 g Yeast extract

10.0 g NaCl

2.5. Materials 
Required for Neuronal 
Analysis

2.5.1. Recipes
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Add ingredients to 1 L of ddH2O and stir until dissolved. 
Adjust to pH 7.0 with 5 N NaOH. Aliquot to working volumes 
(~75 mL). Autoclave and store at room temperature.

30% Bleach/NaOH solution (prepare fresh before each use)

1 mL 5 N NaOH

2 mL Bleach (preferably from a fresh bottle)

7 mL ddH2O

Egg buffer

118 mM NaCl.
48 mM KCl.
2 mM CaCl2.
2 mM MgCl2.
25 mM HEPES, pH 7.3 (see Note 1), 335–340 mOsm  
(see Note 2).
Filter sterilize egg buffer before use and store at 4°C.

 1. Fill each chamber three-fourth with peanut lectin and allow 
to sit in a laminar flow hood for 10–20 min under UV light.

 2. Remove as much solution as possible and air-dry in hood 
under UV light for additional 10–30 min (see Note 3).

 3. Store culture dishes in a sterile container until future use 
(see Note 4).

Worms are grown on large NGM plates with OP50 bacteria 
(see Notes 5–7).

 1. Strip dauer worms onto NGM plates with bacterial food 
source and grow until gravid adults (2–3 days).

 2. Using glass Pasteur pipettes, wash adult worms off with distilled 
water into glass conical tubes (see Note 8) and centrifuge at 
low speed (see Note 9) at 1,000 rpm in a clinical centrifuge 
for 1 min.

 3. Remove supernatant and repeat rinses until supernatant is 
clear (i.e., the bacteria have been removed).

 1. Remove as much of the supernatant as possible without 
disturbing the worm pellet. Estimate the worm volume 
(~0.5–1 mL) and then add 3× that volume in bleach solution 
to the worm pellet. Gently mix and incubate at room tem-
perature on a rocker (i.e., Nutator) for approximately 5 min.

3. Methods

3.1. Preparation of 
Culture Dishes

3.2. Growth of  
C. elegans

3.3. Isolation  
of Embryos
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 2. Once ~80% of the worms have split open and released their 
embryos, add 6–7 mL egg buffer to stop the lysis reaction.

 3. Centrifuge at 1,000 rpm and rinse with egg buffer 2–3 times.
 4. To separate the eggs from worm carcasses, add 10 mL of 30% 

sucrose solution and centrifuge at 1,000 rpm for 3 min.
 5. Embryos will float on the meniscus. With a sterile glass Pasteur 

pipette, transfer the embryos, along with approximately 
3–4 mL of sucrose, to new glass conical tube.

 6. Bring volume to 10 mL with ddH2O and centrifuge at 
1,000 rpm for 1 min. The embryos will pellet to the bottom 
or towards the middle of the conical tube.

 7. Repeat step 6 2–3 more times to collect all embryos at the 
bottom of the centrifuge tube (by diluting out the sucrose 
solution).

 8. Carefully transfer the pellet of embryos to a 1.7 mL micro-
centrifuge tube that contains 500 mL chitinase (1 U/mL).

 1. Place tube on a rocker at room temperature for 1 h (see 
Note 10).

 2. In order to monitor the dissociation of cells, pipette an 
~10 mL aliquot of chitinase/embryo mixture onto a micro-
scope slide. Observe the embryos under a stereoscope and 
when ~80% appear to be dissociated, continue on to step 3 
(see Note 11).

 3. Add 800 mL of L-15 media and centrifuge at 3,500 rpm for 
3 min at 4°C (see Note 12).

 4. Remove the supernatant and then add an additional 800 mL 
of L-15 media.

 5. With a 1,000 mL pipetter, gently pipette up and down to dis-
sociate cells until a large volume of dissociated cells is obtained 
(see Note 13).

 6. Pellet dissociated cells at 4°C at 3,500 rpm for 3 min and 
then carefully resuspend the cells in 500 mL of L-15 media. 
Set aside for a minute.

 7. Place a 5 mM filter on the end of a 3 cc syringe. Remove the 
syringe plunger and then add 1 mL of L-15 media inside 
the syringe. This volume will be absorbed into the filter. 
On top of this media, pipette 500 mL of dissociated cells (from 
step 6) into the syringe. Add plunger and filter these cells into 
a new 1.7 mL microcentrifuge tube. This step will remove any 
debris (larvae or undissociated cells) from the mixture.

 8. Rinse the syringe filter by removing plunger and adding an 
additional 500 mL of L-15 media, then dispense into a second 
1.7 mL microcentrifuge tube.

3.4. Preparation 
of Dissociated Cells
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 9. Pellet cells from both tubes at 4°C at 3,500 rpm for 3 min 
(see Note 14).

 10. Add 100 mL of L-15 media to each tube.
 11. Pool the media and cells from both tubes together and count 

number of cells using a hemocytometer (see Note 15).
 12. Plate the appropriate volume of cells into each well of the 

peanut lectin-coated culture dishes. For optical imaging, 
~230,000 cells/cm2 is the suggested cell density (17) (see 
Notes 16 and 17).

 13. Allow the cells to incubate at room temperature (22–25°C) 
in humid conditions (see Note 18).

 1. It will take 24–48 h for cells to differentiate into DA neurons 
(see Note 19).

 2. Change the L-15 media every 2–3 days.
 3. Do not allow the cell chambers to dry out as you aspirate the 

old L-15 media. Further, perform this in the laminar flow 
hood to maintain sterile conditions.

These cultured cells will need to be grown for approximately 
4–7 days to observe significant neurodegeneration (see Notes 
20 and 21).

For neurotoxicity analysis in cultured DA neurons, MG-132 can 
be applied to cells (following differentiation for 24–48 h) at a 
final concentration of 50 mM in DMSO. A stock concentration of 
10 mM in 100% DMSO should be prepared. Within hours of 
application, neurodegeneration can be observed (see Fig. 3). 
However, significant levels of neurodegeneration within the neu-
ronal population usually occurs within 3–4 days. Lowering the 
concentration of the proteasome inhibitor may slow down the 
neurodegenerative process.

Recently, the bacterial excretions of S. venezuela, as well as 
Streptomyces coelicolor and Streptomyces griseus, were administered 
to cultured neurons and the results compared to in vivo results 
with these excretions. S. venezuela caused significant degenera-
tion of DA neurons both in culture (see Fig. 4) and in vivo (9). 
Following cell differentiation for 24–48 h, a 1:5 dilution of the 
stock concentration of bacterial excretions used in whole worms 
was applied to cell cultures. This was derived by dose–response 
analyses, as higher concentrations were extremely toxic to cell 
cultures.

3.5. Analysis of DA 
Neuron Degeneration

3.6. DA 
Neurodegeneration 
Induced by a-Synuclein 
Expression

3.7. Pharmacological 
Manipulation for 
Induction of 
Neurotoxicity

3.7.1.  Addition of the 
Proteasome Inhibitor 
MG-132

3.7.2.  Addition of a 
Bacterial Extract from  
S. venezuela
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 1. Adjust pH with 1 N NaOH but do not add more than 
10 mL.

 2. Adjust osmolarity with sucrose; 1 L of solution usually 
requires ~5 g sucrose. Do not exceed 347 mOsm.

 3. If the peanut lectin is not completely removed, this may cause 
cell clumping and poor differentiation of cells. The peanut 
lectin can be reused 1–2 additional times to coat future cham-
bers. Keep track of the number times you use the peanut lectin, 
and throw away after three usages because UV light can break 
down the lectin and it will lose activity over time.

4. Notes

Fig. 3. Following exposure to the proteasome inhibitor MG-132, GFP-illuminated 
C. elegans DA neurons in culture degenerate. Both the cell body (arrowhead) and neu-
ronal process (arrow) of a DA neuron display characteristic degenerative changes that are 
observable between the images captured on days 1 and 2 (panels (a) and (b), respec-
tively). Notice that the cell body is rounded and the process is degenerating in (b). Scale 
bar = 5 mM.
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 4. Coated culture dishes must be used within 2 weeks.
 5. To grow LB + OP50 for seeding NGM plates, inoculate LB 

Broth with bacteria and streptomycin sulfate (0.36 ng/mL). 
Incubate in 37°C incubator for 12–18 h.

 6. It has been suggested by Bianchi and Driscoll (15) that worms 
should be grown on an alternative media, 8P, using a different 
bacteria, Na22. This bacterial food source is more abundant, 
thus providing a larger quantity of worms. A word of warning, 
however, it is difficult to rinse the worms off these plates 
without using a large volume of water, which then may result 
in the potential loss of more worms.

Fig. 4. A cultured C. elegans DA neuron degenerates in response to exposure to  
S. venezuela conditioned medium. Images depict the same GFP-labeled DA neuron on 
day 1 and 2, following exposure to the S. venezuela factor (panels (a) and (b), respectively). 
The arrowhead highlights changes in the cell body while the arrow provides a reference 
point for the degenerating neuronal process. Two degenerative changes are noticeable 
in (b), the cell body is rounded and the process is degenerating. Scale bar = 5 mM.
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 7. For additional instructions on proper growth conditions and 
maintenance of C. elegans, refer to an additional resource (21).

 8. Worms can stick to plastic. To minimize losing worms and 
embryos, use sterile glass conical tubes and glass Pasteur pipettes.

 9. The purpose of centrifuging at low speeds is to separate bacteria 
from C. elegans.

 10. The enzyme activity of the chitinase will vary between each 
lot, thus, egg-shell digestion will occur, on average, between 
45 and 80 min.

 11. Intact embryos are smooth and maintain the appearance of an 
eggshell while over-digested embryos will appear as loosely 
associated cells. Appropriately dissociated embryos will look 
like a cluster of grapes that still have a partially associated 
eggshell (see Fig. 5); these features can be detected using 
stereomicroscopy.

 12. It is important that this step is performed using refrigeration 
(or in a cold room).

 13. Too much, or too vigorous, pipetting can damage single cells 
and decrease yield.

 14. Following centrifugation, a cell pellet will be visible from in 
the initial tube, and possibly the second tube as well.

 15. Mix 10 mL cell suspension and 10 mL of Trypan Blue together 
in a microfuge tube. Plate 10 mL of this onto the hemocyotom-
eter and count the total number of cells. To calculate the num-
ber of cells per mL: number of cells × 5 (hemocytometer) × 1,000 
(volume) × 2 (dilution factor).

 16. The volume of L-15 media added will depend upon the type 
of cell culture dish that is selected for the experiments. For 
example, single well culture dishes hold 2.4–4.5 mL of media, 
while 2-, 4, and 8-well culture dishes hold 1.2–2.0, 0.5–0.9, 
and 0.2–0.4 mL of L-15 media, respectively.

 17. Cells must adhere to surface in order to differentiate. Allow 
24–48 h for cells to differentiate before analysis.

 18. Place the culture dishes in a Tupperware container with moist 
paper towels on the bottom to help minimize evaporation of 
the cell culture media. The lid of the container should be 
slightly open.

 19. We determined that cells in culture expressing GFP from the DA 
promoter (Pdat−1::GFP) do not degenerate under normal condi-
tions through 7 days in culture (see Fig. 6). This is comparable 
to results we have obtained from analyzing DA neurons express-
ing Pdat−1::GFP in whole animals ((see Fig. 1) and (2)).

 20. When a-synuclein, a polypeptide with a propensity toward 
intracellular aggregation (22, 23), is overexpressed in  
C. elegans DA neurons, DA neurodegeneration occurs over 
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time in an age-dependent manner (2, 20). This phenotype is 
also observed in cultured neurons derived from C. elegans 
over-expressing both GFP and a-synuclein (Pdat−1::GFP + 
 Pdat−1:: a-syn). We determined that the rate of neurodegen-
eration in a-synuclein-expressing cultured neurons is slower 
than observed in whole animals (see Fig. 1). This may be 
attributable to differences in excitotoxicity associated with 
the loss of the normal synaptic connections between neurons 
within intact animals vs. in cell culture. Nonetheless, by day 
7, the DA neurons in culture are degenerating at a level that 
is comparable to that observed for DA neurons in vivo.

 21. For other cell culture applications, wherein neurodegenera-
tion and aging are not assessed, such as electrophysiology, 
cells in culture are often used before day 5 (17).

Fig. 5. C. elegans embryos digested with chitinase. Monitoring should be performed using microscopy. In both (a) and (b), 
well-digested embryos are depicted with an arrowheads and the dissociated cells appear as clusters of grapes that still 
maintain the shape of an embryo, as opposed to almost complete separation of cells as observed in examples shown 
with white arrows. In (a), an example of under digested embryo is also shown (black arrow) as well as an over-digested 
embryo (white arrow ) while in (b), examples of over-digested embryos are provided (white arrows ).
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Fig. 6. Comparison of DA neuron degeneration rates between cell culture vs. intact C. elegans. There is no observable DA 
degeneration when GFP is expressed by itself from the DA promoter (Pdat−1::GFP) from either the cell culture experiments 
or within C. elegans (gray boxes or black triangles, respectively). However, when a-synuclein (a-syn) is co-expressed 
with GFP in DA neurons Pdat−1::GFP + Pdat−1:: a-syn, the nematode DA neurons (black diamonds) degenerate faster during 
the first few days of analysis than cultured neurons (gray circles). This may occur because the native synaptic connec-
tions within C. elegans are no longer maintained in cell culture.
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Abstract

Located at the level of brain capillaries, the blood–brain barrier (BBB) is a crucial component of the 
neurovascular unit, since its highly regulated properties are needed to maintain optimal conditions for 
proper neuronal and glial functions. Therefore, understanding BBB features and behaviours in physio-
logical and pathological conditions is a key issue in neurobiology. Since the BBB controls the exchanges 
between the blood and brain compartments, it also represents a major hurdle for molecules to reach the 
brain parenchyma. Given the localisation and complexity of the BBB in vivo, modelling the BBB in vitro 
can help to investigate cellular and molecular mechanisms, as well as evaluate the ability of compounds 
to cross the BBB. In this chapter, three in vitro BBB models will be described; all the methods and mate-
rials needed to design and to use each one will be detailed. The first model, comprising a coculture of 
bovine brain capillary endothelial cells and rat glial cells, is a powerful and robust system for studying 
mechanistic aspects and biological processes. To go further in immunological and molecular aspects, a 
syngenic mouse model based on a coculture of mouse microvessel endothelial cells and glial cells will be 
useful. The last model was designed to generate BBB toxicity and permeability data at a large scale, which 
is helpful in the development of central nervous system compounds. Ready after only 4 days of culture, 
it is suitable for a high throughput screening of molecules.

Key words: Blood–brain barrier, In vitro models, Cell culture, Endothelial cells, Glial cells, 
Permeability

The blood–brain barrier (BBB) is a dynamic interface localised at 
the level of brain capillaries, comprising three major actors: 
endothelial cells, astrocytes and pericytes. The BBB is known to 
regulate exchanges between blood and brain parenchyma, because 
of absence of fenestration, presence of continuous tight junctions, 
metabolising enzymes, specific transporters (such as GLUT-1,  

1.  Introduction

1.1. Understanding 
and Modelling the 
BBB: A Key Issue  
in Neurobiology

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_7, © Springer Science+Business Media, LLC 2011
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for glucose transport) and efflux pumps (such as P-glycoprotein, 
Multi-Resistance Proteins family). Given these features, the BBB 
maintains optimal conditions for neuronal and glial function, but 
it also represents a major hurdle for blood-borne molecules to 
reach the brain, and many neuropharmaceutical compounds have 
proved unable to reach their central target.

Since in vivo complexity makes cellular and molecular mecha-
nisms difficult to apprehend, modelling the BBB is necessary for 
understanding its functions and behaviour. In this purpose, in 
early 1990s, our group did pioneering work in establishing an 
in vitro model of the BBB. It consists in a coculture of bovine 
brain capillary endothelial cells and rat glial cells (1); this model is 
currently considered as one of the most powerful alternatives to 
in vivo studies of the BBB (2). It can be used routinely in indus-
trial drug discovery and development programmes, but also pro-
vides a valuable tool for studying mechanistic aspects of transport 
as well as biological processes related to the BBB (3). Indeed, brain 
capillary endothelial cells in this model exhibit most of the features 
of the in vivo situation such as complex tight junctions, low perme-
ability to small hydrophilic molecules, presence of metabolising 
enzymes, transporters and active efflux pumps. The BBB is also 
implicated in pathologies such as neurodegenerative disorders (e.g., 
Alzheimer’s disease and multiple sclerosis), stroke, infectious pro-
cesses and inflammatory pain; these pathological processes can be 
studied thanks to the same model. For example, it has proved useful 
in understanding BBB response to ischaemia (4,5).

However, the use of such a bovine/rat system could appear 
invaluable for the study of inflammatory events, and the help of a 
syngenic in vitro model is more appropriate in this case. The labo-
ratory has therefore undertaken the establishment of a mouse 
BBB model, using primary endothelial cells coming from murine 
cerebral capillaries cocultivated with murine glial cells. This cocul-
ture model is worth using for immunological aspects (6). 
Moreover, molecular tools can be used for unravelling some 
molecular mechanisms, such as knock-out mice (7).

Obviously these models can be subjected to modification 
and/or complexification in order to closely mimic the in vivo 
situation closer; for instance pericytes – the least studied of BBB 
components – can be added to the original coculture system, to 
create a three-cell culture model where the three actors of the 
BBB are represented. This model set up is part of the EUSTROKE 
programme (European Stroke Network, FP7 2007–2013).

Despite much progress made by the pharmaceutical indus-
try over the last few years, the number of products launched to 
treat central nervous system (CNS) diseases has not yet met nei-
ther with expectation nor demand. One reason is that more than 
50% of compounds fail during late stage due to a pharmacoki-
netic deficit or to toxicological problems. Indeed, as explained 
previously, the CNS is highly protected by the BBB, which 



147Modelling the Blood–Brain Barrier

 regulates and controls the selective and specific transport of 
both exogenous and endogenous materials from the blood to 
the brain. In this context, there are increasingly higher demands 
on satisfactory ADME (adsorption, distribution, metabolism 
and excretion) and toxicological profiles in drug discovery and 
development processes. In order to increase the throughput of 
the first model and to adapt it to automation, some parts of the 
procedures have been modified. The main changes involved the 
reduction of experimental format (24-well plates instead of 
6–well plates) and the replacement of glial cells with the “BBB 
inducing medium”. This new model is ready to use after only 4 
days of culture and shows the typical expression and localisation 
of tight junction proteins. The function of P-glycoprotein and 
other efflux transporters has also been demonstrated. Based on 
the ECVAM (European Centre for the Validation of Alternative 
Methods) workshop 50 (8) recommendations, the development 
and validation of this model were undertaken within the 
European ACuteTox project. It aims at assessing BBB toxicity 
and making risk assessment of potentially toxic compounds 
according to their predicted ability to reach the CNS compart-
ment. This new BBB model (High Throughput Screening 
model, HTS model) has proven to be a relevant tool for assess-
ing brain toxicity and BBB permeability in a high throughput 
screening mode. It allows to considerably increase the rate at 
which BBB permeability data are generated, and could be 
included in neurotoxicity testing strategy for large sets of chemi-
cals, as in the frame of REACH (Registration, Evaluation and 
Authorisation of Chemicals) program (9).

All of the three models (bovine/rat, syngenic murine and 
HTS models) will be further described in the following sections, 
where their design will be detailed.

The very first step consists in isolating primary brain endothelial 
cells, and to cultivate them. The starting material is always brain 
microvessels from the cortex. Brain endothelial cells can be 
isolated thanks to several techniques: mechanical dispersion, 
enzymatic digestion or both (Fig. 1).

On the one hand, the bovine model does not use any enzy-
matic digestion step. Since only capillaries adhere on the corneal 
extracellular matrix, we are sure of getting brain capillary endothe-
lial cells. On the other hand, the murine model needs an enzy-
matic digestion for endothelial cells growth out from the 
microvessels.

In the case of the murine syngenic model, each experiment 
needs primary cells extraction. As for the bovine model, endothelial 
cells can be subcultured as soon as they reach confluence (Cecchelli 
et al., 1999), which allows providing large quantities of endothelial 
monolayers. Indeed, the lifespan of the culture is about 50 cumula-
tive population doublings.

1.2. Principle  
of the Models

1.2.1. Isolating Brain 
Endothelial Cells
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Environment is crucial for differentiating endothelial cells. In 
order to get endothelial cells with BBB features, they are coculti-
vated with other cell types – glial cells – which are known to 
induce the BBB phenotype in endothelial cells (Fig. 2) (11). Here 
primary glial cells are used; they are mainly composed of astro-
cytes (see Fig. 2c), but also contain oligodendrocytes and micro-
glial cells.

Murine endothelial cells are ready after 5 days of coculture with 
glial cells. Bovine endothelial cells are fully differentiated after 
12 days of coculture with rat glial cells. In these conditions, endothe-
lial cells exhibit most features of in vivo BBB: they form a regular 
monolayer of nonoverlapping cells (Fig. 2a), show a high paracel-
lular restriction because of functional tight junctions (Fig. 2b) and a 
low transcellular permeability. The relevant BBB efflux transporters 
(P-gp, MRPs) are expressed. Bovine endothelial cells retain their 
functional BBB properties for several days in culture.

Some could prefer to use immortalised endothelial cells, but 
should remember that they do not necessarily meet the require-
ments in terms of restrictive paracellular permeability (12).

In the same way, one could prefer using immortalised glial cells, 
for instance C6 cell line. In presence of these cells, endothelial cells 
show a low electrical resistance, a high permeability to integrity mark-
ers, and do not exhibit their common morphology, demonstrating 
a poor BBB differentiation. Moreover this cell line was shown to 

1.2.2. Differentiating Brain 
Endothelial Cells

Fig. 1. Isolation of brain microvessel endothelial cells for the bovine/rat model Å  
(Protocol from Méresse et al. (16)) and the syngenic murine model Ç (Protocol from 
Coisne et al. (6)).
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secrete high rates of VEGF, inducing a permeability increase in 
endothelial monolayers (13). Therefore, C6 cells failed in replac-
ing primary glial cells to get a reliable BBB in vitro model under 
our experimental conditions.

To gather both cell populations, a double compartment system 
is used (Fig. 2). It is composed of an insert – on which endothelial 
cells are seeded – adapted over a well, containing the glial cells. 
The insert mimics the blood compartment (luminal compart-
ment), whereas the well corresponds to the parenchyma (abluminal 
compartment).

The above-mentioned system with two compartments provides a 
practical device for studying the transport of compounds from 
the blood compartment to the cerebral compartment and vice 
versa. By using known nonpermeant molecules (Lucifer Yellow, 

1.2.3.  Permeability Studies

Fig. 2. General scheme of the in vitro blood–brain barrier model. Endothelial cells are seeded on the upper side of the 
filter. Here they were immunostained for vimentin (a) and for occludin (b), a tight junction protein. Glial cells are seeded 
at the bottom of the well, mainly composed of astrocytes (glial fibrillary acidic protein staining), (c) Bar = 50 mm.
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sucrose) for these transport experiments, it allows verifying 
monolayer integrity. Coincubating these integrity markers with a 
compound (e.g. a pharmaceutical compound) will give informa-
tion about its toxic effect towards the BBB. The permeability of 
a compound is given as an endothelial permeability coefficient 
(noted Pe).

Set up of each model and calculation of the permeability 
coefficient will be detailed in the following sections.

The products used are listed below for all models described in this 
chapter. Refer to the text in the following section for further 
details according to the model.

Cells are cultivated in incubators at 37°C, in a humidified 
atmosphere with 5% CO2/95% air. Before incorporating any 
serum in culture media, it is previously heat-inactivated (incu-
bated at 58°C for 30 min).

Basal medium: Dulbecco’s modified eagle’s medium (DMEM), 
Ref: 31600-083, Gibco
Sera:

– Calf Serum (CS), Ref: 7316368D, InvitroGen
– Horse Serum (HS), Ref: 7399488D, InvitroGen
– Fetal Calf Serum (FCS), Ref: K002603F, Integro

Antibiotics:

– Gentamicin, Ref: A2712, Biochrom AG
– Amphotericin B (Fungizone®)
Growth factor: bFGF (basic Fibroblast Growth Factor), Ref: F0291, 
Recombinant Human bFGF, Sigma-Aldrich
Amino acid: l-glutamine, Merck Chemicals

– Freshly slaughtered calf (for bovine endothelial cells 
extraction)

– Newborn Sprague–Dawley rats (Centre d’Elevage Roger Janvier, 
Le Genest Saint Isle, France) (for rat glial cells extraction)

– Newborn OF1 mice (Centre d’Elevage Roger Janvier, Le 
Genest Saint Isle, France) (for mouse glial cells extraction)

– Four- to five-week-old OF1 mice (Centre d’Elevage Roger 
Janvier, Le Genest Saint Isle, France) (for mouse endothelial 
cells extraction)

2.  Materials

2.1. Material for Media 
Preparation

2.2. Material for Cells 
Isolation and Culture

2.2.1.  Animals:
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To remove meninges:

– Dry cotton swabs, Ref: 115-2524, VWR (for removing mouse 
brain meninges)

– Moria Ultra Fine Tipped Forceps (Straight model, Item n° 
11370-40) (for removing rat brain meninges)

To homogenate suspensions:

– 40-mL glass homogeniser
– Glass pestles (152, 76 mm clearance)
– Dounce homogeniser with a large clearance pestle: 

0.06–0.08 mm

To sieve suspensions:

– Nylon sieves, pore size: 180, 60, 59 mm (endothelial cells), 
82 mm (rat glial cells), Blutex®, Saati, France

To digest vessels and trypsinise cells:

– Collagenase/dispase, Ref: 10 269 638 001, Roche 
Diagnostics

– DNase I, Ref: 11 284 932 001, Roche Diagnostics
– TLCK (Tosyl-l-LYSINE Chloromethyl Ketone), Ref: T7254, 

Sigma-Aldrich
– Trypsine/EDTA, 0.05%/0.02% (w/v) in Phosphate Buffered 

Saline – Calcium and Magnesium Free (PBS-CMF), Ref: 
L2143, Biochrom AG

Buffers:

– PBS-CMF (8.0 g L−1 NaCl, 0.2 g L−1 KCl, 0.2 g L−1 KH2PO4 
and 2.87 g L−1 Na2HPO4(12H2O) at pH 7.4)

To seed cells:

– 60-mm Petri dishes, Ref: 430166, Corning, Corning 
Incorporated

– 35-mm Petri dishes, Ref: 430165, Corning, Corning 
Incorporated

To coat dishes:

– Gelatine Type A (from Porcine skin), Ref: G2500, Sigma-
Aldrich

– Growth Factor Reduced BD Matrigel™ Matrix, Ref: 354230, 
BD Biosciences

– Rat tail collagen type I, Ref: 354236, BD Biosciences
– Bovine corneal extracellular matrix

2.2.2. Material for Cell 
Extraction
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Specific needs for the mouse model:

– Hanks Balanced Salt Solution (HBSS) 1×, Ref: H8264, 
Sigma-Aldrich (mouse model)

– Bovine Serum Albumin, Ref: A4161, Sigma-Aldrich
– HEPES 1 M, Ref: H0887, Sigma-Aldrich
– Amino acids 50×, Ref: B6766, Sigma-Aldrich
– Vitamins 100×, Ref: B6891, Sigma-Aldrich
– Dextran from Leuconostoc mesenteroides, average molecular 

weight 100,000–200,000, Ref: D4876, Sigma-Aldrich

Plates:

– 6-multiwell dishes, Ref: 3506, Costar, Corning Incorporated 
(bovine model)

– 12-multiwell dishes, Ref: 3512, Costar, Corning Incorporated 
(mouse model)

Filters:

– CM, diameter 30 mm, pore size 0.4 mm, Millicell-CM, 
Millipore Corporation (bovine model) or Transwell, diameter 
24 mm, polyester membrane, pore size 0.4 mm, Ref: 3450, 
Costar, Corning Incorporated (bovine model)

– Transwell, diameter 12 mm, polyester membrane, pore size 
0.4 mm, Ref: 3460, Costar, Corning Incorporated (mouse 
model)

Assemblies:

– 24-well cell culture plate assemblies, Ref: PSHT010R5, 
Millicell 24, Cell Culture Plate PCF 0.4 mm, Millipore 
Corporation (HTS model)

– 24-well receiver tray, Ref: PSMW010R5, Millicell®24, 24-well 
receiver tray, Millipore Corporation

– 6-multiwell dishes, Ref: 3506, Costar, Corning Incorporated
– 12-well dishes, Ref: 3512, Costar, Corning Incorporated
– Ringer-HEPES (RH) buffer (150 mM NaCl; 5.2 mM KCl; 

2.2 mM CaCl2; 0.2 mM MgCl2·6H2O; 6.0 mM NaHCO3; 
5.0 mM HEPES; 2.8 mM de glucose, pH 7.4)

– High-Pressure Liquid Chromatography (HPLC) 
(ThermoFinigan, San Jose, CA, USA) and/or liquid scintilla-
tion counter (Perkin Elmer, Courtaboeuf, France) and /or 
fluorometer (Fluoroscan Ascent, Thermolabsystems OY, 
Helsinki, Finland)

– Spreadsheet programme

2.3. Material for Model 
Set Up: Plates and 
Filters

2.4. Material for 
Transport Experiment

2.5. Material for 
Calculation of 
Permeability Data
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– Statistical analysis Software (Ex: GraphPad Prism, GraphPad 
Software)

Primary cultures of mixed glial cells (comprising astrocytes, oli-
godendrocytes and microglial cells) are prepared from the cerebral 
cortex of newborn rats according to the method of Booher and 
Sensenbrenner (14) (see Fig. 3).

 1. Thanks to the straight forceps, remove all meninges from the 
brain tissue.

 2. Force the resulting tissue gently through the nylon sieve.
 3. Seed glial cells suspension in 6-multiwell dishes at a concen-

tration of 1.2 × 105 cells/mL. Each well is filled with 2 mL of 
DMEM supplemented with 10% FCS, 2 mM l-glutamine 
and 50 mg/mL gentamycin. This medium is the same as the 
one used for dissociating the cerebral tissue.

 4. Before putting plates in the incubator, shake them gently by 
circular motions in order to homogenise the culture.

 5. The medium is renewed 24 h after seeding, and then twice a 
week (2 mL per well). After 3 weeks in culture, glial cells can 
be used for setting up the BBB model, until 6 weeks.

Bovine brains are removed from freshly slaughtered calves.

 1. Cut the brain cortex into 2 mm3 fragments and wash them 
twice with PBS.

 2. Resuspend tissue fragments in 2 volumes of PBS and homoge-
nise them by 15 up-and-down strokes in a 40 mL-glass 
homogeniser fitted with a 152 mm clearance glass pestle.

 3. Pass the homogenate through a 180-mm-nylon sieve to get a 
filtrate containing microvessels.

 4. Homogenise again with a second glass pestle (76 mm 
clearance).

 5. Collect capillaries on a 60-mm nylon sieve and wash them 
with PBS.

 6. Resuspend capillaries in DMEM supplemented with 20% CS, 
50 mg/mL gentamycin and 2.5 mg/mL Amphotericin B.

 7. The resulting freshly isolated microvessels suspension proves 
to be mainly composed of capillaries as assessed by light and 
phase-contrast microscopy.

2.6. Material for 
Analysis of 
Permeability Data

3.  Methods

3.1. The Bovine/Rat 
BBB Model (12 Days/6 
Wells)

3.1.1. Glial Cells Isolation 
and Culture

3.1.2. Isolation and Culture 
of Bovine Brain Capillary 
Endothelial Cells
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 8. Immediately seed microvessels preparation at a density of 
5–10 fragments/cm2 into corneal extracellular matrix-coated 
dishes containing DMEM supplemented with 20% CS.

 9. Incubate in a humidified incubator with 5% CO2/95% air at 
37°C. Most capillaries adhere to the corneal extracellular matrix.

 10. Renew the medium in order to remove nonadherent 
microvessels.

 11. From 4 to 5 days after seeding, the first endothelial cells 
migrate out from the capillaries and begin to form microcolonies: 
change the medium and add 1 ng/mL of bFGF (bFGF is 
then added every other day).

 12. As soon as endothelial cell colonies are sufficiently large for 
cloning (from 50 to 100 cells), trypsinise them (with PBS con-
taining 0.05% trypsin and 0.02% EDTA) and seed them onto 
35-mm-diameter gelatine-coated dishes (one clone per dish) in 
the presence of DMEM supplemented with 15% CS, 2 mM 
l-glutamine, 50 mg/mL gentamicin, 2.5 mg/mL Amphotericin 
B and bFGF (1 ng/mL, added every other day).

 13. Incubate cells in a humidified incubator (37°C, 5% CO2/95% 
air).

Endothelial cells from one 35-mm-diameter gelatine-coated 
dish are harvested at confluence and seeded onto 60-mm-diameter 
gelatine-coated dishes. After 6–8 days, confluent cells are subcultured 
at the split ratio 1:15. Cells at the third passage can be stored in 
liquid nitrogen.

Frozen at passage 3, brain capillary endothelial cells are 
thawed into 60-mm-diameter gelatine-coated dishes, and 
trypsinised at confluence for seeding in the BBB model.

 1. As soon as glial cell are ready (3 weeks), coat 6-well-plate 
filters on the upper side with rat tail collagen prepared by a 
modification of the method of Bornstein (1). Otherwise, rat 
tail collagen is commercially available (see References list in 
Sect. 2).

 2. Set these filters in 6-well dishes containing glial cells.
 3. Plate brain capillary endothelial cells on the upper side of the 

filters, at a concentration of 4 × 105 cells/mL. The coculture 
medium is composed of DMEM supplemented with 10% CS, 
10% HS, 2 mM l-glutamine, 50 mg/mL gentamicin and 
1 ng/mL bFGF, renewed every other day. Under these condi-
tions, brain capillary endothelial cells form a confluent mono-
layer within 5 days. After 12 days of coculture the cells are 
differentiated and are ready for experiments.

As said previously, this model is a modification of the coculture 
model of Dehouck et al. (1). Therefore, endothelial cell isolation 

3.1.3. Bovine/Rat Coculture 
BBB Model Set-Up

3.2. HTS BBB Model  
(4 Days/24 Wells)
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and culture is identical to the protocol described in the previous 
Section (3.1.2). Unlike the original coculture model, glial cells 
are replaced by the coculture conditioned medium and the cell 
density at seeding is higher, in order to reduce culture time and 
increase model throughput.

 1. Place filter inserts of 24-well-plate filters previously coated 
with rat tail collagen into a single-well feeding cell culture 
plate.

 2. Fill filter inserts with 0.4 mL of brain capillary endothelial cell 
medium (DMEM supplemented with 10% CS, 10% HS, 
2 mM l-glutamine, 50 mg/mL gentamicin and 1 ng/mL 
bFGF) and 24 mL in the lower compartment.

 3. Seed 6 × 105 endothelial cells/mL on the upper side of each 
24-well-plate insert.

 4. Three days later, replace the medium by a “BBB inducing 
medium”, developed in collaboration with Cellial Technologies 
(Lens, France). This conditioned medium is harvested 48 h 
after refreshing the original coculture system medium, and is 
frozen until further use.

 5. Experiments are carried out 24 h later.

Primary cultures of glial cells (astrocytes, oligodendrocytes and 
microglial cells) are prepared from newborn OF1 mouse cerebral 
cortices.

 1. Carefully remove meninges with dry cotton swabs.
 2. Force the brain tissue gently through a nylon sieve as described 

by Booher and Sensenbrenner (14). Mixed glial cell cultures 
are obtained by plating the cells (12,500 cells/cm2) in 
12-well plates, in DMEM supplemented with 10% FCS, 
2 mM l-glutamine and 50 mg/mL gentamicin. The medium 
is changed twice a week. Three weeks after seeding, the 
 cultures can be used for coculture with endothelial cells.

 1. Isolate the brain cortices from 4- to 5-week-old OF1 mice by 
removing cerebellum, striatum, optic nerves and brain white 
matter.

 2. Remove outer vessels and meninges using dry cotton swabs.
 3. Pool and grind the preparations using a Dounce homogeniser 

(with a large clearance pestle: 0.06–0.08 mm) in HBSS con-
taining 10 mM HEPES and 0.1% BSA.

 4. Mix the resulting homogenate with 30% dextran (v/v, molecular 
weight 100,000–200,000) in HBSS supplemented with 
10 mM HEPES and 0.1% BSA (called “washing buffer”).

 5. Centrifuge this suspension at 3,000×g for 25 min at 4°C.

3.3. Syngenic Mouse 
BBB Model

3.3.1. Mouse Glial Cells 
Isolation and Culture

3.3.2. Mechanical Isolation 
of Brain Microvessels from 
Adult Mice Cortices
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 6. Discard the neural component and the dextran layer, and 
resuspend the pellet containing the vascular component in 
the washing buffer. The resulting suspension contains the 
vascular component.

 7. Filter the resulting suspension through a 59-mm nylon mesh, 
in order to retain large vessels on the mesh surface, whereas 
capillaries will pass through.

 8. Centrifuge the capillary-enriched filtrate at 1,000×g for 7 min 
at room temperature.

 9. Digest the pellet in collagenase/dispase (2 mg/mL) diluted 
in DMEM supplemented with 10 mg/mL DNase I and 
0.147 mg/mL TLCK, for 30 min at 37°C in a shaking water 
bath.

 1. After several washes, seed the resulting digested capillary 
suspension at 51,000 digested capillaries/cm2 onto Matrigel-
coated inserts. Culture medium is DMEM supplemented with 
20% FCS, 50 × amino acids, 100 × vitamins, and 50 mg/mL 
gentamicin.

 2. 24 h after plating, remove red blood cells, cell debris and 
nonadherent cells by washing with medium. Afterwards, 
change the medium every other day and supplement it with 
1 ng/mL bFGF.

 1. The day of mouse endothelial cell isolation, place Matrigel-
coated-12-mm-Transwell filters in the 12-multiwell dishes 
containing glial cell cultures.

 2. Directly plate digested capillaries on the upper side of 
Matrigel-coated inserts. Under such conditions, endothelial 
cells migrate from digested capillaries and reach confluence 
within 2 days after plating.

 3. Use these cultures 3 days after confluence, in order to enhance 
mouse brain capillary endothelial cells differentiation by glial 
cells. Coculture medium is the same as the one used for 
endothelial cells growth and is changed every other day.

 1. Transfer confluent brain capillary endothelial monolayer 
inserts into plates containing RH buffer (abluminal compart-
ment) (see Table 1 for volume).

 2. The medium of the apical chambers (luminal compartment) is 
removed and replaced by RH buffer containing radiolabelled 
(inulin, sucrose, urea, vincristine, etc.), unlabelled (caffeine, 

3.3.3. Seeding of Digested 
Brain Microvessels

3.3.4. Coculture Between 
Endothelial and Glial Cells

4. Permeability 
Calculation and 
Data Interpretation

4.1. Transport 
Experiment
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antipyrine, cimetidine, etc.) compounds (see Table 1) or fluo-
rescent molecules (Lucifer Yellow, Rhodamine 123, etc.)

 3. At different time points, each insert is transferred in another 
well containing RH buffer (to minimise an eventual flux of 
compounds from the abluminal to the luminal compartment) 
(Fig. 4).

 4. At the end of the experiment, the amount of molecules in the 
abluminal compartments is measured using a liquid scintilla-
tion counter, HPLC or fluorometer.

Permeability calculations are performed as described by Siflinger-
Birnboim et al. (15). To get a concentration-independent trans-
port parameter, the clearance principle is used.

4.2. Permeability 
Calculation

Fig. 4. Transport experiment steps. First the filters have to be transferred in wells containing RH buffer Å, and then the 
drug (and/or the integrity marker) is deposed in the insert Ç. Afterwards, to reduce transport from the abluminal to the 
luminal compartment, the filters are regularly transferred into new wells containing RH É. In the example 15-min inter-
vals are used.

Table 1 
Transport experiment parameters for the three different systems. Note that  
these data are only valuable if you use the references listed in Sect. 2

Model Plate

RH volume (mL)
Membrane surface 
(cm2)Insert (luminal) Well (abluminal)

Bovine model 6-well 1,500 2,500 CM filters: 4.2
TW filters: 4.67

Murine model 12-well 500 1,500 1.13

HTS model 24-well 400 800 0.70
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 1. Calculate the increment in cleared volume between successive 
sampling events by dividing the amount of solute transport 
during the interval (in the example of Fig. 4: 15 min) by the 
donor chamber concentration.

 2. Calculate the total cleared volume at each time point by sum-
ming the incremental cleared volume up to the given time 
point thanks to the following formula:

 ( )Clearance noted Cl,  in mL / Cd= X  

where X = amount of drug in the receptor chamber
and Cd = the donor chamber concentration at each time point

 3. Note that during the whole (45 min) experiment, the clear-
ance volume increases linearly with time.

 4. Plot the average cleared volume versus time, and estimate the 
slope by linear regression analysis. The slope of clearance 
curves is denoted PSt, where

 ( )PS permeability surface area product in mL/min= ×  

 5. The slope of the clearance curve with the control insert (i.e., 
filter coated with collagen only, without endothelial cells) is 
denoted PSf.

 6. The PS value for the EC monolayer (noted PSe) is calculated 
thanks to the following formula:

 
e t f1 / PS 1 / PS 1 / PS= −  

 7. Divide PSe value by the surface area of the filter porous mem-
brane (see Table 1), in order to generate the endothelial per-
meability coefficient (noted Pe, expressed in cm/min).
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Chapter 8

In Vitro Models of the Blood–Cerebrospinal Fluid Barrier 
and Their Use in Neurotoxicological Research

Nathalie Strazielle and Jean-François Ghersi-Egea 

Abstract

The choroid plexus epithelium forms the interface between the blood and the cerebrospinal fluid. In 
addition to its barrier function resulting from the presence of tight junctions sealing the epithelial cells 
together, the choroid plexus epithelium fulfills vectorial transport (influx and efflux), neuroprotective, 
antioxidant and secretory functions, all relevant to different aspects of neurotoxicological sciences. To 
investigate these choroidal functions without the interference of the blood–brain barrier proper and brain 
parenchyma, in vitro cellular models of the blood–cerebrospinal fluid barrier, retaining the differentiated 
phenotype of the choroidal epithelium, have been established, taking advantage of the advent of refined 
culture methods and availability of permeable membranes.

This chapter provides information to help investigators to set up and characterize choroid plexus 
epithelial cells in culture in bicameral devices. It first describes the factors that are critical to isolate the 
cells and select the culture conditions, and provides a survey of available cell lines with their advantages 
and limitations. Then the primordial specific choroidal features that can be examined within a validation 
scheme are discussed, emphasizing the need for a careful interpretation of their significance. In a third 
part, selected examples of studies performed with these models are presented, highlighting their potential 
applications in the field of neurotoxicology.

Key words: Choroid plexus, Blood–brain barrier, Cerebrospinal fluid, In vitro models, Cell culture, 
Transport, Drug metabolism, Tight junction, Neurotoxicology, Metal

The choroid plexuses (CPs) which form the blood–cerebrospinal 
fluid (CSF) barrier (BCSFB) are, in conjunction with the blood–brain 
barrier, responsible for maintaining the appropriate microenvi-
ronment required by the brain. The CPs, located in the lateral, 
third and fourth ventricles of the brain, secrete a major part of the 
CSF which circulates from the ventricles into the subarachnoid 

1. Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_8, © Springer Science+Business Media, LLC 2011
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spaces and the spinal canal, and as such, exert a considerable influence 
on the composition of the medium bathing the central nervous 
system. The CP functions include the selective blood-to-CSF 
entry of required molecules such as inorganic anions, nutrients 
and hormones, as well as the CSF-to-blood export of toxic com-
pounds and metabolites (1, 2). The major influence of the CP on 
brain development has been highlighted (3). The site of the 
BCSFB is the choroidal epithelium proper (Fig. 1). CP functions 
require the presence of numerous transport systems distributed in 
a polarized pattern between the apical or brush border (CSF fac-
ing) and the basolateral (stroma facing) membrane domains of 
the choroid plexus epithelial (CPE) cells. They also depend on 
the existence of interepithelial tight junctions (TJ), which strongly 
restrict the paracellular pathway for small lipid insoluble com-
pounds (1, 2). More recently a specific role in neuroimmune 
surveillance and neuroinflammation has been attributed to the 

CSF

CSF

Basolateral

Apical

Stromal blood
vessel

Choroidal
epithelium

Fig. 1. In vitro model of the blood–cerebrospinal fluid barrier. Located in the ventricles of the brain, and folding into 
numerous villi, the CPs are formed by a choroidal epithelium delimiting an inner conjonctive stroma, which contains 
permeable capillaries and cells of the myeloid lineage. Epiplexuel macrophages, or Kolmer cells, locate at the CSF-facing 
membrane of the epithelium (left ).The site of the BCSFB is the choroidal epithelium proper. The tight regulation of the 
transepithelial permeability required to maintain brain homeostasis implies a passive blockade of the paracellular path-
way, and an active control of the transcellular pathway. The former is achieved by the presence of tight junctional com-
plexes sealing the intercellular clefts between epithelial cells and restricting the passage of ions and small lipid-insoluble 
nonelectrolytes. The control of the transcellular pathway involved both in the secretion of fluid, ions, essential nutrients 
and hormones, and in the reabsorption of endogenous toxic metabolites from the CSF, occurs via a machinery of chan-
nels, pumps and transport systems distributed in a polarized pattern between the apical and basolateral membrane 
domains of the CPE cells. To reproduce the BCSFB in vitro, CPE cells are grown on a permeable membrane (right ). The 
monolayer separates two compartments, the upper one containing the apical fluid which represents the CSF and the 
lower chamber, containing the basolateral fluid assimilated to the stromal blood (reprinted from (24), with permission).
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CP, based on evidence for the capacity of the choroidal cells to 
produce chemokine/cytokine and for immune cell migration 
from blood to CSF (4, 5).

Defining the role of this epithelium in solute transport 
between the blood and the CSF, or in polarized secretion pro-
cesses, by analyzing CSF in vivo is complicated by the flow and 
constant renewal of CSF, and by the contribution of the blood–
brain barrier and the nervous tissue to the composition of this 
fluid. Diffusion from the interstitial fluid into the CSF of material 
secreted by neural cells or exchanged across the cerebral capillar-
ies occurs across the nonrestrictive permeable ependyma or to a 
lesser extent across the glia limitans. Alternatively, CSF-borne 
molecules diffuse into the parenchyma. These different parame-
ters cannot be easily taken into consideration when CP-specific 
processes are investigated by in vivo techniques such as ventricu-
locisternal perfusion, in situ brain perfusion, or microdialysis. The 
development of ex vivo or in vitro techniques was therefore man-
datory to study CP physiology and transport functions without 
the interference of the blood–brain barrier and brain parenchyma. 
The in situ perfused CP can be used to estimate transcellular 
transport from CSF to blood as well as from blood to CSF (6). 
However, perfusion of the choroidal vasculature requires a large 
animal and the technique has been carried mainly on sheep and 
goats. The isolated CP and isolated apical and basolateral mem-
brane vesicles prepared from epithelial cells provide – relatively – 
simpler and convenient systems. Isolated CPs in particular have 
been extensively used to characterize choroidal uptake, but obvi-
ously are not adequate to study transepithelial transfer or polar-
ized transport and secretion mechanisms, as they do not offer 
easy and separate access to the stromal facing membrane of the 
CPE cells. One exception concerns fluorescent compounds whose 
apical to basolateral movement can be visualized by confocal 
microscopy. Other limitations shared by these different ex-vivo 
techniques are (a) the limited survival time of the choroidal tis-
sue, precluding pretreatments and studies related to regulated 
phenomena or toxicity, and (b) the coexistence of other cells in 
the choroidal tissue that may contribute to protein/polypeptide 
synthesis and secretion.

For these reasons, establishing in vitro cellular models of the 
BCSFB, retaining the differentiated phenotype of the choroidal 
epithelium, became a challenge a few decades ago. With the advent 
of refined culture methods and availability of permeable mem-
branes, cultured monolayers of CPE cells have now become an 
appropriate tool to demonstrate transcellular transport and vecto-
rial secretion by the BCSFB. Recently, immortalized cell lines 
have been generated to overcome the time-consuming aspect 
inherent to primary culture in general, and the difficulty to carry 
on certain studies such as long-term toxicity studies.
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Our aim in this chapter is to provide useful information to 
help investigators to set up and characterize their own CPE cell 
culture system on bicameral devices. For that purpose, we will 
discuss the factors that are critical to isolate the cells and select the 
culture conditions, and describe primordial specific choroidal fea-
tures that can be examined within a validation scheme, emphasiz-
ing the need for a careful interpretation of their significance. A survey 
of available cell lines, with their advantages and limitations, will 
also be provided. Finally, selected studies performed with these 
models will be presented, highlighting the potential usefulness of 
such models in the field of neurotoxicology.

Primary cultures of CPE cells can be established from various 
animal species. The care paid to CP dissection will influence the 
degree of purity of the cell monolayer, and this step should be 
performed using stereotaxic microscope, in particular for small 
animals such as rodents. CP from bovine pig and sheep species 
can also be used to obtain primary cultures of CPE cells.

CPE cells are closely associated in vivo by junctional complexes, 
and a general observation in CPE cell culture is that these cells 
survive better as clusters, which calls for a rather mild dissociation 
technique. Various dissociation conditions have been compared 
(e.g., (7)), and pronase (at a concentration of 0.5–1 mg/mL), 
showing better performance over collagenase, dispase, or collage-
nase/dispase on the basis of cell viability and plating efficiency, 
has been widely used (8–14). We and others found that further 
dissociation of the large cell clumps by trypsin digestion was use-
ful for homogeneous subsequent plating of rat CPE cells (10–12, 
15). An alternative to pronase digestion is the use of trypsin alone 
(at a concentration of 0.25%) (16–18). DNAse I is classically 
added to the dissociating enzymes, to digest the genomic DNA 
released from damaged cells. This prevents an increase in viscosity 
of the cellular suspension that would interfere with the tissue dis-
aggregation. Owing to their cluster organization, the released 
epithelial cells can be collected by allowing them to sediment 
more rapidly through the more dispersed stromal cells, but the 
accurate determination of the number of cells in the suspension is 
thereby impeded. The seeding density is therefore better adjusted 
on the basis of the initial weight or number of CPs.

Permeable membranes may be selected from a large panel of 
inserts, available from various manufacturers, made of different 
materials and offering variable porosities. The choice of the insert 
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depends on the application (Note 1). Permeable inserts should be 
coated beforehand, and the nature of the matrix component has 
been shown to considerably influence the attachment, growth and 
purity of the cultured cells. A number of investigations have desig-
nated laminin as the most appropriate matrix component for cultur-
ing CPE cells. Rat choroidal cells would also attach efficiently on 
inserts coated with rat tail collagen (12). However, collagen pro-
motes the adhesion and growth of the fibroblasts present in the cell 
suspension, thus impairing the purity of the cultures. By favoring 
the adhesion and proliferation of epithelial cells over that of fibro-
blast-like cells, laminin permits the formation of rat CPE cell mono-
layers with a good purity on permeable membranes (12, 18, 19).

While CPE cells are customarily grown in DMEM or a mix of 
DMEM and Ham’s F-12, an important variability in the culture 
supplements is noticeable among the different in vitro models. 
Various combinations of the following growth factors, hormones 
and culture additives, i.e., hydrocortisone, insulin, selenite, epi-
dermal growth factor, basic fibroblast growth factor, prostaglan-
din E1, triiodothyronine, hypoxanthine, forskolin and progesterone 
have been applied to CPE cell cultures. In the absence of a detailed 
investigation of the influence of each of these compounds taken 
alone or in combination, it is difficult at present to delineate the 
exact contribution of individual supplements to the cultured cell 
characteristics.

By contrast, it is a general agreement that addition of serum 
to the medium is a prerequisite for efficient adhesion of the CPE 
cells on the culture membranes. At the time of seeding, and there-
after during proliferation, fetal bovine serum is classically used at 
a 10% concentration. Calf serum may not always allow attach-
ment, as reported by Tsutsumi et al. (15) for rat cells, in contrast 
to results from other investigators who used it successfully (20). 
Removal of serum after 3–4 days can be applied without affecting 
epithelial cell characteristics of confluent and differentiated rat 
CPE cell monolayers for specific studies such as protein secretion 
analysis, or to prepare conditioned medium (14, 21, 22). By con-
trast to CPE cell cultures in other species, serum withdrawal 
on porcine CPE cell cultures appears necessary for a complete 
morphological and functional differentiation (active transport 
processes) of the cells (23, 24).

A recurrent problem encountered in epithelial cell culture in gen-
eral arises from the contaminating stromal cells, in particular 
fibroblasts, as the latter usually proliferate more rapidly in serum-
supplemented medium, and tend to overgrow the epithelial cells. 
Methods to overcome or limit fibroblast contamination may have 
a limited success when used separately, but can be of value when 
combined. The following approaches have been found efficient 
for CPE cells.

2.1.2.3. Culture Medium

2.1.3. Means to Achieve 
Pure Epithelial Cell 
Cultures
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This approach takes advantage of the more or less developed 
tendency that various cell types display to adhere on a given support. 
It can be first applied to enrich the cell suspension in epithelial 
cells, by promoting the adhesion of stromal elements. Fibroblasts, 
and to a greater extent macrophages, attach rapidly onto plastic 
within the first couple of hours, while epithelial cells remain in 
suspension and are easily recovered for further plating on the 
appropriate substrate. This technique has proved very useful for 
CPE cells, in particular for rat cells (11–13, 17, 18, 25). This 
principle of selective attachment is also exploited when permeable 
filters are coated with laminin that favors the adhesion of CPE 
cells as mentioned above. These rather simple steps proved suffi-
cient to prevent fibroblast contamination for several groups, while 
others have found it necessary to associate them with selective 
culture techniques.

d-Valine selective culture media, based on substitution of l-valine 
for the d-isomer, was shown to selectively inhibit human and 
rodent fibroblast proliferation (26). This effect is based upon the 
lack in fibroblast cells of d-amino acid oxidase activity, which in 
other cell types such as epithelial cells, can convert the d-amino 
acid into its essential l-isomer. It is important to note that using 
this technique requires to dialyze the serum or to omit it from 
the culture media, because the serum contains endogenous 
l-valine that negates the advantage of d-valine selective media. 
d-valine strongly impedes the overgrowth of the CPE cell cultures 
initiated from rat tissue by fibroblasts (13, 27–29). However, the 
effect of d-valine selective medium did not prove to be reproduc-
ible when used in bovine CPE cell cultures by Crook et al. (7).

Instead, this group observed on the same bovine cultures a 
more reliable effect of cis-4-hydroxy-l-proline (cis-OH-proline), 
a growth inhibitor which, by decreasing the production of 
extracellular collagen (30), limits the rate of fibroblast prolif-
eration. Cis-OH-proline is also active in rodent cultures (14), 
but whichever the animal species, this inhibitor also affects the 
epithelial cells to some extent. Both cis-OH-proline concentra-
tion and time of addition need thus to be tested in each cell 
culture protocol to achieve an optimal efficiency and selectivity 
toward fibroblasts (7, 14).

Supplementation of the media with 20 mM cytosine arabino-
side (Ara-C), a S phase-specific blocking agent, appears as the 
method of choice to achieve purity of porcine CPE cells (16, 31). 
The specificity of the compound toward fibroblasts remains 
unclear, as, at least in rabbit, Ara-C is taken up by isolated CPs via 
a saturable facilitating carrier, and is phosphorylated (32), sug-
gesting that the active metabolite is indeed synthesized within the 
CPE cells. However, by treating the cells with 20 mM Ara-C for 
the first 5 days of culture, Gath et al. reported a complete inhibition 
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of all contaminating cells, without affecting the growth of 
epithelial cells. It is possible that nucleoside transporters in these 
cells differ from those of the rabbit, or are rapidly down-regulated 
in culture.

Another consensus has emerged from the various attempts to cul-
ture CPE cells, in that these cells passage poorly. Subculturing 
rodent choroidal cells induces a loss of differentiated functions or 
a rapid cell death ((14, 33), personal observation). Furthermore, 
subculture results in progressive fibroblast enrichment (7). As a 
consequence, CPE cells are used mostly as primary cultures 
proper, with the exception of porcine cells which appear to be 
subcultured once at the time of seeding on permeable membranes 
(34). The cells grown as monolayers on permeable filters have a 
life span varying between 1 and 2 weeks, during which differenti-
ated functions are retained. Thereafter, dedifferentiation is 
expected to occur as illustrated by the decrease in Na+-dependent 
taurine transport observed in 30-day-old cultures of rabbit CPE 
cells (35).

Either spontaneous or laboratory-engineered cell lines originat-
ing from CP are available.

The s-called “SCP” (sheep CP) cells which are widely cul-
tured in virology laboratories to support the propagation of 
Maedi-visna virus strains, cannot be used to develop BCSFB 
models as they display a fibroblastic appearance and are likely to 
be of mesenchymal rather than epithelial origin.

The American Type Culture Collection (ATCC) offers a cell 
line also designated SCP (CRL 1700), prepared from brain CP of 
Ovis aries and susceptible to visna virus, strain 1514. These cells 
may be of choroidal epithelial origin as they express mRNAs for 
transthyretin (TTR) and IGF-II (36). The ATCC SCP cell line 
might represent a potential tool, at least for the study of certain 
neuroendocrine functions of the CP, or some aspects of the regu-
lation of CSF secretion (37–40), but the establishment of junc-
tional complexes and diffusion barrier properties necessary to the 
set-up of a BCSFB model remains undetermined.

Other cell lines were generated from human CP carcinoma or 
papilloma. The HIBSPP cell line derived from a CP papilloma 
(resected from a 29-year-old female patient) and forms heteroge-
neous multilayers without cell contact inhibition (41), and there-
fore appears as an unlikely in vitro model of the BCSFB. By 
contrast, other cells derived from a fragment of a fourth-ventricle 
CP papilloma (resected from a 28-year-old male patient) were 
shown to form on plastic a monolayer with a pavement-like 
appearance (42), and displayed ultrastructural features similar to 
those of the papilloma epithelial cells, retaining in particular 
microvilli, cilia and interdigitations. A CP carcinoma cell line, 
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CPC-2, was established from the resected tumor of a 2-month-old 
boy. It produces adrenomedullin, a potent vasodilatator peptide 
shown by immunocytochemistry to localize in human CP (43). 
As for the ATCC cell line, whether these two latter spontaneous 
cell lines grown on bicameral devices will adopt a tight phenotype 
remains unknown. While mRNAs for tight and adherens junction 
proteins were detected in CPC-2 cells, the proteins themselves 
were either not detected or mislocated (44), suggesting that these 
cells may not form an impermeable monolayer.

Several laboratories have engineered immortalized cell lines 
from transgenic animals. In transgenic mice harboring the viral 
SV40 large T oncogene under the transcriptional control of an 
intronic enhancer region from the human immunoglobulin heavy 
chain gene, the oncogene expression was restricted to the lym-
phocytes and unexpectedly to the CP. ECPC-3 and ECPC-4 are 
two morphologically distinct cell lines cloned from cultures of the 
resected CP carcinoma that developed in these mice (45, 46). 
These cells proliferate with a doubling time of 7–9 h, and dis-
played a good stability in culture over a 1-year period. The SV11 
mouse CP cell lines have also been prepared from transgenic mice 
engineered to express SV40 T antigen in the CP (47).

Five rat CPE cell lines, TR-CSFB 1–5, were produced from a 
transgenic rat harboring a temperature-sensitive mutant of the 
SV40 large T antigen, expressed ubiquitously under the control 
of its own promoter (48). At the permissive temperature of 33°C, 
the TR-CSFB cell lines grow with a doubling time of 35–40 h 
and contact inhibition is observed after 7 days. Finally, a cell line 
called Z310 has been produced by immortalization of rat CPE 
cells in primary culture using both SV40 small and large tumor 
(T) antigens, followed by a cytotoxic selection (49). It grows with 
a doubling time of 20–22 h and up to the 110th subculture, did 
not display variability in TTR expression or in its growth rate. 
The RCP cell line generated using a very similar strategy, i.e., 
primary cultures of rat CPE cells transduced with the TSOri 
minus adenovirus harboring the SV40 large T antigen (50) can-
not be used to establish a BCSFB model as it actually shows 
endothelial characteristics.

The SV11 lines have not been characterized with respect to 
their choroidal differentiation status. The ECPC, Z310, and 
TR-CSFB cell lines have been shown to display at least some spe-
cific properties indicative of their epithelial origin, and to retain 
some differentiated features of the CP epithelium (45, 48, 49, 
51). However, they apparently do not maintain to a high degree 
the structural diffusion properties that would be mandatory in 
order to study transepithelial transport processes and polarized 
phenomena. Several tight and adherens junction proteins are 
missing or weakly expressed in TR-CSFB3 and Z310 cells (44). 
When cultured on permeable filters, TR-CSFB cells do not allow 
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reliable transcellular studies as stated by the authors (52), and the 
paracellular diffusion barrier formed by Z310 cells is poor as com-
pared to that of rat or pig CPE cells in primary culture (reviewed 
in (24)).

Evaluating the extent to which the cultured CPE cells retain their 
epithelial phenotype and the differentiated functions, they exert 
in vivo in the choroidal tissue, is a prerequisite for their use as 
in vitro models of the BCSFB. We list and discuss below the main 
criteria which have been used by different groups and proved use-
ful as validation markers for such models.

The morphology and the structural organization of cells in cul-
ture assessed by light and electron microscopy are good indices of 
their epithelial nature. Following adhesion to the membrane and 
proliferation, clumps of epithelial cells should consistently give 
rise to monolayers with a classical tight pavement-like appearance, 
which can be easily distinguished from the elongated fibroblasts 
that grow in the absence of appropriate inhibitors or on inade-
quate substratum (12).

Ultrastructure studies by transmission electron microscopy 
can confirm the single layer structure and several features charac-
terizing the choroidal epithelium in vivo and indicative of cell 
polarity can be assessed, among which (a) junctional complexes 
located near the apical end of the lateral membrane domains, (b) 
complex invaginations of the basolateral membrane creating large 
intercellular lateral spaces, and (c) an apical membrane domain 
bearing microvilli and occasionally cilia. The number of microvilli 
displayed by the cells in vitro varies among the models, but never 
appears to thoroughly match the abundance of this structure 
in vivo (12, 13, 16–18).

Other cell types at high density may present a cobblestone 
epithelial-like pattern. Therefore, the phenotype of the cultured 
cells should also be assessed with epithelial markers, the most fre-
quently used in general culture of epithelial cells being the epithe-
lial-specific cytoskeletal intermediate filaments, namely the 
cytokeratins. The use of pan-cytokeratin antibodies, which recog-
nize epitopes of many cytokeratins are appropriate for that pur-
pose. Of note, there is a switch in intermediate filament expression 
in rodent CP epithelium around birth, from a vimentin positivity 
during fetal life, that is abolished by the 4th postnatal day, to a 
cytokeratin positivity that first appears in some cells at embryonic 
day 18 and extends to most cells by the 4th postnatal day (53). 
When using CP from developing animals, immunostaining with 
pan-cytokeratin antibodies reveals cell-to-cell variation in staining 
intensity (12), which likely reflects the more or less advanced 
stage of individual cells in this intermediate filament switch pro-
cess. Immunostaining of desmosomal proteins can also be used to 
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identify desmosomal junctions that are specific to epithelial cells 
at confluence (discrete spots found only at the cell boundaries of 
cultured cells (16)).

Exclusive markers to test for the possible presence of con-
taminating cells are also useful to assess the purity of the epithelial 
cells in culture. Vimentin, constituting the specific mesenchymal 
intermediate filament, is an appropriate marker for fibroblasts 
when coupled to the morphology analysis showing the typically 
elongated morphology of the positive cells. Endothelial cells, also 
displaying an elongated shape, can be searched by indocarboxy-
thionine-conjugated acetylated low-density lipoprotein staining, 
or immunoreactivity of factor VIII-associated antigen or of 
MESA-1 (mouse endothelial surface antigen-1) (7, 9, 54). 
Stromal myeloid cells are unlikely to be contaminating cells, par-
ticularly when differential attachment on plastic is included in the 
cell preparation protocol, as they will adhere very rapidly to the 
membrane. Furthermore, culture conditions selected to favor 
CPE cells do not support their in vitro proliferation. Phenotypic 
markers can be used to detect these cells in culture by immunos-
taining (55).

The degree of choroidal differentiation achieved in vitro by the 
CPE cells needs to be defined by analyzing tissue-specific 
features.

TTR is considered a highly specialized feature of CPs. It is a 
carrier protein for thyroid hormones in biological fluids which is 
not synthesized in mammalian brain parenchyma, but is produced 
by the choroidal epithelium and secreted almost exclusively into 
the CSF, at least in adult mammals (56, 57). TTR mRNA is 
expressed early during development (58). TTR mRNAs or immu-
noreactive protein can be used therefore as an index of cell dif-
ferentiation in various models of the BCSFB. The secretion of 
TTR in the medium can be analyzed by immunoprecipitation, 
but the in vivo polarity of TTR secretion is apparently not main-
tained in vitro, even in models in which polarity of secretion was 
demonstrated for other proteins (18).

Na+, K+-ATPase plays a major role in the highly differentiated 
function of the CP epithelium that is CSF production, as well as 
in secretory and absorptive processes. This pump displays a spe-
cific apical distribution in the CP epithelium, which contrasts with 
other epithelia in which it is found on the basolateral membrane. 
The apical distribution of the pump can be assessed by ultrastruc-
tural immunochemistry or fluorescent immunocytochemistry to 
evaluate the degree of choroidal differentiation and also of polar-
ization of CPE cells in culture (13, 16, 54).

Drug metabolizing enzymes and transporters are also differentia-
tion markers of interest. CPs have a high, liver-like, capacity for drug 
metabolism, involving hydrolysis, reduction or conjugation enzymes. 
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Preservation of microsomal epoxide hydrolase, 1-naphtol-UDP-
glucuronosyl transferase, or chloro-dinitro-benzene glutathione-
S-transferase enzymatic activities at levels comparable to those 
determined in the initial choroidal tissue can be assessed as an 
index of choroidal differentiation. Protocols for enzymatic mea-
surements are available in (12, 59). Among drug transporters, 
MRP1 (ABCC1) has been shown to be highly expressed in the 
CP in comparison to the cerebral capillaries forming the blood–
brain barrier or to the neuropil, and is restricted to the basolateral 
membrane of the choroidal epithelium (60). Therefore, it also 
represents a good marker of both cell differentiation and polar-
ization which can be assessed by Western blot and immunocy-
tochemistry, respectively.

Other less specific differentiation markers have been used, 
such as insulin-like growth factor-II (IGF-II) and insulin-like 
growth factor binding protein-2, which are widely expressed in 
the whole brain during development but become more CP-specific 
in the adult brain (8), or else transferrin, a carrier protein involved 
in iron transport and synthesized at high levels and secreted by 
the rat CP epithelium (15). However, the latter cannot be used 
for all species as transferrin mRNA was not detected in pig, sheep, 
cow or human CPs (61).

CP epithelium function as a diffusion barrier toward electrolytes, 
polar organic compounds and macromolecules requires apically 
located TJ (Zonula occludens (ZO)), which seal the paracellular 
pathway between apposing membranes of adjacent cells. Analyzing 
the diffusion barrier properties of CPE cells cultured in bicameral 
devices can be approached structurally by investigating the recon-
stitution of TJs, and functionally by measuring the transepithelial 
resistance and the flux of inert paracellular markers.

The investigation of the molecular composition of choroidal epi-
thelial TJs, that was conducted mostly in rats, mice and pigs, indi-
cates that occludin, claudin 1, claudin 2, claudin 3 and possibly 
claudin 11, are integral constituents of TJ strands (16, 62, 63). 
The different claudin species associate in an heterotypic manner 
within individual strands, but can interact as hetero- or homodi-
mers between adjacent strands, and the combination and mixing 
ratios of claudin species appear to be important factors that deter-
mine the tightness of individual strands and their ion selectivity 
(64, 65). Like in other epithelia, these transmembrane proteins 
interact with the cytoskeleton protein actin, through cytoplasmic 
TJ-associated proteins such as the ZO proteins. Another integral 
membrane protein with a single spanning domain, JAM, also 
localizes at TJs. The distribution of these TJ components, assessed 
by immunocytochemistry in confluent CPE cells cultured on per-
meable membranes for 7 days, should present a continuous honey 
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comb-shaped immunoreactivity pattern, comparable to in vivo 
(e.g., Fig. 2, and (66)). Components of TJ strands such as clau-
dins are better markers of TJ integrity and continuity than is ZO1 
or actin (Note 2). Freeze-fracture and electron microscopy tech-
niques also are interesting approaches to study TJs in CPE cell 
culture, but are more time-consuming and difficult to interpret, 
and do not provide an overall picture of the TJ network through-
out the monolayer.

While the expression and continuous pericellular distribution of 
TJ proteins in cultured CPE cells are prerequisite to the existence 
of a diffusion barrier, the efficacy of the latter needs be assessed 
further by functional studies. This obviously implies the use of 
permeable filters, and is classically achieved by evaluating the 
transepithelial electrical resistance (TEER) or the flux of inert 
paracellular markers across the cell monolayer, both of which 
should ideally be comparable to values measured in vivo when 
available. It is worth mentioning that these two parameters are 
not equivalent. TEER reflects the passive conductance of the TJ 
to small inorganic electrolytes, and the paracellular flux represents 
the permeability of the cells to lipid insoluble organic compounds 
with much higher molecular weights. They are neither strictly 
correlated, nor do they always vary concomitantly in response to 
cell treatment.

A first criterion reflecting the tightness of the monolayer is 
the ability of the cells to establish a hydrodynamic barrier, i.e., to 

2.3.3.2. Functional 
Investigations

Fig. 2. Immunocytochemical localization of tight junction-associated proteins in a rat choroidal epithelial cell monolayer. 
Cells were cultured for 7 days on microporous filters. The images obtained by conventional fluorescent microscopy 
illustrate the continuous, circumferential distribution of claudin 1 (a, high magnification, Zymed 51-9000 antibody), and 
claudin 2 (b, low magnification, Zymed 51-6100 antibody). The allover staining of the epithelial apposing membranes is 
an index of the cellular barrier integrity (Note 2).
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maintain unbalanced medium levels in the upper and lower 
compartment over a 48-h period, which is readily assessed visually.

The measurement of the TEER of cell monolayers grown on 
permeable filters, using alternative current techniques, has become 
a nondestructive routine method to monitor the growth of cell 
cultures. TEER measurements on CPE cell monolayers has been 
performed by impedance spectroscopy (16), or more often with 
commercially available resistance meter instruments, i.e., the 
Millicell-ERS™ or EVOM™ equipped with chopstick electrodes, 
which are widely used for their convenience. The more recent 
Endohm™ chambers, which provide a more uniform current and 
an improved accuracy, may be preferred to the chopstick device. 
The resistance should be measured in parallel on blank filters 
(coated with matrix, but without cells), and subtracted from the 
resistance value of the cell-covered filters in order to determine 
the resistance of the cell monolayer proper (Note 3).

For technical reasons, in vivo TEER values for the choroidal 
epithelium are scarce. They have been determined mostly on 
amphibian or elasmobranch posterior CPs, but also in cats, and 
range from 100 to 200 W cm2 (67–69), thus designating the CP 
epithelium as a “leaky” epithelium in contrast with “tight” epi-
thelia such as the urinary bladder epithelium which displays values 
of 1,200–2,000 W cm2 (70). TEER values reported for CPE cells 
cultured in serum-containing medium reach 100–200 W cm2, 
whichever the animal species from which the CP tissue originated 
(11, 12, 14, 16–18).

Small polar inert compounds such as radiolabeled mannitol 
(MW 182 Da), sucrose (MW 342 Da), polyethylene glycol (MW 
~4,000 Da), inulin (MW ~5,000 Da), or fluorescent dextrans 
(with a large range of MWs) are useful markers of the paracellular 
pathway. They can be used to (1) monitor the time-dependent 
establishment of barrier properties of CPE cells cultured on per-
meable membranes, (2) provide a quality index of the BCSFB 
model, and assess the reproducibility of successive cell prepara-
tions, (3) estimate, in drug transport studies, the relative contri-
bution of the paracellular vs. transcellular pathways to the overall 
permeability of a compound of interest (providing the paracellu-
lar marker is chosen appropriately to match the size of the latter), 
and (4) monitor possible adverse effects generated upon addition 
of potentially toxic molecules on the epithelial monolayer.

The transfer of paracellular markers can be measured indiffer-
ently in the CSF-to-blood direction, or in the blood-to-CSF 
direction. The marker is added in the donor compartment and its 
appearance in the acceptor compartment is monitored on a time-
dependent multi-sampling scheme. Flux measurements on both 
filters with cells and blank filters (without cells) allow to generate 
permeability coefficients (Pe) for the epithelial monolayer proper 
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(Note 4). In vivo transchoroidal permeability coefficients for a 
number of solutes of different molecular weights have been deter-
mined in rabbit by Welch and Sadler (71), and were in 10−3 
cm min−1, 0.324 ± 0.084, 0.219 ± 0.060 and 0.102 ± 0.042 for the 
paracellular markers mannitol, sucrose and inulin, respectively. 
Typical Pe values obtained for sucrose with in vitro models of the 
BCSFB should be in the range of 0.1–0.3 × 10−3 cm min−1 (e.g., 
(11, 66)), and the interpretation of transport and polarity studies 
performed on cell monolayers with a sucrose Pe higher than 
0.6 × 10−3 cm min−1 is difficult and hazardous.

The paracellular permeability of cell monolayers grown on 
polycarbonate filters (known to promote higher cell-substrate 
resistance, see (72)) may be slightly lower than on other mem-
branes, as cell-substrate contact space can influence to some 
extent the flux of paracellular tracers across cell-covered filters.

Active transport of organic anions such as phenol red (PR, phenol-
sulfonphtalein, present in culture media as a pH indicator) from 
the CSF to the blood through the CP was demonstrated by 
Papenheimer, using a sophisticated technique of ventriculocister-
nal perfusion in goats (73). It represents a useful functional index 
of the unidirectional transport capacity of the choroidal epithe-
lium in vitro. The accumulation of PR present in the culture 
medium, uphill its building concentration gradient, from the api-
cal into the basolateral chamber of the cell culture bicameral 
device across CPE cell monolayers can be measured by spectro-
photometric analysis of the media (6, 22). Based on data gener-
ated using well-differentiated porcine and rat in vitro BCSFB 
models, with an initial PR concentration of ~20 mM (correspond-
ing to the PR concentration in a basic DMEM/F12 1/1 medium), 
the initial clearance rate (Note 5) should reach 20 and 
30 mL cm−2 h−1 for serum-fed and serum-starved cells, respec-
tively, the difference between the two conditions being accounted 
for by the binding of PR to serum proteins (24).

The validation scheme of a newly developed in vitro BCSFB 
model will also include parameters more specifically related to the 
application envisioned for the model. For example for transport 
studies, whenever possible, the expression and localization of 
relevant carrier proteins will be analyzed in comparison to the 
choroidal epithelium in situ. This type of approach, aiming at 
characterizing the cultured cells and verifying that they retain the 
specific properties of the in vivo BCSFB, is extendable to recep-
tors, enzymes, secreted proteins or polypeptides, adhesion mole-
cules, etc. Additional validation criteria should be chosen 
accordingly to one’s personal experimental goal.

2.3.4. Functional Index of 
Cell Transport Polarity

2.3.5. Other Choroidal 
Functions
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The BCSFB cellular models have already proven useful for a better 
understanding of various CP functions related to choroidal protein 
secretion, transport and enzymatic activities, or else receptor-medi-
ated signaling/regulation mechanisms at the CPE cells. The exam-
ples given below aim at illustrating the potential contribution of 
these models to the advancement of neurotoxicological sciences.

Influx into the CNS and efflux from the CSF across the BCSFB 
are important factors to consider when determining brain suscep-
tibility to potentially neurotoxic or pharmacologic molecules. 
Functional BCSFB cellular models obtained by cultivating cells in 
a bicameral device allow to generate true transcellular transfer 
measurement data and vectorial information, and, also to study 
nonradioactive compounds, as culture medium can be easily ana-
lyzed by HPLC or by other analytical procedures. Furthermore, 
by opposition to studies conducted in transfected cell systems 
which generally overexpress one particular transporter, the rela-
tive contribution of the different native coexisting choroidal 
transport proteins to the permeability of a given compound can 
be approached. Such models have been used to study transport 
mechanisms of molecules belonging to several chemical families.

Peptide transporter substrates. The implication of the peptide 
transporter PEPT2 in vectorial CSF-to-blood transfer has been 
revealed by transcellular transfer measurements of the model 
dipeptide substrate glycylsarcosine (GlySar), across rat CPE cell 
cultures. The results showed a clear vectorial transport in favor of 
the apical to basolateral direction. Affinity constant determination 
showed that the apical uptake of GlySar was characterized by a 
higher affinity than that of the basolateral uptake (11). PEPT2, 
present at the apical membrane of the choroidal epithelium, is 
known to accept as another substrate 5-aminolevulinic acid 
(ALA), a precursor of porphyrins and heme involved in neuropsy-
chiatric symptoms caused by hereditary porphyrias. Uptake 
experiments on rat CPE cells cultured on porous filters showed a 
much greater ALA saturable uptake at the apical vs. the basolat-
eral membrane (74). This suggested that an apical transport, pos-
sibly mediated by PEPT2, keeps ALA concentration in the CSF 
to a low level. Overall, the data indicated the potential role of 
choroidal PEPT2, not only in endogenous peptide removal from 
CSF, but also in the biodisposition of the peptidomimetic drugs 
sharing an affinity for the transport system.

Nucleoside transporter substrates. Using a sheep cellular model of 
the BCSFB, Redzic et al. (75) showed that adenosine transport 
across the epithelial monolayer was significantly impaired by both 

3. Applications of 
In Vitro Models of 
the Blood–CSF 
Barrier for 
Neurotoxicological 
Studies

3.1. Evaluation of 
Influx/Efflux of Drugs 
and Neurotoxins 
Across the Blood–CSF 
Barrier
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intracellular phosphorylation and metabolic degradation pathways. 
Uptake studies realized separately at the apical or basolateral side 
of the monolayer indicated that nucleoside transporters are 
unevenly distributed between the two membranes. Hypoxanthine, 
the main metabolic degradation product of purine, was also trans-
ported from the CSF side, and in part could enter the nucleotide 
salvage pathway within the epithelial cells (76).

Anti-infectious drugs. In aids treatment, targeting the CSF itself 
is important to allow the antiretroviral drugs to reach the ven-
tricular, meningeal and perivascular macrophages which are the 
main infected and replicative cells in the brain. Using an in vitro 
cellular model of the BCSFB coupled to HPLC analysis, a classi-
fication based on the relative ability of clinically used antiretrovi-
ral nucleoside analogs such as azidothymidine, to distribute into 
the CSF through the choroidal epithelium, was produced (66). 
This study also confirmed that azidothymidine influx was inde-
pendent from thymidine transporters. Most compounds tested 
had an apical to basolateral efflux rate higher than the basolateral 
to apical influx rate. This efflux was shown to be governed by an 
apical transport system belonging to the solute carrier Slc22 
(organic anion transporter OAT) subfamily, and could be reversed 
by therapeutic concentrations of uricosuric compounds (66). 
These data on nucleoside analogs illustrate the usefulness of 
in vitro BCSFB models in screening compounds for their ability 
to reach the CSF, and in testing strategies which aim at increasing 
or decreasing drug entry into the CSF.

An elegant way to distinguish an unidirectional, active trans-
port process from simple diffusion across cell membranes or from 
a facilitated (equilibrative) transport is to add the compound of 
interest at the same concentration to both sides of CPE cells cul-
tured on porous filters. The appearance of an imbalance in the 
concentration between both compartments over time will indicate 
the involvement of an active transport system. Hakvoort et al. (77) 
used this approach with porcine CPE cells to demonstrate that the 
antibiotic drug benzylpenicillin undergoes vectorial active trans-
port. The transepithelial active transport was in the apical to baso-
lateral direction. The kinetic analysis revealed affinity constants 
which were close to those measured in isolated CPs.

As a general advice, during or immediately following unidi-
rectional flux measurements and imbalanced concentration mea-
surements, the tightness of the monolayer needs to be ascertained 
with paracellular markers (especially when very high doses of sub-
strates are used for kinetic analysis purposes), as the back diffu-
sion via an augmented paracellular pathway would counteract 
active transport systems which work uphill a concentration gradi-
ent, or an increased paracellular diffusion may mask a decrease in 
active transport measured downhill the concentration gradient.
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Immortalized cell line-based transport investigations. The 
 characteristics of choroidal uptake of estrone-3-sulfate, a metabo-
lite formed within the brain, have been investigated in the immor-
talized cells TR-CSFB (51). The results were fairly consistent 
with known data generated using isolated CPs and implicated 
both Slc21A5 (oatp2) and Slc21A7 (oatp3) in the uptake pro-
cess. This indicates that the cell line may be a practical, easy-to-
use tool to investigate uptake at the CP. However, vectorial 
information could not be drawn from this uptake-based approach 
as Slc21A7and Slc21A5 are differently distributed, i.e., on the 
apical and basolateral membranes, respectively, in the choroidal 
epithelium in situ.

In addition to their drug efflux transport properties, the CPs have 
a high capacity to metabolize xenobiotic compounds, especially 
through conjugation pathways. The ability of the choroidal epi-
thelium to act as an enzymatic barrier preventing lipophilic com-
pounds to reach the CSF has been addressed using an in vitro rat 
BCSFB model and performing HPLC analysis of the media. The 
cells efficiently prevented the entry of phenolic compounds into 
the CSF compartment by conjugating these xenobiotics via a 
UDP-glucuronosyltransferase-dependent pathway (12). The CPE 
cells could also prevent 1-chloro-2,4-dinitrobenzene, a model 
molecule for electrophilic toxic compounds, from reaching the 
CSF compartment by enzymatically conjugating this toxic agent 
with reduced glutathione (59). Furthermore, a strong basolat-
eral, i.e., blood-facing polarity of the efflux of both the glucurono- 
and glutathione-conjugates was demonstrated. The involvement 
of the multidrug-resistant protein MRP1 (ABCC1), present at 
the basolateral membrane of the CPE cells, or other members of 
the MRP family, was suggested by efflux inhibition studies (12, 59). 
These data demonstrate an efficient neuroprotective function of 
the choroidal epithelium, through coupled metabolic and trans-
port processes, and further indicate that the in vitro cellular model 
of the BCSFB is an adequate tool to evaluate strategies reinforc-
ing the neuroprotective antioxidant capacities of the choroidal 
epithelium (59).

Effect of lead on TTR regulation. Exposure of the organism to 
lead (Pb) results in the accumulation of this metal in the CP, and 
also in a decrease in TTR concentration in the CSF. Using rat 
CPE cells cultivated onto permeable filters, Southwell et al. (18) 
showed that the extent of transfer of the thyroid hormone T4 
from the blood side to the brain side was influenced by choroidal 
TTR synthesis and secretion in the CSF. The effect of Pb on TTR 
synthesis and secretion, as well as on T4 partitioning across the 
epithelial monolayer was investigated using rat CPE cells in cul-
ture (78). The authors demonstrated that Pb exposure induces a 
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decrease in the secretion of TTR from cells grown on solid 
supports, and observed in parallel a reduction in the CSF-favoring 
polarity of T4 partition across the cells cultured in a bicameral 
device. These results provide a link between Pb accumulation in 
CPs during Pb intoxication and the decrease in CSF-borne TTR, 
and hint at a possible T4-related mechanism to explain mental 
retardation observed in children exposed to this metal.

Effect of cytokine exposure on organic anion efflux. The PR active 
clearance index (see above) was used in a rat CPE cell model to 
demonstrate that active, vectorial apical-to-basolateral organic 
anion transport capacity of the BCSFB is impaired in inflammatory 
conditions (22), thus indicating that some of the neuroprotective 
properties of the CP can be altered in pathological situations.

Most neurotoxic insults initiate an inflammatory reaction, and the 
CPs which are rapidly activated when exposed to pro-inflammatory 
mediators, can participate in the propagation of this process. In vitro 
BCSFB models have been used to decipher these mechanisms.

Matrix metalloproteases. These enzymes, referred to as MMPs, 
catalyze the proteolytic cleavage of basal lamina components, and 
thus are involved in extracellular matrix remodeling and in cellu-
lar migration. They also participate to the maturation by cleavage 
of various membrane receptors and ligands. A dysregulation of 
the balance between MMPs and their endogenous inhibitors 
appears to play an important role in the pathophysiology of neu-
roinflammation. The basal secretions of MMP-2 and MMP-9 by 
CPs can be reproduced in rat CPE cells cultured on bicameral 
devices (22). A strong up-regulation and a polarization of MMP 
secretion, especially of MMP-9, were induced upon exposure 
of the cultured cells to pro-inflammatory cytokines. These data 
show that the CP can contribute at least partially to the increased 
levels of MMP-9 observed in the CSF in both neuroinflammatory 
diseases in human and in experimental neuroinflammation. 
Basolaterally secreted MMPs may play a role in the invasion of 
immune cells that accompanies these pathologies.

Adhesion molecules and chemokines. The induction of cellular 
adhesion molecules such as ICAM-1, VCAM-1, or MadCAM-1 
was investigated on mouse CPE cells cultured on solid supports. 
Their expression was increased in some of the epithelial cells fol-
lowing treatment for up to 16 h with pro-inflammatory molecules 
such as TNFa, IL-1b, IFNg, or a lipopolysaccharide preparation 
(79). In a rat BCSFB model set up on a bicameral device, the up-
regulation and polarity of secretion of the chemokine Cinc-1, 
involved in neutrophile recruitment, was shown to be dependent 
on the concentration in the medium of IL-1b (5).

These examples illustrate various areas of the current research 
in neurotoxicology that can benefit from the in vitro BCSFB 

3.4. Involvement of the 
Blood–CSF Barrier in 
Neuroinflammation
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 technology. The role of the BCSFB in controlling the cerebral 
 bioavailability of toxic molecules can be evaluated in differentiated 
cultures of the choroidal epithelium with regard to the contribu-
tion of influx, efflux mechanisms as well as metabolic detoxification 
processes. Furthermore, deleterious effects caused by a given toxic 
insult on the barrier per se can be investigated using these cellular 
models. The impact of acute and to a certain extent chronic toxico-
logical exposure may be assessed owing to the availability of both 
primary cultures and cell lines, although applications of the latter 
are dependent on their degree of differentiation and are currently 
limited by their higher rate of paracellular diffusion.

 1. The microporous membrane of the insert and the extracellular 
matrix components (laminin, ±collagen) coated to favor 
attachment of CPE cells, may lead to the nonspecific absorp-
tion and the retention of some compounds. Different devices 
can be tested among which the transparent polyester or trans-
lucent polycarbonate Transwell inserts (Costar), the polyeth-
ylene terephtalate (PET) transparent low pore density or the 
PET translucent high pore density membranes (Falcon). 
Inserts are also available from Millipore and Nunc. However, 
in our hands, CPE cells from newborn rats did not attach to 
laminin-coated inserts from Millipore, and we have not tested 
inserts from Nunc. Laminin-coated inserts from Costar and 
Falcon yield similar results in terms of cell attachment, cell dif-
ferentiation and transport properties. The use of collagen pre-
coated Transwell-COL™ membranes (Costar) did not improve 
any of those criteria, even when treated with laminin. By pro-
viding a good cell visibility under phase contrast microscopy, 
transparent membranes advantageously allow to follow cell 
growth and to assess the formation of monolayers.

   The 0.4 mm porosity is well suited to study transfer of sol-
utes as such pores will allow free diffusion of chemicals or 
even proteins across the filter. In theory, restricted diffusion 
will not occur if the pore diameter is greater than 20 times the 
effective diameter of the solute (80). As an example, for a 
medium size protein such as albumin (MW 700,000 Da), this 
effective diameter is about 6 nm.

 2. With regard to fluorescent immunocytochemistry on CPE 
cell monolayers, the use of a confocal microscope should be 
preferred as it allows, through image stacking, to correct 
unfocussed labeling due to the undulation of the cell-covered 
membranes often seen following fixation, and to avoid the 
background due to the autofluorescence of the membranes. 

4. Notes
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This is particularly crucial for TJ protein localization studies 
to assess the allover staining of the monolayer.

 3. The electrical resistance is inversely proportional to the sur-
face area covered by the cells. The latter is taken into account 
by calculating a resistance × surface area product, in W cm2 
(and not a resistance to surface area ratio, in W cm−2 as it may 
sometimes be reported in the cell culture literature).

 4. Experimental conditions for measurement of flux across 
the in vitro BCSFB and Pe calculation can be found in 
details in (6). Permeability × surface area (PS) products, in 
mL min−1 filter−1, are generated from the clearance curves 
obtained for cell-covered filters and filters without cells. 
From these data, a permeability coefficient Pe can be calcu-
lated for the cell monolayer only. Flux data expressed as per 
cent values of the initial amount in the donor compartment 
should be avoided. If full information related to the initial 
tracer concentration, the surface area available for exchange, 
and the fluid volumes on both sides of the cells at the time 
of the experiment is not specified, percentages are not fully 
interpretable and cannot be used to compare in vitro sys-
tems or cell preparations. In addition, a number of factors 
such as agitation (orbital shaker, 200 rpm/min recom-
mended) or fluid balance can influence the permeability 
measurement and should be standardized. Finally, when the 
flux of a compound results from an unidirectional active 
transport, then the resistance to flux of the filter alone 
becomes rapidly negligible, and reporting data as permea-
bility coefficient Pt for the cell-covered filter is preferred. 
Details are given in the discussion section of (81).

 5. The active unidirectional transport component of PR clear-
ance (in mL) can be calculated using the following equation

 a d a d a a d dCl [(C C ) V V ) / [C V C V ],= − × × × + ×  

  where Ca and Cd are the differences in optical density mea-
sured at 558 nm (maximal absorption of PR in its basic form) 
and 700 nm for the acceptor and donor medium, respectively, 
at the time of sampling, and Va and Vd are the volumes of 
media in the acceptor and donor compartments, respectively. 
Sample media are basified by addition of sodium hydroxide to 
a final concentration of 0.375 M.
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Chapter 9

Introducing Cloned Genes into Cultured Neurons  
Providing Novel In vitro Models for Neuropathology  
and Neurotoxicity Studies

Marcelo Farina, Jordi Berenguer, Sebastián Pons,  
João Batista Teixeira da Rocha, and Michael Aschner 

Abstract

Recent advances in techniques to introduce nucleic acids into cultured cells have significantly contributed 
to understanding the roles of genes (and their encoded proteins) in maintaining cellular homeostasis. 
The objective of this chapter is to provide methodological strategies for gene introduction specifically 
into cultured neuronal cells. This approach has been used to study the role of specific proteins in neuro-
degenerative and neuroprotective events, as well as in neurotransmission, antioxidant defenses, energetic 
metabolism, and several other physiological phenomena related to the neuronal homeostasis. The chapter 
starts with a description of the most important vectors currently available for neuronal transfections. 
A particular emphasis is directed at plasmid vectors, and a simple but useful protocol to isolate plasmids 
from bacteria is presented. This is followed by a discussion on the fundamentals of gene manipulation 
emphasizing the basics on how to isolate a DNA fragment, as well as modify and insert it into a vector. 
Since bacteria can be transfected with the cloning vector, it is possible to achieve high levels of the vector 
during bacterial growth. The purified vector can be inserted into a eukaryotic cell, such as a neuron, 
which uses its transcriptional machinery to overexpress the protein of interest. The chapter also presents 
discussions and protocols on delivering nucleic acids into cultured neuronal cells (primary and cell lines), 
with a particular emphasis on lipid-based (lipofection) and electroporation-based transfection. At the end 
of the chapter, we discuss recent applications of gene transfection to study neuropathology and neuro-
toxicity. The use of strategies to overexpress specific proteins into cultured neuronal cells has been useful 
to study neurodegenerative diseases (i.e., Parkinson disease vs. alpha-synuclein or parkin) and neurotoxicity 
events (i.e., methylmercury-induced neurotoxicity vs. glutathione peroxidase). In this regard, studies 
point to the fact that genetically-modified cultured neuronal cells may help neurotoxicologists in the 
difficult task of screening environmental toxicants with potential hazard for predisposition to neurode-
generative diseases.

Key words: Cultured neuronal cells, Cloning techniques, Vectors, Plasmids, Transfection, Protein 
overexpression, Neuropathology, Neurotoxicity
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The introduction of nucleic acids into cultured cells has been 
widely used to study the gene-specific function. With the advent 
of novel techniques for molecular cloning and cultured cell trans-
fection, innovative approaches have provided relatively rapid and 
efficient ways to elucidate the effects of genes (and their encoded 
proteins) in the living cells. With particular emphasis on cultured 
neuronal cells, the transfection of nucleic acids can be used to over-
express genes that encode proteins involved in neurodegenerative 
and neuroprotective events, as well as in neurotransmission, anti-
oxidant defenses, energetic metabolism, and several others physio-
logical phenomena related to the neuronal homeostasis.

Books have been written on manipulating gene expression 
in cultured cells derived from different sources. Given space limita-
tions, this chapter cannot treat the subject in depth; rather, it 
discusses the fundamentals of dealing with vectors (especially 
plasmids), bacterial transformation, plasmid maximization and puri-
fication, and transfection of cultured neuronal cells. For additional 
topics and details on protocols concerning molecular cloning and 
cultured cell transfection, the reader is referred to an excellent text 
listed at the end of the chapter (Sect. Recommended Reading).

Molecular cloning techniques describe how to isolate a DNA 
fragment (i.e., a complete gene, part of it or a promoter), modify 
it, and insert it into another DNA molecule. This receiver DNA 
molecule is generally called vector, which allows producing high 
amounts when transfected into bacteria (cloning vectors). Some 
vectors may also use the transcriptional machinery of a eukaryotic 
cell, like a neuron, and can be used to study the function of the 
inserted DNA sequence. Due to their many different applications 
in the neuroscience field, in this section, we will focus on their 
generation and handling.

Vectors are DNA molecules derived from natural extrachromosomal 
DNA molecules found in bacteria and yeast (plasmids, which are 
double-stranded generally circular DNA) or from bacteriophages 
and other viruses. Since the 1970s, thousands of vectors have been 
created by cutting and joining sequences from different sources 
(other vectors, prokaryotic, or eukaryotic sequences) in an attempt 
to provide them useful features. Some of these features are common 
between the majority of vectors, such as (1) the replication origin 
(ori), required to be propagated into the host cell, (2) an antibiotic 

1. Introduction

2. Cloning 
Techniques

2.1. Vectors
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resistance to eliminate bacteria that have not been transformed 
(commonly ampicillin resistance (Ampr), kanamycin resistance 
(Kmr), or cloramphenicol resistance (Cmr)), and (3) a multiple cloning 
site (MCS), used to open the circular molecule and insert the 
sequence of interest. Other features will depend on the particular 
application of the vector.

Overexpression vectors are designed to produce high quantities of a 
protein encoded by the cloned sequence. Of particular importance, 
the overexpression of the specific protein allows for predicting its 
role in neurotoxic/neuroprotective events (1). Figure 1 shows an 
example of the overexpression vector (pCIG). These vectors need 
to have a strong promoter in an upstream position to the MCS, as 
well as a polyadenylation signal at a downstream position, which 
must be recognized by the transcriptional machinery of the 
 transfected eukaryotic cell. Common promoters used for overex-
pression in eukaryotic cells are the human cytomegalovirus (CMV) 

2.1.1. Overexpression 
Vectors

Fig. 1. pCIG overexpression vector map. Main features and restriction sites are shown. Unique restriction sites useful for 
cloning are shown in italics. MCS multiple cloning site; Amp R gene encoding ampicillin resistance.
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 immediate-early promoter/enhancer (2–4) and the Simian virus 
40 early promoter/enhancer (5). It is important to note that the 
activity of a promoter depends on the transfected cell type (6). 
According to our experience, the chicken b-actin promoter, in com-
bination with the CMV immediate-early promoter–enhancer, rep-
resent a good choice when working with cultured neuronal cells. 
Particularly, the vector depicted in Fig. 1 presents a specific region 
that confers ampicillin resistance (Ampr).

As discussed later, the process by which a vector enters the 
eukaryotic cell (transfection) never reaches a complete efficiency. 
Accordingly, after a transfection, a mixture of transfected and 
non-transfected cells is obtained. Overexpression vectors often 
have specific features allowing for distinction between transfected 
and non-transfected cells. One of such features is characterized by 
the use of reporter genes, such as green fluorescent protein (GFP) 
or its derivatives. GFP is a protein cloned from the jellyfish 
Aequorea victoria that emits green fluorescent light when exposed 
to blue or ultraviolet light. Interestingly, GFP does not alter normal 
cellular homeostasis. Consequently, its use as well as similar vec-
tors allow for distinction between transfected and non-transfected 
neurons by irradiating them with blue light in a fluorescence 
microscope. Another way to identify transfected cells is the fusion 
of the cloned sequence to an epitope-Tag that is inserted in 
specific commercial vectors. Epitope-tag sequences (like myc-Tag 
or Flag-Tag) encode epitopes easily identifiable with the commer-
cially available antibodies.

Overexpression vectors can also be used to decrease the func-
tion of a specific protein. In fact, it is possible to mutate a gene and 
convert it into a dominant-negative form that, when overexpressed, 
blocks the function of the wild-type gene (7, 8). This strategy takes 
advantage of the fact that the mutated overexpressing protein can 
compete for specific substrates of the non-mutated protein.

Luciferase vectors are designed to clone regulatory regions of the 
genomic DNA (i.e., promoters, enhancers, or transcription factor 
binding sites) to evaluate their function from a quantitative point 
of view. In these vectors, the MCS is located upstream a sequence 
encoding for luciferase protein, driving its expression. Luciferase, 
which is a protein derived from the firefly Photinus pyralis, 
 catalyzes the reaction in which luciferin is oxidized to oxyluciferin 
and light (9, 10), usually in the green to yellow region, typically 
550–570 nm. Thus, the relative activity of a regulatory sequence 
cloned into a luciferase vector and transfected into cells can be 
measured through the luciferase reaction (light emission) (11, 12).

There are four different types of vectors (plasmids, bacteriophages 
and other viruses, cosmids, and artificial chromosomes) with 
 several properties that make them useful in molecular biology. 
Of particular importance to neuroscience studies, inducible 

2.1.2. Luciferase Vectors

2.1.3. Other  
Purpose Vectors
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 promoter vectors can start transcription only in response to a con-
crete signal (i.e., an antibiotic or a naturally secreted molecule) 
and short interfering RNA (siRNA) vectors specifically down-
regulate the expression of a particular gene. Since the aim of this 
section is to provide a brief, simple, but comprehensible guide for 
gene manipulation and transfection into cultured neuronal cells, 
we describe only two of the most common vectors used in molecu-
lar biology. For more information about vectors in general, please 
check the Sect. Recommended Reading.

There are several methods for the isolation of plasmid DNA from 
bacteria. Many of them are based on alkaline lysis with sodium dode-
cyl sulphate (SDS). They are fast, simple, and provide good yield. 
The purification is performed in three steps. In the first step, bacteria 
are resuspended in a buffer containing ethylenediaminetetraacetic 
acid (EDTA). EDTA destabilizes the cell wall by chelation of diva-
lent cations and inhibits DNAses. In the second step, a buffer at high 
pH containing NaOH and SDS is added. In this step, SDS breaks 
cell walls, disrupts cell membranes and proteins and chromosomal 
DNA are denatured while plasmid DNA is released into the superna-
tant. Base pairs of chromosomal and plasmid DNA are disrupted, 
but plasmid DNA remains topologically constricted. In the third 
step, −OH ions are replaced by potassium ions. This step renaturates 
plasmid DNA while precipitating chromosomal DNA. This protocol 
gives DNA of sufficient quality for many molecular cloning tech-
niques, but purification steps can be added if needed (i.e., 
phenol:chlorophorm extraction, see Sect. Recommended Reading).

 1. Pick a single colony of plasmid-transformed bacteria into 
3 mL Luria–Bertani (LB) medium (1% bacterial peptone, 
0.5% yeast extract, 1% NaCl) supplemented with the antibi-
otic whose resistance is encoded in the plasmid. Grow it over-
night or until log phase is achieved (do not let it grow too 
long: If the antibiotic is fully processed by bacteria, the plasmid 
will be lost).

 2. Transfer 1.5 mL of the culture to propylene tube and centri-
fuge at 13,000×g for 2 min. Store the rest of the culture at 
4°C and pour off the supernatant.

 3. Add 100 mL of buffer P1 (Resuspension buffer: 50 mM Tris–
HCl – pH 8.0, 10 mM EDTA, 100 mg/mL RNAse A). 
Resuspend the pellet vigorously.

 4. Add 100 mL of P2 buffer (Lysis buffer: 200 mM NaOH, 1% 
SDS). Mix by inversion 10 times.

 5. Add 100 mL of P3 buffer (potassium acetate 3 M – pH 5.5). 
Mix by inversion 10 times. Centrifuge at 13,000×g for 5 min. 
Harvest supernatant.

 6. Add to the supernatant 2 volumes (600 mL) of cold 100% ethanol. 
Mix by inversion 10 times. Centrifuge at 13,000×g for 5 min.

2.1.4. Plasmid  
Isolation Protocol
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 7. Pour off the supernatant and wash the pellet with 1 mL of 
80% ethanol. Centrifuge at 13,000×g for 5 min. Pour off the 
supernatant and let the pellet dry.

 8. Resuspend the pellet in 30 mL of water (stable at –20°C for 
several weeks).

Recombinant DNA technology arose in the early of 1970s as a result 
of great advances in the field of the bacterial and bacteriophage’s 
biology (13). These advances led scientists to isolate enzymes able to 
modify DNA: Restriction endonucleases (RE), which cut DNA in 
concrete positions, or DNA ligases, which join DNA molecules. The 
insertion of these DNA molecules into bacteria (transformation) 
allowed the production of large amounts of the inserted gene.

Restriction endonucleases (or restriction enzymes; RE) are bacte-
rial proteins involved in the recognition and elimination of foreign 
DNA sequences inside the cell, like bacteriophage’s DNA (14–17). 
They recognize specific nucleotide sequences that are cleaved when 
unmethylated. To avoid cleavage of the own DNA, bacterial RE 
can methylate DNA to “label” it as its own molecule, protecting 
against cleavage (18–21).

There are at least three types of RE, based on their composi-
tion, the point of recognition, methylation and cleavage, and 
cofactor requirements (22).

Type I REs are composed of a single enzyme with different 
subunits for recognition, methylation, and cleavage. These 
enzymes cut at a site that differs, and is at some distance (at least 
1,000 bp) away from their recognition site. They require several 
cofactors for catalytic activity, such as adenosine triphosphate 
(ATP), s-adenosyl methionine (AdoMet), and Mg2+.

Type II REs are composed of two different enzymes with 
one subunit each, which recognize the same target site, usually a 
palindromic 4–8 bp long sequence. One of them methylates the 
sequence and the other one cuts it. Usually, the only cofactor 
required for their activity is Mg2+, with no need for ATP or 
AdoMet. These facts (possibility to separate cleavage and modi-
fication activities, recognition and cleavage at the same specific 
sequence and requirement of only Mg2+ as a cofactor) render 
them very useful for molecular cloning. In the last several decades, 
dozens of type II REs have been isolated and several companies 
have commercialized them as useful tools to perform restriction 
reactions. Typically, a restriction reaction contains only the target 
DNA, a specific buffer, and the restriction enzyme. Furthermore, 
REs often have similar buffer requirements, making possible to 
cleavage the target DNA at two sites in only one step reaction.

Type II REs perform result in two types of cleavage in 
the double-strand (ds) DNA. Since the target sequence is gener-
ally palindromic, that is, both strands have the same sequence 
when ridden from 5¢ to 3¢, the RE makes a symmetric cleavage. 

2.2. Manipulating 
Genes: Cutting, 
Pasting, and Inserting 
into Bacteria

2.2.1. Restriction 
Endonucleases



191Introducing Cloned Genes into Cultured Neurons Providing Novel In vitro Models 

In the case of EcoRI cleavage, the enzyme recognizes the  
following sequence,

 
5’-G A T A T C-3’ 
   I I I I I I  
3’-C T A T A C-3’

 

and cuts between the G and the first A. Then, after the cleavage, 
the new DNA ends generated will be,

  

which are cohesive or “sticky” ends, due to the 5¢ “overhang.” 
These regions can anneal to other DNA fragments cut by the same 
RE. Alternatively, some REs cut dsDNA at the middle of the recog-
nition site. This is observed for EcoRV, whose recognition site is

  

In this case, no “overhang” is created in the cleavage site and 
the created ends are called “blunt” ends.

 
5’-G A A T T C-3’ 
   I I I I I I 
3’-C T T A A G-5’ 

 

Type III REs are composed of one enzyme with two different 
subunits: One that recognizes and methylates the same sequence 
and another that cleaves at 20–30 bp away from their recognition 
site. They need ATP and AdoMet for catalytic activity.

Here, we describe a simple protocol to cut DNA using the RE 
EcoRI provided in the Fermentas® Five Buffer System. Where 
other REs are used, the buffer and temperature might differ. 
Other companies have similar systems.

 1. In a clean tube, mix the target DNA (between 0.1 and 2 mg), 
2 mL of 10× EcoRI buffer (final concentration: 50 mM Tris–
HCl (pH 7.5 at 37°C), 10 mM MgCl2, 100 mM NaCl, 0,02% 
Triton X-100, 0.1 mg/mL BSA), 0.5 mL EcoRI (5 U) and 
water to a final volume of 20 mL.

 2. Incubate at 37°C/1 h.
 3. Add 4 mL of 6× DNA loading buffer (0.09% bromophenol 

blue, 60% glycerol, 60 mM EDTA) and run the sample in aga-
rose gel with DNA staining dye (i.e., ethidium bromide or Sybr-
Green) and a commercial DNA ladder (i.e., 1 kb plus DNA 
ladder from Invitrogen, Carlsbad, CA) to separate RE and ver-
ify the restriction. The concentration of agarose will depend on 
the fragments size. Typically, use 1.5–2% for fragments smaller 
than 1 kb and 0.5–1% for fragments larger than 1 kb.

2.2.1.1. Restriction 
Protocol
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DNA ligases are enzymes that close nicks in the phosphodiester 
backbone of DNA. They are found in eukaryotes, prokaryotes, 
and viruses, and are involved in important cellular processes, such 
as the sealing of Okazaki fragments during replication (23). 
Prokaryotic DNA ligases use NAD+ as a cofactor while eukaryotic 
and viral DNA ligases (like T4 bacteriophage DNA ligase, the most 
used in recombinant DNA technology) use ATP (24, 25). The 
reaction catalyzed by DNA ligases occurs in two steps, where ATP 
is crucial for the formation of an AMP–DNA complex (Fig. 2).

When two DNA molecules are cut with the same RE, the sticky 
ends of the double chain can anneal by base-complementarities. 
Since the four generated nicks are substrates for DNA ligase, a new 
artificially recombinant DNA molecule can be generated after liga-
tion (i.e., the overexpression vector with a human gene cloned in 
its MCS – Fig. 3a).

During the ligation reaction, another possibility is the closing 
of the pattern DNA molecule (Fig. 3a) with no addition of the 
insert (recircularization). This event is particularly undesired when 
working with vectors, because the empty recircularizated vector 
can be transformed and propagated into bacteria. Since recircular-
ization of a vector is usually more frequent than insert–vector liga-
tion, it is difficult to discriminate bacteria with the empty vector 
from those containing the insert–vector. There are some strategies 
to minimize this problem. Ligation reactions are usually performed 
at high DNA concentration and high insert:vector ratios (typically 
4:1–6:1) to maximize intermolecular reactions rather than intra-
molecular ones. Another strategy to minimize the occurrence of 
recircularization is to cut both ends of the vector and insert with 
two different, incompatible REs (Fig. 3b). Consequently, one end 
of the molecule cannot hybridize with the other one, avoiding 
recircularization. When this approach is not possible, a vector 
dephosphorilation step is included in the cloning protocol, between 
restriction and ligation (Fig. 3c). Alkaline phosphatases, such as 
calf or shrimp alkaline phosphatases, are able to dephosphorylate 5¢ 
phosphate ends of DNA. When a vector is dephosphorylated, it 
can no longer recircularize because DNA ligase needs 5¢-phosphate 

2.2.2. DNA Ligases

Fig. 2. Overview of the reaction catalyzed by DNA ligase. Firstly, a complex between the enzyme and the cofactor is 
formed, in a process in which ATP is hydrolyzed into AMP, and the complex binds the 5¢-phosphate end of the nick. In a 
second step, the 3¢-OH end of the nick attacks the AMP–DNA bond, releasing AMP and forming a new covalent bond in 
the phosphodiester chain.
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residue to catalyze ligation reaction. This way, the only possible 
ligation reaction is between 5¢ phosphate group of the insert and 
3¢-OH group of the vector, leaving a nick in each chain, which can 
be repaired in subsequent replications of the plasmid.

In this section, we describe a protocol for ligation of a cohesive 
double-restricted insert into a vector with the Fermentas® system. 
Other companies have very similar protocols. For blunt-end 
ligation, see Sect. Recommended Reading.

 1. Run a small sample of the vector and the insert in an agarose 
gel with DNA loading buffer (see Sect. 2.2.1.1).

 2. Quantify the relative intensity of bands (visually or with the 
help of software (i.e., Bio-Rad’s Quantity-One)).

 3. Transform the relative intensity of the bands to relative quantity 
of DNA. Intensity will depend only on the amount of DNA and 
the size of the molecule (a band of 2 kb has double intensity 
than a band of 1 kb, if they are present in similar amounts).

 4. In a clean tube, mix the vector and insert at a 1:4–1:6 ratio (if 
the amount of DNA is known, around 25–50 ng of vector are 
recommended). Add 2 mL of 10× T4 DNA ligase buffer (final 
concentration: 40 mM Tris–HCl, 10 mM MgCl2, 10 mM 
DTT, 0.5 mM ATP), 0.5 mL T4-DNA ligase and water to a 
final volume of 20 mL. Repeat the ligation in another tube 
replacing the insert with water (negative control). Negative 
control-transformed cells will provide an estimate of the pro-
portion of recircularized vector-transformed cells.

 5. Incubate the reaction: The optimum temperature for DNA 
ligase is 37°C, but annealing of sticky ends is compromised at 
this temperature. Usually, 1 h at room temperature works 
best. For harder ligations, incubate overnight at 17°C.

 6. Store at −20°C or proceed with bacterial transformation.

The process by which bacteria remove free DNA from the extra-
cellular environment is called transformation and the ability to be 
transformed is called competence. Bacteria naturally acquire com-
petence and are transformed to transfer genetic information (such 
as antibiotic resistances) between individuals. This phenomenon 
was discovered by Griffith (26), but the techniques to generate 
competent and transform E. coli in vitro were developed only in 
the 1970s (27, 28). In molecular cloning, E. coli can be transformed 
by chemical transformation, electroporation, biolistic methods, or 
sonic transformation. In this section we describe a simple chemical 
method to make competent cells and transform them.

This protocol is based on the ability of poliethylene glycol (PEG) 
to induce bacterial transformation (29, 30). It is very simple and 
provides good transformation efficiency.

2.2.2.1.  Ligation Protocol

2.2.3. Competence  
and Transformation

2.2.3.1. Preparation  
of Competent Cells and 
Transformation Protocol
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Preparation of Competent Cells 

 1. Grow 5 mL of cells in Luria–Bertani (LB) medium without 
antibiotic, overnight, at 37°C (250 rpm).

 2. Inoculate 1 mL of the culture into 250 mL of LB until the 
optic density at 600 nm reaches 0.6.

 3. Pellet the cells by centrifugation at 1,000×g for 10 min. Pour 
off the supernatant and let the tube over paper to dry excess 
of medium.

 4. Resuspend the cells in 25 mL filter-sterilized (0.22 mm) TSB 
(LB pH 6.1, 10% PEG (3,350 Da), 5% DMSO, 10 mM 
MgCl2, 10 mM MgSO4).

 5. Let on ice during 10 min and aliquot in 0.5 pre-chilled tubes. 
Freeze in liquid N2 or ethanol/dry ice bath. Store at −70°C.

Transformation

 1. Thaw one aliquot of competent cells on ice.
 2. Mix 20 mL KCM (KCl 0.5 M, CaCl2 0.15 M, MgCl2 0.25 M) 

with the ligation mixture (derived from protocol in 
Sect. 2.2.2.1) and add water to 100 mL.

 3. Pipette 100 mL of competent cells to each tube of DNA/
KCM and mix gently and leave it for 20 min on ice.

 4. Leave 10 min at room temperature and add 800 mL of LB 
medium (without antibiotic).

 5. Incubate for 1 h at 37°C under agitation
 6. Centrifuge at 14,000×g during 15 seconds.
 7. Remove 850 mL of LB, resuspend the cells and plate them in 

LB-Agar (LB with 1.5% Bacteriological Agar) with antibiotic.

Molecular cloning techniques had important limitations until the 
second half of 1980s. The discovery of RE and ligases allowed for 
novel methods for cloning DNA sequences into plasmids but, until 
the description and improvement of polymerase chain reaction 
(PCR), the only way was to construct DNA libraries. A DNA library 
is constructed by cutting (mechanically or by restriction) genomic 
DNA (gDNA) or complementary DNA (cDNA, which is DNA 
synthesized in vitro by reverse transcription) into thousands of 
unknown fragments that can be cloned into phagemid vectors. 
Once the library is constructed, it is necessary to identify the clones 
of interest by laborious screening strategies based on nucleic acid 
probe hybridization, functional studies, and immunological recog-
nition of products by antibodies. The use of these techniques pre-
sented several difficulties and limitations. One of them was the fact 
that the fragments were randomly generated and then were fre-
quently lost, incomplete, or contained undesired regulatory regions. 
On the other hand, sometimes there were no screening strategies to 

2.3. DNA Amplification 
and Site-Directed 
Mutation by 
Polymerase Chain 
Reaction
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find the sequence of interest. PCR technique abolished these prob-
lems. It allows to exponentially amplify a known DNA region with 
defined edges (amplicon) in such a way that can be considered a 
“purification” from the remainder DNA. Moreover, new sequences 
can be added at the end of the amplified sequence, enabling cloning 
into a vector and allowing for site-directed mutagenesis.

PCR technique was first described in 1986, by Mullis (31). 
Basically, the reaction consists of repetitions of three defined steps, 
driven by temperature (Fig. 4). In the first step, both strands of 
DNA are separated by heat-denaturation. In the second step, the 
reaction medium is cooled to a temperature in which two chemi-
cally synthesized oligonucleotides anneal specifically to the flanks 
of the amplicon. In the third step, the reaction is set to a tempera-
ture in which purified DNA polymerase will synthesize comple-
mentary strands of the oligonucleotide-flanked region. DNA 
polymerases can only polymerize DNA in 5–3¢ direction by adding 
nucleotides to a free 3¢-OH group. For this reason, the oligonu-
cleotides used in this technique are called “primers” (they “prime” 
polymerase reaction). At the second cycle of amplification (Fig. 5), 
two DNA molecules that comprise exactly the target region to be 
amplified are generated. As the reaction proceeds, these molecules 
are amplified geometrically in spite of other-length molecules that 
are arithmetically amplified (32).

The power of this technique is extraordinary: a very small 
amount of DNA (at the low nanogram range) can be amplified 
with high specificity to several micrograms. Since its inception 
multiple applications have been developed, which include DNA 
cloning and mutagenesis, DNA sequencing, DNA quantification and 
genotyping, just to name a few.

In the first description of the technique, the Klenow fragment of 
DNA polymerase I from E. coli was used. It was denatured in each 
denaturing step and fresh enzyme had to be added at every cycle. 
The use of thermophilic DNA polymerases (33) allowed for the 
automatization of the whole process. The first thermophilic DNA 
polymerase used in PCR was obtained from Thermus aquaticus 
(Taq DNA polymerase), an aerobic gram-negative bacteria isolated 
in Yellowstone National Park by Thomas Brock (34). Actually, 
several companies commercialize thermostable DNA polymerases 
from Thermus aquaticus and other organisms, such as Pyrococcus 
furiosus. Modern DNA polymerases for DNA cloning generally 
share two common features: (1) they have an improved proof-
reading activity to minimize misincorporation of nucleotides and 
(2) are reversibly inactivated by antibodies, which are inactivated 
in the first denaturation step (hot-start protocol). This strategy is 
used to prevent polymerase activity under temperatures lower 
than melting temperature (Tm, the temperature at which primers 
anneal to the flanks of the amplicon), that would give unspecific 

2.3.1. Overview of PCR 
Technique

2.3.2. Factors Affecting 
PCR Specificity  
and Efficiency  
and Basic Reaction

2.3.2.1. DNA Polymerases
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products. Two examples of commercial DNA polymerases suit-
able for cloning are Fast Start High Fidelity DNA polymerase 
from Roche and platinum Pfx DNA polymerase from Invitrogen.

In a PCR reaction, there are several factors that affect the spec-
ificity and efficiency of thermostable DNA polymerases. Among 
them, are (1) the polymerase used, (2) the buffer composition, 
(3) the template’s source, (4) the amount of nucleotides and 
primers, and (5) the thermal cycler program. Accordingly, it is 
impossible to set conditions that work well for all PCRs. We rec-
ommend choosing the primers following instructions given below 

Fig. 4. Steps of the first cycle of a PCR (denaturation, annealing of primers, and primer 
extension). Target region to be amplified is shown as dashed lines. Horizontal arrows 
represent chemically synthesized oligonucleotides designed to anneal at the flanks of 
the amplicon. Dash-dotted lines represent newly synthesized DNA strand.
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and performing a basic PCR reaction. If this reaction does not 
work (mainly because of a poor efficiency or specificity), it is nec-
essary to test the optimal condition for the reaction.

Several companies commercialize chemically synthesized oligo-
nucleotides at a reasonable price. The choice of a good pair of 
primers is essential for PCR. There are several factors to consider. 
The length of the primers should be between 16 and 30 nucleotides 
and the G/C content should be around 50%. Both primers should 
have similar Tms and it is preferable to choose a longer primer 
than a low Tm primer. Tm depends on length and composition; 
there are several rules to calculate it. One of them, called “the 
Wallace rule” (35, 36) which is as follows:

Tm (ºC) = 2(A + T) + 4(C + G),

where (A + T) is the sum of the A and T residues in the oligonu-
cleotide and (C + G) is the sum of C and G residues.

The sequence of the primer should avoid, as far as possible, 
mono and dinucleotide repetitions, as well as polypurine and 
polypyrimidine tracts. The 3¢ last base of the primer must 

2.3.2.2.  Primers

Fig. 5. First three cycles of a PCR and exponential amplification of the amplicon. Target region and oligonucleotides are 
shown as in Fig. 4. At the second cycle of amplification, two DNA molecules that comprise exactly the amplicon are 
generated (boxed ). Progression of PCR amplifies these molecules exponentially.
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 preferably be a G or a C. There should not be secondary structure 
in the primers, and they should not anneal to each other, espe-
cially if this annealing leaves a 3¢ end that can be a substrate for 
DNA polymerase. These factors are easily checked with the help 
of different programs. Among others, Oligo Explorer developed 
by Teemu Kuulasmaa (http://www.genelink.com/tools/gl-oe.
asp) is a very simple and useful program freely available online.

Every molecule polymerized in a PCR is flanked by chemically 
synthesized primers of our choice. This feature allows for inser-
tion of DNA sequences in the primer that will be present in the 
amplified DNA. One powerful application is the insertion of RE 
sites in the 5¢ end of the primers, making much easier the cloning 
procedure. The addition of non-complementary sequences at the 
5¢ end does not significantly affect the Tm of the primer.

A typical PCR reaction contains equimolar amounts of each 
primer (around 0.2–0.4 mM). Anyway, the concentration of 
each primer can be increased or decreased (from 0.1 to 0.5 mM) 
to optimize the PCR reaction.

In reactions containing MgCl2 (generally 1.5 mM), a standard 
PCR mix has equimolar amounts of every deoxynucleoside 
triphosphate (dNTP), at concentrations around 200–250 mM. 
The concentrations of dNTPs and DNA molecules, as well as tem-
plate and primers, must be related to MgCl2 concentrations, taking 
into account the direct chemical interaction between phosphate 
groups of dNTPs or DNA with divalent cations, such as Mg2+.

Thermostable DNA polymerases need free divalent cations to work. 
The most widely used cation for PCR is Mg2+ (its most common 
source is MgCl2). As previously mentioned, the availability of free 
cations in a PCR reaction depends on the length and amount of 
primers, template, and nucleotides, because their phosphate groups 
sequester free cations from the medium. This fact makes it impos-
sible to establish a cation concentration adequate for all PCRs. 
Commercial PCR kits usually contain two different 10× buffers: 
(1) one of them contains MgCl2 at concentrations of 15–18 mM 
(final concentration 1.5–1.8 mM), which are suitable for most 
PCRs and (2) another one that does not contain divalent cations to 
allow for experimental determination of its optimal concentration.

PCR reaction needs a buffer to maintain pH. Typically, 10 mM 
Tris–Cl (pH between 8.3 and 8.8, at room temperature) is used. 
At 72°C (primer extension temperature), pH falls to 7.2, near the 
optimal for Taq DNA polymerase. PCR buffer also contains 
50 mM KCl. The salt concentration affects template denaturation 
and annealing of primers because it neutralizes the negative 
charges on the phosphate backbone of DNA, stabilizing the double-
stranded DNA structure.

2.3.2.3. Deoxynucleoside 
Triphosphates (dNTPs)

2.3.2.4.  Divalent Cations

2.3.2.5.  Buffers
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PCR technique works with small amounts of DNA molecules 
from any source (either double or single stranded). Some natural 
sources contain natural inhibitors of the reaction, such as blood 
or feces (37), which can be easily eliminated through simple DNA 
purification procedures. Circular DNA amplifies slightly worse 
than linear, but generally plasmid DNA is shorter and cleaner, 
producing less unspecific amplifications than cDNA or gDNA. 
The ideal amount of template is around 5–250 ng for gDNA or 
cDNA and 100 pg–10 ng for plasmid DNA. Higher concentra-
tions can increase non-specific amplification.

Some commercial kits include additives that can enhance PCR 
efficiency and/or specificity, like dimethylsulfoxide (DMSO), 
glycerol, ammonium sulfate, detergents, and other compounds. 
Although they are not usually necessary, we recommend following 
the manufacturer’s instructions.

As previously mentioned, PCR consists of repetitions of three steps. 
In the first step, DNA must be heated to be denatured and allow 
subsequent annealing of the primers. This step is generally per-
formed at a maximum of 94°C during 30 s, because Taq DNA poly-
merase does not resist more than 30 cycles at higher temperatures. 
When the template is double-stranded, an initial 5¢ denaturation 
step (to completely denature DNA sample) is generally added at the 
beginning of the program.

In the annealing step, temperature is generally set at a few 
degrees below the theoretical Tm (we recommend 1–3°C). 
A temperature too close to the Tm does not allow proper anneal-
ing, and a temperature too low decreases specificity of the prod-
uct. Variations in buffer composition, Mg2+, primer or template 
concentration will affect specificity, and the optimal Tm must be 
empirically determined.

The optimal temperature for the majority of thermostable 
DNA polymerases is between 68 and 78°C. Primer extension step 
for a PCR performed with Taq DNA polymerase is typically set at 
72°C. At this temperature, Taq DNA polymerase can polymerize 
near to 2,000 nucleotides per minute. As a general rule, 1 min/1 kb 
of amplicon is necessary to perform accurate primer extension. 
After the last cycle, a long extension step (10 min) is commonly 
added to ensure that all the molecules have been properly polym-
erized. However, this step is not clearly necessary.

To amplify a DNA fragment, we recommend accurately choosing 
the primers and performing a basic PCR, following the recom-
mendations given in this section (or in the manufacturer’s instruc-
tions). If the result is not optimal (poor amplification, presence of 
unspecific or smeared bands), we recommend testing three to 
four different Mg2+ concentrations (from 1 to 5 mM) with three 
to four different Tms (from Tm to Tm −4°C), resulting in 9–16 

2.3.2.6.  Template

2.3.2.7. Enhancers

2.3.2.8. Thermal  
Cycling Program

2.3.2.9.  PCR Optimization
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conditions. This grid generally gives optimal Tm and Mg2+ con-
centration. If none of the different combinations give a suitable 
product, it is recommended to set the best couple of conditions 
and then test different concentrations of each primer. Optimal 
conditions for the majority of PCRs are established with this 
method. If it is not your experience, recheck your primers.

Table 1 depicts a summary of the recommended conditions to per-
form PCR reaction. If the result is not satisfactory, change the used 
conditions according to recommendations in the previous section.

As mentioned above, the artificial sequences introduced in the 5¢ 
end of a primer will be present in the amplified molecule. This fact 
allowed the development of techniques to introduce mutations in 
a defined position of the amplified sequence (site-directed muta-
tions) (38). The development of site-directed mutagenesis had 
enormous applications in molecular biology. Point mutations can 
give information about the function of specific residues and domains 
in a protein. In this way, proteins can be mutated into inactive 
forms. Especially informative are the mutations with dominant-
negative behavior (7, 8). Furthermore, the introduction of RE sites 
can be used to create chimeric fusions between two proteins.

Figure 6 shows a simple and effective method to perform 
 PCR-based site-directed mutagenesis as described by Higuchi and 
 co-workers (39). Two independent PCR reactions generate two 
DNA fragments that overlap in the point of the mutation. 
One  reaction (PCR 1 in the picture) amplifies the amplicon from 

2.3.2.10.  Basic PCR

2.3.3. Site-Directed 
Mutagenesis by PCR

Table 1 
Recommended conditions to perform a PCR reaction

PCR MIX (50 mL) of final volume

Thermal programStock concentration Final concentration

5 mL Buffer (10×) (with 18 mM 
MgCl2)

1× 1.8 mM 94°C/5¢

1 mL dNTPs (10 mM each) 200 mM 94°C/30″

2.5 mL DMSO (100%) 5% (Tm−2°C)/30″

1 mL Fw primer (10 mM) 200 nM 72°C/(1 min/Kb)

1 mL Rv primer (10 mM) 200 nM Go to step 2, 34 times

2 mL cDNA (50 ng/mL) 2 ng/mL 72°C/10¢

0.5 mL Taq DNA pol 
(High Fidelity)

(5 U/mL) 50 mU//mL

37 mL H2O

Fw forward primer; Rv reverse primer
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its 5¢ end to the mutation point, which is introduced in the primer. 
The other one (PCR 2) amplifies the amplicon from the point of 
the mutation to its 3¢ end, also including the mutation in the primer. 
When the products of the two reactions are mixed and driven to 
the melting temperature of the overlapping zone, two kinds of 
hybrid molecules are formed, one of them hybridizes through the 
5¢ ends and consequently is not a substrate for DNA polymerase, 
but the second type hybridizes through the 3¢ ends, leaving the free 
3¢-OH residues that can prime the polymerization of the rest of the 
amplicon. This strategy generates a template that has incorporated 
the mutation and can be amplified in another PCR (PCR 3) with 
the outer primers already used in PCR 1 and 2.

Specific approaches on cloning techniques (amplifying, cutting 
and pasting DNA, inserting DNA fragments into vectors, trans-
forming bacteria) were detailed in the previous section. In order 
to summarize them, we present here a protocol to clone Myc 

2.3.4. Protocol: Cloning  
of Mouse Myc Associated 
Factor X gene into pCIG 
Overexpression Vector

Fig. 6. PCR-based site-directed mutagenesis. Region to be mutated in the template is shown as a dotted line. Mutation 
point in the primers is shown as a zigzag line. Two independent PCRs (PCR 1 and PCR 2) generate two overlapping frag-
ments of the amplicon that have incorporated the mutation (strand 1–1¢ and strand 2–2¢). Mixing of this fragments and a 
single round of polymerase reaction generate a template that incorporates the mutation and can be amplified in a third 
round of PCR (PCR 3).
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associated factor X (MAX) gene into pCIG vector. From initial 
challenges (such as primer selection) to latter stages (such as 
selecting positive bacteria colony), the protocol highlights the 
steps necessary prior to eukaryotic cell (neuronal) transfection, 
which are discussed in the third section of this chapter.

 1. Primer selection.

Murine MAX mRNA sequence (NCBI accession number: 
NM_008558) was pasted into Oligo Explorer software. A 
couple of 20 mer primers comprising exactly the coding 
sequence (CDS, bases 224–706) were tested. This primer 
approach presented several problems: The forward primer 
had a G/C content of 40% whereas the reverse primer had a 
G/C content of 60%. This difference in nucleotide composi-
tion was transduced to a Tm difference higher than 8°C. 
Furthermore, thermodynamical study of reverse primer self-
annealing revealed the formation of a very stable dimmer, 
which was also a substrate for the polymerase reaction. To 
avoid this problem, different couples of primers were tested 
moving the annealing position of both primers few bases out-
side the amplicon. It is noteworthy that is not recommended 
to clone significant parts of untranslated regions (3¢ or 5¢ 
UTRs) of a gene for an overexpression experiment, because 
they could contain regulatory regions that could affect expres-
sion levels and give unexpected results. After few tests, a satis-
factory primer couple was found: (1) The forward primer was 
shifted four bases upstream, giving better features (more G/C 
content, absence of secondary structures, and a G in its 3¢ end) 
and (2) the reverse primer was shortened to 18 bp, allowing a 
new Tm of 58°C, avoiding the dangerous self-hybridizing 
structure observed in its 20 bp form. In order to investigate 
the potential occurrence of primer dimmers (two primers 
anneal one to the other instead of to the target DNA sequence 
to be amplified), dimerization calculations were performed. 
The primer couple did not provide important stable structure, 
suggesting no possibility of primer dimmer formation.

Informatics restriction analysis of the amplicon was con-
fronted with available restriction sites in the MCS of pCIG. 
XhoI and EcoRI are present in the MCS of pCIG and can be 
used in the same restriction reaction, because they share 
common buffer requirements. For this reason, this restric-
tion sites were introduced in the 5¢ end of the primers previ-
ously selected. Commonly, some nucleotides are added at 
the end of a primer when a RE site is introduced in it, because 
RE work better if they do not cut in the last bases of the 
chain. Finally, the chosen primers were:

Fw MAX XhoI:
GAA CTCGAG GGAAATGAGCGATAACGATG Tm: 58°C 

  XhoI
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Rv MAX EcoRI:
ACC GAATTC TTAGCTGGCCTCCATCCG Tm: 58°C  

 EcoRI
 2. A basic PCR was performed using 100 ng of cerebellar gran-

ule neuron cDNA. Basic receipt and program given in 
Sect. 2.3.2.10 were followed. Melting temperature was set at 
56°C and primer extension time at 30″ (amplicon size: 
482 bp). Running of the product in a 1.5% Agarose gel 
revealed the presence of a moderate-intensity band in the cor-
rect weight, with no unspecific extra bands.

 3. Band was excised from the gel and DNA was purified in a 
final volume of 40 mL with Qiagen’s QiaQuick Gel Extraction 
Kit following the manufacturer’s instructions.

 4. 15 mL of the purified band and 1 mg of pCIG were double-
restricted with EcoRI and XhoI with Fermenta’s Tango 2× 
buffer (66 mM Tris–Acetate (pH 7.9 at 37°C), 20 mM 
Mg-acetate, 132 mM K-acetate, 0.2 mM BSA) and following 
instructions given in Sect. 2.2.1.1.

 5. Bands were excised from the gel and purified again with 
QiaQuick Gel extraction kit. Again, elution was performed in 
a 40 mL volume.

 6. 5 mL of the eluted bands were run on a 1% Agarose gel to quan-
tify the relative quantity of each DNA (since purification proce-
dure gives variable yield, quantification must be done). MAX 
band was one-third intense than pCIG one. As pCIG is 12.86 
times larger than MAX, this means MAX is four times more 
concentrated (in molar terms) than pCIG (12.86/3 = 4.29).

 7. Equal volumes of insert and vector represent a 4.29:1 molar 
ratio (see Sect. 2.2.2.1) then, ligation reaction was performed 
as follows: 2 mL of T4 DNA ligase buffer (final concentration: 
40 mM Tris–HCl, 10 mM MgCl2, 10 mM DTT, 0.5 mM 
ATP), 2 mL of purified restricted pCIG, 2 mL of purified 
restricted MAX, 0.5 mL T4-DNA ligase, and 13.5 mL of water 
were incubated at 17°C overnight. Ligation was repeated add-
ing 2 mL of water instead of MAX protein (negative control).

 8. Ligation reactions were transformed following instructions 
given in Sect. 2.2.3.1.2 and plates were incubated overnight 
at 37°C. Around 200 colonies grew in the insert-ligated plate, 
whereas around 20 colonies grew in negative control plate.

 9. To asses insert ligation, eight colonies were picked. The plasmid 
DNA was isolated as described in Sect. 2.1.4 and SmaI restric-
tion was performed as described in Sect. 2.2.1.1 (Buffer Tango 
1×, 30°C/1 h). The presence of a 300 bp band confirmed 
insert ligation in all colonies (there is a SmaI site at 300 bp of 
MAX coding sequence end and at the pCIG’s MCS).
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 10. DNA of a positive colony was large-scale produced and purified 
(for DNA maxipreparation, see Sect. Recommended Reading) 
and the presence of intact MAX CDS was confirmed by 
sequencing.

There are numerous strategies to deliver nucleic acids into 
cultured cells. They include the transfection with Ca2+-
phosphate/DNA co-precipitates, lipid-based transfection pro-
tocols (lipofection), biolistics, microinjection, electroporation, 
as well as virus-based infection methods (40, 41). The choice of 
a specific transfection/infection method is determined by the 
experimental goal. With particular emphasis to the transfection 
of primary cultured neurons, which are post-mitotic cells, most 
methods remain relatively unsatisfactory with regard to either 
cytotoxicity or transfection/infection efficiency (42).

This section of the chapter describes the elementary basics and 
concepts involved in the strategies for delivering nucleic acids into 
cultured neuronal cells (primary and cell lines), as well as their 
advantages and drawbacks. A particular emphasis is directed to lipid-
based (lipofection) and electroporation-based transfection proto-
cols. For a more rigorous discussion of the topics mentioned here, 
see the Sect. Recommended Reading at the end of the chapter.

The methods to deliver nucleic acids into cultured cells fall into 
three classes: Transfection by chemical methods, transfection by 
physical methods, and virus-mediated infection.

Diethylaminoethyl cellulose (DEAE)-dextran represents one of 
the first chemical reagents used to introduce nucleic acids into 
cultured mammalian cells (43, 44). It is a cationic polymer that 
associates with the negative charge of nucleic acids. The excess of 
positive charges allows the complex to come into closer associa-
tion with the negatively charged cell membrane; its uptake is 
apparent by endocytosis. This method is useful for delivery of 
nucleic acids into cells for transient expression (see Sect. 3.2). 
However, this system is not normally useful for stable transfection 
studies, where integration of the transferred DNA into the chro-
mosome is required (45). Other synthetic cationic polymers have 
been used for the transfer of DNA into cells, including polybrene 
(46), polyethyleneimine (47), and dendrimers (48, 49).

Calcium phosphate co-precipitation represents another inter-
esting technique for the delivery of nucleic acids into cultured cells; 
it became exceedingly popular in the early 1970s (50). The proto-
col involves mixing DNA with calcium chloride, adding it to a 

3. Introducing 
Cloned Genes into 
Cultured Neuronal 
Cells

3.1. Transfection 
Methods

3.1.1.  Chemical Reagents
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buffered saline/phosphate solution and allowing the mixture to 
incubate at room temperature. This procedure generates a precipi-
tate that is dispersed onto the cultured cells. The precipitate is taken 
up by the cells through endocytosis or phagocytosis. The method 
is commonly used for both transient and stable transfections of a 
variety of cell types. Complete protocols based on the use of either 
cationic polymer or calcium phosphate co-precipitation for the 
delivery of nucleic acids into cultured cells are presented in the 
book by Sambrook and Russell (Sect. Recommended Reading).

Synthetic liposomes are also used to deliver DNA into cells 
(51). Particularly, the development of synthetic cationic lipids by 
Felgner and colleagues (52) was a significant progress in lipo-
somal vehicles. The cationic head group of the lipid associates 
with the negative charges of phosphate groups on the nucleic 
acids. The methods based on this approach have several advan-
tages such as relatively high efficiency of gene transfer and capa-
bility to transfect certain cell types that are resistant to calcium 
phosphate or DEAE-dextran, such as neuronal cells. Cells trans-
fected by lipofection can be used for transient expression studies 
and long-term experiments that need the integration of the DNA 
into the chromosome.

A lipid positively charged at physiological pH is the most 
frequent synthetic lipid component of liposomes developed for 
gene delivery (Fig. 7). Generally, the cationic lipid is mixed with 
a neutral lipid such as l-dioleoyl phosphatidylethanolamine 
(DOPE; Fig. 7). The cationic part of the lipid associates with the 
negative charges of nucleic acids, resulting in compaction of the 
nucleic acid in a liposome/nucleic acid complex (53). For cul-
tured cells, the positive charge of the liposome/nucleic acid 
complex allows closer association of the complex with the nega-
tively charged cell membrane, resulting in higher transfection 
efficiencies. The entrance of the liposome complex into the cell 
may occur via endocytosis or fusion with the plasma membrane 
by the lipid moieties of the liposome (54). After cellular internal-
ization, the complexes appear in the endosomes and later in the 
nucleus (55).

There is a great variety of transfection reagents that use cat-
ionic lipids for the delivery of nucleic acids to eukaryotic cells. 
These include the TransFast™, Tfx™ and Transfectam® Reagents 
(Promega), Lipofectamine™ LTX Reagent (Invitrogen), and the 
TransFectin Lipid Reagent (Bio-Rad). The best transfection 
reagent and conditions for a particular cell type must be deter-
mined, because the properties of a particular cell type influence 
the success of any specific transfection method. Detailed methods 
based on the use of cationic lipids to delivery of nucleic acids into 
cultured cells are presented in the Sect. Recommended Reading. 
A short lipofection-based protocol to transfect cultured neural 
cells is presented below.
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Since many variables affect the efficiency of lipofection, it is sug-
gested that the conditions outlined in the following protocol be 
used as an initial point for systematic optimization of the system. 
Alternatively, a protocol recommended by a commercial 
 manufacturer of a particular lipofectant could be used to begin 
the standardization process. The following protocol is based on 
the methodologies described by Sambrook and Russell (Sect. 
Recommended Reading) and on the method provided by 
Invitrogen Corporation (56).

Introducing plasmid DNA into PC12 cells by lipofection

 1. PC12 cells are maintained in neurobasal media supplemented 
with 1% l-Glutamine, 10% FBS (fetal bovine serum) and 5% 

3.1.1.1. Lipofection 
Protocol

Fig. 7. Chemical structures of some lipids used in lipofection. DOTMA (N-[1-(2,3-dioleoyloxy)propyl)-N,N,N-trimethylammo-
nium chloride); DOGS (Spermine-5-carboxy-glicine dioctadecyl-amide); DC-Cholesterol (3b[N-(N¢,N¢-dimethylaminoethane) 
carbamoyl)-cholesterol); DOPE (l-dioleoyl phosphatidylethanolamine).
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HS (horse serum), and antibiotics (mixture of penicillin 
(100 U/mL), streptomycin (100 mg/mL), and fungizone 
(0.25 mg/mL)) – in a 5% CO2 environment.

The cells should be around 40–75% confluent at the time of ●●

lipofection. If the cells are grown for fewer than 12 h before 
transfection, they will not be well anchored to the substra-
tum and are likely to detach during exposure to the lipid.

 2. For each transfection sample in 96-well format, dilute 100 ng 
of plasmid DNA into serum-free medium. Add 0.1 mL of 
PLUS™ Reagent (Invitrogen) and incubate for 5 min.

 3. Lipofectamine™ LTX Reagent (Invitrogen) is then added 
(transfection should be optimized by titrating the amount of 
the lipofection reagent) and gently mixed by pipetting up and 
down, and the lipid/DNA complex is allowed to form by 
incubating at room temperature for 30 min.

 4. 20 mL of the DNA–lipid complex is added to each well of the 
96-well plates containing cells, which should be in a serum-
free medium.

It is very important to rinse the cells free of serum before the ●●

addition of the lipid–DNA complex. In some cases, serum is 
a very effective inhibitor of transfection process (57).

 5. Incubate the cells for 1–24 h at 37°C in a 5% CO2 environment.
 6. After the cells have been exposed to the DNA for the appro-

priate time, wash them three times with serum-free medium. 
Feed the cells with complete medium and return them to the 
incubator.

As already mentioned, several variables affect the efficiency of 
lipofection. Thus, the presented protocol should be used as an 
initial point for systematic optimization. It is recommended to 
take into consideration:

 (a) The density of the culture: Cell monolayers should be in mid-
log phase and should be between 40 and 75% confluent.

 (b) Amount of DNA added per dish: Depending on the concen-
tration of the sequences of interest, as little as 50 ng and as 
much as 40 mg of DNA might be required to obtain maximum 
signal for a reporter gene.

 (c) Time of exposure of cells to the cationic lipid–DNA complex: 
Varies from 0.1 to 24 h.

 (d) Purity of the DNA preparation: Whenever possible, the DNA 
should be dissolved in water rather than buffers containing 
EDTA. Plasmid preparations used for lipofection should be 
free of bacterial lipopolysaccharides.

All of these variables must be optimized in order to establish 
optimal transfection frequencies for a target cell line. Although the 
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current lipofection methods/reagents allow for good  transfection 
efficiencies in neural cell lines, the transfection  efficiencies obtained 
with primary neuronal cells are still low.

Adenoviral vectors are also useful for gene transfer due to a 
number of characteristics: (1) they infect a wide range of human 
cells and can achieve high levels of gene transfer compared to 
other vectors; (2) they accommodate relatively large segments 
of DNA (up to 7.5 kb) and transduce these transgenes in non-
proliferating cells, such as neurons; and (3) adenoviral vectors are 
simple to manipulate using recombinant DNA techniques (58). 
Other vectors of interest (adeno-associated virus, herpes simplex 
virus, retroviruses) can infect quiescent cells, and can integrate 
into the host cell genome to allow stable, long-term expression. 
Of particular importance, recombinant lentiviral vectors have 
been described as powerful tools for gene transfer in the central 
nervous system, showing great potential as a gene therapy strategy 
for neurological disorders (59).

Physical methods for delivering nucleic acids were developed in the 
early 1980s. Direct microinjection into cultured cells is an effective 
although laborious technique (60). Since the apparatus is costly and 
the technique extremely laborious, it is not an appropriate method 
for studies that require a great number of transfected cells.

Another physical method is biolistic particle delivery: Particle 
bombardment. This method is based on high velocity delivery of 
nucleic acids on microprojectiles to recipient cells by membrane pen-
etration (61). This method has been successfully employed to deliver 
nucleic acid to cultured cells as well as to cells in vivo (62–64).

Electroporation was initially reported for gene transfection 
into mouse cells (65). This technique is normally used for cell 
types that are difficult to transfect by other methods. The method 
is based on perturbing the cell membrane by an electrical pulse, 
which forms transient pores that allow the entrance of nucleic 
acids into the cell (66). The technique needs optimization for 
duration and strength of the pulse for each type of cell used. In 
addition, electroporation generally requires more cells than 
chemical methods because of considerable cell death; it is neces-
sary to balance transfection efficiency against cell viability.

To ascertain whether electroporation is a useful method of 
transfection for a particular cell type/line, it is important to use a 
range of field strengths and pulse lengths and thus establish con-
ditions that generate the maximal number of transfectants. Several 
companies that sell electroporation devices offer lists of optimized 
conditions. However, because of variation in properties between 
different cultivars of the same cell type/line, it is important for 
the investigators to confirm that the conditions described in the 
literature are optimal for cells grown in their laboratory.

3.1.2. Viral Methods

3.1.3.  Physical Methods



210 Farina et al.

Since transfection and cell death are dependent on the field 
strength (67), it is recommendable to expose aliquots of cells to 
electric fields of increasing strength with time constants between 
20 and 200 ms. For each field strength, measure (1) the number 
of cells that express the transfected reporter gene and (2) the pro-
portion of cells that survive exposure to the electric field. Platting 
efficiency is a more accurate measure of cell survival than staining 
with vital dyes since, after electroporation, cells can remain per-
meable to vital dyes such as trypan blue for 1–2 h. There are other 
variables that affect the efficiency of electroporation.

 (a) The temperature: Electroporation is usually carried out on 
cells that have been pre-chilled to 0°C. These cells are main-
tained at 0°C after electroporation (to maintain the pores in 
an open position) and are diluted into warm medium for 
plating (68).

 (b) The concentration and the conformation of the DNA: Linear 
DNA is preferred for stable transformation and circular DNA 
is preferred for transient transfection (69, 70).

 (c) The state of the cells: Best transfections are achieved with cell 
cultures in the mid-log phase of growth. This represents a 
limitation for primary cultured neurons.

A transfection protocol by electroporation (microporation) in 
mouse primary cerebellar granule cells follows next. Microporation 
is an electroporation technology in which a pipette tip is used to 
provide an electroporation space. Transfections were carried out 
using a Microporator Pipet-type Electroporation System device 
(Digital Bio Technology) and the optimal transfection efficiency 
was achieved by using a single pulse of 1,700 V during 20 ms.

 1. Primary cerebellar granule cells are obtained from mice 
according to previously described methods (71).

 2. After counting, cells are resuspended in buffer R medium 
(Digital Bio Technology) at a density of 3 × 107 cells/mL and 
placed on ice.

 3. The plasmid DNA (pCIG-GFP) is added at a concentration 
of 50 mg/mL (5 mg/3 × 106 cells).

 4. After mixing, the cell suspension remains on ice and an ali-
quot of 100 mL (3 × 106 cells) is taken for electroporation, 
using the pipette device.

 5. The microporator pipette is inserted into pipette station and 
the electroporation is performed using a single pulse of 
1,700 V for 20 ms.

For optimization, it is important to use a range of field ●●

strengths and pulse lengths and thereby establish condi-
tions that generate the maximum number of transfectants 
for your conditions.

3.1.3.1. Electroporation 
Protocol
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 6. After microporation with optimized electric parameter, the 
cells are immediately transferred into pre-warmed complete 
medium – Dulbecco’s Modified Eagle Medium (DMEM) 
(25 mM KCl, 31 mM glucose and 0.2 mM glutamine) 
supplemented with p-aminobenzoate, insulin, penicillin, and 
10% fetal calf serum.

 7. The cell suspension (3.2 × 106 cells/mL) is seeded in multi-
well plates precoated with poly-d-lysine and incubated at 
37°C in a 5% CO2 environment.

 A mixture of 5 ●● mM 5-fluoro-2¢-deoxyuridine and 20 mM  
uridine should be added at 24 h after seeding to prevent 
glial proliferation.

 8. GFP (in this case, encoded by the pCIG-GFP) is used as gene 
reporter (see Fig. 8). Transfection efficiency was around 80% 
in living cells. Cell viability was around 60%.

The number of electroporations depends on the number ●●

of required plates/wells. Consider to plate cells at a den-
sity of 3.2 × 106 cells/mL of the complete medium.
As already mentioned, several variables (temperature, ●●

DNA concentration, cell type) affect the efficiency of 
electroporation. Thus, the above protocol should be used 
as an initial point for systematic optimization.

Following the review of the most common transfection methods, 
next, we will discuss two different approaches for the delivery of 
nucleic acids into cultured neuronal cells: Transient transfection 
and stable transfection. In transient transfection, recombinant DNA 
is introduced in a recipient cell in order to obtain a temporary, but 
high-level expression of the target gene. The transfected DNA is 
not necessarily integrated into the host chromosome. Transient 
transfection is practical when a large number of samples are to be 

3.2. Stable and 
Transient Transfection

Fig. 8. Transfection of mouse cerebellar granule cells by electroporation. Mouse cerebellar granule cells were transfected 
by electroporation (microporation) with 5 mg of a plasmid encoding the EGFP. Forty-eight hours post-microporation, the 
cells were analyzed by phase contrast (a) and fluorescence microscopy (b).
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analyzed within a short period of time. In general, the cells are 
harvested at few days after transfection and the resulting lysates can 
be assayed for expression of the target gene. This approach has 
been used to overexpress, at few days after transfection, genes 
that encode proteins involved in neurodegenerative (72) and 
neuroprotective events (73), as well as neurotransmission (74), 
antioxidant defenses (75), energetic metabolism (76), and several 
others physiological events related to the neuronal homeostasis.

Permanent or stable transfection is used to obtain cell lines in 
which the transfected gene is integrated into chromosomal DNA, 
allowing for the synthesis of moderate quantities of the target 
protein. In general, up to 90% of a population of cells expresses 
the transfected gene in a transient manner. At some point within 
the first hours after transfection, the transfected DNA undergoes 
non-homologous intermolecular recombination and ligation 
events in order to form a large structure that may integrate into 
the cellular chromosome (77).

Since the uptake, integration, and expression of DNA are 
infrequent events, stable transformants are generally isolated by 
selection of the cells that have acquired a new phenotype. This is 
commonly achieved by co-transfection with a second marker 
gene, which offers a selectable advantage, such as resistance 
against a certain antibiotic or drug. In the presence of the toxin in 
the cell culture, only those cells with the marker gene integrated 
into their genomes will proliferate and the other cells will die.

The most commonly used selection agent in permanent trans-
fection experiments is Geneticin, also known as G418, which is a 
toxin that can be neutralized by the product of the neomycin 
resistant gene (aminoglycoside phosphotransferase) (78). In addi-
tion to aminoglycoside phosphotransferase, there are several other 
selection markers, such as hygromycin-B phosphotransferase 
(resistance to hygromycin-B) (79) and puromycin-N-acetyl trans-
ferase (resistance to puromycin) (80). Detailed methods for stable 
transfection are presented in the book by Sambrook and Russell 
(Sect. Recommended Reading).

Here, we present an example of a stable transfectant protocol 
using PC12 cells and G418. The protocol is based on the study 
by Gollapudi and collaborators (81), which delves into the use of 
stable transfection of PC12 cells with the estrogen receptor (ERa) 
in order to detect protective effects.

 1. PC12 cells are maintained in a “complete medium” – DMEM 
(Dulbecco’s modified Eagle medium) containing 5% FBS 
(fetal bovine serum) and 10% HS (horse serum), 5 mM glu-
tamine, and antibiotics (mixture of penicillin (100 U/mL), 
streptomycin (100 mg/mL), and fungizone (0.25 mg/mL)) – 
in a 5% CO2 environment.

 2. The cells are seeded at a concentration of 1.5 × 106 cells per 
well into collagen-polylysine-coated 6-well culture dishes. 

3.2.1. Stable  
Transfectant Protocol
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They are allowed to adhere overnight, and the next day 
washed twice with serum-free DMEM.

 3. The introduction of the plasmid DNA is mediated by  
lipofection. Transfection solution containing lipofection reagent 
and DNA (vector alone or vector ligated with ER cDNA) is 
carefully overlaid and incubated with the cells for 5 h.

For details on DNA transfection mediated by lipofection, ●●

please see Sect. 3.1.2.
The used plasmid DNA (vector pcDNA3) encodes the ●●

aminoglycoside phosphotransferase gene, which confers 
resistance to geneticin (G418).

 4. After lipofection, cells are washed three times with serum-free 
medium. Next, complete medium is added and the cells are 
incubated for 4 days, with media being replaced every day.

 5. To isolate stable transfectants, cells are trypsinized and 
replated in the selective medium (complete medium contain-
ing 500 mg/mL of G418).

 6. Change this medium every 2–4 days for 2–3 weeks to remove 
the debris of death cells and to allow colonies of resistant cells 
to grow.

 7. Individual colonies can be isolated by cloning cylinders, 
selected and transferred to multiwell plates for further propa-
gation in the presence of selective medium.

Individual cells that survive the drug treatment expand ●●

into clonal groups that can be individually propagated 
and characterized.
To standardize a protocol, it is necessary to determine ●●

the killing concentration (kill curve) of the selective drug 
prior to transfection (82).

As already mentioned, after transfection of cultured neuronal cells 
with a specific DNA sequence, it is important to determine the 
percentage of cells that have received and are expressing the for-
eign DNA. In addition, it is important to quantify the relative or 
absolute increases in the expression of the protein encoded by the 
transfected gene in the whole sample.

To quantify the expression of a given protein encoded by the 
transfected gene, semi-quantitative and quantitative methods can 
be used. Immunocytochemistry (83), western blot (1), flow cyto-
metric analyses (84), and protein activity (85) can give a general 
view of the expression of the transfected gene.

In order to determine the percentage of transfected cells that 
have received and are expressing the foreign DNA sequence, a 
reporter gene can be used. The reporter gene can be present on 
the same vector as the gene of interest or it can be localized on a 
separate plasmid. As already stated, a convenient reporter for 
monitoring transfection efficiency is the GFP (see Sect. 2.1.1). 

3.3. Analysis of 
Transfection Efficiency
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The typical image of cultured cells expressing GFP is presented in 
Fig. 8. For quantitative evaluations on the transfection efficiency, 
counts of the number of nuclei (DAPI) and cells expressing GFP 
should be conducted, deriving a percentage of the transfection effi-
ciency. Notably, there are specific antibodies for GFP which allow 
its detection in cells even when low expression rates are achieved.

Advances in molecular cloning techniques have revolutionized 
over the last two to three decades, resulting in an explosion in the 
number of both in vitro and in vivo studies on the consequences 
of overexpression or deletion of specific proteins and their role in 
neurodegeneration or neurotoxicity (86–90). It is noteworthy 
that in contrast to the huge number of studies on the role of spe-
cific proteins in pathways that lead to cell death or dysfunctioning 
in chronic neurodegenerative diseases (i.e., Alzheimer and 
Parkinson’s diseases), the number of studies on the modulatory 
role of specific proteins in neurotoxicity elicited by environmental 
neurotoxicants is relatively limited (1, 91, 92). The tools/proto-
cols described in the previous sections of this chapter and the 
illustrative studies cited herein intend to provide basic informa-
tion on how these techniques can potentially be used to advance 
the knowledge in the neuroscience field. We suggest that the use 
of the aforementioned techniques can simplify the task of study-
ing complex signaling pathways upon exposure to different toxi-
cants in the whole cell (neuronal) milieu. With a particular 
emphasis on the neurotoxicity induced by xenobiotics, geneti-
cally transformed neuronal cells can be considered a powerful 
tool for screening and identifying specific molecular targets and 
deciphering complex cascades of molecular events involved in 
either neurotoxic or neuroprotective events (1, 91).

Several laboratories have taken advantage of genetically modifying 
different types of organisms, specific mammalian brain areas and/
or cultured neuronal cells to clarify the role of putative key proteins 
as modulatory factors of different neuropathological conditions 
(73–75, 81, 86–90, 93). Next, we illustrate several examples on 
how the transfection of cultured neuronal cells can assist in eluci-
dating the role played by specific proteins in neurodegenerative 
diseases and neurotoxicity induced by environmental neurotoxi-
cants. Because of the large number of studies on these topics and 
due to space limitations, particular emphasis on Parkinson’s disease 
and methylmercury-induced neurotoxicity is presented.

The intracellular deposition of misfolded proteins is believed to 
participate in age-related neurodegenerative diseases (93–95). For 

4. Applications  
of Gene 
Transfection  
to Study 
Neuropathology 
and Neurotoxicity

4.1. Neurodegenerative 
Diseases

4.1.1. The Case of 
Parkinson’s Disease (PD)
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instance, PD is associated with degeneration of dopaminergic 
 neurons located in the substantia nigra and with the presence of 
inclusion bodies containing alpha-synuclein (89, 95). The exact 
role of alpha-synuclein misfolding in the neurotoxicity of PD is still 
unknown. However, in vitro and in vivo transfection models of 
neuronal cells overexpressing wild type or mutated alpha-synuclein 
have indicated that its aggregation can modify different intracellu-
lar processes and contribute to neuronal death (89, 96). Consistent 
with these observations, Lee and co-workers (97) have demon-
strated that dorsal root ganglia neurons overexpressing alpha-synu-
clein exhibit microtubule dysfunction, neuritic degeneration, 
trafficking defects, and Golgi fragmentation, which are common 
features in other human neurodegenerative diseases. Hsu et al. 
have investigated the effects of alpha-synuclein overexpression in a 
hypothalamic neuronal cell line and in an analogous fashion 
observed that its overexpression resulted in formation of alpha-
synuclein-immunopositive aggregates and mitochondrial dysfunc-
tion associated with increased formation of reactive oxygen species. 
They have also demonstrated that pretreatment with vitamin E 
ameliorated the alpha-synuclein-induced neuronal toxicity (98).

Another protein that is involved in PD etiology is parkin (89, 
96) and data obtained with transfected neuronal cells have been 
fundamental in elucidating the antagonistic effect of wild-type 
parkin and the stimulatory effect of its mutants to PD develop-
ment. For instance, Hyun et al. (99) have reported that neuronal 
toxicity and oxidative stress caused by different factors (serum 
withdrawal, H2O2, MPP(+), or 4-hydroxy-2-trans-nonenal) were 
attenuated by wild-type parkin overexpression. In contrast, over-
expression of the mutant parkins increased cell death and oxida-
tive stress markers in response to these stressors. Consequently, it 
was concluded that parkin mutation in substantia nigra in PD 
may increase neuronal vulnerability to a range of toxic insults, 
which could facilitate disease initiation and progression (99). In 
line with this in vitro study, in vivo rodent transgenic models have 
indicated a neuroprotective role for wild-type parkin, where over-
expression of the gene decreased the responsiveness to alpha-
synuclein-induced neuropathology (100).

Neurodegeneration is a complex process and represents a hallmark 
in a variety of acute and chronic human diseases (94). Although 
the cascade of events that occur in each disease can be unique, 
from the point of view of gross behavioral, cellular and molecular 
outcomes, the pathways that lead to the various diseases can have 
overlapping molecular mechanisms. For instance, oxidative stress 
is believed to underlie neuronal dysfunction in many neurode-
generative disorders (100–102), including those caused by 
 environmental toxicants (91, 103). In this regard, a variety of 
studies have taken advantage of neuronal transfection with poten-
tially toxic or protective key proteins to demonstrate that oxidative 

4.2. Mechanisms  
of Neurotoxicity
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stress and apoptosis can be a common modulators of neurode-
generation. For instance, primary cultures of neocortical neurons 
obtained from transgenic mice overexpressing human Bcl-2 under 
the control of neuron-specific enolase promoter were more resis-
tant to the pro-oxidant and dopaminergic neurotoxin 6-OHDA 
than neurons from normal mice (104). These results indicate that 
the antiapoptotic Bcl-2 protein can modulate  oxidative stress and 
dopaminergic cell death. In the same vein, overexpression Bcl-2 
protects PC12 cells from 3-nitropropionic acid-induced hydrogen 
peroxide production, mitochondrial DNA damage, and cell death 
(105). However, Bcl-2 protection against apoptotic cell death and 
increased oxidative stress in dopaminergic PC12 cells was depen-
dent on a definite level of expression. In fact, induction of high-
level expression of Bcl-2 in PC12 cells resulted in generation of 
oxidative stress and cessation of growth by cell cycle arrest, sug-
gesting that Bcl-2 expression is beneficial only in a limited range 
and that its high-level expression can cause neurotoxicity (106).

The relationship between environmental toxicants and neuro-
pathological conditions represents an important topic that deserves 
particular consideration when neurotoxicity and neuropathology 
are analyzed from a mechanistic point of view. In fact, although 
genetic research has shown that particular gene variations predis-
pose some individuals to neuropathologies, the role of the envi-
ronment in the etiology of such conditions has become clearer 
(107). Of particular importance, the exposure of brain to environ-
mental toxicants can trigger the activation of cytotoxic pathways 
that partially overlaps with those triggered by neurodegenerative 
diseases (108–110). Environmental toxicants, such as MPPT, 
3-nitropropionic acid and toxic metals can cause oxidative stress 
and mitochondrial dysfunction (103, 108–111). In this regard, 
methylmercury (MeHg) is an environmental neurotoxicant that 
seems to cause neurotoxicity via disruption of multiple targets, 
which will culminate in mitochondrial dysfunction and oxidative 
stress (103). However, the exact role of specific targets in MeHg 
neurotoxicity is still not fully defined. We have observed that 
MeHg-induced neuronal cell death in cultured mouse cerebellar 
granule cells was preceded by a marked inhibition of the antioxi-
dant enzyme glutathione peroxidase 1 (GPx1) (1) and that the 
overexpression of GPx1 prevented MeHg-induced neuronal 
death. These results indicate that GPx1 is an important molecular 
target involved in MeHg-induced neurotoxicity and reinforce the 
view that peroxides and oxidative stress are fundamental factors in 
MeHg toxicity. In accordance with this, Nrf2 overexpression 
attenuated MeHg-induced cytotoxicity in SH-SY5Y cells (112), 
which is in line with data showing a protective role for Nrf2 
 activation in astrocytes exposed to MeHg (113). Collectively, 
these data can help to explain the earlier demonstration that 
 overexpression of  metallothionein in cultured astrocytes affords 
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protection against the cytotoxic effects of MeHg (114),  particularly, 
in view of the demonstration that metallothionein protected 
SH-SY5Y cells from the neurotoxic effects caused by 6-OHDA via 
activation of the Nrf-2 signaling pathway (115).

The illustrative and simplified examples presented above 
support an important role for oxidative stress and apoptosis in 
cell death caused by different neurotoxic agents and also an 
important role for antioxidant or antiapoptotic proteins as antag-
onists of neuropathology in different in vitro models. The devel-
opment of transgenic cells that overexpress key proteins, such as 
GPx1, parkin and alpha-synuclein, among others, is a valuable 
tool for determining the molecular mechanisms involved in dif-
ferent neuropathological conditions. Furthermore, transgenic 
cells could be used to help neurotoxicologists in the difficult task 
of screening environmental toxicants with potential hazard for 
predisposition for neurodegenerative diseases in humans (116).
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Chapter 10

P19 Embryonic Carcinoma Cell Line: A Model  
To Study Gene–Environment Interactions

Joseph Bressler, Cliona O’Driscoll, Cathleen Marshall,  
and Walter Kaufmann 

Abstract

In studies on pluripotency and differentiation, teratocarcinoma cell lines have been used as alternatives to 
mouse embryonic stem cell lines. Teratocarcinoma cell lines cost less to maintain and they are easier to 
genetically manipulate. Their disadvantage, of course, is being derived from a tumor, which prevents 
their use in certain types of studies such as in implantation and proliferation. The P19 cell line is one of 
the better studied teratocarcinoma cell lines, being first introduced in 1982. The cells express the same 
transcription factors for pluripotency maintenance as embryonic stem cells but do not require specialized 
media or feeder cells. Dimethylsulfoxide induces P19 cells to smooth muscle cells and beating cardio-
myocytes, whereas, retinoic acid causes P19 cells to differentiate into functional neurons complete with 
synapses with specific neurotransmitter phenotypes. Excellent transfection efficiencies can be achieved 
with the less expensive calcium phosphate method though the more expensive commercially developed 
reagents also work well. Consequently, transient expression of genes or knocking down gene expression 
with siRNA is straightforward. Furthermore, establishing stable cell lines with these changes in gene 
expression is also quite feasible. The procedures for taking advantage of these properties of P19 cells in 
studies on differentiation and toxicology will be discussed in this chapter.

Key words: Pluripotency, Differentiation, P19 cells, Neurons, Muscle

Embryonic stem cell lines are a versatile and exciting tool, because 
of their pluripotency, but they have distinct disadvantages namely 
cost, time, and difficulty to establish. In order to overcome these 
disadvantages without losing all the benefits of pluripotent stem 
cells, we have been using the P19 embryonic carcinoma cell lines 
as a model for studying gene environment interactions. The P19 
embryonic carcinoma cell line, first derived in 1983, displays 
pluripotency in an easy to manipulate cell line. In this chapter, the 
advantages and disadvantages of the P19 cell line and other model 

1.  Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
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systems will be discussed. Our interests in gene–environment 
interactions come from the need to better understand neurode-
velopmental disorders. While there are few reports on the effect 
of toxicants on gene expression during human neurodevelop-
ment, the contribution of environmental factors and genetics in 
autism and schizophrenia has been documented (1–3). The 
importance of gene–environment interactions has been exten-
sively documented in cancer but only recently have studies dem-
onstrating its importance in neurological diseases. For example, 
the risk of Parkinson’s disease increases in agricultural workers 
who harbor certain polymorphisms in the dopamine transporter 
(4, 5). Phenylketonuria, an inability to metabolize proteins result-
ing in neurodevelopmental deficits, is yet another example of how 
the environment can have far reaching consequences (6).

Our specific interests have been determining sensitivity to 
environmental factors in individuals harboring mutations and 
polymorphisms in the MECP2 gene. Mutations in MECP2 are 
known to cause Rett syndrome (RTT) and abnormal expression 
of Mecp2 have been found in the brain of autistic children (7). 
Several polymorphisms and over 200 mutations have been identi-
fied throughout the MECP2 gene though seven recurrent muta-
tions accounting for more than two-thirds (70%) of RTT cases in 
whom an MECP2 gene mutation is characterized (8, 9). Clinically, 
different mutations are associated with phenotypes of differing 
profile and severity (9–11), which is thought to be due to effects 
on specific functional domains and overall protein function. 
Mecp2 is composed of three domains: the methyl-CpG binding 
domain, the transcriptional repression domain, and a C-terminal 
domain with two nuclear localization signals. The methyl-CpG 
binding domain specifically binds to methylated CpG dinucle-
otides, with preference for CpG sequences with adjacent A/T-
rich motifs though binding to unmethylated DNA has been 
observed. The transcriptional repression domain is involved in 
transcriptional repression through recruitment of corepressors 
and chromatin remodeling complexes. The C-terminus facilitates 
MeCP2 binding to naked DNA and to the nucleosomal core, and 
it also contains evolutionarily conserved poly-proline runs that 
can bind to group II WW domain splicing factors (12, 13).

In the CNS, MECP2 expression coincides with the later 
stages of neuronal differentiation. Furthermore, several lines of 
evidence, including pattern of induction, induction of brain-
derived neurotrophic factor, and obvious clinical manifestation 
after age 6 months, suggest that Mecp2 is involved in synaptic 
plasticity (12, 14). The fact that the phenotype in Mecp2 null 
mice can be rescued by reintroduction of Mecp2 supports its’ 
role in neuronal plasticity (15, 16). Nonetheless, MECP2 
 mutations and/or polymorphisms could also affect earlier 



225P19 Embryonic Carcinoma Cell Line

 developmental processes. Indeed, Mecp2 inhibits astrocyte 
 differentiation and promotes neuronal differentiation in neural 
precursor cells when ecotopically expressed (17). Furthermore, 
MECP2 mutations could have indirect effects on brain develop-
ment by affecting the immune response. Indeed, nuclear factor 
kappa B cell signaling, which regulates cytokine responses, is 
affected by Mecp2 expression in the liver (18) and increased 
autoimmune reactions have been shown in individuals harbor-
ing MECP mutations (19).

A number of approaches can be taken to study the functional 
consequences of MECP2 mutations and polymorphisms; the 
choice depends largely on the question being addressed. Mouse 
models are helpful for studying neurobehavior and complex cell 
interactions but are expensive and time consuming to develop. 
Cell lines are more commonly employed because they are gener-
ally less expensive and techniques are readily available to manipu-
late gene expression. Conceptually, a human cell line should be 
considered because of possible species differences. Many human 
cell lines are available to study neural differentiation in response 
to differentiating factors such as retinoic acid (RA), soluble sec-
ond messages, and neurotrophic factors. A consideration, often 
overlooked, is the embryological and anatomical origin of cell 
lines. Many human neuronal cell lines are derived from neuro-
blastomas, tumors of the peripheral nervous system, and may not 
be able to express properties of neurons in the central nervous 
system (CNS). Many also fail to express the properties of mature 
neurons such as action potentials, neurotransmitter biosynthesis, 
and receptors. Even many rodent neuroblastoma cell lines, which 
were derived from chemically induced brain tumors, fail to express 
properties of mature neurons even after undergoing differentia-
tion. More recently, human neuronal cell lines have been devel-
oped by transducing human neural stem cells with viral vectors 
carrying the gene for myc transcription factor (20), or mutated 
myc that has lost its’ transforming ability, resulting in highly dif-
ferentiated neurons. For example, overexpressing myc in human 
primary cells from developing cortex and mesencephalon has 
produced stable neural stem cell lines that differentiate into dop-
aminergic neurons capable of firing action potentials (21). 
Furthermore, a stable neural human stem cell line has been devel-
oped with a myc viral construct that displays self-renewal ability 
and can be induced to well-differentiated oligodendrocytes, astro-
cytes, and neurons (22).

2.  Cell Lines

2.1. Neural-Derived 
Cell Lines to Study 
Mecp2
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Pluripotent embryonic stem cell lines are a good choice if the 
goal is to examine the progression of events starting prior to com-
mitment to a neural lineage and ending in neurotransmitter spe-
cific neurons forming synapses. Techniques have been developed 
to induce well-differentiated neurons from mouse and human 
embryonic stem cell lines. Indeed, glutamatergic, dopaminergic 
(23, 24), and cholinergic (25) derived neurons capable of form-
ing synapses can be studied. These pluripotent stem cells derived 
from the blastocyst provide a model for studying the progression 
of events that take place from early stages of embryogenesis to 
well-differentiated neurons. Unlike conventional cell lines, pluri-
potent cell lines are difficult to derive, and require culture condi-
tions designed to maintain growth and pluripotency. To uniformly 
overexpress or knockdown gene expression, viral vectors need to 
be constructed to introduce the gene to the cell population (26). 
Alternatively, induced pluripotent stem (IPS) cells can be derived 
directly from patients harboring mutations. Similar to embryonic 
stem cells, IPS cells can be stimulated to undergo differentiation 
to neuronal subtypes that are capable of expressing action poten-
tials (27). Thus, it is not necessary to genetically manipulate IPS 
cell line if the study’s objective is to study mutations in patients. 
IPS cells are, however, not completely similar to human embry-
onic stem cells. For example, a recent study found that the DNA 
methylation pattern of IPS cells differs both from those of the 
parent somatic cells and from those of the human embryonic 
stem cells (28). The maintenance of pluripotent embryonic and 
IPS cell lines is time-consuming and costly, due to growth require-
ments and the tendency of the cells to undergo spontaneous dif-
ferentiation. New advances in culture techniques and vector 
construction could potentially make it easier and bring down the 
cost (29).

Teratocarcinomas are another potential source of pluripotent 
stem cell lines. Teratocarcinomas are comprised of a heterogenous 
group of cells (somatic, extraembryonal and small quantities of 
embryonic carcinoma (EC) cells) of which the EC is considered 
to be the cancer stem cell (30, 31). The human pluripotent clonal 
TERA-1 cell line was derived by cloning the embryonic carci-
noma cells from a teratocarcinoma (32). The EC cells have a high 
potential for self-renewal, and are capable of forming a new tumor 
if injected into a host. Most importantly, the cell lines do not 
require the strict growth conditions needed for embryonic stem 
cells and clonal cell lines can be established. Pluripotency is dem-
onstrated by the presence of cell types from the different embryo-
logical layers, endoderm, mesoderm, and ectoderm, in tumors 
formed by injecting the cells in nude mice. The demonstration of 
pluripotency in vivo has been the hallmark of pluripotent cell 
lines, though biomarkers such as the expression of transcription 

2.2. Embryonic Stem 
Cell Lines

2.3. Human 
Teratocarcinoma  
Cell Lines
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factors, such as Oct4 or Nanog, can also be considered valid. 
Little work has been published demonstrating pluripotency of the 
TERA-1 cell line in vitro. Rather, the NT2 cell line was cloned 
from the TERA-1 cell line and has been mostly used for studying 
neuronal differentiation in response to RA (33). Although NT2 
cell line is derived from a clone, NT2-derived neurons are hetero-
geneous. These neurons express glutamate (34) and gamma-
amino-butyric acid receptors (GABA) (35) as well as synthesize 
acetylcholine (36) and GABA. However, a dopaminergic pheno-
type has not been observed (37, 38). Most interesting, differenti-
ated neurons derived from the NT2 cells make synapses and 
display pre-synaptic vesicles and synaptic vesicle-associated pro-
teins such as synaptobrevin, synaptophysin, and synapsin (39). 
NT2-derived neurons also express L, N, P/Q, and R-type Ca2+ 
channels that are recruited for neurotransmission (40, 41) and 
generate low-amplitude slow-action potentials, with characteris-
tics that are nearly identical to those of primary neurons in the 
CNS (42).

A distinct advantage of the NT2 cell line is that pure neurons 
are easily obtainable. Because an enriched neuronal population 
is derived, it is possible to study interactions with oligodendrocytes 
and astrocytes. Interestingly, co-culture with astrocytes enhances 
synapse formation (42). A major disadvantage of the NT2 cell 
line had been the length of time needed to differentiate into neu-
rons, which is about 4 weeks and similar to human embryonic 
stem cells (43). In contrast, 2 weeks are required to differentiate 
mouse embryonic stem cells to neurons (44). In recent years, 
however, this rather lengthy differentiation method was signifi-
cantly reduced by employing a cell aggregate culture method 
(45). A cautionary consideration is whether the NT2 cell line is 
truly pluripotent or rather is committed to a neural lineage. In 
developing the NT2 cell line, clones were selected from the parental 
TERA cell line that best differentiated to a neuronal lineage after 
treatment with RA.

Several rodent teratocarcinoma cell lines with different tissue ori-
gins are available. Two rodent teratocarcinoma cell lines that 
retain pluripotency have been well-characterized, the F9 and P19 
cell lines. The P19 cell line was derived from a teratocarcinoma 
that was initiated by implanting a 7.5 day embryo into the testes. 
The objective of the study was to develop cell lines from female 
mice that were heterozygous for X-linked alleles. The embryo was 
derived by mating a male mouse carrying a feral X chromosome 
with a female C3H mouse (46). Similar to TERA cell lines, the 
cells were grown in the absence of a feeder layer. The pluripoten-
tial of the P19 cell line was verified by injection into blastocysts of 
a different mouse strain. P19-derived cells were found in tis-
sues of all three germ layers in the resulting chimeric mice, even 

2.4. Rodent 
Teratocarcinoma  
Cell Lines
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when only a single P19 cell was injected (47). P19 cells express 
pluripotent transcription factors such as Oct4, which is lost after 
cells begin to differentiate (Fig. 1). P19 cells will also form a tera-
tocarcinoma when injected into an immunologically compro-
mised host. In contrast, mouse embryonic cell lines form a benign 
teratoma when injected into a host. Although P19 cells form  
carcinomas, they are euploid as long as the laboratory maintains 
them properly.

Many teratocarcinoma-derived cell lines are derived from 
tumors in the testis and ovary and others, like P19, were devel-
oped from grafted embryos. Many are found to be aneuploid and 
therefore are not capable of proceeding through meiosis and pro-
ducing mature sex cells (48). Another popular cell line for study-
ing differentiation is the F9 cell line. Similar to P19 cells, but 
unlike most other embryonic carcinoma cell lines, F9 cells do not 
undergo spontaneous differentiation in culture. The F9 cell line 
has been used to understand the molecular mechanism underly-
ing the development of the parietal and visceral endoderm, which 
are major components of the yolk sack in the early embryo. F9 
cells, grown as aggregates in bacterial dishes, form embryoid bod-
ies, which morphologically resemble early mouse embryos at the 
two-layered stage. The formation of embryoid bodies has been 
useful as a three-dimensional model of some of the processes 
occurring in early embryogenesis, such as endoderm differentia-
tion, cavitation, and epithelial layer formation (49). Endoderm 
formation can also be studied in monolayer cultures of F9 cells. 
RA induces differentiation to primitive endoderm, while treat-
ment with both RA and dibutyryl cyclic AMP causes differentia-
tion to parietal endoderm. These parietal endoderm cells express 
high levels of plasminogen activator, laminin, and type IV collagen 
along with very low levels of alkaline phosphatase and lactate 
dehydrogenase, (50) typical of parietal endoderm in vivo.

Fig. 1. Oct4 expressed in P19 cells. Non-treated (left ) and two old RA treated P19 cells (right ) were fixed and solubilized 
with 4% paraformaldehyde and 0.5% Triton-X 100 and stained with a rabbit antibody against mouse Oct4 followed by a 
secondary rhodamine labeled goat anti-rabbit antibody.
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Induction of neural differentiation by RA is commonly used to 
induce pluripotent embryonic stem cells and P19 cells to a neural 
lineage and also to differentiate neuroblastoma cells. The biological 
effects of RA are primarily mediated through the action of two 
classes of specific receptors, RARs and RXRs (51). RA is generally 
considered a morphogen in the development of the posterior 
hindbrain and anterior spinal cord. P19 cells undergo a develop-
mental time course that can be monitored by examining transcrip-
tion factors, as well as axonal, dendritic, and synaptic proteins. In 
the early stages of neuronal differentiation of P19 cells, transcrip-
tional regulatory mechanisms are very similar to those found in 
the developing brain. For example, repressor element silencing 
transcription factor binding to the neuron restrictive silencer 
element decreases (52) and the expression of the basic helix–
loop–helix transcription factors, Mash-1 and Ngn-1 (53), and 
NeuroD are upregulated (54). The expression of β III tubulin 
begins early but the expression of synaptic proteins is not observed 
until later (Fig. 2). Axons and dendrites can be distinguished by 
staining for neurofilaments and microtubule-associated protein 2 
(Fig. 2). The neurons also express neurotransmitter receptors. 
Within 2–3 weeks after induction by RA, P19 formed excitatory 
synapses, mediated by glutamate receptors, or inhibitory syn-
apses, mediated by receptors for GABA or glycine (55).

Whole-cell recordings from P19-derived neurons, grown on 
glial cells and differentiated with RA, display inward currents in 
response to N-methyl d aspartate (NMDA) or kainate. The phar-
macological responses of the NMDA receptor were similar to 
responses displayed by primary cultures of neurons. The NMDA-
induced currents exhibit voltage-dependent blockade by magne-
sium, require glycine for maximal activation, and were blocked by 
the NMDA antagonist dizocilpin (56). Similarly, kainate-induced 

2.4.1. P19 Cells 
Differentiation to Neurons

Fig. 2. Expression of neuronal proteins in P19-derived neurons. Western blot analysis of Oct4, β III tubulin, and synapto-
physin at different days after treatment with after RA (left ). At 10 days after treatment with RA, cells were fixed as 
described in Fig. 1 and stained with rabbit antibody against neurofilament 200 kDa and a mouse antibody against map2 
followed by a fluorescein labeled goat anti-mouse antibody and a rhodamine labeled rabbit anti-neurofilament antibody 
(right ).
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currents were blocked by the AMPA/kainate receptor antagonist 
CNQX. P19 cells treated with NMDA and kainate results in wide-
spread death that was blocked by their respective antagonists and 
is likely due to calcium influx (57). Interestingly, the EC50 for the 
NMDA response was 70 mM, which is lower than responses for 
most cell lines and within the range observed for primary cultures 
of neurons. Conditions can be established to promote a cholin-
ergic phenotype in P19 cells, as evident by their ability to form 
contacts with a muscle cell-line – C2 and undergo depolarization-
dependent acetylcholine release (58). P19 cells can also be used in 
studies on drug abuse because P19-derived neurons express func-
tional opioid (59) and cananinboid receptors (60).

Most studies on differentiating P19 cells have examined RA 
only, despite the importance of many other factors in neural dif-
ferentiation. For example, dehydroepiandrosterone (DHEA) is a 
neurosteroid that was shown to have protective effects in various 
models of neuronal cell death. In mice treated with the dopamin-
ergic toxicant MPT, for example, DHEA prevents decreases in 
dopaminergic neurons (61). DHEA enhances differentiation 
into dopaminergic neurons when it is added with RA to P19 cell 
cultures though DHEA had no effect alone (62). Neuronal induc-
tion can also be induced in the absence of RA in cultures of P19 
cells by growing reaggregates in the presence of a combination of 
the chemically defined media N2 and B27 media (discussed 
below). The N2B27-derived neurons express the cholinergic 
neuronal markers choline acetyltransferse, the dopaminergic neu-
ron marker tyrosine hydroxylase, the glutamatergic neuron marker 
vesicular glutamate transporter, and the serotonergic neuron 
markers tryptophan hydroxylases 1 and 2 as well as the GABA 
marker glutamic acid decarboxylase 67 (63).

Traditionally muscle cell cultures have been achieved through 
hanging drop cultures, these cultures require the suspension of a 
cell culture in an inverted drop of media for a period of a week, 
but although these cultures provide uniform sized embryoid bodies 
(unlike suspension cultures which produce a wide variety of sizes) 
they are difficult and time consuming to maintain. An alternative 
is to maintain the cells in bacteriological plates to discourage 
adherence. To obtain muscle cultures, aggregates are treated with 
0.5–1% dimethylsulfoxide (DMSO) for 4 days. After replating 
into tissue culture dishes, about 10–25% of the cells become cardio-
myocytes by day 6 and approximately 5–15% of the cells are skel-
etal myocytes by day 9. The rhythmic beating of the P19-derived 
cardiomyoctyes demonstrates the existence of a fully operational 
contraction apparatus (64), which can be observed in cultures by 
3 weeks. P19-derived cardiomyocytes express sodium and potas-
sium ion channels, and the L type calcium channel similar to cardio-
myocytes (65). Additionally, P19-derived cardiomyocytes also 

2.4.2. Muscle Cell 
Differentiation
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express coupled alpha- and beta-adrenergic receptors. The stage 
of differentiation, however, is similar to the heart of the developing 
fetus (66). Cells are mononucleated rather than binucleated and 
many of the early transcription factors, such as myocyte enhancer 
factor 2C and Nkx2-5 (67), and the zinc-finger protein GATA 
binding protein 4 are expressed (68). Additionally, the organiza-
tion of the actin and myosin filament is more similar to the devel-
oping heart than the mature heart (66).

Although DMSO is not a physiological inducer, it has been 
used in several protocols to differentiate cells. Most notably, 
DMSO had been used to differentiate the Friend leukemic cell 
line into erythrocyte-like cells (69). The effect is quite effective 
because two-thirds of the cells display hemoglobin. The observa-
tion was unexpected because the intent of the investigators was to 
use DMSO to “soften” the cells for transfection (70). DMSO 
prevents crystallization of water and had been used previously in 
medium to freeze cells down. This observation prompted further 
investigations to develop small-molecule polar solvents to induce 
differentiation. More recent studies have provided evidence indi-
cating that DMSO and other small molecule polar solvents induce 
differentiation by changing the epigenome. In an embryonic stem 
cell line, DMSO was shown to modify DNA methylation of 
 different genes (71). DMSO and several other small polar chemi-
cals also inhibit histone deacetylation. Other chemicals capable of 
differentiating P19 cells into cardiomyocytes include the DNA 
methyl transferase 1 inhibitor 5-azacytidine (72).

Oxytocin and DMSO appear to induce differentiation through 
a similar pathway. DMSO increases the expression of oxytocin 
receptor on the differentiating P19 cells and differentiation is 
inhibited by oxytocin receptor antagonists (73). Possibly, DMSO 
induces P19 differentiation by increasing oxytocin receptor, which is 
activated by oxytocin in the fetal bovine serum. Interestingly, the 
variability of serum lots to support differentiation of P19 cells into 
cardiomyocytes might be due to the levels of oxytocin. Because no 
study has yet reported whether oxytocin alone induces differentia-
tion, it is likely that serum contains additional factors for cardio-
myocyte differentiation.

The trophectoderm gives rise to all the trophoblast cell types of 
the fetal part of the placenta (74). Very similar to embryonic stem 
cell lines, P19 cells can be induced to differentiate into tropho-
blasts. Embryonic stem cells have been induced to differentiate to 
trophoblasts by deleting the expression of Oct4 (75) or the methyl 
DNA binding protein 3 (76). P19 differentiate into large multi-
nucleated trophoblasts after treatment with hydralazine (Fig. 3). 
Similar to mouse embryonic stem cells, there is loss of Oct4, 
expression of trophoblast transcription factors and the tropho-
blast intermediary filament Troma-1. Also, differentiation requires 

2.4.3. Trophoblast 
Differentiation
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the expression of the TEAD4 transcription factor in P19 cells and 
embryonic stem cells. Interestingly, differentiation to tropho-
blasts is not observed when embryonic stem cells are introduced 
back into early embryos (77).

The response of P19 cells to RA is not 100%. Consequently, steps 
have been developed to increase the purity of neurons after treat-
ment with RA. Because neurons do not proliferate (in contrast to 
glia and other cells), procedures very often include the addition of 
a mitotic inhibitor such as cytosine arabinoside (AraC) (a selective 
DNA synthesis inhibitor) 48 h post plating. The inhibitor inhibits 
proliferating cell allowing neurons to survive and dominate the 
culture. Other approaches include killing non-neuronal cells with 
antibody and complement and selective media. Early approaches 
used media with no or little serum or horse serum. Alternative 
sources of serum provide neuronal survival factors but lower 
amounts of mitogens. Many laboratories have been using chemi-
cally defined media to support neurons. A defined media used in 
our laboratory is Neural Basal Media supplemented with B27 (dis-
cussed above). Neural Basal Media and B27 were specifically for-
mulated to optimize neuronal survival (78), eliminating the need 
for AraC addition. This growth media has lower osmolarity than 
most growth media and glutamine was eliminated because it is 
unstable at physiological pH in liquid media, breaking down to 
ammonium and pyroglutamate that could induce excitotoxicity. 
Instead, dipeptide forms, such as alanyl-l-glutamine and glycyl-l-
glutamine should be used in neuronal cultures. B27 is a complex 
mixture of hormones, growth factors, and anti-oxidants. It can be 

3. Culture 
Conditions  
for Promoting 
Differentiation

3.1. Chemically 
Defined Media

Fig. 3. Hydralazine induces P19 to differentiate to trophoblasts. Cells were fixed and stained with hematoxylin and eosin 
in controls (left) and at 5 days of treatment with hydralazine (right ).



233P19 Embryonic Carcinoma Cell Line

purchased with or without vitamin A or anti-oxidants. B27 has 
been successfully used to culture neurons from different brain 
regions including cerebellum, striatum, and hippocampus. Another 
supplement that is often used is N2, which was formulated by 
grow the rat B104 neuroblastoma cell line without serum (79). It 
also contains several growth factors though no anti-oxidants.

Most procedures for differentiating pluripotent cells require add-
ing inducers to aggregating cultures. These aggregates are often 
induced by plating cells on a surface that is not conducive for 
adhesion like uncoated bacteriological plates. Early studies on F9 
cell line found that the aggregates appeared similar to embryoid 
bodies because of their resemblance to the 2-layer stage of the 
mouse embryo (49). Aggregation is needed for DMSO-mediated 
muscles differentiation, but it is not absolutely needed for 
RA-mediated neuronal differentiation (80–82). Monolayer cul-
tures with high cell densities could provide sufficient cell-to-cell 
contacts. Because high cell density increases metabolism of RA, 
higher RA concentration would be needed (81). Even at low con-
centration of RA up to 75% of cell die by apoptosis. Aggregation 
in the absence of RA will not result in neurons but rather causes 
P19 into differentiate to endoderm layer (83). Recent studies 
have suggested that aggregation promotes differentiation by 
repressing pluripotency in P19 cells. Bone morphogenic protein-
mediated gene expression is needed to maintain pluripotency but 
was blocked in aggregating P19 cultures by a mechanism involv-
ing increased expression of FGF8 and subsequent activation of 
Erk1/2 signaling pathway (84). It is also possible to obtain neu-
ronal P19 culture without aggregation or RA. Forced expression 
of cadherin (85) and Wnt-1 (53) have been demonstrates to 
induce P19s to differentiate to neurons.

P19 cells line ATCC # CRL-1825
a MEM Invitrogen 11900-024
BCS Sigma 12133C
FBS Hyclone SH30088.03
All trans retinoic acid Sigma R2625
Neurobasal Invitrogen 21103049
B27 Invitrogen 17504044
DMSO Mediatech 25-950-CQC
Cytosine arabinosidase (AraC) Sigma C1768
Poly-d-lysine Sigma P6407
Puromycin Sigma P8833-25MG
G418 Mediatech 30-234-CR

3.2. Aggregation and 
P19 Differentiation

4. P19 Cell Line 
Protocols

4.1. Materials
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Notes. Our laboratory maintains P19 cells in the same media that 
was used to develop the cell line. We have not had experience 
with other types of media though other laboratories have used 
DMEM with FBS. P19 cells grow differently than most other cell 
types. They should not exceed 80% confluency and careful moni-
toring of passage number is important. At older passages, cell 
lines will lose their ability to transfect and differentiate. Passage 
number is determined empirically by the laboratory. Cells lose 
these abilities because of selection pressures caused by the cell 
culture environment and the number of cell divisions. To assure 
that each passage number accurately reflects the same number of 
cell divisions, cells must be plated at the same density and har-
vested after the same number of days after plating.

Growth media
aMEM
2.5% FBS
7.5% BCS

Thawing and culture

 1. P19 cells should be rapidly thawed at 37°C. Transfer cell sus-
pension to a 15 mL conical tube and bring up to 10 mL in 
growth media.

 2. Centrifuge at 1,000 RPM for 5 min and remove supernatant, 
taking care not to disturb the pellet.

 3. Resuspend in 8 mL of fresh media and transfer into a T25 culture 
flask. Place in 37°C-humidified incubator until 80% confluent.
– Rapid removal of DMSO is important as its presence can 

cause differentiation.
– P19s grow rapidly and die when they become over conflu-

ent (doubling time of 22 h).
– P19s only differentiate efficiently for up to 16 passages, 

freeze down cells before continuing to do experiments
– Culture confluence is very important seeding the cells at 

very low confluency causes them to spontaneously differ-
entiate (as does exposure to stress).

– P19 cells retain their ability to differentiate better when 
they are passed by scraping rather than by trypsin.

– Maintance of the cells for over 6–8 weeks may result in 
loss of their karyotype and changes in cell behavior.

 4. Remove old media, gently scrape cells to detach from the flask 
surface and resuspend in fresh media. Transfer to T75 or T150.

 5. Culture until they reach 80% confluence. Split at 1:6–1:10.

Freezing
Freeze cells down in 95% growth media, 5% DMSO at a con-

centration of one million cells/mL.

4.2. Cell Line 
Maintenance
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Notes. Retinoic acid should be prepared in DMSO and stored in 
frozen aliquots, under nitrogen if possible. RA is very light, air- 
and oxidation-sensitive and, for this reason, aliquots should be 
discarded after one use. Any molecular weight poly-d-lysine 
between 70,000 and 300,000 can be used. The higher weights 
are more viscous but provide more attachment sites. We use poly 
lysine in the 70,000–150,000, which provides a compromise 
between viscosity and attachment sites. Poly-d-lysine is used 
rather than Poly-l-Lysine to avoid l-lysine toxicity. If cells are 
plated in growth media after treatment with RA, add 10 mM AraC 
48 h post plating to inhibit differentiation of glial cells. Terminal 
differentiation takes 7 days. The cells become more susceptible to 
stress after exposure to RA therefore it is important to minimize 
the time they are not in culture.

Either Growth Media or Neurobasal with B27

 1. Harvest cells by scraping, transfer to a 15 mL tube and tritu-
rate to achieve a single cell suspension. Make a cell suspension 
of 2 × 105 cells per mL of growth media.

 2. Transfer 10 mL of suspension to a 100 mm bacteriological 
plate (encourages suspension growth) and add retinoic acid 
to a final concentration of 500 nM.

 3. Culture for 72 h, by 48 h you should see the formation of 
aggregates.

 4. Harvest the aggregates by transferring all the media into a 
50 mL conical tube, rinse the plate with growth media to 
ensure removal of all spheres.

 5. Centrifuge at 600 rpm for 5 min, up to 70% of the cells may 
have died during exposure to retinoic acid the slow spin will 
allow separation of the aggregates from the cell debris.

 6. Resuspend aggregates in 10 mL of differentiation media, to 
break up the aggregates triturating up to 100 times may be 
required. Count cells using a vital stain such as trypan blue.

 7. Cells should be resuspended at a concentration of 500,000 
per mL of Neural Basal Media/B27 and plate onto Poly-
d-Lysine (0.1 mg/mL) coated plates. We coat for at least one 
hours and rinse twice in PBS before plating cells. Cells pro-
gressively differentiate to neurons and glial equally as well on 
glass or plastic. As shown in Fig. 1, cell clumps are formed in 
older cultures. The clumps prevent counting the number 
individual cells.

 1. Plate P19s cells at a density of 1,500 cells/cm2.
 2. After an overnight incubation, add hydralazine at a concen-

tration of 5–10 mM for a period of 4–5 days. Because hydrala-
zine is a highly reactive nucleophile, it must be made fresh 
when it is used.

4.3. Neuronal 
Differentiation

4.4. Differentiation  
to Trophoblasts
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 3. Trophoblast cells can be identified morphologically by staining 
with hematoxylin and eosin stain, by immunocytochemistry 
(Troma-1 staining) or by the presence of gene markers of 
trophoblast, e.g., Hand1 or Mash2.

 1. The cells should be plated on to Poly-d-Lysine coated cover-
slips. Once the cells have reached the required level of differ-
entiation fix them with 4% paraformaldehyde.

 2. Incubate the cells with the paraformaldehyde for 20 min, 
remove and wash with PBS. Coverslips can be stored refriger-
ated in PBS for up to 3 weeks.

 3. The fixed cells were incubated in a block/permabilization 
solution of 1% BSA/0.5% tween-20 (for extracellular staining 
do not include tween) for 2 h.

 4. Primary antibodies were prepared in the blocking solution at 
a dilution of 1:50–1:100 and were incubated on the coverslip 
overnight at 4°C, the coverslips were washed 3 times in PBS 
and incubated with secondary antibodies (1:200 in blocking 
solution) for 1 h at room temperature.

 5. The coverslips were washed 3 times in PBS and mounted with 
room temperature Prolong with DAPI for visualization.

Notes. P19 cells are relatively easy to transfect in their naïve form, 
but it is recommended to use the least harsh method available to 
avoid unduly stressing the cells and causing spontaneous differen-
tiation. One major advantage of the P19 system is the ability to 
develop stable clonal cell lines in the naïve cells and then differen-
tiate them to determine the effect of the gene manipulation in the 
differentiating cell line. In general, it is possible to achieve 50% 
transfection efficiency using calcium phosphate. We use the cal-
cium phosphate method for routine transfections because it is 
much less expensive than others. Reported efficiencies for other 
methods vary between 40 and 80% depending on method. Amaxa 
electroporation reported the highest efficiency. Transfection 
reagents that only work in the absence of serum would require a 
media change to serum-free media, which would cause an increase 
in cytotoxicity and could induce P19 differentiation due to stress. 
To generate long-term P19 cell lines with siRNA vectors, lipid 
based reagent from Ambion was used. Although it is more 
 expensive, we decided to use it because of the special application. 
The concentration of siRNA or DNA to be used must be 
 determined by the end user.

4.5. Immunocy to 
chemistry

5. Generating 
Long-Term Cell 
Lines after 
Introducing  
New Genes
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 1. Plate undifferentiated P19s cells in uncoated plates at a density 
of 3,500/cm2 in growth media. Allow to grow for 24 h before 
transfection.

 2. At 24 h after transfection, expose cells to the antibiotic. 
Neomycin resistant cells can be selected with 300–400 ng/
mL G418 for 14 days. Puromycin resistant cells can be 
selected with 1–2 mg/mL for 7 days. A complete media 
change every 2 days is needed in growth colonies and remove 
dead cells. After 1 week or as long as it takes to completely kill 
switch your selected cells to a lower dose (usually half the 
selection dose) of puromycin for maintenance.

 3. Single cells are harvested and replated in 10 cm plates to 
achieve individual colonies. Maintain in media with half the 
puromycin used to select cells. It is very important to visually 
inspect the plate daily to verify the colonies had been derived 
from single cells and that individual colonies are easy to distin-
guish. Clones are identified by marking their position with a 
marker on the bottom outside of the plate. Soak a sterile clon-
ing disc in trypsin (Sigma Aldrich Z374431-100EA) and apply 
it to the colony for approximately 3–5 min after the media was 
removed. Transfer the cloning disc to a well in a 96 well plate 
and add media. Do not remove cloning disc, but allow it to 
remain until cells are transferred to a 48 well plate.

 4. Once the cells are confluent they can be transferred into a 6 
well plate, and once confluent split into three plates and once 
confluent two can be frozen. Keep selected clones in culture 
with a low level of antibiotic to maintain clone stability. Very 
important, freeze down early passage cells.

 5. In our experience, puromycin attenuates RA-mediated P19 
cell differentiation. We routinely remove puromycin from 
the cells at least 1 week before differentiation is induced. 
Indeed, cell lines do not have to be routinely maintained in 
puromycin. Finally, be very careful with passage number, 
which is true for all cell lines.
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Chapter 11

Signal Transduction and Neurotoxicity: What Can  
We Learn from Experimental Culture Systems?

Lucio G. Costa, Gennaro Giordano, and Marina Guizzetti 

Abstract

Signal transduction is a key process to transmit information from the extracellular milieu, and to elicit 
changes in the biological activity of target cells. Several cell signaling pathways can be targeted by neuro-
toxicants and developmental neurotoxicants. This chapter focuses on the interactions of ethanol, a known 
human developmental neurotoxicant, with signal transduction pathways stimulated by acetylcholine 
through activation of muscarinic receptors. It shows how initial observations in vivo, upon developmen-
tal exposure to ethanol, have been followed-up by a series of studies in cell culture systems which have 
allowed the discoveries that ethanol, by interfering with muscarinic signaling in astroglial cells, inhibits 
their proliferation and their ability to foster neuronal differentiation. Such effects of alcohol may be 
related to microencephaly and abnormal neuronal development, two hallmarks of the fetal alcohol 
syndrome.

Key words:  Signal transduction, Muscarinic receptors, Astroglial cells, Ethanol

The mechanisms by which extracellular signals are transferred to 
the cell cytosol and nucleus, commonly referred to as “cell signal-
ing” or “signal transduction,” are receiving much attention in all 
areas of biology and medicine. Neurotransmitters, hormones, 
and growth factors serve as first messengers to transfer informa-
tion from one cell to another by binding to specific cell mem-
brane receptors. This interaction results in activation or inhibition 
of specific enzymes and/or opening of ion channels, which lead 
to changes in intracellular metabolism and, in turn, to a variety of 
effects, including activation of protein kinases and transcription 
factors. These intracellular pathways can be activated by totally 
different receptors, and are very interactive or “cross-talking,” so 
they can control and modulate each other. As the area of signal 

1. Introduction: An 
Overview of Signal 
Transduction
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transduction is very broad, a review of all its aspects is well beyond 
the scope of this chapter, and only a few examples are discussed 
below, for illustrative purposes.

Some of the most studied signaling pathways are those acti-
vated by membrane receptors. These include for example enzyme-
linked receptors and G-protein-linked receptors (1, 2). 
Enzyme-linked receptors (such those of insulin or of epidermal 
growth factor) are receptors in which the ligand-binding domain, 
the membrane-spanning region, and the effector enzyme are usu-
ally separate domains of the same protein. Binding of the ligand 
to the receptor activates the effector enzyme. The most widely 
studied of these receptors are those with tyrosine kinase activity. 
Tyrosine kinase autophosphorylates the receptor and also phos-
phorylates other substrate proteins. This initiates a cascade of 
processes whereby a large number of proteins are activated, 
including, for example, Ras, Raf-1, JAK-STAT, as well as mito-
gen-activated protein kinases (MAPK) and p70S6 kinase (1).

G-protein-linked receptors are activated by a wide variety of 
ligands, including neurotransmitters and hormones. These recep-
tors have a seven-transmembrane domain, extracellular loops, 
with the ligand-binding domain, and intracellular loops, which 
interact with G-proteins. The G (for GDP/GTP binding)-pro-
teins consist of three subunits, a, b, and g. Upon interaction with 
the ligand, the GDP bound to the a subunit is replaced by GTP, 
and Ga dissociates from Gbg. Ga-GTP then activates an effector 
enzyme, which starts a signal transduction cascade. Depending 
on the nature of the G-protein, a receptor can activate or inhibit 
the same enzyme (e.g., adenylate cyclase), or activate a totally dif-
ferent enzyme. Furthermore, in addition to Ga, Gbg has also 
been shown to activate an array of effector enzymes, including 
those also activated by Ga (3). This model of G-protein-linked 
receptor is utilized for example by the adenylate cyclase system. 
Upon activation by Ga-GTP, adenylate cyclase catalyzes the con-
version of ATP to cAMP; the latter acts as a second messenger by 
activating protein kinase A (PKA). This occurs via the binding of 
two cAMP molecules to each of the regulatory subunits of PKA, 
thus releasing the catalytic subunit. In turn, PKA phosphorylates, 
and thus changes the activity, of substrate proteins in the cyto-
plasm, in the membrane, as well as in the nucleus (e.g., the tran-
scription factor CREB). If the Ga subunit is of the inhibitory 
type (Gi), then inhibition of adenylate cyclase and a decrease of 
cAMP levels will ensue.

Another pathway which utilizes this system is that regulating 
the metabolism of membrane phosphoinositides. In this case, 
Ga-GTP (Gq) activates the enzyme phospholipase Cb (PLCb) 
which catalyzes the breakdown of the membrane phospholipid 
phosphatidylinositol 4,5-bisphosphate to inositol 1,4,5 trisphosphate 
(InsP

3) and diacylglycerol (DAG), both of which act as second 
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messengers. It should be noted that PLCs can also be activated by 
other receptors (e.g., that of nerve growth factor), thus underlining 
the complex entangled web of interactions in signal transduction 
pathways (1). InsP3 binds to specific receptors in the endoplasmic 
reticulum and mobilizes calcium from intracellular stores, thereby 
allowing activation of a variety of cellular enzymes. DAG, in con-
cert with calcium and phosphatidylserine, activates certain sub-
types of protein kinase C (PKC). In turn, PKC phosphorylates a 
number of cellular substrates, including transcription factors. 
Only classical PKCs (such as a and g) are activated as indicated; 
novel PKCs (e.g., PKC e) do not need calcium for activation, and 
atypical PKCs (e.g., PKC z) are activated by other means. In addi-
tion to DAG, other important lipid mediators can be generated in 
cells by G-protein-linked receptors through multiple pathways. 
An important pathway is represented by the hydrolysis of phos-
phatidylcholine, one of the major membrane phospholipids, by 
phospholipase D (PLD), to generate phosphatidic acid (PA), 
which can activate atypical PKC z. Activation of classical and 
novel PKCs stimulates PLD activity, thus generating PA; this can 
also be converted to DAG by a PA hydrolase, thus providing a 
mean for a prolonged stimulation of PKCs. Other important lipid 
mediators are arachidonic acid, the precursor of all prostanoids, 
which is generated by hydrolysis of membrane phospholipids by 
phospholipase A2 (PLA2), and ceramide, which is released from 
sphyngomyelin by sphyngomyelinase.

Phosphoinositide-3 (PI-3) kinase represents another impor-
tant cell signaling pathway, which plays important roles in the 
control of cell growth, proliferation and survival (4). When acti-
vated by surface receptors or interaction with Ras, class I PI-3 
kinases produce phosphatidylinositol (3,4,5)-trisphosphate 
(PtdIns(3,4,5)P3). PI-3 kinase regulates cellular functions by 
recruiting PtdIns(3,4,5)P3-binding proteins to the plasma mem-
brane. The prototype of these molecules is protein kinase B 
(PKB), also known as Akt, which is activated by ligation of 
PtdIns(3,4,5)P3 and by phosphorylation by 3¢phosphoinositide-
dependent kinase 1 (PDK1) (5). PDK also phosphorylates some 
PKC isoforms (e.g., PKC z) and downstream kinases (e.g., p70S6 
kinase).

The ability of certain receptors to increase intracellular levels 
of cyclic GMP (cGMP) and the fact that such effect was indirect, 
i.e., it necessitated an additional second messenger, has been 
known for quite some time. Initial candidates for such role 
included calcium ions and arachidonic acid metabolites (see (6)). 
However, it was later discovered that nitric oxide (NO), synthe-
sized from l-arginine by NO synthase (NOS), binds to a heme 
moiety attached to guanylate cyclase and stimulates the formation 
of cGMP (7, 8). The NOS family consists of three isoforms: 
neuronal NOS (nNOS) and endothelial NOS (eNOS) which are 
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constitutively expressed and require the formation of calcium–
calmodulin complexes for their activation, and inducible NOS 
(iNOS), which exerts its activity in a calcium-independent man-
ner (9). NO is involved in a wide array of cellular effects in the 
CNS, ranging from neuroprotection to neurotoxicity (10, 11). 
The diversity in response appears to be related to the steady-state 
concentration of NO. In general, low concentrations of NO 
(1–300 nM) would promote cell survival, whereas at higher con-
centrations (1 mM) nitrosative stress would prevail, leading to cell 
cycle arrest and apoptosis (12).

In recent years, investigations on the molecular mechanisms of 
neurotoxicity have started to consider a variety of signal transduc-
tion pathways as potential targets for neurotoxicants. Such studies 
have followed three basic experimental approaches: the study of 
the direct effects of a chemical on a particular step in cell signaling 
(e.g., a protein kinase); the study of the direct effects of a neuro-
toxicant on second messenger responses activated by an endoge-
nous compound (e.g., a neurotransmitter-induced activation of 
phospholipid hydrolysis); and, to a limited extent, the alterations 
in signal transduction resulting from other toxic actions (e.g., 
oxidative stress).

Interactions of neurotoxicants with signal transduction path-
ways may occur in neuronal or in glial cells, and may lead to inhi-
bition or stimulation of cell proliferation and/or cell differentiation, 
to the direct induction of cell death, to inhibition of pathways 
that provide protection against cell death, or to other effects on 
cellular function. As such, such interaction may be relevant to 
neurotoxicity in adults, to developmental neurotoxicity, as well as 
to neuro-oncology. The relevance of interactions with signal 
transduction pathways in the neurotoxicity and developmental 
neurotoxicity of a number of chemicals (mostly lead, polychlori-
nated biphenyls, domoic acid, aluminum, cyanide, organotin 
compounds, certain pesticides) has been discussed in a number of 
reviews and book chapters in the past 15 years (6, 13–19). In this 
chapter, a selected example of such interactions will be discussed, 
related to mechanisms possibly underlying the developmental 
neurotoxicity of ethanol. In this example, initial studies were done 
in vivo or ex vivo in rodents; while these studies provided impor-
tant clues for associating effects of alcohol on signal transduction 
to neurotoxicity, the exact cellular and molecular mechanisms 
remained elusive. A series of further investigations conducted 
in vitro in cells in culture and in co-culture have instead allowed 
an understanding of how disruption of signal transduction by 

2. Signal 
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ethanol may lead to alterations of glial cell proliferation and of 
neuronal differentiation, which may underlie some of the effects 
seen in vivo following developmental ethanol exposure.

Offspring of alcoholics may be affected by the fetal alcohol syn-
drome (FAS), whose main features include facial dysmorphogen-
esis, growth retardation and, most importantly, a number of 
central nervous system (CNS) abnormalities (mental retardation, 
brain malformations, microencephaly) (20). The timing of etha-
nol exposure during brain development is of particular relevance 
for the type of effects that are manifest. Animal studies and human 
observations have shown that exposure to ethanol during the so-
called brain growth spurt (the third trimester in humans and the 
first 2 postnatal weeks in rats or mice) causes microencephaly, 
which is present in more than 80% of FAS children (21). The 
brain growth spurt is characterized by proliferation and matura-
tion of glial cells and by maturation of neurons and synaptogen-
esis. A large number of studies have also shown that alcohol abuse 
during pregnancy causes loss of certain neurons (hippocampal 
pyramidal neurons, cerebellar granule, and Purkinje cells), which 
may be due to a direct toxic effect of ethanol and/or may result 
from inhibition of the trophic action of neurotransmitters and 
growth factors (22, 23). Developmental exposure to ethanol has 
also been shown to affect neuronal differentiation, by causing 
alterations in the elongation of axons and neurites (24, 25). In 
addition to its toxic effects on neurons, ethanol has been also 
shown to affect glial cells, in particular astrocytes (26, 27). 
Evidence exists of abnormal glial migration in humans with FAS, 
as well as primates and rats exposed to ethanol during develop-
ment (28). In children with FAS, hypoplasia of the corpus callo-
sum and anterior commissure, two area originally formed by 
neuroglial cells, have been reported (29).

Studies carried out during the past two decades have suggested 
that signal transduction pathways activated by the neurotransmit-
ter acetylcholine via cholinergic muscarinic receptors may repre-
sent a relevant target for the developmental neurotoxicity of 
ethanol (see an earlier review (30)). There is growing evidence 
that acetylcholine may influence various aspects of brain develop-
ment through activation of muscarinic receptors (30–34). 

3. The 
Developmental 
Neurotoxicity  
of Ethanol
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Muscarinic receptors can be detected in rats at day 15 of gestation, 
and increase slowly with age reaching a plateau at about postnatal 
day 28 (35). The activity of choline acetyltransferase in rat brain 
also increases slowly, as only 19% of activity is present at 1 week of 
age (36). In contrast, choline levels, which are considered the 
rate-limiting factor in the synthesis of acetylcholine, are actually 
higher in the neonatal than in the adult rat brain (36). This fact, 
together with the low activity of acetylcholinesterase in the neo-
natal rat brain, may explain why acetylcholine levels are high  
(80–90% of adult values) early postnatally (37). There are five 
distinct subtypes of muscarinic receptors, M1–M5 (38). The M2 
and M4 subtypes are negatively coupled to adenylate cyclase, 
while the other three subtypes stimulate phospholipid hydrolysis. 
Inhibition of adenylate cyclase is not detected until postnatal 
week 3 in the rat, suggesting that M2 and M4 receptors are 
uncoupled from Gi at earlier ages (39). In contrast, muscarinic 
receptor-stimulated phosphoinositide metabolism was found to 
be much higher in brains from neonatal mice than in adult mice, 
despite a low expression of M1, M3, and M5 muscarinic receptors 
(35, 40). Though the exact mechanisms underlying such enhanced 
stimulation of phosphoinositide metabolism are still not fully 
understood (suggested explanations are a more efficient coupling 
and/or a lack of inhibitory feedback by PKC), this effect has been 
seen also in brain from neonatal mice (41) and human fetuses (42). 
Further in vitro studies in brain slices from rat at different ages 
indicated that muscarinic receptor-stimulated phosphoinositide 
metabolism gradually increased after birth, peaked on postnatal 
day 7, and gradually declined (35). Activation of PLD by muscar-
inic agonists is also enhanced in the neonatal rat brain (43).

These initial findings, and the fact that muscarinic receptor 
formation precedes the development of presynaptic markers, sug-
gested that muscarinic receptors may play a role in the regulation 
of synaptogenesis, neurocytomorphogenesis, and glial prolifera-
tion (31–33). These considerations, together with a comparison 
of the postnatal developmental curves of the brain growth spurt 
(44) and of muscarinic receptor-induced phosphoinositide hydro-
lysis (35), led to the hypothesis that this signal transduction 
 system may represent a possible target for developmental neuro-
toxicants, such as ethanol, which is most deleterious when expo-
sure occurs during the growth spurt (21).

Initial studies done in vivo showed that administration of 
ethanol (4 g/kg/day) from postnatal day 4–10, i.e., during the 
brain growth spurt, caused microencephaly and inhibited musca-
rinic receptor-stimulated phosphoinositide metabolism in cere-
bral cortex and hippocampus (45). Further studies investigated 
the dose- and time-dependence of these effects. Microencephaly 
and a decreased muscarinic receptor-stimulated hydrolysis of 
phosphoinositides were found only when ethanol (4 g/kg) was 
administered at the peak of the growth spurt (PND 6–8 or 
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10–12), but not when it was given earlier (PND 2–4) or later 
(PND 13–15) despite comparable blood alcohol levels (46). 
Furthermore, a dose–response study indicated that only doses 
capable of causing microencephaly inhibited muscarinic receptor-
stimulated phosphoinositide hydrolysis (47). Additional studies 
carried out in vitro in rat brain slices also showed that sensitivity 
of muscarinic receptor-stimulated phosphoinositide hydrolysis to 
ethanol inhibition was maximal at PND 7–10, that it increased 
with time of incubation, that it was more pronounced in cerebral 
cortex and hippocampus than in brainstem or cerebellum, that is 
was relatively specific for acetylcholine and muscarinic receptors 
compared to other neurotransmitters, that it was due to ethanol 
itself, rather than to its conversion to acetaldehyde, and that it 
also occurred in brain slices from mice (41, 48–50).

Overall, this initial series of studies indicated that exposure to 
ethanol at sufficient dose levels and in very specific postnatal 
 periods caused microencephaly that was always accompanied by 
 inhibition of muscarinic receptor-stimulated phosphoinositide 
hydrolysis. To further probe the significance of this association, it 
was necessary to switch to in vitro primary cultures. A first study, 
carried out in mixed cortical cultures, confirmed that ethanol 
could inhibit muscarinic receptor-stimulated phosphoinositide 
metabolism in a concentration- and age-dependent manner, and 
could also inhibit muscarinic receptor-induced calcium mobiliza-
tion (51). These experiments served as confirmation that what 
observed in vivo and in brain slices could be seen also in primary 
cells in culture. However, the observed association between etha-
nol-induced microencephaly and inhibition of muscarinic recep-
tor signaling still needed clarification, which was provided by 
studies discussed in the next section.

An earlier study by Ashkenazy et al. (52) had suggested that ace-
tylcholine, by activating phospholipase C-coupled muscarinic 
receptor subtypes (M1, M3, M5), may act as a mitogen in glial 
cells. This effect of acetylcholine may be relevant in terms of brain 
development, as proliferation of astrocytes is a major event occur-
ring during the growth spurt, a period in which muscarinic sig-
naling is particularly enhanced (35, 43). We hypothesized that 
ethanol, by interfering with muscarinic receptor signaling, would 
inhibit the mitogenic action of acetylcholine in astroglial cells, 
and that this would explain, at least in part, microencephaly seen 
upon ethanol exposure during the brain growth spurt (21, 45).

We first carried out a detailed characterization of acetylcho-
line-induced cell proliferation in rat cortical astrocytes and in a 
human astrocytoma cell line (53). These experiments indicated 

5. In Vitro Studies 
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that proliferation was due to stimulation of the M3 muscarinic 
receptor subtype, and that it involved activation of PKC (53). 
A subsequent study showed that ethanol, at concentrations of 
10–100 mM, could inhibit acetylcholine-induced astroglial cell 
proliferation (54). Similar results were obtained in rat cortical 
astrocytes, human astrocytoma cells, and human fetal astrocytes 
(54, 55). Note in this regard that ethanol-induced microencephaly 
in vivo was observed at blood alcohol levels of about 50 mM 
(45, 47).

We then sought to determine the signaling pathway(s) acti-
vated by muscarinic receptors in astroglial cells and their involve-
ment in the mitogenic action of acetylcholine, to identify the 
molecular target(s) of ethanol’s antiproliferative action. Given 
the findings obtained in the in vivo experiments (45) and in the 
in vitro experiments in brain slices and in mixed cortical cultures 
(49, 51), initial experiments focused on the phospholipase C 
pathway, also because of its suggested role in cell proliferation 
(56). The acetylcholine analogue carbachol, by activating M3 
muscarinic receptors, increased InsP3-mediated intracellular cal-
cium release in rat cortical astrocytes and in human astrocytoma 
cells, and this effect was inhibited by ethanol at concentration of 
100 mM or higher (57). Carbachol did not activate classical PKC 
a in human astrocytoma cells, but caused a rapid activation of 
novel PKC e (58). This latter study concluded that PKC e plays a 
minor role in the mitogenic action of acetylcholine, but that its 
activation was not sufficient for a full mitogenic action to be man-
ifesting (58). Furthermore, inhibition of carbachol-stimulated 
PKC e was only evident at concentrations of ethanol of 100 mM 
or higher (59). Activation of PKC e by carbachol was also found 
to mediate subsequent activation of mitogen-activated protein 
kinase (MAPK) (60). This pathway appears to play a (minor) role 
in the mitogenic action of acetylcholine in astrocytes, and was not 
affected by ethanol (60).

Given the minor relevance of classical and novel PKCs in the 
mitogenic action of acetylcholine, and their relative insensitivity 
to inhibition by ethanol, research then focused on atypical PKCs, 
namely PKC z. By stimulating muscarinic M3 receptors, carba-
chol was found to induce a potent and long-lasting activation of 
PKC z (61). Such activation was most relevant for the mitogenic 
action of acetylcholine, as inactivation of PKC z with a specific 
pseudosubstrate abolished carbachol-induced DNA synthesis in 
astroglial cells (61). PKC z can be activated by PA, generated 
from phosphatidylcholine by hydrolysis catalyzed by PLD, and by 
PI-3 kinase. Carbachol was found to activate PI-3 kinase in astro-
glial cells, and inhibition of this pathway inhibited its mitogenic 
effect (62). Carbachol also stimulated PLD activity in astroglial 
cells (43, 63), and inhibition of PLD by 1-butanol was found to 
antagonize the mitogenic effect of acetylcholine (63).
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Ethanol was a potent inhibitor of muscarinic receptor-induced 
activation of PKC z, with a concentration of 50 mM causing 
>80% inhibition (62). Activation by carbachol of two downstream 
effectors of PKC z, p70S6 kinase and nuclear factor-kB (NF-kB), 
were also inhibited by ethanol at concentrations of 25–50 mM 
(62, 64). Thus, the PKC z – p70S6 kinase/NF-kB pathway is 
inhibited by ethanol in the same range of concentrations which 
inhibit DNA synthesis.

Ethanol was further found to inhibit both upstream signals 
known to activate PKC z, i.e., PI-3 kinase and PLD. However, 
100 mM ethanol was necessary for inhibiting PI-3 kinase (62), 
while PLD was inhibited at 25–50 mM ethanol (63).

The overall picture emerging from these studies is that acetyl-
choline, by activating muscarinic M3 receptors induces DNA syn-
thesis in astroglial cells. This mitogenic effect is mediated by 
multiple pathways, as illustrated in Fig. 1. Ethanol inhibits the 
mitogenic effect of acetylcholine by inhibiting muscarinic recep-
tor signal transduction, at the level of PLD. This interaction of 
ethanol with PLD, which consists of a transphosphatidylation 
reaction whereby ethanol substitutes for water, and phosphati-
dylethanol is formed instead of PA (63), inhibits the formation of 
PA, its activation of PKC z, and the subsequent downstream acti-
vation of p70S6 kinase and of NF-kB. In vitro cell culture systems 
have thus provided a tool for interpreting the initial in vivo find-
ing, and have allowed the identification of the underlying mecha-
nisms. As astrocytes represent the great majority of brain cells, 
inhibition of their proliferation, which occurs during the brain 
growth spurt, may explain, at least in part, the observed microen-
cephaly caused by ethanol.

Fig. 1. Pathways activated by carbachol in astroglial cells and involved in acetylcholine-
induced DNA synthesis. Shown is also the site of action of ethanol.
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The ability of ethanol to inhibit muscarinic receptor signaling in 
astrocytes has led to an additional hypothesis which involves the 
interactions of astrocytes and neurons, and the ability of astro-
cytes foster neuronal differentiation.

Glial cells exert a profound effect on neuronal development 
as they provide trophic support essential for neuronal survival, 
and are involved in neuronal migration, axon and dendritic out-
growth, and synaptogenesis (65–67). Astrocytes are known to 
express and release molecules that promote (e.g., fibronectin) or 
inhibit (e.g., neurocan) neurite outgrowth, thus playing an 
important role during brain development and regeneration after 
lesions (68, 69). We hypothesized that activation of muscarinic 
receptors in astrocytes may increase the expression and release of 
permissive factors leading to neuronal differentiation, most nota-
bly neuritogenesis. Incubation of rat cortical or hippocampal 
astrocytes with the cholinergic agonist carbachol, followed by a 
complete washout, was indeed found to increase the ability of 
astrocytes to induce neurite outgrowth in hippocampal neurons 
(70). Carbachol-“primed” astrocytes caused a two-three-fold 
increase in the length of the largest neurite, and a twofold 
increase in the minor neurites’ length in hippocampal neurons. 
This effect of carbachol was also due to activation of M3 musca-
rinic receptors. Under the conditions of these experiments, 
 carbachol did not cause an increase in DNA synthesis; thus, the 
effect of carbachol-stimulated astrocytes on hippocampal neu-
rons neuritogenesis was not due to an increase in the number of 
astrocytes.

By means of shotgun proteomics, we analyzed the proteins 
present in rat astrocyte secretoma (71). One hundred and thirty 
three secreted proteins were identified. Extracellular proteins 
were classified based on their biological and molecular functions; 
most of the identified proteins were involved in neuronal devel-
opment (71). As neurite outgrowth in CNS neurons is primarily 
dependent on extracellular matrix proteins that are produced 
and released by glial cells, the effects of carbachol on two of 
these proteins, fibronectin and laminin-1, were investigated. 
Activation of astrocytic M3 muscarinic receptors caused an 
increase in protein and mRNA levels of both fibronectin and 
laminin-1 in these cells, as well as in astrocyte conditioned 
medium. Carbachol also increased the levels of plasminogen 
activator inhibitor-1 (PAI-1), which inhibits degradation of 
fibronectin and of laminin-1, and has a neuritogenic action on its 
own (70). Thus, cholinergic muscarinic stimulation of astrocytes 
enacts a cascade of events that contribute to the creation of an 
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extracellular environment favorable to neuronal development, 
leading to neurite outgrowth and axonal differentiation in hip-
pocampal neurons.

In vivo evidence indicates that ethanol affects neuronal 
differentiation (72, 73), and this effect has been ascribed to a 
direct action of ethanol on neurons. However, studies examining 
the effects of ethanol on neurite outgrowth in neuronal cell in 
culture have provided contrasting results, with both inhibition 
and augmentation of neurite outgrowth being reported (e.g., 
(74, 75)). An important variable in these culture models is the 
presence of astrocytes, which are obviously present together with 
neurons in an in vivo situation. Utilizing the co-culturing system 
described above, we investigated whether ethanol would inhibit 
the ability of carbachol-stimulated astrocytes to promote neurito-
genesis in hippocampal neurons. We found that co-incubation of 
astrocytes with carbachol and ethanol (25–100 mM), followed by 
complete washout, inhibited their ability to promote neurite out-
growth in hippocampal neurons (76). As was the case for inhibi-
tion of astrocyte proliferation, the target for ethanol was shown 
to be PLD; indeed, the effect of ethanol was mimicked by 
1-butanol, a PLD inhibitor, but not by tert-butanol, an inactive 
analogue (76). Furthermore, ethanol also inhibited carbachol-
induced increases of fibronectin, laminin and PAI-1, substantiat-
ing a role for these mediators in astrocyte–neuron interactions 
leading to neuritogenesis (76).

In summary, these studies with ethanol indicate that signal trans-
duction systems coupled to muscarinic M3 receptors in astrocytes 
represent a relevant target for the developmental neurotoxicity of 
this alcohol. By inhibiting PLD, ethanol impairs muscarinic recep-
tor signaling in astrocytes leading to decreased proliferation of 
these cells, and to a decreased ability of astrocytes to promote 
neuronal maturation. This action of ethanol may underlie, at least 
in part, microencephaly and altered neuronal development, which 
are two important characteristics of FAS.

These studies also provide an example of how cell culture 
systems provide the means of investigating mechanism of action 
of neurotoxic chemicals affecting signal transduction systems. 
Indeed, the initial in vivo observation of an inhibition of muscar-
inic receptor signaling by ethanol has developed in a series of cell 
culture studies which have allowed identification of cellular and 
molecular substrates for the action of ethanol on the developing 
nervous system.

7.  Conclusions
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Chapter 12

Neurite Degeneration in Human Neuronal SH-SY5Y  
Cells as an Indicator of Axonopathy

Anna Forsby 

Abstract

Neurotoxicological testing is mainly based on experimental animal models, but several cell and tissue 
culture models have been developed to study the mechanisms of neurotoxicity. In general, cells of human 
origin are attractive alternatives to the animal models for extrapolation of toxicity on humans. The char-
acteristics, culture conditions and usefulness of the human neuroblastoma cell line SH-SY5Y as a model 
for axonopathy are presented in this chapter. It is described how the cell line can be differentiated to 
mature neurons by using serum-free “N2” medium supplemented with retinoic acid. Detailed protocols 
for the determination of neurite degeneration and general cytotoxicity are presented.

Key words: SH-SY5Y, Neuroblastoma cell line, Axonopathy, Neurite degeneration, General 
cytotoxicity

The classical test systems for estimating neurotoxicity involve lab-
oratory animal models. However, several alternative cell models 
have been developed to study the mechanisms, and attempts to 
find useful in vitro models for risk assessment have also been initi-
ated. One approach is to use cloned neuronal cell lines, which can 
be obtained from cell and tissue banks (e.g., American Type 
Culture Collection (ATCC) and European Collection of Animal 
Cell Cultures (ECACC)). The main advantages of using cell lines 
over primary cells are summarized in Table 1. Although the cell 
lines have many benefits, one must be aware that they are immor-
talized by genomic transformation and may not be sufficiently 
organotypic. Furthermore, there is a risk that cell lines of neuro-
blastoma origin can behave as cancerous cell types.

1.  Introduction

1.1.  Neuronal Cell Lines

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_12, © Springer Science+Business Media, LLC 2011
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One of the advantages of neuroblastoma cell lines is that neu-
ronal cells of human origin are readily available. The SH-SY5Y 
is a neuronal sub-clone of the SK-N-SH neuroblastoma cell 
line, which was isolated from a metastatic bone marrow tumor 
in the early 1970s (1). It is now well characterized and one of 
the most frequent neuroblastoma cell lines reported in the 
PubMed data base (http://www.ncbi.nlm.nih.gov/pubmed/). 
The native SH-SY5Y cells possess catecholamine-synthesizing 
enzyme and monoamine transporter activity (2, 3), and they 
are widely used as a dopaminergic cell model in the research on 
Parkinson’s disease (4, 5) as well as in studies on molecular 
aspects of Alzheimer’s disease (6–8). Furthermore, SH-SY5Y 
cells express muscarinic acetylcholine receptor signaling path-
way systems and extracellular acetylcholine esterase activity (9). 
Because of their neurospecific properties and their uncompli-
cated culture requirements (see Sects. 2.1 and 3.1), they are 
also popular for neurotoxicity analyses.

The organotypic features of SH-SY5Y cells can be enhanced 
by culturing the cells in serum-free N2 medium, supplemented 
with all-trans retinoic acid (denoted N2-RA medium) (10), which 
induces biochemical, physiological and morphological neuronal 
differentiation (Fig. 1). The expression of nicotine- and muscar-
ine-like acetylcholine receptors and downstream signaling path-
ways is increased, the resting membrane potential becomes more 
negative, and an extensive neuronal network of neurites is devel-
oped after a few days in culture with N2-RA medium (11, 12).

Attenuated outgrowth or retraction of neuronal processes and 
axons are common features of neurotoxicity. Classical neurotoxic 
chemicals such as acrylamide and certain organophosphorous 
compounds induce degeneration of neuronal processes in brain as 

1. 2. The SH-SY5Y 
Neuroblastoma Cell 
Line

1.3. Neurite 
Degeneration as an 
Indicator for 
Neurotoxicity

Table 1 
Advantages and limitations of neuronal cell lines

Advantages Limitations

Exponential growth of a continuous cell line provides  
almost indefinite source of cells

May transform with increased number 
of passages

Human cells can be used Abnormal karyotype may appear

Homologous cell population and often well  
characterized

Abnormal tissue environment, often 
2D cultures lacking glia cells

Can be genetically modified yielding (over)-expression  
or knock down of specific proteins of interest

Neuronal functions may be limited

Available on the market guarantees quality and supply



257Neurite Degeneration in Human Neuronal SH-SY5Y Cells as an Indicator of Axonopathy

well as of peripheral nerves (axonopathy) (13, 14). Neurotoxicity 
testing for regulatory purposes comprises acute or repeated in vivo 
exposure of animals. The Organization for Economic Co-operation 
and Development (OECD) test guidelines for estimation of 
organophosphate-induced delayed neuropathy (OPIDN) recom-
mend hens as the experimental animals (OECD TG 418 and 
419). No specific test guidelines are developed for estimation of 
axonopathy caused by other chemicals, but this specific sign of 
neurotoxicity is included in OECD TG 424, which describes tests 
for biochemical, histological and behavioral effects associated 
with neurotoxicity in rodents.

A few in vitro assays have been developed for estimation of 
OPIDN (15–17), and in our laboratory we have studied acrylamide-
induced axonopathy in vitro (18, 19). Axonopathy is an active, 
well-controlled process of axon segment self-destruction resem-
bling the apoptosis-signaling pathways (20). The SH-SY5Y cells 
have been shown to constitute a convenient model for mechanistic 
research and quantitative analysis of degenerating neurites by 
determination of the number of processes per cell body during 
and after exposure (19, 21). By integrating neurite degeneration 
over time with a pharmacologically based biokinetic model of 
acrylamide, neurotoxic doses after acute and subchronic exposure 
could be estimated for rat (22).

The feasibility to use neurite degeneration as an endpoint for 
axonopathy has been demonstrated by the fact that the concen-
tration of chemicals which affect axons and neuronal processes is 
significantly lower than the concentration that induces general 
cytotoxicity (i.e., reduced cell viability) of the same chemicals. 
Chemicals that are known not to induce axonopathy induce cyto-
toxicity at the same or lower concentration than neurite degen-
eration, if the neurites are affected at all. Hence, the difference 
between the concentration inducing 20% reduced viability (IC20) 
and the concentration inducing 20% neurite degeneration (ND20) 
determines whether a compound may induce axonopathy or not 
(18, 19).

Fig. 1. Native and differentiated SH-SY5Y cells, (a) 24 h after plating, (b) 6 days in N2-RA medium and (c) 3 weeks in 
N2-RA medium (image taken at another occasion).
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The neurite degeneration assay has been used for studies on 
novel chemicals and complex mixtures as shown by Aspergillus 
fumigatus-produced mycotoxins with gliotoxin as a specific exam-
ple (23). Furthermore, we have previously shown that SH-SY5Y 
cells which have been cultured for 6 days in differentiation medium 
become sensitive to increased glucose concentrations. The “hyper-
glycemic” in vitro model illustrates that the method is also useful 
in diabetes research as an indication of neuropathy (24).

Complete minimal essential medium with Earle’s salts (EMEM) 
is used for routine culture of the cells, for seeding of cells before 
experiments and as culture medium for the native cells that will be 
used in experiments.

 1. Supplement the EMEM without l-glutamine (Invitrogen, cat 
no 21090-022) with 10% fetal bovine serum (FBS), South 
American, EC-approved (Invitrogen, cat no 10270-106),  
2 mM l-glutamine (Invitrogen, cat no 25030-024), 100 mg 
streptomycin/mL, 100 U penicillin/ml (Invitrogen, cat no 
15140-122) and 1% non-essential amino acids (Invitrogen, 
cat no 11140-035).

 2. Store the complete EMEM at 4°C and use the medium within 
2 weeks after mixing.

 3. Pre-warm the medium to 37°C before adding it to the cells.

Differentiate the cells in a mixture of Dulbeccos’s Minimal essential 
medium (DMEM) and Ham’s F12 medium with N2 supplements 
(10), and 1 mM all-trans retinoic acid (RA).

 1. Supplement the DMEM:F12 medium containing l-glutamine 
and 15-mM HEPES (Invitrogen, cat no 31330-038) with 
1-mM l-glutamine, 100-mg streptomycin/mL and 100-U 
penicillin/mL (denoted complete DMEM:F12 medium).

 2. To make 100 mL complete DMEM:F12 medium with N2 
supplements, add one aliquot of the concentrated N2 supple-
ments (33× final concentration, see Sect. 2.1.2.1) to 97 mL 
complete DMEM:F12 medium.

 3. Store the DMEM:F12 medium with N2 supplements in dark 
at 4°C and use the medium within 2 weeks after mixing.

 4. On the day of addition to the cells, add 0.1% all-trans retin-
oic acid (RA, Sigma, cat no R2625, diluted to 1 mM in 99% 
ethanol and stored at −20°C in dark) to the complete 
DMEM:F12 medium with N2 supplements to give a final 
concentration of 1 mM.

2.  Materials

2.1.  Media

2.1.1. Medium  
for Culturing Native 
SH-SY5Y Cells

2.1.2. Medium  
for Differentiating  
SH-SY5Y Cells
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 5. Keep the complete DMEM:F12 medium with N2 supplements 
with RA (denoted N2-RA) in dark since RA is light sensitive.

 6. Pre-warm the medium to 37°C before adding it to the cells.

Prepare the N2 supplement at 33.3× final concentration in 
 complete DMEM:F12 medium:

 1. Transfer 25 mL complete DMEM:F12 medium to a 50 mL 
centrifuge tube.

 2. Add 100 mg apo-transferrin (bovine, ICN, cat no 152334). 
Allow the transferrin to dissolve slowly, do not shake.

 3. Add 16.1 mg putrescine (Sigma, cat no P5780).
 4. Add 1,000 mL insulin (bovine, Sigma, cat no I1882), 

prepared as 5 mg/mL in sterile 1% acetic acid.
 5. Add 10 mL sodium selenite (Sigma, cat no S5261), prepared 

as 3 mM in ultra-pure H2O.
 6. Add 100 mL progesterone (Sigma, cat no P8783), prepared 

as 200 mM in ethanol).
 7. Invert the tube slowly several times.
 8. Adjust the pH by drop-wise addition of 1 M NaOH until the 

medium has retained its red color, indicating natural pH.
 9. Adjust the medium volume to 30 mL by adding complete 

DMEM:F12 medium.
 10. Sterile filter the N2 supplement concentrate through a nylon 

0.22 mm filter.
 11. Make 3 mL aliquots and store at −20°C for up to 6 months.

The final concentrations of the N2 supplements added to the 
cells are shown in Table 2.

2.1.2.1.  N2 Supplement

Table 2 
Final concentration of N2 supplements  
in the complete DMEM:F12 medium

Supplement Final concentration

Insulin 5 mg/mL

Progesterone 20 nM

Sodium selenite 30 nM

Putrescine 100 mM

Apo-transferrin 100 mg/mL
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Prepare the solutions of the test chemicals on the day of exposure.

 1. Dissolve polar chemicals in 37°C N2-RA medium and non-
polar chemicals in DMSO or ethanol.

 2. Make a stock solution in N2-RA medium at the highest solu-
ble concentration or at approximately IC80, if the cytotoxic-
ity of the chemical is known.

 3. Sterile filter the stock solution through a 0.22 mm nylon filter.
 4. Prepare a dilution series with 6–8 concentrations from the sterile 

stock solution (equal to the highest concentration) in 0.5log10 
dilution steps for the initial dose-finding experiments.

 5. For the repeated experiments, adjust the concentrations in 
the dilution series to cover the effect on cell viability and neu-
rites from 0% of control (no effects) to at least 90% of control 
(total cell death or neurite degeneration).

Nota bene: The DMSO and ethanol concentration must not 
exceed 0.5 and 0.2%, respectively, in the solutions that are added 
to the cells. Control cells must be exposed to the same concentra-
tion of solvent.

The standard d-glucose concentration in DMEM:F12 medium is 
17 mM. To prepare N2 medium with lower concentration, manual 
preparation of the medium must be made:

 1. Mix 250 mL DMEM with 1,000 mg (low) d-glucose/L 
(Invitrogen cat no 31885-023 ) and 250-mL Ham’s F12 
medium (Invitrogen cat no 21765-029). This will yield a final 
d-glucose concentration of 8 mM.

 2. Adjust the concentrations of Hepes (free acid or sodium salt), 
l-glutamine, antibiotics and N2 supplements as described in 
Sect. 2.1.2 under sterile conditions.

 3. Prepare stock solutions of 592 mM d-glucose in N2 medium 
and mix well. Do not consider the d-glucose concentration in 
the N2 medium.

 4. Sterile filter through a 0.22 mm nylon filter.
 5. Dilute the 592 mM d-glucose solution in N2 medium with  

8 mM d-glucose to 5 (yielding 30 mM) and 10% (yielding 
60 mM) d-glucose, simulating hyperglycemic conditions.

 6. Use the N2 medium with 8 mM d-glucose concentration as 
control.

Use an inverted phase contrast microscope at 150–200 times 
magnification. Depict the cells using a CCD camera (e.g., 
Olympus DP50) and the StudioLite (v. 3.0.1) and Viewfinder  
(v. 3.0.1) software (Pixera Corporation).

2.2. Exposure to 
Chemicals or to 
Neurotoxic Conditions

2.2.1.  Chemical Exposure

2.2.2.  Glucose Exposure

2.3. Materials for 
Determining Neurite 
Number and Neurite 
Elongation
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The general cytotoxicity caused by exposure to chemicals, 
 mixtures or radiation is determined as reduction of the total cel-
lular protein concentration, according to a modified version of 
Lowry et al. (25).

Solution A: 20 g of Na2CO3.
4 g of NaOH.
Dilute to 1 L with ultra-pure H2O and store in room temperature.
Solution B: Prepare at the day of experiment:
1 mL 1% CuSO4*5H2O (1 g/100 mL ultra-pure H2O) (store 

at 8°C)
1 mL 2% Na-tartrat (1.02 g/50 mL ultra-pure H2O) (store at 8°C)
Solution C: Prepare at the day of experiment:
100 mL solution A + 2 mL solution B (B is also mixed on the day 

of experiment).
Folin reagent diluted 1:4 in ultra-pure H2O (store at 8°C).

Prepare a stock solution of bovine serum albumin (BSA) 1 mg/
mL in 0.1 M NaOH to check the linear interval of the absorbance 
versus protein concentration correlation by dissolving 2–5 mg of 
BSA in 0.1 M NaOH and make a dilution series of 0.01, 0.05, 
0.1, 0.2, 0.3, 0.4 and 0.5 mg/mL.

The toxic effects are calculated as percent of control and concen-
tration–effect curves can be prepared, e.g., in the GraphPad Prism 
software.

Plate 2 × 106 cells in single-cell suspension in 20 mL complete 
EMEM in a 75 cm2 flask. Change the medium after 3–4 days to 
fresh complete EMEM. Keep the cell cultures in a humidified 
CO2 (5% in air) incubator at 37°C. Subculture the cells every 
seventh day using 0.05% trypsin and 0.02% EDTA in Hank’s bal-
anced salt solution (Invitrogen cat no 25300-054):

 1. Aspire the medium and rinse the cells rapidly but gently in  
3 mL trypsin/EDTA solution (Invitrogen, cat no 25300-
054). Aspire the trypsin/EDTA solution.

 2. Detach the cells in 1 mL trypsin/EDTA solution for 5 min in 
37°C (no CO2).

 3. Add 9 mL complete regular cell culture medium to the 
detached cells and prepare single-cell suspension by vigorous 

2.4. General 
Cytotoxicity

2.4.1.  Reagents

2.4.2.  Standard Curve

2.5. Determination  
of Toxic and Neuro-
toxic Parameters

3.  Methods

3.1. Cell Maintenance 
and Culture 
Procedures of 
SH-SY5Y

3.1.1.  Routine Cell Culture
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flushing at least 20 times by a 10 mL pipette. Check under 
the microscope that the cells are in single-cell suspension.

 1. Plate 8–10 × 103 cells per square centimeter in complete 
EMEM in appropriate vessels, e.g., 9 cm2 cell culture dishes, 
6- or 24-well plates.

 2. Change the complete EMEM the day after plating to N2-RA 
to induce differentiation. After 3–4 days in differentiation 
medium, cell proliferation has slowed down and a network of 
neurites has started to develop. The cultures are now regarded 
as “semi-differentiated.”

 3. The cells can be further differentiated after medium changes 
every third to fourth day and are regarded as terminally 
differentiated after 3 weeks in culture.

The SH-SY5Y cells can be used at different stages of differentiation, 
depending on which neuronal developmental stage is desired. 
Exposure starts at the onset of differentiation for studies on neuro-
blast maturation and studies on neurite outgrowth. Semi-
differentiated cultures are used for measurements of reduction of 
the number of neurites per cell, indicating neurite degeneration as 
well as attenuated neurite outgrowth. After 6 days in differentiation 
medium, the cells have developed an extensive neurite network and 
have also become sensitive to increased glucose concentrations, 
simulating a hyperglycemic condition (24). The procedures for the 
different applications are described below. All exposures are per-
formed in a humidified cell incubator at 37°C and 5% CO2 in air.

 1. Inhibition of neurite outgrowth
(a) Remove the complete EMEM medium the day after 

plating.
(b) Start exposure of immature cells to chemicals diluted in 

N2-RA and to N2-RA medium for control cells. The 
exposure can proceed for hours up to 6 days.

(c) Change the medium with test chemicals to fresh N2-RA 
medium after exposure.

(d) Incubate the cells for up to 6 days after start of exposure 
and differentiation.

 2. Neurite degeneration
(a) Remove the N2-RA medium after 3 days of differentiation.
(b) Start exposure of semi-differentiated cells to chemicals 

diluted in N2-RA and to N2-RA medium for control cells.
(c) Expose the cells for 24–72 h.
(d) For recovery, change exposure medium with test chemicals  

to fresh N2-RA medium and incubate for 4 days.

3.1.2. Differentiating 
SH-SY5Y Cells

3.2.  Exposure

3.2.1. Effects of Chemicals 
and Complex Mixtures on 
the Number of Neurites  
per Cell
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 1. To obtain glucose-sensitive neuronal cells, the SH-SY5Y cells 
must be differentiated for 6 days using N2-RA medium with 
one medium change after 3 days.

 2. Depict the cultures before start of exposure at 150 times 
magnification using a phase contrast microscope with a CCD 
camera.

 3. Remove the N2-RA medium and add:
(a) N2-RA medium with reduced (8 mM) d-glucose 

 concentration for control cultures (see Sect. 2.2.2).
(b) N2-RA medium with 30 and 60 mM d-glucose for 

“hyperglycemic” conditions (see Sect. 2.2.2).
 4. Expose the cells for 3 days.

Neurite degeneration can be followed over time if the cells are 
depicted every 24 h (19).

 1. The cells are depicted at the end of exposure in the N2-RA 
medium or in PBS after the exposure medium has been 
removed. Be aware that exposed cells may be loosely attached 
to the plastic surface and must be handled with care.

 2. Every cell culture plate or dish is put under the phase-contrast 
microscope and four random areas per vessel are depicted at 
150 times magnification using a CCD camera.

 3. Count the numbers of cell bodies and the number of neurites 
with a length exceeding the diameter of the cell body per 
image manually (Fig. 2). Ramifications of the neurites are 
counted if they fulfill the criterion of the length. Dead cells 
and non-neuronal cells, i.e., epithelial-like neuroblastoma 
cells (26), when apparent, are not included.

 4. Determine the effects on neurite outgrowth or induced neu-
rite degeneration as an indication of impaired morphological 
differentiation or axonopathy, respectively, by comparing the 
number of neurites per cell in exposed cultures with that in 
control cultures.

 1. Rinse the cells with cold PBS (containing Mg2+ and Ca2+ 
ions); 2 mL per 9 cm2 dish and well in 6-well plates or 0.5 mL 
per well in 24-well plates. Be very careful since the cells easily 
detach from the plastic surface.

 2. Lyse the cells in 0.1 M NaOH; 0.4 mL per 9 cm2 dish and 
well in 6-well plates or 0.15 mL per well in 24-well plates.

 3. Incubate for 1 h on shake at room temperature.
 4. Suspend the cell lysates with an automatic pipette.
 5. Take 4 × 50 mL from each well to 4 wells in a 96-well plate, 

columns 6–11.

3.2.2. Diabetic Neuropathy 
Cell Model

3.3. Determination  
of the Number of 
Neurites per Cell

3.4. Determination of 
General Cytotoxicity
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 6. The first column should only contain 50 mL 0.1 M NaOH 
(blank). Distribute BSA standard (see Sect. 2.4.2) on columns 
2–5; 50 mL/well, 4 wells/concentration.

 7. Add 200-mL solution C per well, incubate exactly 10 min 
after addition of solution C in the first column and place the 
plate on shake.

 8. Add 50 mL Folin reagent per well and incubate 30 min 
on shake.

 9. Measure the absorbance at 690 nm or higher up to 750 nm 
in a spectrophotometer designed for 96-well plates.

 10. Calculate the reduction in total protein content (cytotoxicity) 
as a percentage of decrease in absorbance, compared with 
control.

 1. Plot the total protein content (cytotoxicity) and number of 
neurites per cell (neurotoxicity) versus the test chemical con-
centration using the GraphPad Prism 5.0 curve fit program 
or equivalent software.

 2. Determine the concentrations that induce 20 and 50% cyto-
toxicity (IC20 and IC50) and 20 and 50% neurotoxicity 
(ND20 and ND50) by using the equation for nonlinear sig-
moid curve fit.

The criterion for judging if a chemical shall be regarded as 
potentially harmful for the axonal architecture by using this assay 
is that the neurites are significantly more sensitive than the general 
physiology of the cell, i.e., neurite degeneration occurs at lower 
concentrations than does the general cytotoxicity (Fig. 3).

3.5. Evaluation  
of Neurotoxicity

Fig. 2. Quantification of the number of neurites per cell in control and acrylamide-exposed cell cultures. The cells were 
differentiated in N2-RA medium for 72 h before 0.25 mM in N2-RA (0.25 mM) or just N2-RA (control) was added to the 
cells. The cell cultures were exposed for 72 h and depicted at originally 150× magnification by a phase contrast micro-
scope equipped with an Olympus DP50 CCD camera. The cell bodies are marked in red and the neurites are marked in 
green using Adobe Photoshop CS2. The calculated number of neurites per cell is 0.95 in control and 0.47 in acrylamide-
exposed cultures, indicating 50% neurite degeneration.
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The SH-SY5Y cells may display at least two phenotypes, one neu-
ronal-like and the other epithelial-like, but “intermediate” cell 
types may also occur (26). The neuronal phenotype is described in 
this chapter. Cultures with >5% epithelial-like cell types should not 
be used for the described experiments. However, routine cultures 
containing this unwanted cell type may “recover” with increased 
passages if the cultures are quickly trypsinated. By this method the 
neuronal phenotype is selected since the epithelial cells are more 
firmly attached and will therefore remain in the “old” culture flask. 
Also note that the SH-SY5Y cells must always be sub-cultured into 
new culture flask. Reuse of “old” flasks should be avoided.

The SH-SY5Y cells may lose differentiation and turn into a 
more tumor cell-like phenotype at high passages, with increased 
proliferation rate and lost contact inhibition as a consequence. These 
cultures will not recover and must be discarded. It is therefore 
important to keep track on the growth pattern of the cultures.

Section 2.1.1. The growth pattern and morphology of the 
SH-SY5Y cells may change with different batch numbers of FBS. 
It is therefore very important to establish growth curves and 
check for standardized (neurochemical) biomarkers when the 
serum batch needs to be changed.

4.  Notes

4.1.  General

4.2.  Sections

Fig. 3. Concentration-dependent effect on the total protein content and the number of 
neurites per cell in differentiated SH-SY5Y cells after exposure to gliotoxin for 72 h. 
(Reproduced from Wenehed et al. (23) with permission from Elsevier).
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Section 2.1.2.1. N2 supplements may be purchased from 
Invitrogen (cat no 17502-048), but this option is more expensive 
and is slightly different. However, we have not noted any differ-
ences in the differentiation process between the commercial and 
“home-made” N2 supplements.

Section 2.2.1. Acrylamide is neurotoxic as a monomer, but 
polymerized acrylamide has no specific effect on axons or neu-
rites. It is therefore important to use fresh acrylamide when inves-
tigating neurotoxic effects.

Section 2.2.2. Higher concentration of d-glucose in the medium, 
more than 60 mM, will increase that osmolarity to non-physio-
logical levels.

Section 3.1.2. To facilitate cell separation, the tip of the pipette 
can be pressed to the bottom of the flask during the preparation 
of the single-cell suspension.

Section 3.3. To our experience, the human neuroblastoma 
SH-SY5Y cells from ATCC respond to RA as described above, 
whereas the SH-SY5Y clone from ECACC does not develop the 
extensive neurite network.

Section 3.3. We have made attempts to quantify the numbers of 
cell bodies and neurites by using the SigmaScan Pro 5.0 image 
analysis software as an alternative to the manual counting. 
However, the automated counting requires optimized settings 
for the image capturing under the microscope. The cell bodies 
and the neurites have to be depicted in different gray scale tones 
and the cell bodies must be separated. To our experience, the 
manual counting generates very low variance between each exper-
iment provided that the cells and neurites are counted in at least 
two images per duplicate culture (i.e., four images per situation/
concentration).
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Chapter 13

The Use of Differentiating N2a and C6 Cell Lines  
for Studies of Organophosphate Toxicity

Alan J. Hargreaves, Magda Sachana, and John Flaskos 

Abstract

A major goal of our cellular toxicology research has been the identification of novel targets of 
organophosphorous compounds (OPs), to which end we have studied the effects of sub-lethal concen-
trations of OPs on morphological and molecular end points in differentiating mammalian cell lines. 
This chapter describes the key practical approaches that we use to monitor OP toxicity in mouse N2a 
neuroblastoma and rat C6 glioma cell lines. These cell lines are easy to maintain and are useful for the 
study of short-term, potentially reversible, effects of OPs on the outgrowth and maintenance of neurites 
and associated regulatory proteins.

The main topics covered include (a) the basic maintenance of cells and the induction and morpho-
logical assessment of cell differentiation in various experimental scenarios, (b) the measurements of key 
enzyme activities, and (c) the detection of molecular changes using a targeted proteomic approach 
focussed on immunofluorescence staining of fixed cells and western blotting analysis of cell extracts with 
antibodies to proteins known to be important in the regulation of cell differentiation.

This approach can also be used for the study of other neurotoxins and is amenable to the measurement 
of a wide range of end points.

Key words: N2a neuroblastoma, C6 glioma, Neural differentiation, Neurotoxicity, Organophos-
phorous compound

Organophosphorous compounds (OPs) have applications in agri-
culture and the aviation industry (1). They are still the most 
widely used group of pesticides, exerting their acute toxicity via 
inhibition of acetylcholinesterase (AChE) in target organisms. 
Over exposure to such OPs can, however, be problematic to non-
target organisms where severe irreversible inhibition of AChE can 
lead to respiratory failure. Moreover, while certain OPs used as 
aviation fluid additives/lubricants tend to be relatively weak 

1. Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_13, © Springer Science+Business Media, LLC 2011
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inhibitors of AChE, they can still induce neurodegenerative 
effects (1, 2).

Sub-acute levels of several OPs cause various forms of delayed 
toxicity in nontarget organisms including humans (3–10). For 
example, clinical symptoms of OP-induced delayed neuropathy 
(OPIDN) may appear up to 3 weeks after exposure to OPs such 
as tricresyl phosphate (TCP) (3, 4, 7). OPIDN has been studied 
in animal models including rodents and hens (11, 12). However, 
little is known about the molecular basis of OPIDN, although 
impairment of neuropathy target esterase (NTE) and disruption 
of the axonal cytoskeleton are known to precede its onset (3, 4, 
7, 13). Some OPs cause developmental toxicity (9, 10), interme-
diate syndrome (8) and neuropsychological complications (5, 6), 
underlining the possibility of multiple protein targets (14). As 
increasing worldwide use of OPs is a major public health concern, 
further work is needed to elucidate the molecular events associ-
ated with sub-acute exposure to OPs, which may help to identify 
novel biomarkers of effect.

In an attempt to develop an in vitro alternative to animal 
models to study the direct effects of OPs on neural cells, we have 
used differentiating rodent cell lines to identify noncholinergic 
biomarkers of OP toxicity, with special emphasis on the character-
ization of molecular events following exposure to sub-lethal con-
centrations of a number of OPs (15–24). Sub-lethal concentrations 
of all OPs tested inhibit the outgrowth of axon-like processes by 
differentiating mouse N2a neuroblastoma, although some of 
them (e.g., TOCP, PSP and chlorpyrifos) were effective within 
4 h of exposure (17–20), whereas others (e.g., diazinon, TCP 
and TPCP) required longer incubation times (18, 21). Some OPs 
(e.g., chlorpyrifos, chlorpyrifos oxon and diazinon oxon (23, 24)) 
inhibited the outgrowth of extensions by differentiating rat C6 
glioma cells, whereas others (e.g., TCP and diazinon) did not 
(16, 18, 21). These findings are consistent with the view that 
there may be both common and compound-specific specific cellular 
targets in the two cell types, in agreement with the proposal of 
Richards et al. (14) that multiple OP targets exist.

Of course, sub-lethal inhibition of neurite outgrowth is not a 
specific biomarker of OP toxicity, as many other agents are able to 
inhibit this process through different molecular pathways. In 
order to characterize the molecular events that follow exposure 
to sub-lethal neurite inhibitory levels of OPs, we have used a 
targeted proteomic approach to identify likely protein targets. As 
altered cell morphology implies disruption of the cytoskeleton, 
which plays a key in cell differentiation, we have focussed mainly 
on the analysis of cytoskeletal and associated proteins known to 
be important in this process. Indeed, western blotting analysis has 
shown that the neurite inhibitory effects of all OPs in N2a cells 
were associated with reduced levels or altered phosphorylation 



271The Use of Differentiating N2a and C6 Cell Lines for Studies

state of the axon enriched cytoskeletal protein neurofilament 
heavy chain (NFH) (16–22).

This approach has also highlighted differences between the 
modes of action of certain OPs. For example, the inhibition of glial 
cell differentiation by chlorpyrifos oxon and diazinon oxon, but 
not chlorpyrifos, is associated with reduced levels of a-tubulin 
(23, 24). Furthermore, exposure to neurite inhibitory concentra-
tions of chlorpyrifos and leptophos is associated with increased lev-
els of the heat shock protein HSP-70 (17, 19), whereas the opposite 
is the case following exposure to diazinon (21). Differences between 
the molecular effects of the OPs tested may represent important 
biomarkers of toxicity in vivo. Thus, a more detailed study of these 
phenomena would help to elucidate the mechanisms of toxicity 
more fully and to establish toxicity profiles for different OPs.

The aim of this review is to present a detailed account of the 
cell culture and targeted proteomic approaches that we use for the 
analysis of the mechanisms of toxicity of OPs by differentiating 
N2a and C6 cells, emphasizing potential problems and points of 
good practice in the application of our system in studies of sub-
lethal OP toxicity.

Unless otherwise stated, all reagents mentioned in this chapter 
are from Sigma Aldrich Co Ltd (Poole, UK). Dulbecco’s modi-
fied Eagle’s medium (DMEM; with 4.5-g/L glucose, without 
l-glutamine) is purchased from Lonza (Viviers, Belgium). Cell 
culture plastic ware is obtained from Scientific Laboratory Supplies 
(SLS, Wilford, UK).
Cell lines : Both C6 and N2a cell lines are available from ATCC or 

ECACC (see Note 1).
OP working stock solutions : Working stock solutions are prepared 

in dimethyl sulfoxide (DMSO) at 200× the desired final con-
centration (stored at −20°C or lower), giving a 0.5% v/v final 
concentration of DMSO (see Note 2). We have used a num-
ber of suppliers for different OPs (see Note 3) including: 
Sigma Aldrich for TCP, triphenyl phosphite, paraoxon and 
trichlorfon; ICN (Thane, UK) for purified isomers of TCP; 
Riedel de Haen (Seelze, Germany) for leptophos, chlorpyri-
fos and chlorpyrifos-methyl; Greyhound Chromatography 
(Birkenhead, UK) for diazinon and diazinon oxon.
Growth medium (GM): DMEM supplemented with 10% v/v 

fetal bovine serum (FBS), 2-mM l-glutamine, penicillin (100 
units/mL) and streptomycin (100 mg/mL). Store at 4°C.
Serum-free medium (SFM): GM without FBS. Store at 4°C. 

To induce differentiation, supplement with either 0.3-mM 

2. Cell Culture  
and Differentiation

2.1. Materials  
and Reagents
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dibutyryl cAMP (for N2a cells) or 2-mM sodium butyrate 
(for C6 cells). Prepare both inducers as 100-fold stocks in 
DMEM, filter sterilize using sterile 0.22-mm filters (Millipore) 
and store in 1-mL aliquots at −20°C for up to several months.

Tris buffered saline (TBS): A 10-mM Tris base in 140-mM NaCl 
(pH 7.4). Prepare as a 10× concentrate, which can be stored 
in large dispensers at room temperature and diluted to work-
ing concentration as required (see Note 4).

BSA/TBS: 3% (w/v) bovine serum albumin (BSA) in TBS. Store at 
4°C, adding 0.01% (w/v) sodium azide for longer-term storage.

Coomassie blue staining solution: Coomassie Brilliant Blue R250 
(0.25% w/v) in a solution of 10% (v/v) acetic acid and 50% 
w/v methanol. Filter and store at room temperature.
Gloves should be worn at all times.

 1. Maintain both cell lines as monolayers in T25 flasks with 10-mL 
GM, using a humidified incubator at 37°C and an atmosphere 
of 5% CO2/95% air. Cells should be passaged at regular intervals 
on reaching approximately 80% confluence (see Note 5).

 2. When ready for sub-culture, detach N2a cells by removing all 
but 1–2 mL of GM then blowing the remaining GM repeatedly 
with GM from a sterile Pasteur pipette (or equivalent) across 
the monolayer. To detach C6 monolayers, remove all GM, rinse 
the monolayer gently with sterile phosphate-buffered saline 
(PBS) then add 1 mL of 1× trypsin/EDTA (add 4 mL for a 
T75 flask) and incubate for 5 min at 37°C until all cells are 
rounded. Remove cells from the flask surface with a pipette or 
cell scraper (see Note 5). Dilute detached cells into 10-mL GM 
and centrifuge at 300 × g for 5 min (see Note 6).

 3. Resuspend cell pellets in 1-mL GM by 20 passes through a 
Pasteur pipette and transfer one-third to one-fifth of the 
resuspension into a new T25 flask containing 10-mL GM. 
Cells will be ready to passage again with 3–5 days and their 
level of confluence should be checked on a daily basis.

 1. Detach mitotic cells at 60–80% confluence, centrifuge and 
resuspend with a Pasteur pipette as described above. Then 
pass them six times through a syringe fitted with a 23-G needle. 
Take 20 mL of suspension and dilute to 200 mL in GM. Apply 
10 mL of suspension to a hemocytometer chamber. Count the 
number of cells within five independent large squares (four 
corners and the central square) and take an average. The cell 
density is calculated as follows:

4Number of cells / mL average cell count 10

dilution factor (usually 10).

= ×
×

2.2. Methods

2.2.1. Maintenance  
of Cell Lines

2.2.2. Induction  
of Cell Differentiation



273The Use of Differentiating N2a and C6 Cell Lines for Studies

 2. Prepare the cells for plating out by diluting the suspension to 
a density of 50,000 cells/mL of GM. Then add an appropriate 
volume of diluted cell suspension to the appropriate tissue 
culture vessel. For example, for assays of neurite outgrowth or 
cell viability seed 24-well culture dishes with 0.5 mL of this cell 
suspension per well, giving 25,000 cells/well. For SDS-PAGE, 
Western blotting or assays of AChE activity, use T25 or T75 
flasks seeded with either 10 mL (500,000 cells) or 40 mL (two 
million cells) of cell suspension, respectively (see Note 7). Return 
the cells to the CO2 incubator and allow 24-h recovery.

 3. After recovery, carefully remove the GM and replace it with 
the same volume of filter sterilized SFM containing either 
0.3-mM dibutyryl cAMP (N2a cells) or 2-mM sodium 
butyrate (C6 cells) with or without OP (see Note 2). If using 
24-well dishes, process only 4 wells at a time to avoid cell 
damage as a result of drying out (see Note 7). Cells are then 
incubated for the desired period of time (4–48 h). However, 
the effects of OPs on preformed neurites can be studied by 
allowing cells to differentiate for 24 h before carefully replacing 
SFM with SFM-containing OPs or carrier only.

 1. After the required incubation time, quickly remove medium 
from the wells by inverting over a bleach bowl and remove 
remaining traces of SFM by pipette. Apply 0.5 mL/well of 
fixing solution (90% v/v methanol in TBS; precooled to 
−20°C), cover and incubate at −20°C for 20 min.

 2. Remove the fixative, replace with 0.5 mL of Coomassie blue 
staining solution and incubate at room temperature for 2 min.

 3. Remove staining solution and wash the cells twice for 2 min 
with distilled water. Remove distilled water and allow to air 

2.2.3. Morphological 
Analysis of Cell 
Differentiation

Fig. 1. Images of differentiating N2a and C6 cells. Typical images of (a) N2a (b) and C6 cells induce to differentiate for 
24 h, followed by staining with Coomassie blue. Arrows indicate typical axon-like processes in N2a cells and extensions 
in C6 cells. Bar represents 20 mm.
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dry, after which cells can be viewed by bright field illumination 
using an inverted light microscope (Fig. 1).

 4. Record images from five areas from different parts of each 
well (upper, lower, right, left and center) with approximately 
30–50 cells per field of view; too many cells in a field will 
make neurite counting difficult (see Note 8).

 5. For N2a cells, in each field, count the total number of cells 
and axon-like processes (i.e., neurites longer than 2 cell body 
diameters in length, which we have found to be selectively 
affected by all OPs tested). Add the totals for the five fields in 
each well and express as axons/100 cells. Do the same for the 
remaining wells for each treatment and take an average for 
the experiment. For differentiating C6 cells, count the total 
number of cells and total number of outgrowths (all of which 
tend to be relatively long) in each field, and express the data 
as extensions/100 cells (see Note 9).

 1. To assess the effects of OPs on the cellular distribution of an 
antigen, cells are plated out into LabTek 8-well chamber 
slides (Nalge Nunc International, New York, USA), at 
50,000 cells/mL, adding 300 mL of medium per well.

 2. After the desired exposure time, fix the cells in 90% methanol/
TBS at −20°C for 10 min.

 3. Remove the fixative, then incubate each sample for 5 min in 
300-mL TBS containing 0.1% Triton X100 (extraction step), 
followed by three 5-min incubations with TBS to remove 
excess detergent. Then add 300-mL BSA/TBS and incubate 
at room temperature for 45 min (blocking).

 4. The fixed and blocked cell monolayers are now ready to be 
incubated with primary antibody. We typically incubate with 
primary antibodies diluted in BSA/TBS overnight at 4°C in 
a humidified chamber (see Note 10).

 5. After primary antibody incubation, wash monolayers with three 
changes of TBS at room temperature. Incubate with appropriate 
secondary antibodies conjugated with, for example, fluorescein 
isothiocyanate (FITC) or tetramethyl rhodamine isothiocyanate 
(TRITC) for 1–2 h at room temperature (see Note 11).

 6. Wash the monolayers three times with 300-mL TBS, then 
remove all of the final TBS wash, dismantle the chamber assem-
bly, apply four drops of anti-fade mountant solution (Vectashield 
or DakoCytomation) and mount the stained sample under a 
large glass cover slip, taking care to avoid air bubbles.

 7. Gently remove excess liquid from under the cover slip by 
contacting its edges with tissue paper, then carefully seal 
around its edges with colorless nail varnish or rubber glue. 
Once the sealant has dried, specimens can be viewed using an 
epifluorescence microscope.

2.2.4. Immunohisto
chemical Staining of Cells
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 1. To revive cells from liquid N2, rapidly thaw cryovials at 37°C, 
dilute the cell suspension into 20-mL GM at ambient tempera-
ture, centrifuge at 300 × g for 5 min and resuspend the pellet in 
1-mL GM by gentle trituration with a pipette. Apply all of this 
to a single T25 flask and allow the cells to recover by incubating 
them in the CO2 incubator until approximately 80% confluent, 
feeding the monolayer with fresh GM after 2 days. At this point 
sub-culture the cells (Sect. 2.2.1) by dividing equally between 
five new flasks and culture as above until 80% confluent, at 
which point they can each be sub-cultured again until 20–30 
new cultures are ready for cryopreservation. Resuspend each 
centrifuged cell pellet in ice cold cryopreservation medium 
(GM containing 5% v/v DMSO) and wrap tightly in two pieces 
of tissue paper, which allows them to freeze slowly at −80°C 
overnight. Frozen cryovials are then transferred to the gas phase 
of a liquid N2 storage unit for long-term storage.

 2. The same concentration of DMSO must be added to the 
control cell cultures. Always add OPs and DMSO freshly to 
SFM shortly before its application to the cell monolayers, 
making sure that the OP is well mixed by inversion as soon as 
it is added to the SFM.

 3. Unless a study of the toxicity of a commercial formulation 
(which contains at least one other component) is of specific 
interest, obtain the highest purity of OP available, as con-
taminants may influence the cellular response.

 4. At its working concentration, TBS should be stored at 4°C. 
PBS can be used instead.

 5. T75 flasks containing 40-mL GM can be used for scaling up. 
However, cells that become over-confluent or exceed 20 pas-
sages are discarded to reduce the influence of genetic drift.

 6. Incubation of monolayers with ice cold PBS or PBS/EDTA 
(versene) and detachment with a cell scraper also work well.

 7. All of operations for plating out should be carried out within 
15 min of removal of cells from the incubator to minimize 
the effects of stress caused by cooling. Handle only one plate 
or flask at a time, thus avoiding long periods at room tem-
perature. SFM should be prewarmed to 37°C before use.

 8. To avoid overcrowded areas of cells, which hinder visualiza-
tion of neurites, scan the stained cell monolayers with the 
objective lens slightly out of focus so that the neurites are not 
discernible but cell bodies are. This will avoid the temptation 
to pick an area where lots of neurites can be seen. Having 
found a suitable field, the image can then be brought into 
focus and data recorded for morphological analysis.

 9. A range of other parameters can be measured. For example, 
the average lengths of extensions or neurites can be determined 
using an eye piece graticule or image analysis software packages. 

2.3. Notes on  
Cell Culture  
and Differentiation
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However, we find that counting of axon-like processes is a 
more sensitive indicator of sub-lethal effects of OPs. Likewise, 
the shape of cell bodies can be monitored to determine the 
percentage of cells with flat, round or extended cell bodies, 
though such parameters are not significantly affected by the 
OPs tested thus far.

Important: Calculating the mean for each treatment on the 
same plate gives only a measure of intra-experimental variation 
and is therefore equivalent to n = 1. At least four independent 
experiments should be performed so that the final average 
takes into account inter-experimental variation. If (as is usual) 
the distributions of values for all treatments and controls do 
not deviate significantly from normality, the statistical signifi-
cance of differences between control and treatments can be 
determined using paired t tests or ANOVA, as appropriate. 
Otherwise, use an appropriate nonparametric test.

 10. As there is flexibility in incubation times, 1-h incubation at 
37°C or up to 4 h at room temperature can be used, depending 
on the antibodies used.

 11. It is important to centrifuge the diluted secondary antibodies 
for 30 min at 10,000 × g prior to use, in order to remove fluo-
rescent aggregates that would otherwise be seen as back-
ground on the specimen slide.

Substrate stock solution: 5 mg/mL 3-[4, 5-dimethylthiazol-
2-yl]-2, 5-diphenyl tetrazolium bromide (MTT) in SFM. Filter 
sterilize and store in 1-mL aliquots at −20°C for up to several 
months. Thaw and warm up to 37°C before use but avoid repeat 
freeze/thaw cycles. MTT solution is an irritant; wear gloves and 
avoid contact with skin and eyes.

The MTT assay provides an easy, time- and cost-effective measure-
ment of growth and survival in adherent cell lines and is well suited 
to our cell lines (21–23). This colorimetric assay was first proposed 
by Mosmann (25) and is based on the reduction of MTT by succi-
nate dehydrogenase in metabolically active cells, to purple formazan 
crystals. The assay has been extensively described in the literature, 
modified or compared to other viability assays (see Note 1). Our 
adaptation of the assay for N2a and C6 cells is presented here:

 1. Incubate 24-well plates containing N2a or C6 cells in the 
presence and absence of OPs or vehicle only (control cells) as 
described in Sect. 2.2.2.

3. Measurement  
of Cellular Enzyme 
Activities

3.1. Measurement  
of N2a and C6 Cell 
Viability by the MTT 
Reduction Assay

3.1.1.  Materials

3.1.2. Method  
(MTT Reduction Assay)
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 2. Thirty minutes before the completion of exposure times, 50 mL 
of MTT stock solution is aseptically added to each well and, 
after slight agitation, plates are returned to the incubator.

 3. After termination of the required exposure time, medium is 
carefully removed and 1 mL of DMSO added (see Note 2). 
Dissolve the formazan product by gently agitating the plate 
on a platform shaker for up to 10 min.

 4. Finally, check for complete solubilization of crystals and trans-
fer 200 mL from each well to the wells of 96-well microtiter 
plate (see Note 3). Read absorbance at 570 nm within 1 h, 
using a microtiter plate reader connected to a computer that 
allows efficient data collection, analysis and report. An absor-
bance correction should be made to take into account the 
background value from wells containing DMSO alone.

 5. Repeat the experiment on at least three separate occasions, 
each experiment involving a different initial cell population, 
with four replicate wells for each compound and condition 
tested. Thus, n = 1 is an average of 4 wells from a single plate.

 6. Results are expressed as the average absorbance from at least 
three independent experiments ±SEM and/or as a percentage 
of the corresponding control value.

Buffers: A 0.25-M phosphate buffer (pH 7.4). Store at 4°C, 
stable for several weeks.
Substrate and detection reagents : Dithiobisnitrobenzoate (DTNB) is 
prepared at a concentration of 1.25 mM in 0.25-M phosphate buffer 
(pH 7) containing 1.5 mg/mL NaHCO3 and stored at 4°C for up 
to a week, protected from light with aluminum foil (see Note 4). 
Acetylthiocholine iodide (2.5 mM) is freshly prepared in distilled 
water immediately before use and stored on ice.
Protein assay: Cell protein measurement is carried out in 96-well 
plates applying the bicinchoninic acid assay (BCA) according to the 
kit’s instructions (Pierce Chemical Company, Rockford, Illinois, 
USA). Protein standards are prepared with BSA and range from 0.2 
to 1 mg/mL. Gloves should be worn at all times.
AChE: Electric eel AChE (Type VI-S: Sigma). Prepare master 
stock solutions of enzyme at 1 mg/mL in 0.25-M phosphate 
buffer. Store in 5-mL aliquots at −20°C, stable for at least 12 months. 
This can be diluted to 0.0001 mg/mL or lower prior to the assay 
and used as a positive control or to confirm the biological activity 
of existing OP stock solutions.

AChE, the enzyme responsible for the degradation of the 
neurotransmitter acetylcholine and a known target of OP pesti-
cides, is routinely assayed in our laboratory. Activity is measured 
in both N2a and C6 cells to investigate whether OP-induced 
morphological or cytoskeletal alterations are associated with its 

3.2. Measurement  
of Acetylcholines
terase Activity  
in N2a and C6 Cells

3.2.1.  Materials

3.2.2. Method (AChE Assay)
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inhibition (21, 22, 24) (see Note 5). This spectrophotometric 
approach relies on the hydrolysis of the substrate acetylthiocholine 
by AChE to thiocholine and acetate. Thiocholine combines with 
DTNB and the yellow product 5-thio-2-nitrobenzoate formed is 
measured spectrophotometrically. Our assay is based on the 
method of Ellman et al. (33) with minor adjustments to make it 
suitable for a microtiter plate format.

 1. N2a and C6 cells are plated out in T75 culture flasks as 
described in Sect. 2.2.2 (see Note 6).

 2. After completion of experimental exposure to OPs, harvest 
the cells as described in Sect. 2.2. Remove the supernatant 
from the centrifuged cell pellet, resuspend the cells in 1-mL 
ice cold PBS and transfer to an Eppendorf tube on ice.

 3. Centrifuge at 1,200 × g for 10 min at 4°C using a bench top 
microcentrifuge. Discharge the buffer and either use the pellets 
immediately or store at −20°C for up to 24 h (see Note 7).

 4. Resuspend the cell pellets in ice cold 0.25-M phosphate buf-
fer pH 7.4 by trituration. Then sonicate all samples for 30 s, 
keeping the tube on ice, using a probe sonicator set at half of 
its maximum amplitude. Finally, vortex mix the cell sonicates 
to ensure that cell pellets are completely dispersed just before 
dispensing.

 5. Add 100 mL of sonicated cell sample to 4 wells of the microti-
ter plate followed by 50 mL of acetylthiocholine iodide solution 
and 50 mL of DTNB solution. Tap plate briefly to allow mixing 
of the solutions. Always include substrate and enzyme (cell) 
blanks (see Note 8).

 6. Load the plate in an appropriate scanning microplate reader 
set to 415 nm wavelength, which is connected to a computer 
and record absorbance of the samples at 1-min intervals for a 
total of 10 min.

 7. Enzymatic hydrolysis of acetylthiocholine iodide is monitored 
by the change in absorbance, which is linear for cell extracts 
over a 10-min period.

 8. After determining the protein in all samples (BCA assay), 
AChE activity can be expressed as the average absorbance 
change ±SEM per minute per milligram of sample protein.

 9. Repeat the experiment on at least three separate occasions, 
with quadruplicate wells for each compound and condition 
tested.

 1. The formazan product forms water insoluble crystals that 
must be dissolved in an adequate solvent, resulting in a blue 
solution that is measured spectrophotometrically. The MTT 
assay has used a number of different solvents such as propanol 

3.3. Notes on MTT  
and AChE Assays



279The Use of Differentiating N2a and C6 Cell Lines for Studies

(26) acid/2-propanol, DMSO, 10–20% SDS or 20% SDS in 
0.02-M HCl (27, 28). However, DMSO is the solvent of 
choice for N2a and C6 cells because interference by protein pre-
cipitation is averted by using SFM, leaving only traces of serum 
proteins that are unlikely to affect assay measurements (7).

    Several cytotoxicity assays are available. Among the most 
popular viability assays that have been compared to MTT are: 
Trypan blue exclusion, ATP measurement (29), neutral red 
uptake or release, kenacid blue staining (30), membrane 
integrity/LDH release, macromolecular synthesis, glutathi-
one depletion (31), alamar blue assay (32) and 3H-labeled 
thymidine incorporation into cellular DNA.

    A potential disadvantage of the MTT assay is that cells 
with reduced metabolic activity cannot be distinguished from 
dead cells (22) and that cells used for this assay cannot be 
subsequently used for most other assays. However, as the cell 
monolayers remain after removal of DMSO, it is possible to 
carry out a modified Kenacid blue assay by staining the cells 
subsequently with Coomassie brilliant blue.

 2. Take special care not to damage cell monolayers with the tip 
of the pipette. Alternatively, aspiration of the medium avoids 
fatigue from extensive pipetting in large-scale experiments. At 
this stage, take the opportunity to observe the purple crystals 
in the cells with the aid of an inverted light microscope to get 
a rough idea about the survival status of treated cells com-
pared with the controls.

 3. The MTT assay is performed in 24-well plates because the 
reproducibility of the experimental data is superior compared 
with the use of 96-well plates.

 4. NaHCO3 is added to facilitate the solubilization of DTNB. 
Otherwise, vortex mix or sonicate to achieve complete solu-
bilization of the reagent.

 5. Although adequate metabolic activation of OPs is a problem 
in cell lines, our data suggest that both N2a and C6 cells are 
capable of metabolizing protoxicants to the more toxic forms 
responsible for the inhibition of AChE (21, 22).

 6. As high numbers of N2a and C6 cells are required to deter-
mine AChE activity, it is advisable to use T75 flasks.

 7. If medium remains in contact with the pellet (pink appear-
ance), resuspend the pellet in PBS and re-centrifuge as 
before.

 8. Alternatively, freshly prepare a substrate mixture comprising 
equal volumes of acetylthiocholine iodide solution and DTNB 
solution and use a multi-channel pipettor to add 100 mL of 
the substrate mixture to individual wells.
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In order to perform targeted proteomic analyses, proteins from 
cell extracts are separated by polyacrylamide gel electrophoresis in 
the presence of sodium dodecyl sulfate (SDS-PAGE) and then 
transferred electrophoretically by western blotting onto nitrocel-
lulose membrane filters to make them more accessible to antibody 
probing. This section covers the main practical aspects of the 
techniques used, showing a schematic example of targeted pro-
teomic analysis using a specific selection of antibodies.

Antibodies: Primary antibodies are stored at +4 or -20°C, as rec-
ommended by the manufacturers. Details of all commercial pri-
mary antibodies we have used to study cytoskeletal effects of OPs 
on our cell lines are shown in Table 1. All secondary antibodies 
are from DakoCytomation (Ely, UK) or from Santa Cruz 
Biotechnology (Santa Cruz, CA, USA) and stored at 4°C.

The following solutions are required:
4% (w/v) SDS, 20% (v/v) glycerol, 10% (v/v) 2-mercaptoethanol , 

0.004% (w/v) bromophenol blue, 0.125-M Tris–HCl pH 
6.8 (Laemmli 2× concentrated sample buffer).

1.5-M Tris–HCl, pH 8.8 (resolving gel buffer).
0.5-M Tris–HCl, pH 6.8 (stacking gel buffer).
25-mM Tris, 192-mM glycine, 0.1% (w/v) SDS, pH 8.3 (electro-

phoresis running buffer).
25-mM Tris, 192-mM glycine, 20% (v/v) methanol, pH 8.3 

(transfer buffer).
0.2-M glycine, 0.5-M NaCl, pH 2.8 (stripping buffer).
0.15-M Tris, pH 9.5 (alkaline-phosphatase substrate buffer).

These buffers together with TBS (or PBS), 0.05% (v/v) Tween 
20 in TBS (TBS/Tween) and BSA/TBS are all kept at 4°C.

Acrylamide/bisacrylamide solution (40% w/v, 29:1, and ultra 
pure) and buffer stock solutions for SDS-PAGE are purchased 
from Gene Flow (Fradley, UK). Acrylamide/bisacrylamide is par-
ticularly toxic and kept at 4°C.

10% w/v SDS: store at room temperature (stable for several 
weeks).
Catalysts: 10% w/v ammonium persulfate (APS) is aliquoted and 
kept at −20°C. TEMED is kept in a dark bottle at room tempera-
ture. Both APS and TEMED are available from BioRad (Hemel 
Hempstead, UK) or Sigma.

A 0.05% (w/v) copper pthalocyanine in 12-mM HCl is stored 
at room temperature.
Alkaline phosphatase (AP) substrates: 5-Bromo-4-chloro-3 indolyl 
phosphate (BCIP: 50 mg/mL in dimethyl formamide) and nitroblue 

4. Analysis of Cell 
Extracts by SDS-
PAGE and Western 
Blotting

4.1. Materials
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tetrazolium (NBT: 75 mg/mL in 70% v/v dimethylformamide) are 
stored in working aliquots at −20°C, stable for several months.

Gloves should be worn at all times and especially during the 
preparation of the resolving and the stacking gel mixture as well 
as during handling of the nitrocellulose membrane and the prepa-
ration of the blotting sandwich. Lids of all tubes incubated in the 
heating block should be clamped with Eppendorf clips.

 1. For proteomic analysis we routinely prepare cell lysates from 
monolayers induced to differentiate in T25 or T75 flasks in 
the presence and absence of OPs, as described in Sect. 2.2.2.

 2. In a typical analysis, following the required experimental 
exposure, monolayers are gently rinsed with sterile PBS (pre-
heated to 37°C) to remove traces of SFM.

 3. Remove the PBS and immediately add either 1 mL (for a T25 
flask) or 4 mL (for a T75 flask) of 0.5% w/v SDS preheated 
in a heating block to 100°C.

 4. Tilt the flasks to allow lysates to drain to the bottom. Transfer 
lysates to Eppendorf tubes and incubate at 100°C in a heating 
block for 5 min. Lysates can be used directly or stored at −20°C, 
thawing thoroughly before use.

 5. Once cooled, the protein content of the cell lysates can be 
determined using the BCA assay (Sect. 3.2.1), to ensure equal 
protein loadings on electrophoresis gels.

 6. To prepare a sample for SDS-PAGE, it is mixed with an equal 
volume of Laemmli 2× concentrate and incubated in a heating 
block at 100°C for 5 min. After cooling, an appropriate volume 
can be loaded in to the sample wells of an SDS-PAGE gel. 
Alternatively, samples prepared in this way can be stored at 
−20°C, thawing thoroughly before use.

For SDS-PAGE we use the BioRad Mini Protean 3 or the more 
recently introduced Mini Protean Tetra Cell. We commonly run 
two or four 1.5-mm-thick gels at a time.

 1. Assemble the glass cassette sandwich and the casting stand, as 
indicated in the instruction manual. Use a spacer glass plate 
suitable for 1.5-mm-thick gels (see Note 1).

 2. Wearing gloves, prepare the resolving gel mixture solution by 
mixing the reagents in a small beaker as shown in Table 2. 
The volumes given are for two 1.5-mm-thick, 7.5% (w/v) 
polyacrylamide resolving gels (see Note 2).

 3. Once TEMED has been added, swirl gently and without delay 
pour the resolving gel mixture smoothly (to avoid bubble for-
mation) between the two glass plates with a 1-mL Gilson 
pipette, leaving sufficient space at the top for a stacking gel. 
Immediately overlay the gel solution with distilled water 

4.2. Methods

4.2.1.  Sample Preparation

4.2.2. Casting and Running 
the Electrophoresis Gel
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applied gently and evenly along its whole surface. Allow to 
polymerize for at least 1 h and 30 min (see Note 3).

 4. After polymerization, as evidenced by the presence of a sharp 
interface between the polymerized gel and the water overlay, 
tilt the assembly to pour off the overlay and remove any excess 
water from the edges of the gel using a piece of tissue paper.

 5. Prepare the stacking gel solution by mixing the components in 
a small beaker as indicated in Table 2. Again, these volumes are 
sufficient for two 1.5-mm-thick, 4% (w/v) polyacrylamide 
stacking gels.

 6. Once the TEMED has been added, swirl the stacking gel 
mixture gently. Without delay, using a Gilson pipette, pour it 
smoothly (to avoid bubble formation) almost to the top of 
the glass plate. Immediately insert an ethanol cleaned, 
1.5-mm-thick, 10-well comb between the glass plates and 
into the stacking gel solution. Take special care that air bub-
bles are not trapped beneath the comb. Leave to polymerize 
for at least 45 min.

 7. After polymerization, carefully remove the comb, rinse out 
the wells with running buffer and gently remove any remain-
ing liquid from each well of the stacking gel with a Gilson 
micropipette fitted with a gel-loading tip.

Table 2 
Composition of a typical polyacrylamide gel

Reagent

Volume (mL)

7.5% resolving gel 4% stacking gel

40% w/v acrylamide/ 
bisacrylamide (29:1)

3.75 1.0

1.5-M Tris–HCl ( pH 8.8) 5.0 –

0.5-M Tris–HCl (pH 6.8) – 2.5

Distilled water 11 6.4

10% (w/v) SDS 0.2 0.1

10% (w/v) ammonium  
persulfate

0.1 0.05

TEMED 0.04 0.02

Shown are the volumes of stock reagents required to produce 
two 7.5% (w/v) polyacrylamide gels overlaid with a 4% poly-
acrylamide stacking gel. Gels of different polyacrylamide con-
centrations are obtained by changing the volume of acrylamide 
stock and distilled water only, retaining the same final volume
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 8. Once prepared, load the samples into each of the wells of 
both gels using Gilson micropipettes fitted with gel-loading 
tips. Samples can be loaded into wells filled with running 
buffer, as the sample buffer has a higher density than the 
running buffer and can be seen falling to the bottom of the 
well and leveling off. You may choose to load larger volumes 
into empty sample wells; if so, carefully overlay with running 
buffer to the top of the well (see Note 4). At least one of the 
wells (first left) in each 10-well gel is normally reserved for 
loading 3–5 mL of BioRad Precision Plus Protein Dual Color 
or All Blue Standards (see Note 5).

 9. After loading the standards and the samples on all gels, place 
the two gel sandwiches attached to the electrode assembly 
unit into the electrophoresis tank. Fill the inner and outer 
tanks with the recommended volumes of running buffer and 
place the lid on the tank. Insert the electrical leads to a suit-
able power supply (e.g., BioRad “PowerPac”) with the 
correct polarity and perform electrophoresis at room 
temperature initially at a constant voltage of 50 V till the 
descending dye front has entered the stacking gel. Then, 
continue electrophoresis at a constant voltage of 150 V till 
the dye front is about to leave the bottom of the gel. The 
total run time is 50–70 min.

 1. During electrophoresis prepare materials for Western blotting. 
We use a BioRad Mini Trans-Blot Cell (see Note 6). Wearing 
gloves throughout, add to a glass dish sufficient transfer buffer 
to cover the blot assembly. For two blots, cut two pieces of 
nitrocellulose membrane (approximately 7 × 9 cm, 0.45-mm 
pore size) and eight slightly larger pieces of filter paper 
(approximately 7.5 × 10 cm) and immediately immerse and 
soak them, together with the four clean fiber pads provided, in 
the transfer buffer in the tray for a few minutes.

 2. After turning off the SDS-PAGE power supply, pour off the 
running buffer (see Note 7) and remove the gel cassettes 
from the electrode assembly. Carefully separate the two glass 
plates then cut off and discard the stacking gel. Gently detach 
the resolving gel from the glass plate surface with the aid of a 
broad plastic spatula, lifting it carefully with both hands to 
transfer it to equilibrate in the transfer buffer in the tray. 
Repeat the above with the second gel.

 3. Place the two blot cassettes into the tray, clear side down with 
the black side against the side of the tray. Put one presoaked 
fiber pad on to the clear side of the cassette, then two pieces 
of filter paper and then the nitrocellulose membrane on top. 
Then, carefully align the equilibrated gel on the membrane 
and cover it with two more pieces of filter paper (see Note 8) 

4.2.3. Western Blotting
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and complete the sandwich by adding a second fiber pad on 
top. Close the cassette and, firmly holding it with one hand, 
lock it with the white latch. Place the cassette vertically into 
the electrode module so that the nitrocellulose membrane 
side of the sandwich (clear side) is facing toward the anode 
(+). Repeat the above with the other gels and cassettes.

 4. Fill the tank completely with transfer buffer. Put on the lid 
and attach the electrical leads with the correct polarity to a 
BioRad PowerPac Basic Power Supply. Carry out electropho-
resis at 30 V overnight at room temperature.

 5. After transfer is complete, switch off the power supply, discard 
the transfer buffer and disassemble the blotting sandwiches. 
With a pair of blunt ended blotting tweezers, transfer the two 
blots (nitrocellulose membrane pieces) into two clean recipi-
ents (approximately 12 × 12 cm) containing distilled water. 
Separated colored bands of loaded standards are now evident 
on the blots.

 6. Wash each blot twice with distilled water (see Note 9), and 
then reveal proteins on the blot by staining with copper pthalo-
cyanine. If desired, record an image of the staining pattern (see 
Note 10). After approximately 2 min, remove the copper stain 
(see Note 11) and destain by adding 12-mM NaOH. When all 
blue sample protein bands disappear from the blots, remove 
destain solution and wash blots briefly in TBS (see Note 12).

 7. Then, block each blot in the tray by incubating with BSA/
TBS (see Note 13) on a rotary shaker for at least 1 h at room 
temperature (see Note 14).

 8. Meanwhile, prepare appropriate primary antibody dilutions 
(Table 1) in total volumes of 20-mL BSA/TBS (see Note 15). 
After incubation with BSA/TBS, remove the trays from the 
shaker and with a pair of scissors carefully cut across the whole 
length of each of the two blots at the level just below the 100-
kDa reference band and well above the 75-kDa reference band 
of the standards used (see Note 16).

 9. With the aid of blot tweezers, place the resultant four blot seg-
ments into four more separate trays. Mark each tray on its side 
with the name of the antibody to be added and then add the 
appropriately diluted primary antibodies. The example in Fig. 2 
illustrates how blot segments of two N2a cell lysates could be 
probed with antibodies specific for total NFH, phosphorylated 
NFH, MAP 1B, GAP-43, HSP-70, tubulin and ERK (relative 
to which results can be expressed) (see Note 17). Leave the 
blots in primary antibodies overnight or over the weekend at 
4°C (see Note 18).

 10. Wash the blots six times (10 min each wash) on a rotary shaker 
with TBS/Tween. Meanwhile, prepare the horseradish 
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peroxidase (HRP)-conjugated secondary antibody solutions 
diluted 1:1,000 to 1:2,000 in BSA/TBS (see Note 19), making 
sure that the secondary antibody matches the primary anti-
body species and Ig class. Incubate with secondary antibody 
for 2–4 h at room temperature, before giving the blots five 
10-min washes with TBS/Tween, followed by a final 10-min 
wash with TBS only.

 11. Antibody reactivity is detected with an enhanced chemilumi-
nescence (ECL) detection system, using ECL reagents (from 
Santa Cruz or GE Healthcare), in a Fuji LAS-3000 or Syngene 
G:BOX ECL camera system (see Note 20). Antibody reactivity 
is then quantified by densitometric scanning of the blots using 
Advanced Image Data Analyzer (AIDA) (version 4.03) or 
Quantiscan (Version 3, BIOSOFT®) software. The band densi-
ties for each antigen are normalized to the band density for 
ERK, which is used as internal control (see Note 21).

 12. Following ECL detection, blots can be reprobed with different 
antibodies. For instance, in the example shown in Fig. 1a, b, 
the blot pieces for reprobing are washed in TBS and stored at 
4°C for further analysis (see Note 22).

 13. To reprobe the blots, remove TBS and incubate with strip-
ping buffer (see Note 23) on a rotary shaker at room tem-
perature for 2–5 min. Then wash each blot twice with TBS 
for approximately 5 min, before adding BSA/TBS to block 
nonspecific binding. Continue with the rest of the procedure 
as described previously (see Note 24).

Fig. 2. Schematic representation of how blots are divided for antibody probing. The diagram of two blots (a, b) shows the 
position of the standards to the left of the samples, the level at which the two blots are cut for probing/reprobing with the 
antibodies shown for the purposes of this illustration (reprobing antibodies are shown in parentheses). Note the simultane-
ous treatment of two different N2a cell lysates (lysates A and B), each of which has been exposed to three different 
organophosphate concentrations (OPs), and which are separated by a second set of standards.
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 1. After assembly of the casting stand and prior to gel casting, 
check for leaks by pouring distilled water into the space 
between the spacer and the short glass plate. If leaks occur, 
dismantle the casting assembly, clean the glass plates 
 thoroughly and reassemble.

 2. If high molecular weight proteins (e.g., NFH and MAP 1B) 
are not of interest, a 10 or 12% w/v polyacrylamide resolving 
gel can be used. The latter is particularly useful for resolving 
very low molecular weight cytoskeletal proteins such as 
cofilin (14–18 kDa).

 3. Exploit this time to prepare solutions needed later in the day 
(e.g., electrophoresis running buffer, transfer buffer, etc.).

 4. In 10-well, 1.5-mm-thick mini gels, the maximum volume of 
sample that can be loaded per well is 50 mL and the amount of 
total protein loaded into each well should ideally be 20–30 mg. 
If protein levels are too low to allow such loadings, samples 
can be concentrated prior to SDS-PAGE by precipitation 
overnight (−20°C) in nine volumes of acetone. Centrifuge 
precipitated protein at 10,000 × g for 30 min. Remove the 
supernatant and resuspend air dried acetone pellets by boiling 
in a smaller volume of sample buffer.

 5. Sample overflow into adjacent sample wells may sometimes 
occur. To minimize this risk, start with loading the lower volume 
samples and continue with loading the higher volume samples.

 6. If high molecular weight proteins are not of interest to the anal-
ysis, a semi-dry blotter can be used, which offers the advantages 
of rapid transfer (<90 min) and economy (only minimal amounts 
of transfer buffer are required). Moreover, manipulations are 
easier, as there are no fiber pads, cassettes or buffer tanks. We 
use Gene Flow SD20 or V10/V20-SDB Blotting Units but 
equipment from other suppliers meets the same standards. For 
the electrophoretic transfer of proteins from gels, we use a 
current of 0.8 mA/cm2 or approximately 60 mA per mini gel.

 7. Electrophoresis running buffer can be reused once, but in the 
outer tank only (not recommended).

 8. To ensure full contact between the gel and the membrane, 
which is necessary for efficient transfer, squeeze out trapped 
air bubbles by rolling a glass rod in both directions over the 
surface of the filter papers.

 9. Throughout all manipulations blots should be entirely  
covered in liquid and not allowed to dry out.

 10. This staining step is important in order to check for efficient 
transfer of proteins onto the blot. The presence of blank, 
unstained circles on the blots, swirls or missing bands indicate 
the presence of air bubbles and poor contact between the gel 

4.3. Notes on  
SDSPAGE and 
Western Blotting
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and the blot. Staining also confirms whether equal amounts 
of cell lysate protein were loaded.

 11. The copper stain solution can be reused a few times. Do not 
stain the blots for more than 2 or 3 min, otherwise complete 
destaining may be impossible.

 12. Alternatively, PBS can be used throughout with equal 
success.

 13. If the BSA/TBS solution prepared is not be used immedi-
ately, it should be stored at 4°C, after adding sodium azide 
(0.01% w/v).

 14. It is important to minimize binding of antibody to nonspe-
cific sites on the nitrocellulose membrane. Instead of BSA/
TBS, we often use a solution of 3% (w/v) nonfat milk powder 
in TBS. Marvel is widely available from supermarkets, dis-
solves more easily and is considerably cheaper than BSA. 
However, Marvel may contain phosphatase enzymes and is 
therefore unsuitable for the detection of phosphorylated 
epitopes.

 15. Even when Marvel is used instead of BSA to block nonspe-
cific binding, all primary antibody dilutions are made in BSA/
TBS. The appropriate dilution for each antibody varies, 
depending on the secondary antibody conjugate and detec-
tion system used. For example, the sensitivity of the color 
development system for AP conjugates (see Note 19) is lower 
than for HRP conjugates using ECL.

 16. The exact position of the cut varies; it must be made in such 
a way as to ensure inclusion of the desired antigen in the 
probed blot segment.

 17. For protein analysis of C6 cell lysates, primary antibodies for 
total and phosphorylated NFH would not be used, as this 
protein is neuron-specific.

 18. Some primary antibody solutions (e.g., B512 and anti-ERK) 
can be reused if the signal strength was high at previous use. 
Such solutions should be stored at 4°C in BSA/TBS containing 
0.01% (w/v) sodium azide.

 19. Alternatively, AP-conjugated antibodies can be used.
 20. For AP conjugated secondary antibodies, antibody binding is 

revealed by incubation at room temperature in freshly 
prepared substrate buffer, comprising:

33-●● mL BCIP.
44-●● mL NBT.
20-mL 0.15-M Tris buffer (pH 9.5).●●

Incubate until colored bands appear on the blots with an accept-
able background. Prevent overdevelopment by washing the blots 
extensively with distilled water and dry blots using filter paper.
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 21. Alternatively, glyceraldehyde-3-phosphate dehydrogenase 
reactivity can be used as internal control.

 22. Reprobing is carried out within 1 or 2 days after ECL 
detection.

 23. Using this buffer normally achieves adequate antibody 
stripping. However, a more severe stripping procedure 
can be employed, involving incubation for 30 min at 50°C 
in 62-mM Tris, pH 6.7, 2% w/v SDS and 100-mM 
mercaptoethanol, followed by four 10-min washes with 
TBS/Tween, prior to blocking with BSA/TBS.

 24. Dilutions of primary antibodies in BSA/TBS are as shown in 
Table 2. Use appropriate secondary antibodies diluted 1:1,000 
in BSA/TBS.
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Chapter 14

Assessing Toxic Injuries of Experimental Therapeutics  
to the Crystalline Lens Using Lens Explant Culture

Michael D. Aleo 

Abstract

Cataract formation during preclinical drug safety assessment studies can be a devastating safety finding 
during drug development based on the stage at which these findings usually occur. The lens explant 
culture models offer an extremely versatile and simple in vitro model to screen compound for such toxic 
liabilities or to study possible mechanisms of toxicity. The following chapter is designed to highlight 
numerous examples of cataract formation during the drug development process, techniques used to pre-
pare the model and some approaches used to understand drug-induced cataract formation in vitro from 
a mechanistic, screening and species sensitivity perspective.

Key words: Lens explant culture, Cataract, Opacities, In vitro models, Mechanisms of toxicity, 
Drug discovery, Screening

From a toxicology perspective, there are several different cell 
types within the mammalian eye that represent target tissues for a 
variety of therapeutic agents. Several marketed therapeutic agents 
have known effects on the human eye and can either manifest 
themselves as something innocuous such as temporary changes in 
visual acuity and color perception (like that caused by cGMP-
specific phosphodiesterase type 5 inhibitors) or as serious as retin-
opathy (e.g., phenothiazines, aminoquinolines, and tamoxifen), 
optic neuropathy (e.g., amiodarone and ethambutol), or cataract 
formation (e.g., glucocorticoids and phenothiazines). These 
adverse findings in humans have been reviewed elsewhere (1). 
Such toxicities may or may not limit or restrict the use of these 
pharmaceuticals in medical practice depending upon many factors 
such as the costs and availability of alternative medicines in the 

1. Introduction
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market place and the risk/benefit consideration for the patient. 
A comprehensive review for discerning these potential adverse 
effects has been published by us and can be used as a practical 
guide for understanding the current pharmaceutical industry 
practice for examining and dealing with proposed therapeutic 
agents that were found to cause some form of ocular toxicity dur-
ing animal testing (2). In this chapter the focus will be on pre-
senting the pros and cons of a relatively simple in vitro technique 
we have successfully used in the past to assess the potential hazard 
of experimental therapeutics to the mammalian crystalline lens. 
An adverse finding in the lens (i.e., opacity formation) is only one 
of several types of adverse ocular events that can be discovered in 
animal safety assessment studies conducted during the develop-
ment of potentially new therapeutic agents.

Several pharmaceuticals in use today have some or no appar-
ent association with cataract formation in humans even though 
they caused lenticular opacities in animals at some point during 
animal testing. For example, simvastatin (3) and tamoxifen (4) 
caused lenticular opacities in chronic 2-year rat studies while 
lovastatin (5), simvastatin (3), cerivastatin (6), NK-104 (7) and 
fluvastatin (8) caused opacity formation in 3-month to 2-year dog 
studies depending upon the strength of the administered oral 
dose. The antipsychotic, quetiapine (9), reportedly caused len-
ticular opacities in dogs after 6–12 months of treatment or mon-
keys after 1 year. Tacrolimus (FK-506) was also shown to be 
cataractogenic in adult rats administered the drug for 13 weeks or 
more (10). In this particular case the etiology of cataract forma-
tion was related to pancreatic injury and the resultant rise in blood 
glucose levels. The ability to decrease sorbitol levels in lens and 
the incidence of cataract formation when administered in con-
junction with an aldose reductase inhibitor confirmed that the 
etiology was related to osmotic stress in the lens. In contrast to 
the pharmaceutical agents listed above, several experimental 
therapeutics have been reported in the general literature as 
being discontinued from further development, either wholly or in 
part, due to cataract formation in preclinical animal species. For 
example, several 5-HT3 antagonists have been associated with 
either nuclear cataract formation in rats after in utero exposure to 
RG 12915 (11) or posterior subcapsular cataracts in adult rats 
after 6-month exposure to SDZ ICT 322 (12, 13). The peroxisome 
proliferator-activated receptor (PPAR)-g agonist ciglitazone 
caused varying degrees of opacity formation (bilateral changes 
ranging from posterior cortical capsular cataracts with or without 
nuclear cataracts to mature complete cataracts during the conduct 
of 3-month rat studies) (14). Two 5-lipoxygenase inhibitors, 
CJ-12,918 and CJ-13,454, were associated with lenticular opacity 
formation in 1-month rat studies (15, 16). These two works dem-
onstrated the value of understanding in vivo drug metabolism and 
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the design of structural modifications to block sites of metabolism in 
eventually producing an agent that did not cause opacity formation 
in rodents. Two antihyperlipidemic agents (ZD9720 and 
ZD7851) that disrupt cholesterol biosynthesis through inhibi-
tion of oxidosqualene cyclase were also shown to cause cataracts 
within less than 1 month of oral dosing in mouse and/or dog (17). 
Bencz and colleagues (18) were able to identify a common toxi-
cophore (dimethyl- or diethyl-aminoethoxy group) among several 
experimental agents (RGH-6201, U-18666A, triparanol, and 
tilorone) that also disrupted cholesterol biosynthesis and caused 
cataract formation.

At the biochemical level lenticular opacities are caused by 
broad and overlapping mechanisms such as (a) oxidative stress 
(19) like that caused by the generation of a reactive metabolite 
(e.g., naphthalene) or osmotic stress (20) like that caused by the 
accumulation of active osmolytes such as polyols within the lens, 
(b) Ca2+-dependent activation of calpains (21), (c) the inhibition 
or disregulation of normal bioenergetic processes (22–24) at the 
mitochondrial level, or (d) alterations in thiol status (24, 25) 
caused directly or indirectly by affecting glutathione metabolism 
or the regeneration of proper thiol status through inhibition of 
the pentose phosphate shunt. Many of these biochemical mechanisms 
are interdependent upon each other and therefore difficult to 
ascertain the true initiating event or sequence of events. Another 
important biochemical mechanism of cataract formation in animals 
appears to be the disruption of lenticular cholesterol biosynthesis. 
This mechanism has long been recognized as an another mecha-
nism of cataract formation through clinical administration of 
triparanol in humans (26), but mostly through the effects of 
various statins administered to animals (27–30). Early work with 
the statins showed that opacity formation in dogs could be 
avoided by screening compounds for their ability to inhibit 
3-hydroxy-3-methyl-glutaryl-CoA reductase (HMG-CoA reductase) 
activity in the liver without affecting the lens isoform (31). As an 
avascular structure, the lens relies on de novo cholesterol biosyn-
thesis that is necessary to support continual growth and differentia-
tion of lens epithelial cells into lens fiber cells. It is estimated that 
the developing lens fiber cell volume increases 1200-fold during 
this process. Because of the primary dependence upon cholesterol 
formation by the lens itself we have furthered this approach by 
developing a 2-day bioassay in rats. Using this approach we have 
demonstrated the potential of numerous potential therapeutic 
agents to inhibit lens cholesterol biosynthesis after in vivo admin-
istration (32) and the relative lack of specificity to chemicals such 
as naphthalene and galactose (33).

In many cases it is desirable to assess the cataractogenic poten-
tial of experimental agents or mechanisms of toxicity totally 
in vitro. The benefits of using the isolated lens compared to whole 
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animal models include the ability to control the extracellular 
milieu bathing the lens (e.g., drug or other treatment conditions) 
and the ability to quantitatively measure biochemical or molecu-
lar endpoints associated with the mechanisms of cataract forma-
tion (e.g., cholesterol biosynthesis, intracellular ion content or 
transport, adenosine triphosphate (ATP) content, glutathione 
redox status, calpain activation). For studying mechanisms of cat-
aract formation caused by chemicals or pharmaceutical agents, 
the ability to directly expose isolated lenses to the insulting agent 
significantly reduces the time and amount of drug needed to con-
duct screening of potential drug candidates for cataractogenic 
potential. These latter factors are critically important early in the 
drug development process when quantities of drug available for 
testing are typically quite low or when the amount of time needed 
to produce the cataract in vivo is lengthy. Finally, the isolated lens 
model enables safety assessments of both intended disease targets 
and of unintended or off-target chemotype-related effects. 
Therefore the isolated rat lens is often used by us as an in vitro 
model to rank order compounds for cataract risk and to study 
mechanisms of cataractogenesis (14, 16, 22). The applications of 
these procedures will be presented to illustrate our experience in 
the use of this model in the pharmaceutical industry.

Reagents: Bicarbonate supplemented media TC-199 (295 ± 5 
mOsm, final adjusted). Sigma M3769 is supplemented with 2.2 g 
sodium bicarbonate per liter according to product information 
sheet from the manufacturer.

Supplies: Scalpel blades (#11), filter paper forceps, fine scis-
sors, 35 mm petri dish or 6–12 well plate, guitar pick, plastic tub-
ing to cover forcep tips, iris scissors, and fine forceps.

 1. Euthanize the animals according to accepted institutional and 
regulatory guidelines.

 2. Grasp the connective tissue on the temporal side of the eye 
with forceps. Cut the tissue surrounding the eye with a pair of 
fine scissors. Once half of the perimeter is cut, make a cut 
deep in the eye socket to cut the optic nerve. This will leave 
you with at least 3 mm of optic nerve to manipulate the 
eyeball.

 3. Clean the eye of any connective tissue, fat, or harderien gland 
and place corneal side down on a piece of filter paper.

 4. While grasping the optic nerve, place a #11 scalpel blade gen-
tly against the eye next to the optic nerve and roll the eye 

2. Experimental 
Protocols: Lens 
Isolation and 
Explant Culture

2.1. Materials

2.2. Method: Rodent
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against the blade. If the incision is long enough, the lens can 
gently be pushed out of the eye. If tissue such as retina is still 
attached, the lens can be gently washed with media or rolled 
along the equator on premoistened filter paper. The ciliary 
body will still be attached.

 5. NOTE: The rat lens occupies roughly 80% of the eye volume. 
It is imperative that the cut be superficial to avoid damaging 
the lens. Also, any contact with the rat lens made with metal 
will induce an artificial cataract as will storing the eye on ice 
or not prewarming the media. For our use, a guitar pick is 
used to roll the lens and forceps with tubing is used for pick-
ing up the eye.

 6. Place the lens explant in appropriate volume of bicarbonate 
supplemented media TC-199 (295 ± 5 mOsm) and incu-
bate overnight at 37°C in a 5% CO2 humidified tissue culture 
incubator.

12 well plate (2 mL) 6 well plate (4 mL)

35 mm petri dish (4 mL) 20 × 150 mm tube (1 mL)

 7. On the following day, check the lenses for visual clarity. This 
has been a sufficient measure for grading lens integrity within 
the lab although the amount of lactate dehydrogenase release 
into the media can also be used to check the lens integrity.

 8. Rat lenses can usually be cultured for 1 week and possibly up 
to 2; however, it is not recommended to exceed more than 1 
week. Media should be changed every 2–3 days. See Fig. 1 
for representative example of explanted rat lens in culture.

Fig. 1. Example of a single rat lens in explant culture for 7 days using 35 mm petri dish. 
Note the lens clarity even after 7 days in culture.
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 1. Eyes are received on ice or in prewarmed bicarbonate  
supplemented media TC-199 (295 ± 5 mOsm) from necropsy 
technicians.

 2. NOTE: Canine and primate lenses do not appear as sensitive 
to the effects of storage on ice for up to 30 min after necropsy 
and contact with metal. However, it is not recommended to 
exceed 30 min on ice or contacting the lens with metal.

 3. With the eye corneal side down and filter paper, gauze, or eye 
holder, make an incision anterior to the ora serrata. If using a 
scalpel blade, angle it pointing towards the posterior. Continue 
cutting with fine scissors around the ora serrata, taking care 
not to penetrate deep into the eye. Remove the posterior por-
tion of the eye to reveal the lens. It may be necessary to cut 
the vitreous to remove the posterior. Cut the sclera posterior 
to anterior in 4–5 different places to aid in opening the eye 
cup the lens is sitting on. Free the lens by cutting the zonule 
fibers. This is achieved by gently pulling the ciliary body and 
cutting the fibers with iris scissors.

 4. Note: This method can also be used for the rat lens. It is rec-
ommend to continually bathe the lens in media to avoid 
drying.

 5. Place the lens explant in appropriate volume of bicarbonate 
supplemented media TC-199 (295 ± 5 mOsm) and incu-
bate overnight at 37 °C in a 5% CO2 humidified tissue culture 
incubator.

12 well plate (2 mL) 20 × 150 mm tube (2 mL)

 6. On the following day, check the lenses for visual clarity. This 
has been a sufficient measure for grading lens integrity within 
the lab although lactate dehydrogenase release into the media 
can also be used to check lens integrity.

 7. Canine or primate lenses can usually be cultured for 1 week 
and up to 2 weeks. Media should be changed every 2–3 days.

Note:
Although the lens represents a large portion of the rodent 

eye, it is fairly easily harvested from the rat eye and used as an 
explant culture for periods of at least 1 week. However, the devel-
opment of this technique requires repeated practice to be able to 
routinely harvest lenses that are not damaged as a result of the 
extraction procedure. Extreme care should be taken in handling 
the lens in order to avoid producing a mechanically induced cata-
ract. Cultured lenses that remain clear for ~24 h in vitro can be 
used for subsequent studies to evaluate the effects of candidate 
drugs on lens clarity. Figures 2–4 provide examples of opacification 

2.3. Method: Canine or 
Non-Human Primate
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of lenses in vitro in terms of assessment for screening compounds 
(Fig. 2). Some investigators have visualized opacity formation in 
explanted lenses using a grid to assess clarity and swelling by visual 
assessment or with other more sophisticated analytical tools and 
instruments for classifying grades of opacification using bovine lens 
(Fig. 3) while we have relied upon a simple visual classification system 
based on the examples presented in Fig. 4 using the rat lens.

Fig. 2. Visual appearance of rat lenses in explant culture treated with the thiazolidinediones ciglitazone, englitazone, or 
darglitazone after 48 h of exposure (representative examples). Note the presence of stage 2 opacity in ciglitazone-treated 
lens. Other investigators have visualized opacity formation in explanted lenses using a grid to assess clarity and swelling 
by visual assessment or with other more sophisticated analyses tools and instruments such as that presented below in 
Fig. 3 by Bantseev et al. (43). Reprinted from Aleo et al. (16) with permission from Wiley (New York, NY).

Fig. 3. Representative photographs of bovine lenses showing the effect of different concentrations of sodium dodecyl 
sulfate (SDS) on lens clarity and swelling. Lenses were treated with different concentrations of SDS (0.1–0.00625%) for 
30 min and photographed at the end of the experiment. Axial swelling (white dashed arrow ) was seen in lenses treated 
with higher SDS concentrations (0.025–0.1%). While severe opacities were seen in lenses treated with higher concentra-
tions of SDS, fewer opacities were seen in lenses treated with 0.0125 and 0.00625% SDS. However, in lenses treated 
with 0.0125 and 0.00625% SDS opacities around posterior lens sutures were seen (white arrows ). Figure and figure 
legend reprinted from Bantseev et al. (43) with permission from Oxford University Press (New York, NY).
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The lens explant culture model has been used by us to rank order and 
select alternative drug candidates based on their potential to cause 
opacity formation in vitro (14, 16) and to investigate mechanisms 
of cataract formation with various chemicals and drug candidates, 
such as S-(1,2-dichlorovinyl)-l-cysteine (22) and ciglitazone (14). 
Although the model is extremely versatile, a major limitation is 
the increased likelihood of identifying false positives (16). This is 
because the in vitro model allows direct access of compounds to 
the lens, even though these compounds may have limited ability 
to gain access to the inner chambers of the eye and penetrate the 
lens in vivo. In our experience, explant lenses exposed in vitro can 
achieve greater than 10× the amount of parent drug found in the 
lenses after in vivo exposure. Therefore, because of the high levels 
of parent drug achieved, a compound that has limited access to 
the lens in vivo may cause severe opacities in vitro.

Screening for back-up compounds. There have been several 
occasions when we have had a lead compound promote opacity 
formation in either rat or dog studies of 1–6 months in duration. 
For example, rat lens explant cultures were used to assess structural 
modifications for cataractogenic potential with the 5-lipoxygenase 
inhibitor CJ-12,918, despite the fact that the model was overly 
sensitive in predicting cataractogens (16). Because one can add 
exogenous sources of metabolic activation, this approach can 
demonstrate the possible involvement of biotransformation in the 
progression of cataract formation or the lack of involvement. For 
example, the presence of an aroclor-induced S9 microsomal frac-
tion increases the rate and extent of opacity formation in rat lens 
explants. CJ-12,918 in the absence of S9 causes only slight opaci-
fication of lenses after 6 days in culture while addition of S9 
microsomal fraction causes extreme opacification of lenses within 

3. Applications

Fig. 4. Representative examples of the gradation of opacity formation in rat lenses in vitro. Progression of opacity formation 
from left to right. These in vitro representations are similar to those seen in lenses obtained from animals exposed to the 
same compound.
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4 days of exposure. In contrast, we have seen examples with other 
compounds where the presence of S9 does not affect the rate or 
extent of opacification in lenses in vitro, suggesting that meta-
bolic activation is not likely involved in the mechanism of cataract 
formation in vivo.

Mechanistic insights. Rat lens explant cultures can also be used 
to assess the mechanisms of toxicity as well. For example, through 
the use of various biochemical manipulations we showed that 
opacity formation by S-(1,2-dichlorovinyl)-l-cysteine (DCVC) in 
rodent and primate lenses in vitro is primarily mediated via len-
ticular b-lyase metabolism of DCVC to a reactive metabolite (22). 
Perturbations in mitochondrial Ca2+ homeostasis and increased 
poly(ADP-ribosylation) of nuclear proteins played a limited role 
in opacity formation while oxidative stress or calpain activation 
did not appear to play a role. A similar approach was used to 
examine possible mechanisms related to ciglitazone toxicity to 
the lens in which early and selective changes in lenticular ATP 
content as well as the protective effects of ruthenium red, a mito-
chondrial Ca2+ uniport inhibitor, suggested that alterations in lens 
bioenergetics could play an important role in ciglitazone-induced 
cataract formation (14).

At the molecular level we have also used rat lens explant 
culture to explore changes in microRNA (miRNA) expression (34). 
MiRNAs are a class of endogenously expressed small RNA mole-
cules (20–25 nt long) that regulate one or more target mRNA 
through translational repression or cleavage. In this study both 
ciglitazone and ZD2138 differentially expressed three miRNAs 
(miR-31 and miR-99a/b) during the process of producing opaci-
ties in vitro. Using target predictive tools, miR-99a and 99b seem 
to regulate actin cytoskeleton and integrin signaling pathway 
while miR-31 appears to be involved in the regulation of cell cycle 
and proliferation, both of which are important in maintaining 
lens function and integrity. These results indicate that miRNA 
expression in the lens is altered during the process of opacity for-
mation and that their differential expression may be used to 
understand toxicity pathways and/or as biomarkers of lens 
toxicity.

Others have used rat lens explant culture to explore the role 
of the Ras superfamily of small GTP-binding proteins (35–37). 
Here there is evidence that inhibition of the synthesis of non-
sterol metabolites of mevalonate such as farnesyl pyrophosphate 
and geranylgeranyl pyrophosphate, and the resultant disruption 
of cytoskeletal organization rather than reductions in lens choles-
terol biosynthesis per se is involved in the cataractogenic potential 
of certain statins. Although these findings were consistent with 
earlier results showing no apparent change in lens cholesterol lev-
els in lovastatin-treated dogs (29) or the cholesterol to phospho-
lipid molar ratio in the lenses of simvastatin-treated rats for 2 weeks 
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with opacities (38), de Vries et al. (39, 40) was able to demonstrate 
a 20–25% reduction in the cholesterol content of lenses from rat 
pups treated for 3 weeks with lovastatin and somvastatin, but not 
pravastatin. These mixed results suggest that these types of cata-
racts may be due to a mixture of perturbations at the molecular 
and biochemical levels.

Others have explored more basic mechanisms of cataract 
formation. Fukiage et al. (41) used cultured lenses from guinea 
pigs and rabbits to explore the contributions of calpain-induced 
proteolysis using the prototypic calcium ionophore A23187. 
Although lenses from both species developed outer cortical opacities, 
lenses from guinea pigs were more susceptible to nuclear cataract 
formation compared to the rabbit, suggesting differences in crys-
talline classes or structures between these two species.

Species differences in lens antioxidant capacity. At a biochemi-
cal level Slaughter et al. (42) investigated the antioxidant system 
between different laboratory animals used in nonclinical toxicol-
ogy studies (beagle dog, Sprague–Dawley rats, marmosets and 
New Zealand white rabbits). This study was not designed as a lens 
explant culture study, but rather a biochemical characterization of 
freshly obtained lenses extracted from animals. They found sub-
stantial differences between species that may explain relative dif-
ferences in species susceptibility to oxidative stress-mediated 
cataract formation. High levels of reduced glutathione and its 
corresponding maintenance system was found in the marmoset 
lens while the rat had the low levels of glutathione reductase, 
glutathione peroxidase and glutathione S-transferase.

In summary, the versatility of lens explant cultures should not 
be underrated. Its broad application has been demonstrated by us 
and many others for screening and exploring mechanisms of cata-
ract formation of potentially new therapeutic agents at the bio-
chemical and molecular level.
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Chapter 15

Necrosis, Apoptosis, and Autophagy: Mechanisms  
of Neuronal and Glial Cell Death

Michael Fricker and Aviva M. Tolkovsky 

Abstract

Most neurodegenerative diseases culminate in cell death, although it is not uncommon for signs of 
dysfunction to precede cell death in humans and animal models. There is considerable evidence that 
neuronal and glial cell death during development occurs through apoptosis but whether apoptosis occurs 
during degeneration is still a contentious issue. Apoptosis is a well-defined process with key steps that 
mark the progress of the process in individual cells. Necrosis and autophagy as primary causes of death 
are less well defined. Two issues need particular clarification: (1) when is necrosis deemed to be the death 
mechanism rather than a secondary outcome of another death mechanism, and (2) whether the autophagic 
process, or its deficiency, causes death, or whether autophagy is a bystander (or survival) effect. Here we 
present a framework for addressing how to discern when necrosis, apoptosis, and/or autophagy occur in 
primary cultures of neurons and glia.

Key words: Necrosis, Apoptosis, Autophagy, Neuron, Glia, Cell culture, Cell death

Cell death in the nervous system is a common feature of early 
development. It occurs widely during neurogenesis (1), in post-
mitotic neurons during target innervation (2), and is also used to 
control the number of glia, such as oligodendrocytes during 
myelination of the optic nerve (3). By looking at samples of dying 
neurons microscopically, Clarke defined three major neuronal cell 
death types with features that were “apoptotic,” “autophagic,” 
and “non-lysosomal vesiculate” (4). In the wider context of path-
ological neurodegeneration, however, a myriad of additional cell 
death morphologies have been described, not least those ascribed 
to having been mediated by autophagy or necrosis. Studies of 
purified cultured neurons dying after they express mutant proteins 

1. Introduction
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implicated in neurodegenerative conditions (e.g., (5, 6)) show 
that most of these deaths are not purely apoptotic, necrotic, or 
autophagic, although they may display some features of each. 
Likewise, astrocytes may die in a non-apoptotic, non-necrotic 
fashion in response to insults (7).

Despite the 20 years since Clarke’s review was published, only 
apoptotic death is well understood at the molecular level. The 
molecules that mediate autophagy are also now quite well defined, 
but whether autophagy kills mammalian cells (as in “programmed 
autophagic death”) is still under debate (8). For example, a recent 
study of death after hypoxic–ischaemic injury used mice deficient 
in brain-specific Atg7 (Atg7flox/flox; nestin-Cre) (9) – a gene essen-
tial for constitutive autophagosome formation. It was shown that 
death after hypoxic–ischaemic injury was reduced in this mouse, 
implicating autophagy in the death (10). However, most evidence 
for autophagic cell death relies on changes in autophagosome 
numbers during death, rather than on demonstrating the 
autophagic process, and is thus inconclusive. Indeed, in mouse 
Atg5- and Atg7-null autophagy-deficient neurons (9, 11), cells 
accumulated polyubiquitinated protein inclusions, a hallmark of 
many degenerative conditions, and there was marked cell death in 
the cortex and cerebellum, as well as a marked axonopathy (12). 
Thus, autophagy may be protective or destructive. The answer 
regarding autophagy may lie in what exactly is being gotten rid of 
by autophagic degradation, or what is accumulating when 
autophagy is defective, rather than in autophagy as a cell death 
process per se.

Of the three mechanisms, necrosis is the easiest type of cell 
death to diagnose in vitro but least tractable in terms of its mech-
anism (see (13) for review). Not understanding the “alternative” 
mechanisms of death is hampering our understanding of the 
mechanisms of pathological neurodegeneration. In this quest, 
in vitro studies can help to identify death pathways without preju-
dice, with one possible caveat: in cultures of pure cell popula-
tions, as in developmental death, most cell deaths occur 
autonomously by activating intrinsic death-signalling pathways. 
However, there is now some thought that neurons (and glia?) are 
actively killed by their neighbours in neurodegenerative diseases 
(14). Hence, culturing mixed populations of cells (or brain slices) 
may reveal novel death pathways that would not be observed in 
purified cell populations.

Extensive recommendations for best practice in assessing cell 
death and its mechanisms (15), or autophagy (15, 16), have been 
published just recently. Therefore, this article concentrates on a 
more conceptual framework for dealing with the questions of 
how to discern when necrosis, apoptosis, and/or autophagy occur 
in primary cultures of neurons and glia. One area of emphasis is 
how to establish positive controls for each type of system. 
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Emphasis is also placed on how to diagnose whether cells at any 
point are committed to die, by removing the agent that promotes 
death and observing whether the cell goes on to live. Death com-
mitment can precede observable features of cell death and is thus 
an important diagnostic feature in attempting to unravel the 
mechanisms and prevent degeneration. Although there is cross-
over or coincidence between the various forms of cell death, this 
review divides the field into three parts: necrosis, apoptosis, and 
autophagy.

The undisputed hallmark of necrosis is the early and sudden loss 
of plasma membrane integrity. Traditionally, this has been ascribed 
to profound loss of ATP leading to homeostatic ion imbalance 
and is often preceded by cell swelling without other notable 
changes occurring inside the cell. Sometimes, a phase-dark “bal-
loon” protrudes from the membrane before the cells become 
phase dark; this seems to form between the inner and outer plasma 
membrane leaflets and occurs in particular with pro-oxidant 
insults or when excessive reactive oxygen/nitrogen species accu-
mulate in the cell. Whether the cell is already committed to die at 
this point is not clear, since, as far as we know, attempts to prevent 
death after this phenotype has formed have not been described.

In cultured cells, as in vivo, necrosis can be the primary cause of 
death (making it of great interest) or a secondary feature that occurs 
in cells that have already been committed to die by apoptosis or 
other means. In vivo, many apoptotic cells may have disappeared by 
phagocytosis before secondary necrosis occurs, but in pure cultures 
lacking professional phagocytes, secondary necrosis is not uncom-
mon (see Sect. 3 for further comments, and Chap. 10).

Since necrosis of cells is defined by increased permeability of 
the plasma membrane, reagents that do not cross the membrane 
unless its permeability barrier is disrupted are used to identify 
necrosis. Because any small metabolite that is soluble in the cyto-
plasm will diffuse out of the permeabilized cell as well as diffuse 
in (indeed producing holes in a controlled manner is a way to 
leach out nutrients, ions, and ATP without causing loss of pro-
teins (17)), the dyes used to detect necrosis are commonly those 
that bind to nuclear DNA. A positive control for necrosis can be 
induced by profound inhibition of ATP production, for example 
using mitochondrial respiration poisons (oligomycin, cyanide 
(careful!), azide) together with inhibition of glycolysis (achieved 
by glucose removal or by adding a tenfold excess of a non-
metabolisable glucose analogue such as 2-deoxyglucose) (7, 18). 
Exposure to excessive nitric oxide/peroxynitrite (NO/HNOO), 

2. Necrosis
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arsenite, or H2O2 may also cause rapid necrosis via plasma membrane 
lipid peroxidation, a possible cause of the ‘balloon’ phenotype. 
Notably, in the case of mild doses of NO treatment of astrocytes 
(7), cells activated a kinase whose inhibition switched the death 
from apoptosis to necrosis, perhaps due to loss of ATP (19). 
Other kinase inhibitors may also enhance necrosis in astrocytes 
under conditions of energy depletion (18).

Necrotic cells can be distinguished from live and early apoptotic 
cells under phase microscopy. Live/apoptotic cells appear phase 
bright whereas necrotic cells usually appear granular and phase 
dark. An experienced user will be able to count necrotic cells 
based on this difference but a reliable measure of necrosis is to use 
dyes. One of the most common dyes used to measure necrosis is 
propidium iodide (PI) (see scheme in Fig. 1). PI does not perme-
ate membranes of live cells but produces very bright fluorescence 
when it intercalates into double-stranded DNA. Therefore, it can 
be added together with a vital fluorescent nuclear dye such as 

2.1. Fluorescent Dyes

Nucleus Well demarcated nucleus
stains blue with Hoechst
33342 but does not stain with
PI (or ethidium homodimer)

Mitochondria Purple (reduced MTT) deposits
rays irradiate out from
mitochondria when viewed
early (later, the entire cell fills
with purple deposits and
detail is lost)

Cytoplasm Filled with Calcein AM or
BCECF (green under ‘blue’
excitation)

Light microscope Phase bright

PI Hoechst 33342

Necrosis

RIP1~P? FasL/TNF ?
Energy ?

ROS/RNS ?

Can be slightly shrunken
stains pink with Hoechst
33342 and PI or red when
viewed under ‘green’ excitation

No purple MTT deposits
will not load with m-dependent dyes

Calcein AM or BCECF AM do
not load or they leak out if
prefilled before necrosis.

Flat and Phase dark

PI Hoechst 33342

Fig. 1. Testing for necrosis. Key markers of necrosis are indicated alongside the expected appearance of the cytoplasm, 
nucleus, and mitochondria, depending on the assay.
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2¢-(4-ethoxyphenyl)-5-(4-methyl-1-piperazinyl)-2,5¢-bi-1H-
benzimidazole trihydrochloride (Hoechst 33342) that will stain 
the nuclei of both live and dead cells. Using a “UV” filter for 
excitation/emission (ex/em) (ex/em ~ 350/450 nm) live cells 
will appear light blue whereas necrotic cells will appear pink. 
Without PI, necrotic, apoptotic, and live cells will stain with 
Hoechst 33342, hence its lack of value as a sole marker for necro-
sis unless there are structural changes in the nuclei that can be 
reliably discerned (see Sect. 3.1 on nuclear profiles in apoptosis 
for further comment). There are many additional nuclear dyes that 
only permeate the plasma membrane of dead cells 
(such as 4¢,6-diamidino-2-phenylindole (DAPI), bisBenzimide, 
2¢-(4-hydroxyphenyl)-5-(4-methyl-1-piperazinyl)-2,5¢-bi-1H-
benzimidazole trihydrochloride hydrate (Hoechst 33528), 
7-Amino-actinomycin, ethidium homodimer). Ethidium homodi-
mer is a good (if expensive) alternative to PI and is used in a com-
mercial live/dead fluorescent assay (see Sect. 2.3).

Under the “UV” filter, PI is only excited to 10% of its maximal 
emission. To see PI staining without interference from Hoechst 
33342, one can switch to the “green” excitation/red emission 
filter (peak PI ex/em 536/617), whereupon nuclei will appear 
bright red. Hoechst 33342 staining will not be visible, however, 
so only the absolute number of dead cells can be counted.

Pink nuclei double-stained with PI and Hoechst 33342 may 
appear smaller than those in live cells, especially if pyknosis 
occurred due, for example, to an oxidative insult prior to necrosis. 
In cultured astrocytes, the live cell nucleus appears very flat and 
stretched, so if there is a slight detachment, the nucleus may 
appear smaller and more rounded. If apoptosis took place prior to 
necrosis, several pink or blue fragmented and condensed nuclear 
bodies per nucleus may also be observed. PI and Hoechst 33342 
are used in culture at 1–5 mg/mL, diluted into medium from a 
stock (1 mg/mL) made up in water. Dyes are stable for years in 
the freezer if protected from light. The time of incubation should 
be determined empirically but is usually about 5 min at 37°C or 
10–15 min at room temperature. Using the lowest amount of dye 
compatible with the microscopic system available, there is usually 
no need to wash the medium prior to observation, as background 
fluorescence is low.

Two points are worth noting: (1) although Hoechst 33342 
penetrates membranes of both live and dead cells, it takes longer 
for the dye to stain the nuclei of live cells. This slower rate deter-
mines how long the incubation should last. Toxicity takes an hour 
or more to develop depending on culture type; thus, depending 
on how long it takes the user to count cells, one can stain up to 8 
wells at the same time without loss of efficacy. (2) Since PI does 
not penetrate live cells, PI by itself is not usually toxic to living 
cells so it can be left in the incubation medium over hours to days 
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such that cumulative death can be measured by returning to the 
same area sequentially. Thus, for example, PI was present 
 continually in a hippocampal slice culture system to detect cell 
death after oxygen/glucose deprivation (20). However, it is 
important to note that UV illumination under the microscope 
does cause release of toxic species so there may be bystander toxic 
effects. Should this occur, one finds that all the cells under view 
turn pink.

Trypan blue is commonly used to count the number of living 
cells sampled onto a haemocytometer before plating. However, 
it can also be used to count the number of necrotic cells in 
attached cultures using light microscopy, because it is not toxic 
to living cells. We have noted that if one is using serum in the 
medium (or >1% BSA), a low amount of trypan blue (<0.1%) can 
be left in the medium after observation because the protein even-
tually adsorbs it, so that the medium becomes clear again in a few 
hours. This depends on how much trypan blue and albumin are 
present and should be assayed in the absence of cells to see 
whether this absorption is sufficient to remove trypan blue for 
further study. The advantage of using this dye is that the same 
culture can be observed repeatedly following successive addi-
tions of trypan blue.

The two methods described above do not actively demonstrate 
cell viability, they only demonstrate plasma membrane permeabil-
ity change of the cells. The following assay is based on the trap-
ping of a membrane-permeant fluorescent dye in the cytoplasm of 
live cells due to the activity of esterases. When the integrity of the 
plasma membrane is compromised, esterase activity is low/absent 
and if the dye was preloaded into living cells that subsequently die 
due to an experiment, the dye quickly leaks out into the medium 
where it is vastly diluted, giving rise to unstained cells. Thus, 
unlike Hoechst 33342 that looks at the structure of the nuclei, 
this assay demonstrates cytoplasmic viability. There are many 
commercial varieties of dyes available. In an assay to measure neu-
rite production, we used 2¢,7¢-bis-(2-carboxyethyl)-5-(and-6)-
carboxyfluorescein, acetoxymethyl ester (BCECF-AM), which 
was originally developed as a pH indicator, and can be visualised 
with a “blue” excitation filter (ex/em ~ 490/520) (21). It should 
be noted, however, that esterase activity might be altered by cul-
ture conditions/additives so a test run is necessary to make sure 
the dye is properly trapped inside the cell.

Another popular measure of viability is the MTT assay. This is 
a colorimetric assay that measures the reduction of yellow 
3-(4,5-dimethythiazol-2-yl)-2,5-diphenyl tetrazolium bromide 
(MTT) by mitochondrial succinate dehydrogenase. A concentra-
tion of 0.5 mg/mL is sufficient, which can be achieved by adding 

2.2. Colorimetric 
Detection of Dead 
Cells Using Trypan 
Blue Staining

2.3. Live/Dead 
Staining Based on 
Enzymatic Activity
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a 10× stock made up in water directly to the medium. MTT enters 
mitochondria where it is reduced to an insoluble, coloured (dark 
purple) formazan product. At early time points, one can observe 
purple mitochondria, which, in time, produce crystalline rays that 
look like small crowns. Hence, observing MTT reduction in cells 
at an early time point is a quick way to distinguish live from dead 
cells under the light microscope. Other reactions may also cause 
reduction of MTT at later time points. As time elapses, the crys-
tals fill the cell and it becomes hard to observe single cells in this 
fashion. A bulk measurement of the relative number of live cells 
(comparing between cultures after growth or treatments) can be 
produced by solubilising the formazan in DMSO (or isopropa-
nol). A bright blue solution is produced in DMSO, whose inten-
sity is measured spectrophotometrically. However, it should be 
noted that neuronal cultures contain many mitochondria in their 
neurites, which also reduce MTT. Thus, depending on the pro-
portion of mitochondria in neurites and the amount of neurites 
relative to cell bodies, it may be hard to discern small differences 
in the amount of soluble formazan produced between cultures in 
which there is 20–30% cell body loss. Other tetrazolium deriva-
tives that give rise to soluble formazan are also available. Stock 
MTT (5 mg/mL in water) is stable for over a year in the refrig-
erator as long as it is protected from light.

Necrosis is emerging as being important in several forms of neu-
rodegeneration, such as those induced by excitotoxicity and trau-
matic injury, since there is a class of drugs (termed necrostatins) 
that inhibit this non-apoptotic form of cell death (reviewed in 
(22)). The target of this drug has been identified as a kinase 
named receptor interacting protein (RIP1) (23, 24). RIP1 is acti-
vated by TNF or FasL, which are also involved in some types of 
neuronal death (25, 26). Consistent with necrosis using a differ-
ent, but defined, pathway to that of apoptosis, RIP1 can trigger 
necrosis without the intervening caspases (27). Interestingly, 
RIP1 has also been implicated in one instance of “autophagic cell 
death” in non-neuronal L929 cells, where death ascribed to 
autophagy was actually caused by degradation of the antioxidant 
protein catalase, following which emergent reactive oxygen spe-
cies (ROS) caused profuse lipid peroxidation and necrosis (28). 
Originally, when death was surprisingly induced in living L929 
cells simply by adding the pan-caspase inhibitor zVAD.FMK 
(thereby deactivating any potential apoptosis in the process), 
autophagic removal of catalase explained the death. However, 
now it appears that zVAD.FMK causes these cells to produce 
necrosis-inducing amounts of TNF (24), thus explaining the 
involvement of RIP1 and its downstream consequences. Indirectly, 
therefore, both aborted apoptosis and autophagy can lead to exe-
cution of death by necrosis.

2.4. Other Things  
to Test
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Other than implication of RIP1, there are no definitive markers 
for the myriad forms necrosis (although there is rather a profusion 
in death terminology what with autophagic cell death, necropto-
sis (29), aponecrosis (30) and paraptosis (31), parthanatos (32) 
or unnamed (33)). Recently, a few late necrotic features that are 
shared between three types of necrotic stimuli (TNF, H2O2, Fas) 
were described including oxidative burst, mitochondrial mem-
brane hyperpolarization, and lysosomal membrane permeabilisa-
tion. In each case, different signalling mechanisms preceded the 
common characteristics of death (34). A similar profusion of 
upstream pathways is likely to take place even when mitochon-
drial membrane permeabilisation is the common attribute upon 
which different forms of death in neurons converge (34, 35).

What is worth testing in vitro in case one wants to confirm 
some mechanisms underlying necrosis? First, one might use a 
pan-caspase inhibitor to eliminate the possibility that apoptosis is 
mediating the death. In all cases of apoptosis that we have stud-
ied, addition of Boc-Asp(O-methyl) fluoromethyl ketone (FMK) 
(or Q-VD-OPH, both inhibitors being rapidly cell-permeant in 
neurons and astrocytes with little evident toxicity) inhibits apop-
totic manifestations due to caspases and greatly delays secondary 
necrosis as well (36). If cells began by inducing apoptosis, the 
delay in cell death will not last forever since loss of cytochrome c 
will compromise cellular ATP levels to the point where glycolysis 
can no longer sustain homeostasis. Application of the commer-
cially available RIP1 inhibitor necrostatin1 and investigation of 
catalase levels could be next on the list. Inhibition of autophagic 
induction (crudely using 3-methyladenine (3MA), see Sect. 4) 
may be informative, although this assay is not completely diag-
nostic, especially as 3MA may inhibit some kinases involved in cell 
survival and cell death (37). Some forms of necrosis involve lyso-
somal proteases and cell acidification (at least in C. elegans (38, 
39)). Investigating whether lysosomal numbers have changed, or 
whether lysosomal membranes have been permeabilized or altered 
their internal pH is quite easy using Lysotracker™ dyes or stain-
ing for lysosomal markers such as CD63 (40). Inhibition of 
autophagic flux is discussed in Sect. 4.

As discussed, apoptosis is the most studied and perhaps best 
understood mode of cell death. Two apoptotic signalling path-
ways, the intrinsic (or mitochondrial) and extrinsic (or death 
receptor), converge upon the activation of caspases-3 and -7 which 
in turn cleave numerous protein substrates to initiate a complex 
molecular demolition process (see schemes in Figs. 2 and 3). 

3. Apoptosis
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The extrinsic mode of cell death is mediated by the binding of an 
extracellular death ligand to a death receptor of the tumour 
necrosis factor (TNF) family, resulting in the assembly of a death-
inducing signal complex (DISC) bringing inactive caspase-8 
zymogens into close proximity to allow autoprocessing and acti-
vation (41). Active caspase-8 belongs to the sub-family of initia-
tor caspases, so-called because they cleave and activate the 
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Fig. 2. Testing for apoptosis – the extrinsic pathway. Apoptosis is initiated via insults that activate Bax (known as the 
intrinsic pathway) or via death receptors (known as the extrinsic pathway). In most cell types, the death receptor path-
way, which primarily activates caspase 8, links into the intrinsic pathway via cleavage of Bid to tBid, which amplifies the 
effects of Bax on MOMP. We found that in cortical neurons, tBid appeared after caspase-3 activation, and it is known that 
Bid can be activated by cleavage via calpains, so presence of tBid does not always indicate caspase 8 activation. Death 
receptors also activate many other pathways via recruitment of specific adaptors to the receptor death domains, some 
of which are indicated here. The Daxx-dependent pathway has been suggested to mediate developmental death of motor 
neurons (26). Also shown are other pathways implicated in necrosis and survival (though NFkB may mediate survival or 
death depending on cell context).
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downstream executioner caspase-3. The intrinsic apoptotic path-
way centres on the control of mitochondrial outer membrane 
permeabilisation (MOMP) mediated by the combined actions of 
pro- and anti-apoptotic Bcl-2 family proteins. MOMP results in 
the release of pro-apoptogenic proteins including cytochrome c 
from the mitochondrial intermembrane space to the cytosol. 
Once in the cytosol, cytochrome c complexes with apaf-1 to form 
a molecular scaffold termed the apoptosome upon which cas-
pase-9 forms active dimers. Caspase-9, once activated, cleaves and 
activates caspase-3 and other caspases (caspase-6, -7).

Pro-caspase-9

+ ATP

Pro-caspase-3/-6/-7

apoptosome

Active caspases

caspase inh

caspase inh
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Bid tBid
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Redox inactivationCytochrome c
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N-terminally exposed Bax
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Bax

Fig. 3. Testing for apoptosis – the intrinsic pathway of apoptosis. The key steps that would indicate that apoptosis is 
occurring are: Bax activation (recruitment to mitochondria, exposure of the N-terminus, oligomerisation and MOMP), 
cytochrome c release, requirement for caspase activation, and cleavage of caspase substrates (only two of which are 
indicated; of interest, the substrates that are cleaved that are thought to lead to chromatin condensation and fragmenta-
tion are named ICAD (inhibitor of caspase activated DNase, also known as DFF45) and acinus). Other than caspase inhibi-
tors (or expressing dominant negative forms of caspases that might show more specificity (25)), one should be able to 
interrupt this pathway by overexpressing anti-apoptotic members of the Bcl-2 family, or by keeping cytochrome c in its 
reduced form.
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The dissipation of the mitochondrial (inner) membrane 
potential (DYm), which often accompanies MOMP, along with 
the release of DNases EndoG and AIF from mitochondria, can 
result in the induction of caspase-independent death processes. 
Even in the absence of EndoG and AIF release, however, a 
necrotic phenotype will emerge. Thus, permeabilisation of the 
mitochondria represents an important commitment point in 
the death process and treatment of apoptotic neurons with pan-
caspase inhibitors often only results in a temporary reprieve from 
their demise, except in the rare cases where cytochrome c can 
refill and repair the mitochondria (36). Extrinsic apoptotic path-
ways may also link into the intrinsic pathway, as the pro-apoptotic 
Bcl-2 protein Bid can be cleaved and activated by caspase-8 
 resulting in MOMP and amplification of the initial signal pro-
vided at the death receptor. This basic apoptotic framework pro-
vides one with multiple molecular steps to monitor the type and 
extent of apoptosis in neuronal/glial cultures.

Two important controls are needed: every experiment that 
studies apoptosis should include a control conducted in the pres-
ence of a pan-caspase inhibitor such as boc-aspartyl(O-methyl)-
fluoromethylketone (BAF, £100 mM) or the more potent 
quinolyl-valyl-O-methylaspartyl-[-2,6-difluorophenoxy]-methyl 
ketone (Q-VD-OPh £50 mM). This is especially important when 
using caspase-dependent reporters such as nuclear morphology 
to distinguish apoptotic cells. A positive control is necessary as 
well. One of the most reliable types of inducers of apoptosis in 
neurons and glia are DNA damaging agents such as cytosine 
 arabinoside or camptothecin (42, 43). Although postmitotic 
 neurons do not replicate, signalling induced by DNA damaging 
agents dominate over those of survival factors and so will invari-
ably induce apoptosis in living cultures without a huge overlap 
with necrosis. Staurosporine is also widely used but DNA damag-
ing agents can be withdrawn to assess death commitment point, 
whereas we have never succeeded in removing staurosporine and 
rescuing cells.

Observation of nuclear condensation and fragmentation during 
apoptosis is one of the easiest and fastest methods available to 
diagnose death by apoptosis. It does not by itself constitute proof 
of caspase-dependent processes unless a parallel assay is conducted 
in the presence of a pan-caspase inhibitor, which should prevent 
nuclear condensation. Apoptotic nuclear morphology can be 
quantified using the same dyes used to study necrosis – staining 
live cultures with Hoechst 33342 and using PI if one needs to 
record or exclude necrosis, as discussed above. Nuclei of apoptotic 
cells are fragmented or highly condensed and display bright blue 
fluorescence due to intense Hoechst 33342 staining of the packed 
DNA and/or increased uptake/retention of the dye (Fig. 4). 

3.1. Analysis of 
Nuclear Morphology
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At longer time points, if PI is included, condensed and frag-
mented nuclei will occasionally appear pink indicating that the 
plasma membrane is becoming permeable. This is due partly to 
the prolonged exposure to Hoechst, which can be toxic to neu-
rons, and after ³1 h of staining at room temperature, the cells 
start to lose plasma membrane integrity and can thus appear as 
necrotic during counts. It may be worth confirming DNA frag-
mentation using TUNEL or ISEL labelling, but neither labelling 
method constitutes proof that apoptosis occurred.

It should be noted that chromatin condensation and nuclear 
shrinkage and fragmentation occur downstream of MOMP and 
caspase activation, and thus their use as a measure of cell death 
may result in an underestimation of the number of cells undergoing 
apoptotic death. Hence, assays that measure death commitment 
point (such as removal of the death stimulus and addition of survival 
factors that rescue the cells) are useful although, as mentioned 
above, it is easier to replace a trophic factor (such as NGF) after 
its deprivation than ensure that a drug that was used to induce 
apoptosis was removed sufficiently so that survival can resume in 
uncommitted cells.

In mixed neuronal-glial cultures, with some experience and 
parallel immunocytochemical (ICC) studies using appropriate 
markers, it is possible to distinguish live neurons, astrocytes, and 
microglia from one another by examining nuclear morphology 
stained with Hoechst 33342. For example, in cultures of mixed 
cerebellar granule cultures, Hoechst 33342-stained neuronal 
nuclei appear round and speckled, astrocyte nuclei are larger, flat-
ter, and exhibit relatively dim uniform fluorescence, while micro-
glial nuclei often display an irregular “kidney bean” shape as well 
as existing in a slightly different plane of focus. Thus, cell staining 
with Hoechst 33342 can provide a more comprehensive view of 

Fig. 4. Micrographs showing nuclear morphology of Hoechst 33342- and PI-stained DIV7 cortical neurons that were left 
either untreated (left ) or treated with 6 mM sodium arsenite (centre and right ) in the absence (centre) or presence (right ) 
of 100 mM Boc-Asp-FMK (BAF). Filled arrowheads indicate condensed and fragmented apoptotic nuclei, V-shaped arrow-
heads indicate pink pyknotic nuclei.
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how individual cell types within a mixed neuronal–glial culture 
react in response to a stimulus, although this is only possible when 
using live cells, as nuclear morphology is often altered following 
fixation processes. Once a nucleus has condensed or fragmented, 
it is not possible to tell from its morphology what cell type it cor-
responds to.

Bax and Bak are functionally redundant pro-apoptotic Bcl-2 
family members absolutely required for the induction of MOMP 
and apoptosis via the mitochondrial pathway. In neurons, full 
length Bak does not seem to be expressed and thus apoptotic 
stimuli converge upon activation of Bax as the sole means of 
inducing MOMP and subsequent apoptosis (1, 44–46). Work on 
the peripheral nervous system and motoneuron cell death has 
established that the pivotal player in neuronal apoptosis during 
development is Bax. Hence Bax KO mice and Bax KO neurons in 
culture show delays in cell death of sympathetic, DRG, and 
motoneurons, and Bcl-2 transgenesis (which sequesters Bax) pro-
tects against these forms of death (47). In the cerebellum, in the 
case of non-apoptotic Purkinje cell death in the Lurcher mouse 
due to intrinsic gain of function of the glutamate receptor GluR2d, 
the death of the majority of granule neurons that depend on the 
Purkinje cells for their trophic support was prevented in the Bax−/− 
mouse as well (48). However, it is interesting to note that there 
are many populations of neurons that die even during develop-
ment whose mechanism of death is apoptotic but does not just 
rely solely on Bax (47).

In healthy primary cells, the majority of Bax molecules exist 
as cytosolic monomers in which the N-terminal alpha helix a1 
and the C-terminal a9 are constrained and embedded within the 
protein structure. Upon receipt of an apoptotic stimulus both the 
a1 and a9 helices become exposed. Exposure of the C-terminal 
a9 mediates targeting of Bax to the outer mitochondrial mem-
brane. Following mitochondrial translocation, Bax projects its N 
terminus and forms homo-oligomers that result in MOMP and 
cytochrome c release (49). A number of experimental methods 
have been developed which allow monitoring of these events.

Antibodies directed against the exposed N-terminal a1 helix 
are commercially available, including those developed in R Youle’s 
lab (50) (6A7 (human, mouse), 2D2 (human) and 1D1 (rat)). 
There are also some polyclonal antibodies that work across  species. 
Because non-ionic detergents may alter the conformation of Bax 
from the soluble to the N-terminally exposed form (50), it is 
 safest to use an ionic detergent such as CHAPS (0.1%) to permea-
bilise paraformaldehyde-fixed cells prior to immunostaining. We 
also use CHAPS in all the antibody solutions as a precautionary 
measure. Tween-20 may also be used but Triton X-100 should be 
avoided. Antibodies should show little staining in unstimulated 

3.2. Monitoring Bax 
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cells, whereas intense mitochondrially localised punctate staining 
will be observed in apoptotic cells. Mitochondrial localisation can 
be verified using antibodies against stable proteins (such as ATP 
synthase b, HSP 60, prohibitin). It is also possible to preload dyes 
that enter the mitochondria in live cells and retain their fluores-
cence even in dying cells after fixation (some dyes of the 
MitoTracker® series, see Sect. 3.3.2). Immunostaining for 
N-terminally exposed Bax is a good assay because it can be cor-
related in many cases with the appearance of apoptotic nuclear 
morphology, for example (42).

Other assays that can be used to monitor the translocation of 
endogenous Bax from the cytosol to the mitochondria include 
immunoblot analysis of crude subcellular fractions containing 
mitochondria (often called heavy membranes) and the post-
mitochondrial supernatant. This assay works best when plenty of 
cells are available but it works even if the cultures are not very 
dense (51). Immunoprecipitation of Bax using an N-terminally 
directed antibody (if there is enough material) followed by prob-
ing the blot with a total Bax antibody is also possible. Finally, 
fusion of GFP to the N terminus of Bax and subsequent expres-
sion of this fusion protein in cells allows monitoring of Bax trans-
location to the mitochondria in live cells via time lapse fluorescence 
microscopy (52). Care must be taken to optimise expression 
 levels of such a construct, as high levels of GFP-Bax expression 
will induce MOMP and apoptosis before the apoptotic stimulus 
is applied. In addition, controls should always be included as the 
base-line ratio of cells displaying diffuse GFP-Bax vs mitochon-
drial GFP-Bax staining will likely differ somewhat between 
experiments.

It is important to note that in general, Bax translocation to 
mitochondria is a caspase-independent event, and so should occur 
in caspase-inhibited cells. This control helps define the sequence 
of steps and corroborate that classical apoptosis has occurred. 
Another way of showing that Bax induced apoptosis is to prevent 
its translocation by expression of anti-apoptotic members of the 
Bcl-2 family. A particularly strong inhibitor is the adenoviral Bcl-2 
homologue E1B19K (53), though it is rarely used.

Cytochrome c release may be monitored using an identical ICC 
protocol to that described for Bax above, employing an appropri-
ate anti-cytochrome c antibody. Note that antibodies for ICC 
detection of cytochrome c are not compatible with those used to 
detect cytochrome c on immunoblots (and vice versa). In healthy 
neurons, cytochrome c localized to mitochondria displays a punc-
tate staining pattern. Upon MOMP induction and release from 
the mitochondrial intermembrane space into the cytosol, cyto-
chrome c staining becomes diffuse and in neurons often disap-
pears altogether (36, 91). It is also possible to detect cytochrome 
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c release from mitochondria biochemically using the subcellular 
fractionation protocol described above for Bax and detection of 
cytochrome c by immunoblot (released cytochrome c will appear 
in the supernatant). Cytochrome c-GFP can also be used to fol-
low release in live cells (54). Of note, evidence of cytochrome c 
release alone does not represent proof that a neuron is destined to 
die by caspase-dependent apoptosis. In neurons, for example, 
pro-survival signals provided by trophic factors and synaptic activ-
ity can lower susceptibility to cytochrome c release by increasing 
the activity of endogenous caspase inhibitors such as XIAP or by 
lowering the amount of apoptosome components apaf-1 (55) and 
caspase-9 (91). Furthermore, there are forms of death where 
there is release of cytochrome c but no detectable caspase activa-
tion (5), or caspase activation but no release of cytochrome c 
(25). It has been proposed that cytochrome c needs to be oxi-
dised to activate apaf-1 and this may be a good point of interven-
tion to reveal non-apoptotic consequences of unregulated MOMP 
(56, 57). Thus, one should also seek to demonstrate activation of 
caspases and their requirement for cell death as a proof of caspase-
dependent apoptosis.

Mitochondrial membrane potential is often dissipated as a result 
of Bax-mediated MOMP and itself represents an important 
death commitment step during apoptosis. However, DYm is 
also dissipated in nonapoptotic cells by drugs or ROS so this 
assay in itself does not constitute proof that apoptosis occurred, 
though it is more likely if Bax was translocated to the mitochon-
dria. A  number of fluorescent dyes are available allowing one to 
monitor DYm. The dyes JC-1 (5,5¢,6,6¢-tetrachloro-1,1¢,3,3¢-
tetraethylbenzimidazolylcarbocyanine iodide) and TMRM 
(tetramethylrhodamine methyl ester) are relatively non-toxic 
reversible dyes used to probe DYm. JC-1 exists as a green-fluores-
cent monomer in mitochondria with low (polarized) DYm (the 
normal situation in live cells) but forms red fluorescing aggre-
gates in mitochondria with high (depolarized) DYm. The green 
monomeric and red aggregated forms may be separately detected 
using optical filters designed for fluorescein and tetramethyrhod-
amine detection, respectively. Quantitive assessment of DYm is 
extremely difficult using reversible dyes because these dyes load 
into mitochondria depending on both the plasma membrane 
potential and the mitochondrial membrane potential (58), and 
plasma membrane potential can change depending on drug treat-
ment. Certain MitoTracker® dyes contain a thiol-reactive chlo-
romethyl moiety that allows retention of the dye in mitochondria 
following fixation with paraformaldehyde and subsequent mem-
brane permeabilisation as for ICC studies. Importantly, 
MitoTrackers® will not be taken up by mitochondria in which 
DYm is dissipated. These agents are therefore used at the end-point 
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of the assay, where the number of cells that contain MitoTracker® 
is scored and presented as a percentage of control cells that were 
loaded with the dye. Preliminary assays should assess the lowest 
concentration of MitoTracker® (50–500 nM) and time of loading 
that can be visualised since overloading mitochondria causes tox-
icity depending on cell type.

All caspases are produced as inactive zymogens. Cleavage of exe-
cutioner caspases (caspase-3, -7 and -6) at an internal aspartate 
residue by an upstream initiator caspase results in the production 
of catalytically active mature caspase homodimers composed of 
two monomers each comprising a large and small subunit (59). 
Once activated, executioner caspases (in particular caspase-3) 
mediate the cleavage of a plethora of target proteins, mediating 
the systematic disassembly of cells undergoing apoptosis (60). It 
is possible to detect caspase-3 activation by ICC methods using 
antibodies raised against the processed and active form of cas-
pase-3. Cells in which caspase-3 has been cleaved and activated 
should display a robust increase in fluorescent signal throughout 
the cytoplasm. Anti-active caspase-3 antibodies are not exclusive 
to the cleaved form, they only have a higher affinity; so if total 
caspase-3 is very high, there may be positive staining in non-
apoptotic cells. The best test for the presence of active caspase-3 
due to apoptosis is to inhibit its production with pan-caspase 
inhibitors that will inhibit caspase-9.

It is also possible to monitor cleavage and activation of cas-
pase-3, caspase-8, and caspase-9 through immunoblotting, by 
detecting a decrease in the amount of the pro-caspase zymogen 
(~35–40 kDa) and appearance of the lower molecular weight 
cleavage products (~15–18 kDa, the other subunit being 
~12 kDa). In practice, so much protein has to be loaded to 
observe a cleaved caspase-3 that it is hard to observe a decrease in 
pro-caspase-3. It should also be noted that in some instances this 
approach is less useful in terms of monitoring caspase-9 activation 
as its cleavage is not required for activation, and appearance of 
cleavage products can be hard to detect due to their scarcity. 
Pro-caspase-9 can autoprocess in the apoptosome to give rise to 
shorter species that appear at 37 and 39 kDa.

It is also possible to detect caspase activation by monitoring 
the cleavage of known caspase substrates by immunoblotting, for 
example, cleavage of poly(ADP-ribose)polymerase (PARP) (61) 
by caspase-3 or a-fodrin. It is notable that both the substrates, 
along with many others, can also be cleaved by calpains which can 
be activated during both apoptotic and necrotic death in neurons; 
thus caution should be exercised in verifying that cleavage prod-
ucts are of the weight corresponding to caspase cleavage, and that 
cleavage is prevented by treatment of the neurons with a pan-
caspase inhibitor (62).

3.4. Measuring 
Caspase Activation
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Caspase activity can also be measured biochemically using 
fluorogenic or colorimetric caspase substrates that generate a sig-
nal once cleaved by caspases in vitro (61). Note it is important to 
include a control in which a pan-caspase inhibitor such as non-O-
methylated Q-VD-OPh is added to parallel samples to rule out 
false-positive signals due to non-specific degradation. Note that 
the O-methylated forms of caspase inhibitors, modified so that 
the peptides with acidic groups will penetrate cells, have no inhib-
itory activity towards caspases. For use in vitro, unmodified inhib-
itors should be purchased or the O-methylated groups can be 
removed by mild hydrolysis under basic conditions. In cells, these 
groups are removed by esterase activity. Hence, aldehyde (-CHO) 
carrying inhibitors are used preferentially for biochemical assays. 
A number of fluorogenic or colorimetric peptide substrates are 
commercially available which are claimed to allow measurement 
of the activity of specific caspases. These fluorogenic substrates 
differ in the peptide sequence used, based on substrate specificity 
profiles. Thus, use of various fluorogenic caspase substrates with 
the goal of diagnosing the activity of individual caspases should 
be approached with extreme caution (63). Similarly, the use of 
supposed caspase-specific inhibitors (based on the same peptide 
sequences as those used in the fluorogenic substrates) to deter-
mine the contribution of individual caspases in apoptotic models 
should be performed in the knowledge that the majority show 
very little specificity between different caspase members (63, 64).

Apoptosis results in exposure of various “eat-me” signals at the 
cell surface, which direct the phagocytosis and subsequent 
destruction of the cellular corpse by neighbouring cells or profes-
sional phagocytes. Of the described eat-me signals, phosphatidyl-
serine (PS) exposure is the best characterised, and molecular tools 
for study of this process are readily available commercially. In 
healthy cells PS is retained on the inner leaflet of the plasma mem-
brane by the ATP-driven action of the aminophospholipid trans-
locase. Frequently during the early stages of apoptosis, the 
asymmetrical distribution of PS is compromised resulting in the 
exposure of detectable amounts of PS at the cell surface. A variety 
of proteins bind to PS with a high specificity including Annexin V, 
which, when conjugated to fluorescent moieties, can be used to 
monitor exposure of PS in live cells. Note that Annexin V requires 
calcium in the medium in order to bind to PS. PS exposure is a 
commonly used method for detecting apoptotic death, but one 
should be aware of several caveats concerning circumstances of 
PS exposure, in particular when using neuronal systems. Necrotic 
cells may also expose PS, and PS exposure can be induced in neu-
ronal cells in the absence of death or other apoptotic hallmarks by 
exposure to sublethal doses of amyloid-b peptide, oxidising agents, 
or nitrosative stress as well as during excitotoxic stress-induced 
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death (65–68). Thus, demonstration of PS exposure alone is 
insufficient proof of apoptosis in neuronal cell types  without 
further controls demonstrating the requirement of  downstream 
apoptotic components (e.g., inhibition by caspase inhibitors or 
overexpression of anti-apoptotic Bcl-2).

Autophagy has been the focus of many recent studies, especially 
those devoted to the study of degenerative diseases (69). What is 
notable is that diseases or injury may recruit novel death pathways 
that are not part of normal developmental death. For example, 
Oppeneheim and colleagues (70) found that the absence of 
Apaf-1 (in apaf-1 KO mice) instigated a non-apoptotic death in 
postmitotic neurons that was inhibited by crossing the animals 
with Atg7-KO animals. However, death of this neuronal popula-
tion in wildtype animals was not inhibited by Atg7-KO.

Autophagy occurs via three methods: macroautophagy, 
microautophagy, and chaperone-mediated autophagy (CMA) (71, 
72). Most cell deaths have been linked to macroautophagy, the 
focus here, although some thoughts about CMA will be addressed 
in the end. The framework for demonstrating macroautophagy 
(referred to here as autophagy) in action is now well defined (16), 
but showing that autophagy is occurring productively is still a major 
challenge, especially in the CNS (see (69) for a comprehensive anal-
ysis of autophagy in the nervous system). There are two assays that 
are the key to demonstrating that productive autophagy is occur-
ring in response to treatment in cells: (1) inhibition of autophago-
some formation, and (2) inhibition of autophagosome degradation. 
In the former, no new autophagosomes should be observed, and in 
the latter, autophagosomes should accumulate in stimulated cells 
above the number per cell that accumulate in unstimulated cells. 
Two adjunct assays are necessary: (a) EM evidence for autophago-
some formation, and (b) a flux assay showing that increased protein 
degradation occurs during steady state autophagy induction. The 
following sections describe how these assays can be performed.

Tracing the location of Atg8/MAP1B-LC3 (named LC3 
 hereafter), and its lipidation by phosphatidylethanolamine 
(PtdEth) have been the methods of choice for demonstrating the 
activation of autophagosome formation: LC3 becomes associated 
with autophagosomes (via its covalent PtdEth tail) when 
autophagy is induced, and is largely digested inside lysosomes 
when the autophagic process reaches completion (see scheme in 
Fig. 5). Hence, if one inhibits autophagosome formation, LC3 
will not be modified and will remain diffuse in the cytoplasm 
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4.1. LC3



323Necrosis, Apoptosis, and Autophagy: Mechanisms of Neuronal and Glial Cell Death

despite activation of autophagy, whereas when the autophagic 
 processing is inhibited, LC3/PtdEth-positive puncta will accumu-
late. In SDS-PAGE, LC3/PtdEth runs faster than unmodified LC3 
and the same occurs for GFP-LC3 transfected into cells (40). Using 
immunoblotting for LC3, the prediction from the two assays is that 
in the former there will be no increase in LC3/PtdEth while in the 
latter LC3/PtdEth will accumulate. Tracing the amount of LC3/
PtdEth as evidence for enhanced autophagy is precarious without 
using these two inhibition modes, as LC3/PtdEth may accumulate 
or be even lower than basal LC3/PtdEth itself depending on the 
rate of formation and degradation of autophagosomes (73).

Although there are two other molecules that are similarly 
modified by PtdEth (GABARAP1 and GATE-16), their wide-
spread occurrence is less well documented. In mouse CNS neu-
rons, experience suggests that the present commercial antibodies 
against LC3 appear to be generally poor at immunocytochemical 
detection, although there is a higher success rate in rat brain tis-
sue, and some groups have produced good discriminating anti-
bodies for mouse studies (70, 74). In culture, the advantage is 
that one can use biochemical methods to complement the immu-
nocytochemistry, such as transfecting GFP-LC3 (or other deriva-
tives of LC3) but it is important to note that these are not 
completely complementary methods.

formation degradation

Inhibitors
3MA
PI3K(III)inhibitors (wortmannin)
Beclin-1/Atg5/7 knockdown

Enhancers
Rapamycin
Amino acid starvation
Mild pro-oxidants

Enhancers
Same as formation (steady state)
Others?

Inhibitors
Bafilomycin A1
E64D/pepstatinA
SNARE/Rab/ESCRT knockdown

Lysosome

Preautophagosome

LC3-II with PtdEth

LC3-I

p62/SQSTM1

Ubiquitinated cargo

Fig. 5. Testing for autophagy. Formation and degradation of autophagosomes and their cargos. An autophagosome is 
expected to carry lipidated LC3-II, and depending on the cell type, it should deliver LC3, p62, and an associated misfolded 
ubiquitinated ligand to the lysosome for destruction. Note that LC3-II can also revert to LC3-I prior to fusion with lyso-
somes through the activity of the Atg4 that also cleaved the C terminus of LC3 and coupled the lipid to it.
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What kind of autophagy inducers, and inhibitors, are available? 
The key steps and markers have been set by what happens in cells 
and tissues during starvation. In the brain, however, systemic 
starvation does not appear to induce a lot of autophagy (69). 
Rapamycin has been used as an autophagy inducer in vitro but its 
efficacy again depends on the cell type (75). Expression of Beclin 
1 has also been used as an inducer of autophagy, but its efficacy 
may depend on how much Beclin 1 is already expressed (76, 77). 
The best approach is to initiate starvation by incubating cells in a 
balanced salt solution (buffered by sodium bicarbonate) lacking 
glucose and amino acids and/or adding rapamycin (perhaps 
together with starvation) for a few hours in the first instance and 
following a time course of autophagic activation.

To prevent autophagosome formation, 3-methyladenine has 
been most widely used. While this drug is efficacious in blocking 
autophagosome formation, its actions are not exclusive to inhibi-
tion of the PtdIns 3-kinase Type III subunit of Beclin-1. It targets 
many other cellular processes that are implicated in autophagy as 
well as those implicated in survival (Akt) and death (JNK, mito-
chondrial permeability transition pore), at least in some neurons 
(37, 78). Another possibility is to express Atg4C47A, an inactive 
mutant form of Atg4 (the enzyme that cleaves the C terminus of 
LC3 and also removes the LC3 from the surface of the autophago/
lysosome). The protein seems to prohibit LC3 lipidation and tar-
geting to autophagosomes very effectively (79).

Until now, inhibition of autophagy by genetic ablation of the 
key genes Atg5 and Atg7, which are part of the LC3/PtdEth 
lipid conjugating pathway, has been thought to be definitive in 
inhibiting macroautophagy genetically (80, 81). As far as one can 
tell, there are no LC3/PtdEth-positive autophagosomes in Atg5- 
or Atg7-null cells. However, a recent paper reports on autophagy 
occurring in Atg5- and Atg7- null cells independent of LC3 mod-
ification (82). Hence, even this critical step can be bypassed in 
response to some insults or during reticulocyte maturation, mak-
ing a definitive proof of autophagic induction, let alone autophagic 
activity, extremely difficult. It is interesting to note that Beclin-1 
was still implicated in the Atg5/7-independent autophagy (82), 
thus suggesting that perhaps gene silencing of Beclin-1 is the tar-
get of choice.

How would one block lysosomal degradation? There are very 
good inhibitors of key lysosomal proteases that have been used 
extensively to inhibit this step. A common combination is to use 
E64d and pepstatin A (73). These target a subset of proteases in 
the lysosome and yet are very efficacious in blocking degradation 
of LC3/PtdEth (and LC3 itself). Another very specific inhibitor 
is Bafilomycin A1 (83), an inhibitor of vacuolar H+ ATPase, with-
out which lysosomes cannot acidify their contents. In neurons 
this drug will inhibit other vesicular H+ ATPases, however, and it 
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can be quite toxic even at concentrations below 100 nM; so testing 
its toxicity/efficacy dose ratio in initial assays is important. 
Bafilomycin A1 has been claimed to inhibit fusion of lysosomes 
with autophagosomes but the evidence for this is scant (84).

Having used inhibitors of autophagosome formation and 
degradation it is important to analyse the veracity of autophago-
some increases deduced by inspecting cells under the electron 
microscope. There are good anti-GFP antibodies that can be used 
for immuno-EM, if GFP-LC3 was used for indicating autophagy. 
Quantitative data are essential (16).

The last vexing question is that of measuring autophagic flux. In 
general terms, it has been customary to label a random pool of 
proteins in cells metabolically, wash away any free label and chase 
short-lived proteins by incubating the cells over 1–2 h (85, 86). 
Then, one measures the amount of labelled amino acids/peptides 
that are released from cells that cannot be precipitated with 
trichloroacteic acid (TCA), and expresses this as a percentage of 
total label incorporated (TCA precipitated + non-precipitated). 
Previously, low-level labelling with 14C amino acids or [35S]meth-
ioinine has been used as tracers (85, 86). Ideally, however, one 
would want to follow a protein that is known to be degraded via 
the autophagosomal pathway. p62/SQSTM1 (hereafter p62) is 
one such possible protein. p62 is a polyubiquitin binding protein 
that also binds to LC3-PtdEth on autophagosomes (69). In cells 
in which p62 is a good reporter of autophagy, p62 accumulates 
when the autophagosomal degradation is blocked and is lower 
when autophagic flux is enhanced. Of note, crossing Atg7-KO 
mice with p62-KO mice, ameliorated the accumulation of ubiq-
uitinated inclusions induced by the absence of Atg7, but did not 
prevent overall neuronal death or the appearance of behavioural 
deficits found in Atg5Fl/Fl:nes-cre mice (87). Detailed methodol-
ogy for studying p62 can be found in Reference (88).

The cardinal question that stumps most investigations is whether 
the autophagosomes that accumulate are there due to an activa-
tion of autophagy or a block in degradation (or both). Unlike 
genes that will block autophagosome production (like absence of 
Beclin-1 or Atg5/7), there are no genes that will specifically pre-
vent resolution of autophagosomes. Perturbation of lysosomal 
function or autophagosome trafficking will perturb the balance 
between vesicular trafficking generally. Indeed, LC3-positive ves-
icles can be found colocalising with markers for early and late 
endosomes (40), as well as lysosomes. There may be a possibility 
to exclude CMA, though, as in this mechanism, the specific lyso-
somal receptor Lamp2a, is responsible for the delivery of cargo to 
the lysosomes (72, 89). Here also, however, perturbation of this 
receptor may lead to an accumulation of proteins that cause cell 

4.3. Autophagic Flux

4.4. Other Comments



326 Fricker and Tolkovsky

toxicity. Additionally, when studying protein degradation, it is 
important to exclude the possibility that proteasomes are respon-
sible for the degradation observed (although there may be con-
founding relationships between proteasome activity and autophagy 
due to a shared role of p62 in both mechanisms, especially if one 
or the other is perturbed (90)). Altogether, the gap between our 
understanding of autophagy and its involvement in cell death is 
still immense. Work in this area requires fastidious testing and 
openness to other interpretations.
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Chapter 16

Inflammation and Reactive Oxygen/Nitrogen Species  
in Glial/Neuronal Cultures

Jonas J. Neher, Guy C. Brown, Agnieszka Kinsner-Ovaskainen,  
and Anna Bal-Price 

Abstract

Inflammation contributes to a wide variety of brain pathologies. In this chapter methods are described 
for using microglia and astrocytes in culture to investigate inflammatory processes and inflammatory 
neurodegeneration, including the use of neuronal/glial co-cultures and transwells. Methods for detect-
ing and characterising inflammatory activation in culture include changes in microglial phenotype, micro-
glial phagocytosis and expression of pro-inflammatory cytokines. The protocols for how to determine 
cellular production of superoxide, hydrogen peroxide, peroxynitrite and nitric oxide in culture are 
described.

Key words: Inflammation, Microglia, Pro-inflammatory cytokines, Cell specific immunocytochem-
istry, Nitric oxide, Peroxynitrite, Reactive nitrogen species, Reactive oxygen species

There is now significant evidence that brain inflammation con-
tributes to the pathology of neurodegenerative diseases 
(Alzheimer’s, Parkinson’s, multiple sclerosis, and AIDS demen-
tia), as well as more acute brain pathologies such as stroke, brain 
trauma and meningitis (1–6). These pathologies have different 
causes and courses, but they all involve brain inflammation, and 
there is evidence that blocking inflammation can either prevent 
onset or reduce symptoms for each of these pathologies (1–6). 
However, there are different types or modes of inflammation, and 
it is important to understand why inflammation is sometimes pro-
tective and at other times damaging, so that interventions can be 
designed to prevent one but not the other.

Brain inflammation may also occur at the level of the blood–
brain barrier (BBB), leading to increased BBB permeability as a 

1.  Introduction
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consequence of a progressive opening of tight junctions (7). This 
process is mainly mediated by glia activation (microglia and astro-
cytes) and their pro-inflammatory response.

During brain inflammation there is relative low leucocyte 
recruitment, and the major inflammatory cells are microglia. 
Microglia are resident brain macrophages, and are the key cells in 
brain inflammation and inflammatory neurodegeneration (5). 
Brain inflammation may be divided into three phases (acute, 
chronic and resolution), in which the microglia are largely found 
in three different morphologies (resting, activated and amoe-
boid/phagocytic). The healthy, non-inflamed brain contains 
almost entirely “resting” microglia, which are highly ramified, 
with a small, static cell body, but with dynamic and branched 
processes actively seeking out: (1) pathogens, and (2) damaged 
cells, in the brain (5). Pathogen receptors (“pattern recognition 
receptors”) include: the toll-like receptors (TLRs) and the NOD-
like receptors (NLRs), and generally recognise cell wall compo-
nents or RNA/DNA of pathogens. Damage (or “danger”) 
receptors include: scavenger receptors, purinergic receptors, 
receptor for advanced glycation endproducts (RAGE), and TLRs, 
and these recognise components released from stressed or dam-
aged host cells, including ATP, aggregated b-amyloid and heat 
shock proteins (5). Engagement of these receptors induces signal 
cascades that will (after several hours) produce the “chronically 
activated” state due to expression of new proteins, including 
iNOS, COX-II and MHC-II. MHC-II enables activated micro-
glia to present antigens derived from phagocytosed material to T 
cells. Activation is accompanied by partial rounding up and mobil-
ity of microglia, proliferation, and the expression and release of 
pro-inflammatory cytokines, including TNF-a, IL-1b and IL-6. 
These cytokines activate other microglia and astrocytes. Most of 
the expression changes are a result of activation of the transcrip-
tion factor NF-kB via phosphorylation-induced activation of IkB 
kinase (IKK).

Prior to the induction of gene expression, the microglia are in 
the “acute” phase of activation triggered by receptor ligation. 
Receptor stimulation induces PKC activity causing rapid activa-
tion of the phagocyte NADPH oxidase (PHOX), which in turn 
contributes to NF-kB activation. After induced gene expression 
the microglia are in a chronic state of activation, which may be 
maintained by the pro-inflammatory cytokine release and the 
continued presence of pathogen/damage. However, the chronic 
state of activation may progress to a “resolution” phase, where 
microglia are amoeboid, highly phagocytic and produce anti-
inflammatory cytokines (including IL-10 and TGF-b) in order to 
resolve the inflammation and clear up the mess. This three phase 
division (acute, chronic and resolution) of microglial inflamma-
tion is simplistic, as there are alternative modes of activation and 
alternative ways of classifying microglial activation (8).
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Activated microglia can kill and/or remove pathogens, but 
they may also kill neurones. The mechanisms by which they 
induce neuronal cell death are complex (5), but may include: (1) 
reactive oxygen and nitrogen species derived from glial NADPH 
oxidase and inducible NO synthase, (2) glutamate from glia (and 
neurones) causing excitotoxicity to neurones, (3) proteases 
released from glia or MMPs, and/or (4) TNF-a and FasL released 
from glia causing apoptosis of neurones.

At early stages, inflammation in the CNS is predominantly medi-
ated by the innate immune system, which is comprised of astro-
cytes and microglia. Therefore, to assess their contribution to 
neuronal death, a culture model consisting of neurones, astro-
cytes and microglia is a useful tool for investigating inflammatory 
neurodegeneration in vitro. The culture and manipulation of cell 
types for delineating inflammatory effects in vitro will be described 
in the following.

Primary mixed neuronal/glial cultures can be obtained from 
rat or mouse pups at postnatal day 5–7. Briefly, pups are killed 
by decapitation after terminal anaesthesia. Brains are removed 
in ice-cold Hanks Buffered Salt Solution (HBSS, Invitrogen) 
containing antibiotics. To obtain cultures of cerebellar granule 
neurones (CGNs), cerebella are separated from the brainstem, 
and meninges are removed. The tissue is then transferred into 
pre-warmed Versene solution (37°C, Invitrogen), cut into small 
pieces and incubated for 5 min at 37°C, 5% CO2. Cells are sepa-
rated by trituration with fire-polished glass pasteur-pipettes of 
decreasing aperture size, transferring the supernatant to pre-
warmed CGN medium (DMEM supplemented with 5% of 
heat-inactivated horse serum, 5% heat-inactivated foetal calf 
serum, 5 mM HEPES, 20 mM KCl, 2 mM l-glutamine, 13 mM 
glucose and 10 mg/mL gentamicin) in-between trituration 
steps. The cell suspension is then centrifuged at 150 g, 7 min, 
room-temperature (RT), resuspended in CGN medium and 
passed through a 40 mm cell-strainer (BD Bioscience). Cells are 
seeded at a density of 2–2.5 × 105 cells/cm2 into poly-l-lysine 
(0.001%, Sigma)-coated culture vessels appropriate for the assay 
to be performed. The culture medium (e.g., 500 mL/24-well) 
is only exchanged once after 24 h and cultures are incubated 
for 7–9 days to allow for maturation (changing the medium 
after this will induce glial proliferation and neuronal death; if 
required, medium can be replaced with conditioned medium 
from sister cultures).

2. Cells: Types, 
Isolation, 
Characterisation, 
Co-Cultures and 
Transwells

2.1. Primary Mixed 
Neuronal/Glial Culture 
from Postnatal Rat/
Mouse Cerebellum
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Mixed microglial/astrocytic cultures can be obtained as part of 
the same preparation as CGNs, but from the cerebral hemispheres 
of rat/mouse pups at postnatal day 5–7. The cortical hemispheres 
are dissected, and meninges removed. The tissue is transferred 
into HBSS containing 0.18% trypsin (Invitrogen), minced thor-
oughly and incubated for 15 min, 37°C, 5% CO2, with occasional 
shaking. The tissue is then allowed to settle down and the trypsin 
solution is removed as completely as possible without losing tis-
sue. Cells are then resuspended in DMEM supplemented with 
10% heat-inactivated foetal calf serum (glia medium) and 
0.02 mg/mL deoxyribonuclease I (DNase I, Sigma) and tritu-
rated (as described in Sect. 2.1) in the same medium. Cells are 
centrifuged at 150 g, 7 min, 4°C, followed by resuspension in 
prewarmed glia medium and filtering first through a 100 mm cell 
strainer, and subsequently through a 40 mm cell strainer (BD 
Bioscience). Cells are plated at a density of 105 cells/cm2 into 
appropriate culture vessels coated with 0.0005% poly-l-lysine and 
medium is exchanged after 24 h, preceded by careful tapping of 
plates/flasks to dislodge and remove cell debris. Cultures are 
grown in a humidified atmosphere of 5% CO2/95% air, and left to 
mature for 8–10 days. Medium is exchanged every 2–3 days.

To obtain pure microglial cultures, mixed glial cultures grown in 
culture flasks to confluence (around 14–16 days in vitro) are gen-
tly vortexed (level 2–3) for ~1 min to selectively dislodge micro-
glial cells from the underlying astrocyte monolayer. Alternatively, 
cells can be shaken on a rotary shaker for ~5 h. The cell suspen-
sion is then collected and spun down at 150 g, 7 min, RT. The 
supernatant is removed, cells are counted and plated (at density, 
e.g., 2.0 × 105 cells/cm2) into appropriate culture vessels coated 
with 0.0005% poly-l-lysine. The microglial cells should be cul-
tured in astrocyte-conditioned media (medium collected from 
astrocytic cultures at least after 2 days in vitro and spun down) 
mixed 1:2 (v/v) with fresh DMEM medium (containing 10% foe-
tal calf serum). The purity of cell population can be evaluated by 
immunostaining with anti-GFAP antibody (astrocytic marker) 
and anti-OX-42 antibody (microglial marker, an anti-CR3 com-
plement receptor antibody).

Microglia are the brain’s primary immune effector cells. However, 
astrocytes can contribute to neuroprotection as well as neurotox-
icity and their absence (e.g., in enriched neuronal cultures) might 
therefore change the experimental outcome. Instead of perform-
ing experiments on enriched neuronal cultures, microglia can be 
selectively eliminated from mixed neuronal/astrocytic/microglial 
cultures leaving an astrocytic/neuronal culture for investigation.

Selective elimination of microglia is achieved by treating mature 
cerebellar cultures (7–8 days in vitro) with l-leucine-methyl-ester 
(LME, 50 mM, Sigma) for 4 h at 37°C, 5% CO2. LME is a 
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lysosomotropic reagent, i.e., it leads to osmotic lysis of microglia 
due to their high lysosomal activity and  consequent intracellular 
 accumulation of l-leucine. After LME incubation, cultures are 
washed gently with prewarmed PBS and the neuronal/astrocytic 
cultures are grown in conditioned medium from sister cultures 
(NB: since LME treatment leads to cell lysis and release of chroma-
tin, staining for necrotic cells does not truly reflect the number of 
necrotic cells in LME-treated cultures).

Sometimes it is important to distinguish the influence of solu-
ble mediators released by microglia from contact-mediated effects. 
The selective elimination of microglia from mixed cultures by LME 
treatment allows the separation of these effects by culturing micro-
glia on membrane transwell inserts. This allows for the signalling of 
soluble mediators to occur while preventing the physical interac-
tion of the microglia and neurones/astrocytes. For transwell exper-
iments in 24-well plates for example, 2.5 × 104 microglia from 
glial cultures are added either back to the neuronal/astrocytic 
cultures (as a control condition) or plated onto a poly-l-lysine 
(0.001%)-coated membrane transwell insert (pore-size 0.4 mm, 
Corning; the small pore size is essential to prevent microglial migra-
tion through the membrane) and left to adhere for 24 h. These 
cultures are then stimulated in the same way as mixed cultures (NB: 
often, the volume of culture medium needs to be increased to allow 
for complete submersion of the transwell microglia; the amount of 
stimulant added then needs to be adjusted accordingly).

The activation of transwell microglia can often be assessed by 
investigating their proliferation on the transwell. This can be 
achieved by staining the transwell microglia with a nuclear dye 
(such as Hoechst 33342), cutting out the bottom of the transwell 
insert and placing it upside down onto the lid of a culture plate. 
The nuclei can then be counted by fluorescence microscopy. 
Alternatively, measurement of soluble inflammatory mediators 
can be performed in the same way as for mixed cultures (see 
Sect. 4) to confirm inflammatory activation. If analysis of the neu-
ronal/astrocyte layer is desired, these cells can be cultured on 
poly-l-lysine-coated glass coverslips, which can be imaged by 
conventional fluorescent or confocal microscopy.

As an additional step of analysis, this system can further be 
utilised to investigate the interaction between neurones/micro-
glia after exposure to the inflammatory environment in transwell 
cultures (in which direct cell–cell contact is prevented). To this 
end, transwells are removed after an incubation time appropriate 
for the experiment and microglia from pure microglial cultures 
are added back to the neurones/astrocytes. For pre-treatment/
stimulation of microglia, 5 × 105 cells are plated into poly-l-
lysine-coated (0.0005%) 6-wells and left to adhere for 24 h. Cells 
are then stimulated for a desired amount of time and carefully 
washed twice with PBS. Conditioned neuronal medium is added 
and microglia are detached by mechanical agitation. Then, for 
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example in a 24-well, 2.5 × 104 microglia are added directly to 
neuronal/astrocytic cultures and incubated for 6 h, 37°C, 5% 
CO2 (keeping the incubation time short is essential for prevent-
ing the microglia from significantly changing the inflammatory 
environment in the culture, thus allowing to distinguish soluble 
from contact-mediated effects).

This system allows for the investigation of the effects of pre-
stimulation of either the neuronal/astrocytic cultures or the pure 
microglial cultures with inflammatory activators (or other sub-
stances). Thus, the effects on microglia and neurons/astrocytes 
can be disseminated. Furthermore, this system also allows for the 
selective application of inhibitors either to the microglial cultures 
or the neuronal/astrocytic cultures, thus helping to avoid arte-
facts due to action of the inhibitor on all cell types.

Immunostaining using antibodies directed against cell-specific 
antigens is commonly used to identify and quantify the different 
cell types in mixed neuronal–glial cultures, as well as to check the 
purity of microglial and astrocytic cultures.

The methods for staining of each cell type (neurones, astro-
cytes and microglia) are described below. Double-staining of 
mixed neuronal/glial cultures with more than one antibody can 
also be performed, provided that primary antibodies from two 
different species (e.g., mouse and rabbit) are used and that the 
secondary antibodies are labelled with fluorescent markers of dif-
ferent excitation/emission wavelengths (e.g., green FITC and 
red Cy3).

Neurones can be identified in culture using several different markers. 
The most commonly used are neurofilaments (NF), microtubule-
associated proteins-2 (MAP-2) or NeuN (neuronal nuclei).

Neurofilaments are a type of intermediate filament that 
serve as major elements of the cytoskeleton supporting the 
axon cytoplasm and are the most abundant fibrillar components 
of the axon (9). Three types of neurofilament proteins 
(68/70 kDa NF-L, 160 kDa NF-M and 200 kDa NF-H) are 
co-assembled in vivo forming heteropolymers. The neurofila-
ment triplet proteins (68/70, 160 and 200 kDa) occur in both 
the central and the peripheral nervous system and are usually 
neurone-specific.

MAP-2 is one of several high molecular weight proteins that 
play an important role in microtubule assembly and is a stringent 
marker for neurones. In the central nervous system, MAP-2 is 
confined to neuronal cell bodies and dendrites, but exceptions 
were found where axons stained positive for small amounts of 
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MAP-2 (10). MAP-2 is uniformly distributed throughout the cell 
when first expressed in cultured neurones (Fig. 1d) but becomes 
selectively localised as dendritic development proceeds.

The anti-NeuN antibody reacts with a neuronal-specific 
nuclear protein in vertebrates, which has recently been identified 
as the gene product of Fox-3, a member of the RNA-binding 
protein Fox-1 gene family (11, 12). Antibodies against NeuN 
react with most neuronal cell types throughout the nervous 
 system, in post-mitotic neurones. The NeuN antibody is an 
 excellent marker for neurones in primary culture. The immuno-
cytochemical staining is primarily localised in the nucleus of the 
neurones with lighter staining in the cytoplasm.

To identify neurones in culture, the cells can be grown on, 
e.g., 24-well plates or in 8-well chamber slides coated with poly-
l-lysine (as described in Sect. 2.1) The culture should first be 
washed for 5 min with 10 mM phosphate buffered saline (PBS) 
followed by the fixation using 4% paraformaldehyde for 30 min 

Fig. 1. Immunocytochemical staining of neuronal and glial cells in primary culture: (a) Pure culture of microglia (rat cortex) 
isolated from mixed astrocytes/microglia cell population (phase contrast microscope): (b) Microglial cell stained with the 
OX-42 antibody; (c) Pure astrocytic culture (rat cortex) stained with antibodies against GFAP; (d) A culture of rat cerebellar 
granule cells stained with antibodies against MAP-2 to visualise neuritres (the cell nuclei are stained with Hoechst 33342). 
In all immunocytochemical stainings (b–d) the secondary antibodies were labelled with Cy3 (ex. 550 nm/em. 572 nm).
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and then washed three times for 5 min each with PBS. The fixed 
cells are permeabilised for 10 min with 0.25% Triton X-100 in 
PBS. After washing (3 × 5 min), the unspecific binding is blocked 
by treatment with 10% goat serum for 30 min and then incubated 
with, e.g. anti-NF-200 (usually at 1:500–1:1,000), anti-MAP-2 
(1:500) or anti-NeuN (1:100–1:1,000) antibodies overnight at 
4°C. The dilution of each antibody has to be determined 
 experimentally to reduce the unspecific binding (background). 
Subsequently, the cells are abundantly washed with 1% Triton 
X-100 in PBS and incubated for 2 h at room temperature with 
secondary antibodies (around 1:1,000–1:2,000) conjugated with 
fluorescent markers (e.g., FITC, Cy3, etc.) diluted in 1% goat 
serum in PBS. After removal of the secondary antibody and wash-
ing with 1% Triton X-100 in PBS, the cells are co-stained for 
10 min with 5 mg/mL Hoechst 33342 reagent to identify cell 
nuclei of all cells present in the culture. The staining is analysed 
using a fluorescent microscope.

Immunostaining with antibodies against glial fibrillar acidic pro-
tein (GFAP) is frequently used to identify astrocytes in culture. 
GFAP is an intermediate filament cytoskeletal protein expressed 
primarily by astrocytes (Fig. 1c) and it is commonly considered as 
the marker of astrocytes (13).

The cells grown on, e.g., 24-well plates or in 8-well chamber 
slides coated with poly-l-lysine (as described in Sect. 2.2) are 
washed with 10 mM PBS for 5 min and fixed with 4% paraform-
aldehyde for 1 h at 4°C. The cells are then rinsed with PBS 
(2 × 5 min), permeabilised with 0.3% Triton X-100 in PBS, fol-
lowed by incubation with 10% goat serum in PBS to block unspe-
cific binding sites. Primary anti-GFAP antibodies (around 
1:500–1:1,000), diluted in 1% goat serum in PBS, are applied to 
the cells overnight at 4°C. After extensive washing with 0.1% 
Triton X-100 in PBS (4 × 5 min each time), cells are incubated for 
2 h at room temperature with secondary antibodies conjugated 
with a fluorescent marker (e.g., FITC, Cy3) diluted in 1% goat 
serum in PBS. Cells are extensively washed with 1% Triton X-100 
in PBS and subsequently stained for 10 min with 5 mg/mL 
Hoechst 33342 to visualise cell nuclei. The staining is observed 
under a fluorescent microscope.

Microglia (Fig. 1a) can be identified in culture using histochemi-
cal staining with Isolectin B4 from Griffonia simplicifolia (14, 15), 
which recognises a-galactose-containing glycoconjugates on the 
surface of microglial cells or using immunostaining with OX42, 
an antibody that recognises type 3 complement receptors (C3) in 
mononuclear phagocytes (Fig. 1b),

Histochemical staining of microglia with Isolectin B4 is rela-
tively quick and simple. The cells, isolated as described in 
Sects. 2.3–2.4 and grown, e.g., on 24-well plates, are gently 
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rinsed with PBS and incubated with fluorescein (FITC)- or 
 rhodamine-labelled Isolectin B4 (10 ng/mL in PBS) for 60 min 
at room temperature. After gentle washing (3 × 2 min with PBS), 
the cells are left in PBS and observed with a fluorescent micro-
scope. At this point microglia can also be fixed with 4% paraform-
aldehyde, then mounted, covered with a coverslip and preserved 
for later examination with protection from light.

For immunostaining of microglia with the OX-42 antibody 
(16), the cells are fixed with 4% paraformaldehyde for 30 min at 
4°C, followed by cold 100% methanol for 3–5 min. Methanol is 
then removed and cells washed with PBS twice for 5 min. 
Subsequently, the cells are incubated for 2 h at room temperature 
(or overnight at 4°C) with the OX-42 antibody (1:500–1:1,000) 
in 0.5% Triton X-100 in PBS. Following 3 × 5 min washes with 
PBS, secondary antibodies (1:1,000–1:2,000) conjugated with a 
secondary marker are added for 45 min, then cells are washed 
with PBS 3 × 5 min. At the end of the experiment, a co-staining 
performed with 5 mg/mL Hoechst 33342 for 10 min identifies 
nuclei of all cells present in the culture and enables to assess the 
purity of the microglial culture. The staining is viewed using a 
fluorescent microscope.

Microglial cells have several morphological forms depending on 
their functional state (Fig. 1). As mentioned earlier the healthy 
brain contains almost entirely “resting” microglia, which are also 
called ramified microglia. These cells have a small (5–10 mm) oval 
cell body with a large nucleus and only a little amount of cyto-
plasm, as well as numerous long, branched processes. Ramified 
microglia have been characterised as down-regulated (or inactive) 
macrophages (lack of phagocytic and endocytic activity, low 
expression of leukocyte common antigen (CD45), low levels of 
membrane ligands and receptors that are essential for mediating 
or inducing typical macrophage functions) (17).

One of the most remarkable properties of microglia is to react 
to stress signals coming from, e.g., necrotic cells as well as from 
the presence of various pathogens. Such pathological conditions 
may lead to microglia (and astrocyte) activation that can aid cell 
repair and protective immune responses. However, chronically 
activated microglia can release harmful molecules (ROS, RNS, 
pro-inflammatory cytokines, etc.) inducing neuronal damage. 
Following the stimulus (e.g., neuronal injury) microglia migrate 
to the damaged sites of the CNS where they proliferate and become 
activated. During this process microglia undergo maturation, lead-
ing to the acquisition of macrophage differentiation markers of 
two distinct forms – activated and reactive microglia. Activated 
microglia appear like swollen ramified cells and are characterised 
by a larger cell body with short processes. They are partially acti-
vated macrophages, as they express CR3 complement receptors 
and class I major histocompatibility complex (MHC) antigens. 

3.4. Microglia 
Morphology  
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Reactive microglia are typically small, spherical cells and lack 
 ramified processes. They are fully active macrophages (further 
increased expression of CR3 receptor, class I and II MHC); thus 
they posses the ability to present antigens to T cells. These various 
microglial cell morphologies can be observed under in vitro 
 conditions using phase-contrast and fluorescent microscopy. It can 
serve as an additional tool to characterise the microglial state 
 (resting or activated).

In the CNS, cytokines are key regulators of innate and adaptive 
immune responses. In the presence of pro-inflammatory cytok-
ines, microglia and astrocytes become activated and subsequently 
produce both pro-inflammatory (e.g., IL-1a, IL-1b, IL-2, IL-6, 
IL-8 and TNF-a) and anti-inflammatory cytokines (e.g., TGF-b 
or IL-10). The levels of cytokines released by activated glia into 
the cell culture medium can be measured by ELISA assay or 
Luminex technology.

Quantification of cytokine levels in the medium of the control 
glial culture (pure microglial or astrocytic or mixed: microglia 
and astrocyte) and after activation (e.g., an exposure to LPS, the 
Gram-negative bacterial endotoxin lipopolysaccharide, as a posi-
tive control) can be performed by a sandwich ELISA, using com-
mercially available antibody pairs (18). The plates have to be 
specifically designed for ELISA measurement, e.g., Nunc Maxisorp 
ELISA plates (Nunc).

Such plates should be coated overnight with the antibodies 
of interest. As typical markers of the pro-inflammatory response 
of activated glial cells, the levels of, e.g., TNF-a, IL-1b or IL-6 
are usually measured. The anti-TNF-a, anti-IL-1b or anti-IL-6 
antibodies should be diluted in 100 mM NaHCO3, pH 8.3 at 
4°C. These antibody dilutions as well as recombinant proteins 
(used as standards) should be prepared at the same time. After 
overnight incubation, the plates should be rinsed with PBS fol-
lowed up by blocking with 3% BSA/PBS for 2 h. Then the sam-
ples of media and standard solutions (prepared in 3% BSA/PBS) 
are added for 3 h followed by incubation for 45 min with bioti-
nylated anti-TNF-a, anti-IL-1b or anti-IL-6 antibodies and 
incubation with streptavidin-peroxidase (Biosource, Nivelles, 
Belgium) for 30 min. Detection of bound cytokines is carried out 
using TMB (3,3¢,5,5¢-tetramethylbenzidine, Sigma-Aldrich). The 
reaction is stopped using 1 M H2SO4 and the absorption is mea-
sured at 450 nm in a multiwell spectrophotometer (e.g., Spectra 
Max, Molecular Devices, Sunnyvale, CA, USA). The cytokine 
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concentrations are calculated using standard solutions of recom-
binant TNF-a, IL-1b or IL-6 and expressed in pg/mL/106 
cells.

Luminex 100 (xMAP) platform is a flexible analyzer based on the 
principle of flow cytometry that allows quantifying the concentra-
tions of various cytokines released into the medium or the con-
tent of intracellular kinases (both non- or phosphorylated, etc.). 
The colour-coded tiny beads (microspheres) are arranged into 
100 distinct sets. Each bead set can be coated with a reagent spe-
cific to a particular bioassay, allowing the capture and detection of 
specific analytes from a sample. Many readings are made on each 
bead set allowing multiplexing of up to 100 unique assays within 
a single sample. This technology can be applied to non-activated 
culture of glial cells (non-treated control culture, e.g., in 25 cm2 
flasks) or activated cells, exposed to, e.g., LPS (positive control). 
The flasks with the cultured cells are placed on ice and medium 
collected into Eppendorf tubes. Then the cells are rinsed with 
PBS (at least three times) and after completely removing PBS the 
cells are lysed using a commercially available Bio-Plex cell lysis kit 
(BioRad, Hercules, CA, USA). The medium can be directly used 
as a sample. The cells are scraped and the flasks are agitated on a 
microplate shaker at 300 rpm for 20 min at 40°C. The cell lysates 
are colleted in 1.5 mL Eppendorf tubes and centrifuged at 4500 
rpm for 20 min at 4°C. The supernatant is collected and the pro-
tein content in lysates determined using Bradford assay. Samples 
can be stored at −80°C until further analysis.

Analysis of the samples is performed according to the 
instructions supplied by the Bio-Plex phosphoprotein assay 
(BioRad, Hercules, CA, USA) kit. The assay is usually per-
formed on 96-well filter plates (Millipore, Bedford, MA, USA). 
The samples and the provided controls are incubated with cap-
turing beads coupled with antibodies against various cytokines 
or against various kinases (e.g., total-p38, total-ERK1/2, phos-
pho-p38 (Thr180/Tyr182) and phospho-ERK1/2 (Thr202/Tyr204, 
Thr185/Tyr187) overnight, at room temperature, agitated on a 
microplate shaker at 300 rpm. As the beads are light sensitive, 
the plates should be covered with aluminium foil. On the next 
day the wells are washed three times with 100 mL wash buffer, 
using a filter plate vacuum manifold at 2 psi (Millipore, Bedford, 
MA, USA) and 25 mL of detection antibodies are added. The 
plate is left on the shaker for 30 min at room temperature (300 
rpm) and subsequently washed three times with 100 mL wash 
buffer, followed by incubation with 50 mL streptavidin-PE for 
10 min at room temperature. After washing the beads are resus-
pended in 125 mL resuspension buffer for analysis. Immediately 
before analysis, the plates are shaken again to ensure complete 
resuspension of beads. The fluorescence intensity readings for 
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100 beads/kinase (or cytokines) are determined and analysed 
using a Luminex 100 system (Luminex Corp., Austin, TX, 
USA) and the results are calculated as the mean fluorescence 
intensity.

Reactive oxygen and nitrogen species (RONS) are molecules 
derived from oxygen or nitric oxide that are reactive, i.e., they 
react directly with other molecules without requiring catalysis by 
enzymes. RONS include superoxide (O2

−), hydrogen peroxide 
(H2O2), nitric oxide (NO) and peroxynitrite (OONO−). RONS 
are both regulators and effectors of inflammation. Inflammatory 
agents (such as LPS, b-amyloid, ATP and cytokines) and/or 
phagocytosis acutely activate the phagocytic NADPH oxidase 
(PHOX, found mainly in microglia, but also in astrocytes and 
some neurones) to produce superoxide, which then dismutates to 
hydrogen peroxide. This hydrogen peroxide causes inflammatory 
activation of the glia through NF-kB, resulting in the expression 
of inflammatory proteins such as inducible nitric oxide synthase 
(iNOS) in microglia and astrocytes. iNOS when expressed pro-
duces high levels of NO, which may react with oxygen to produce 
nitrite and nitrate, or react with superoxide to produce peroxyni-
trite. Thus measurements of ROS can be used as a measure of 
acute activation of glia (seconds to minutes), while measurements 
of iNOS, NO or its relatively stable product nitrite can be used as 
measurements of chronic activation of glia (hours to days).

Superoxide production within cells can be assessed by nitro blue 
tetrazolium reduction, leading to the formation of a dark forma-
zan precipitate (6, 7). At specific time-points after stimulation of 
cells, nitro-blue tetrazolium (Sigma) in HBSS (Invitrogen) is 
mixed with 200 mL of medium taken from individual 24-wells of 
cultures to avoid local concentration differences (final concentra-
tion 1 mg/mL). This solution is then added to the respective 
wells after removal of the remaining medium and incubated for 
30 min, 37°C, 5% CO2. Cultured cells are washed with HBSS, 
fixed with 4% PFA for 15 min, and kept in HBSS thereafter. The 
total number of formazan-positive cells/well or microscopic field 
is then counted under a light microscope.

Extracellular superoxide production from activated cells can be 
assessed by adding cytochrome c to the medium and following its 
reduction (19). Superoxide directly reduces oxidised (Fe3+) cyto-
chrome c to reduced (Fe2+) cytochrome c (which absorbs light at 
550 nm, while oxidised cytochrome c does not). This reduction 
can be followed continuously in a spectrophotometer or using a 
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plate reader. If possible the absorbance at 540 nm should be 
 subtracted from the absorbance at 550 nm to correct for any 
absorbance changes not due to cytochrome c reduction. Cells at 
a density of about 106 cells/mL are suspended in any medium 
that is not coloured (i.e., no phenol red), does not scatter light, 
and will not scavenge superoxide and will not reduce cytochrome 
c (no ascorbate), e.g., buffered salt solutions such as KREBS-
Hepes or HBSS supplemented with glucose. Cytochrome  
c (50 mM final concentration, Sigma) is added and the cells are 
stirred before or during measurements in a spectrophotometer or 
plate reader, which ideally is thermostated at 37°C. At this density 
the cells may run out of oxygen after a few minutes – it may be an 
idea to saturate the medium with 95/100% oxygen, but bear in 
mind that superoxide production may depend on the oxygen 
level. It is also advisable to include in the medium 100 U/mL 
catalase, which prevents reoxidation of reduced cytochrome c by 
H2O2 (but remember that catalase is also a haemprotein). 
Measurements should be made with and without 50 U/mL 
superoxide dismutase (SOD, Sigma), to check the dependence of 
the signal on extracellular superoxide. If using a plate reader, 
adherent cells may be used, and the rate of increase in absorbance 
at 550 nm followed.

Extracellular production of H2O2 by cells can be measured con-
tinuously using Amplex Red reagent and horse radish peroxidise 
(HRP). H2O2 passes rapidly through membranes, so extracellular 
H2O2 reflects both extracellular and intracellular production and 
breakdown. HRP catalyses H2O2 oxidation of Amplex Red to 
fluorescent resorufin. For example, the rate of hydrogen peroxide 
formation by isolated microglia can be measured in a continuous 
fluorometric assay. The reaction mixture contains 100 mM Amplex 
Red (Molecular Probes), 10 U/mL horseradish peroxidase and 
3.5 × 105 microglia/mL resuspended in HBSS supplemented with 
glucose (5 mM). The rate of hydrogen peroxide production is 
measured in a stirred cuvette in a spectrofluorophotometer at 
excitation 560 nm and emission 587 nm, or in a plate reader 
(using black plates to avoid reading fluorescence from adjacent 
wells). The rate needs to be measured plus and minus cells, and 
plus and minus catalase to ensure that the change in fluorescence 
is due to H2O2 production only.

NO can be measured directly from cells expressing iNOS using a 
Clark-type NO electrode (World Precision Instruments) (19). 
This is difficult or impossible for cells expressing nNOS or eNOS, 
but relatively easy for any cell expressing iNOS, simply because 
the latter produces a lot more NO continuously. The best way to 
do this is to get the cells (e.g., astrocytes or microglia or mac-
rophages) into suspension (e.g., with trypsin) between 8 and 24 h 
after activation (e.g., with LPS and IFN-g – you will get a lot 
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more iNOS expression with IFN-g) when iNOS expression peaks. 
Note it may be advisable to use arginine-free culture media for 
the activation (or add arginase to the media), because the NO 
released by iNOS may damage the cells and limit iNOS expres-
sion. Between 105 and 106 cells are incubated in 1 mL, and put in 
a stirred, thermostated incubation chamber (WPI can supply this) 
with the NO electrode. It may be advisable to combine the mea-
surement with an oxygen electrode (Rank Brothers can supply an 
electrode and chamber, then you need to drill a 2 mm hole 
through the chamber top to allow the NO electrode in, because 
the chamber needs to be gas tight and bubble free). It is best to 
use a relatively simple incubation medium such as KREBS buffer 
rather than a cell culture medium such as DMEM, as components 
of the latter including riboflavin react with NO in the presence of 
light. l-arginine, the substrate for iNOS, needs to be added in 
order to see NO generation, and glucose should be present for 
the cells to produce NADPH. The cells obviously need to be 
happy and healthy; NO readily passes through membranes and is 
therefore easily measurable by this method.

Levels of nitrite (a stable break-down product of nitric oxide) can 
be measured using the Griess reaction, which visualises nitrite 
through the formation of a red azo dye that can be measured 
spectrometrically (20). In a 96-well plate (Nunc) 50 mL of cell-
culture supernatants is mixed with an equal volume of freshly pre-
pared ice-cold sulfanilamide (2 mM) in hydrochloric acid (1.2 M), 
and incubated for 10 min, RT, protected from light. Fifty 
microlitres of N-1-(1-naphtyl)ethylenediamine (3 mM) is then 
added and the mixture incubated for another 10 min, RT, in the 
dark. The absorbance is measured at 550 nm in a plate-reader. 
Nitrite concentrations are calculated using standards prepared 
from a nitrite standard solution (Sigma) in culture medium.

Alternatively, nitrite in cell-conditioned medium can be mea-
sured by the fluorometric DAN assay described in (21), which is 
about tenfold more sensitive than the Griess assay above. Briefly, 
the samples are diluted 1:50 in the 0.06 M HCl containing 5 mg/
mL 2,3-diaminonaphthalene (DAN) that reacts with nitrite in 
acidic conditions to form 1-(H)-naphthotriazole, a fluorescent 
product, and incubated for 10 min at room temperature in dark. 
Then, 0.3 M NaOH is added to stop the reaction, and fluores-
cence intensity measured in a spectrofluorophotometer (or plate 
reader) at lex = 363 nm and lem = 426 nm. Nitrite concentration in 
the samples is calculated according to a calibration curve con-
structed using known concentrations of nitrite.

NADPH diaphorase staining can be used to visualise iNOS 
expression in cultured glia and nNOS expression in neurones 
(20). Nitric oxide synthase (NOS) is an NADPH diaphorase, and 
using a chromogen (nitroblue tetrazolium, NBT), and NADPH 

5.5. Assessment of NO 
Generation Through 
Nitrite Levels

5.6. Diaphorase 
Staining as Measure 
of iNOS Expression
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as the reductant, diaphorase staining can be used to detect cells 
with NOS activity. Following treatment (with cytokines or 
untreated) the neuronal/glial cultures are fixed with 4% paraform-
aldehyde in phosphate buffer for 30 min at 4°C. After fixation, 
cells are incubated with 0.3% Triton X-100 (in phosphate buffer) 
for 5 min. Cells are then incubated for 2 h at 37°C with 0.3% 
Triton X-100 containing 1 mg/mL NADPH and 0.2 mg/mL 
NBT. Cells are washed once and then viewed using an inverted 
light microscope (Leica). nNOS-expressing neurones give a light 
staining, but iNOS-expressing glia can be very dark.

The cellular formation of peroxynitrite (ONOO−) can be 
 determined from the peroxynitrite-mediated oxidation of non-
fluorescent dihydrorhodamine-1,2,3 (DHR) to fluorescent rhod-
amine-1,2,3 (19). Dihydrorhodamine can enter cells so it will 
measure both intra- and extracellular oxidants. The product rho-
damine will accumulate in mitochondria. For example, a suspen-
sion of 106 cells/mL of LPS/IFN-g-activated microglia in 
Krebs–HEPES buffer (at 37°C) was stirred in a cuvette/plate 
with 5 mm dihydrorhodamine in a spectrofluorophotometer or 
plate reader (excitation wavelength of 500 nm, emission wave-
length of 536 nm), the rate of fluorescence increase being equal 
to the rate of peroxynitrite production (19). Peroxynitrite pro-
duction may be stimulated by adding PMA (10 ng/mL, to acti-
vate the NADPH oxidase) and l-arginine (1 mM, substrate for 
NOS), or inhibited by adding urate (100 mM, peroxynitrite scav-
enger) or l-NAME (1 mM, NOS inhibitor) or 1400W (100 mM, 
iNOS inhibitor). Note that other oxidants can oxidise dihydror-
hodamine, so it is important to include controls with specific per-
oxynitrite scavengers.

Peroxynitrite reacts with tyrosine residues in proteins to yield 
3-nitrotyrosine (3-NT) residues, and there are antibodies that 
bind specifically to this protein modification, which thus enables 
visualisation of where peroxynitrite has been produced and reacted 
(20). Cultures are fixed with 4% paraformaldehyde and then incu-
bated with 10 mg/mL of anti-nitrotyrosine monoclonal antibody 
(Upstate). The primary antibody may be detected, e.g., using a 
Cy3-conjugated secondary antibody (Jackson ImmunoResearch 
Laboratories). 3-NT-positive cells are visualised using a fluores-
cence microscope (excitation 546 nm, emission 590 nm). 3-NT 
immunostaining can be combined with staining for markers of 
specific cell types (see Sect. 3) to determine the site of produc-
tion/action of peroxynitrite.

The phagocytic activity of microglia can be followed by measur-
ing the uptake of fluorescent beads or fluorescently labelled cells. 
For example, pure microglia isolated from glial cultures are plated 
at a density of 5 × 104 cells on poly-l-lysine coated 24-well plates. 

5.7. Peroxynitrite 
Production Measured 
by Dihydrorhodamine 
Oxidation

5.8. Peroxynitrite 
Production Measured 
by 3-Nitrotyrosine 
Immuno-Cytochemistry

5.9. Phagocytosis 
Assays



346 Neher et al.

Cells are left to adhere overnight and then stimulated with 
100 ng/mL LPS or 50 ng/mL GM-CSF for 24 h. Three 
microlitres of a 1:10 dilution of carboxylate-modified micro-
spheres (1 mm Fluospheres, Invitrogen) are added to the wells 
and incubated with the cells for 2 h, 37°C, 5% CO2. The medium 
is removed, and cells are detached by mechanical agitation after 
addition of ice-cold culture medium to arrest uptake. Cells are 
spun down at 150 g, 7 min, RT, the supernatant is removed as 
completely as possible and cells are resuspended in 50 mL DMEM 
containing isolectin-B4 and Hoechst 33342 (to stain microglia 
and all nuclei, respectively). After staining, the number of beads 
per cell is counted using a fluorescence microscope.
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Chapter 17

Neuronal Oxidative Injury and Biomarkers of Lipid 
Peroxidation

Dejan Milatovic and Michael Aschner 

Abstract

Oxidative stress is implicated as one of the major underlying mechanisms in a variety of human diseases. 
Reactive radicals, derived primarily from molecular oxygen, readily attack a variety of critical biological 
molecules, including DNA, cellular proteins, and lipids. Since lipid peroxidation is a central feature of 
cerebral oxidant injury, measurements of peroxidation products, such as F2-isoprostanes (F2-IsoPs) and 
F4-neuroprostanes (F4-NeuroPs), represent the most accurate approaches to identify oxidative injury 
in vivo. Our laboratory uses a gas chromatography/mass spectrometry negative ion chemical ionization 
with select ion monitoring for quantification of these biomarkers of oxidative stress in a plethora of bio-
logical media. This review summarizes state-of-the-art methodology for F2-IsoPs and F4-NeuroPs analy-
ses and discusses the utility of these prostaglandin-like compounds as in vivo biomarkers of neuronal 
oxidative injury.

Key words: F2-isoprostanes, F4-neuroprostanes, Oxidative damage, Lipid peroxidation, 
Neuronal tissue

Oxidative stress is implicated as one of the major underlying 
mechanisms in a variety of human diseases including cardiovascu-
lar and neurodegenerative diseases and even normal aging pro-
cesses. Excess formation of free radicals may overwhelm the 
capacity of endogenous cellular antioxidant defense mechanisms, 
cause alterations in normal cell and organ physiology, and even 
activate and/or accelerate disease processes. Increased generation 
of free radicals derived primarily from molecular oxygen can attack 
a variety of critical biological materials, including DNA, essential 
cellular proteins, and lipids. The brain is especially susceptible to 
oxidative damage because of its great consumption of oxygen, 

1. Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
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glucose, and energy, as well as relatively low levels of antioxidants 
(1, 2). In addition, the high content of unsaturated lipids in the 
brain leads to pronounced lipid peroxidation, the central feature 
of oxidant injury in the brain.

Lipid peroxidation is the mechanism by which lipids are 
attacked by chemical species that have sufficient reactivity to 
abstract a hydrogen atom from a methylene carbon in their chain. 
Lipid peroxidation in vivo, through a free radical pathway, requires 
a polyunsaturated fatty acid (PUFA) and a reactant oxidant 
inducer that together form a free radical intermediate. The free 
radical intermediate subsequently reacts with oxygen to generate 
a peroxyl radical, which with unpaired electrons may additionally 
abstract a hydrogen atom from another PUFA. Greater number 
of double bonds in the molecule and higher instability of hydro-
gen atom adjacent to the double bond explain why unsaturated 
lipids are particularly susceptible to peroxidation (3, 4). Therefore, 
lipids are readily attacked by free radicals, resulting in the formation 
of a number of peroxidation products. F2-isoprostanes (F2-IsoPs) 
are one group of these compounds, which are derived by the free 
radical peroxidation of arachidonic acid (AA, C20:4, w-6).

The measurement of the F2-IsoPs, prostaglandin (PG)-like 
compounds, is one of the most accurate approaches to measure 
oxidative injury in vivo (5). Initially, their formation involves the 
generation of four positional peroxyl radical isomers of arachido-
nate, which undergo endocyclization to PGG2-like compounds. 
These intermediates are reduced to form four F2-IsoP regioiso-
mers, each of which can consist of eight racemic diastereomers 
(6). In contrast to cyclooxygenase (COX)-derived PGs, nonenzy-
matic generation of F2-IsoPs favors the formation of compounds 
in which the stereochemistry of the side chains has a cis orienta-
tion in relation to the prostane ring. A second important differ-
ence between F2-IsoPs and PGs is that F2-IsoPs are formed 
primarily in situ, esterified to phospholipids, and subsequently 
released by a phospholipases (7, 8), whereas PGs are generated 
only from free AA (6).

F2-IsoPs analogs may be formed by peroxidation of other 
PUFA substrates, such as eicosapentaenoic acid (EPA, C20:5,  
w-3) that leads to the production of F3-IsoPs, and docosa-
hexaenoic acid (DHA, C22:6, w-3) that generates F4-IsoPs. The 
latter compounds are also termed neuroprostanes (F4-NeuroPs), 
due to the high levels of their precursor in brain (9). In contrast 
to AA, which is evenly distributed in all cell types in all tissues, 
DHA is highly concentrated in neuronal membranes (10). DHA 
is obtained mainly through dietary means as the human body can 
only minimally synthesize this fatty acid. DHA deficiency has 
been linked to slow mental development (11), while DHA sup-
plementation has been linked to a variety of health benefits includ-
ing decreased rates of neurodegenerative diseases (12). DHA can 
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undergo oxidation both in vitro and in vivo, and increased units 
of unsaturation suggest its higher susceptibility to lipid peroxida-
tion than AA. Thus, while the measurement of F2-IsoPs provides 
an index of global oxidative damage in the brain, integrating data 
from both glial and neuronal cells, determination of F4-NeuroPs 
permits the specific quantification of oxidative damage to neu-
ronal membranes in vivo. In fact, to our knowledge, F4-NeuroPs 
are the only quantitative in vivo marker of oxidative damage that is 
selective for neurons. This is particularly important because of the 
implication of oxidative damage and lipid peroxidation being caus-
ative factors in numerous neurodegenerative diseases (13, 14).

Several methods have been developed to quantify the  
F2-IsoPs from biological materials (15). Our laboratory uses a 
gas chromatography/mass spectrometry (GC/MS) to quantify 
the F2-IsoPs, methodology which was originally established at 
our University (by the pioneering work of Dr. Roberts and 
Dr. Morrow, Vanderbilt University Medical School) (6, 7). More 
specifically, after isolation and derivatization of the F2-IsoPs, we 
take advantage of stable isotope dilution, negative ion chemical 
ionization (NICI) GC/MS with select ion monitoring (SIM) for 
quantification. This methodology allows the lower limit of detec-
tion of the F2-IsoPs to be in the low picogram range. These 
properties, along with the assay’s high sensitivity and specificity, 
allow the F2-IsoPs to be excellent biomarkers of and the most 
robust and sensitive measure of oxidative stress in vivo. In addi-
tion, we will outline the difference in methodology for quantifi-
cation of F4-NeuroPs. Accordingly, we highlight these methods 
in the present review and address its advantages and shortcom-
ings. Description of the methodologies for quantification of 
these biomarkers of oxidative injury is followed by concrete 
examples of measurements of F2-IsoPs and F4-NeuroPs in studies 
conducted by our laboratory.

 1. Tissue samples, fresh or frozen. It is important to process 
tissue samples immediately after isolation or assure their 
immediate storage at −80°C for later quantification.

 2. Blade homogenizer (e.g., Kinematica Polytron® PT 10-35; 
Brinkmann Instruments, Westbury, NY) and sonicator (e.g., 
Utrasonic Bath, Fisher Scientific) are used for tissue 
processing.

 3. Folch solution: 2:1 (v/v) chloroform/methanol, ice-cold, 
containing 0.005% (w/v) butylated hydroxytoluene (BHT; 
Sigma-Aldrich, cat. no. B1378). Free radical scavenging agent 

2. Materials
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such as BHT is added to the organic solvent during extraction 
of phospholipids (18) to prevent oxidation and formation of 
F2-IsoPs.

 4. Solution of NaCl (0.9%, w/v). Stored at room temperature.
 5. Organic solvents including ethyl acetate, heptane, chloro-

form, ethanol, acetonitrile, and methanol, with and without 
0.005% (v/v) BHT. Solutions are prepared as volume/volume 
ratio.

 6. Fifteen percent potassium hydroxide solution (KOH, w/v) is 
used to release esterified isoprostanes.

 7. One molar hydrochloric acid (1 M HCl) and pH 3 water, 
adjusted by adding 1 N HCl, is used to acidify the sample 
before solid-phase extraction (SPE) (see Note 3).

 8. Deuterated standard, deuterium-labeled isoprostane, 
[2H4]15-F2t-IsoP (8-iso-PGF2a) (Cayman Chemical, Ann 
Arbor, MI, cat. no. 316351) (see Note 4).

 9. Anhydrous Na2SO4 is used to dry ethyl acetate/heptane elu-
ate from the C18 Sep-Pak (see Note 5).

 10. Sep-Pak Plus C18 cartridge (Waters Associates, Milford, MA, 
cat. no. WAT03657), Silica Sep-Pak cartridge (Waters, 
Milford, MA, cat. no. WAT036580), and 10-ml plastic syringe 
(Laboratory Supply; SMJ512878) are used for normal-phase 
SPE.

 11. Pentafluorobenzyl bromide (PFBB; Sigma-Aldrich, cat. no. 
10105-2) and N,N-diisopropylethylamine (DIPE; Sigma-
Aldrich, cat. no.D3887) are prepared as 10% solutions (v/v) 
in anhydrous acetonitrile.

 12. Thin-layer chromatography (TLC) plates, 5 × 20 cm glass 
plates covered with a 250-mm layer of silica gel particles 60 Å 
in diameter (Partisil LK6D; Whatman, Maidstone, England, 
cat. no. WC486562IV) and TLC developing chamber (e.g., 
VWR).

 13. TLC standard, prostaglandin F2a (PGF2a) methyl ester is 
diluted in methanol (Cayman Chemical, Ann Arbor, MI, cat. 
no. 16011).

 14. Ten percent phosphomolybdic acid in ethanol (Sigma 
Chemical Co., St. Louis, MO, cat. no. P4869) is used to visu-
alize sample migration on TLC plates wormed with hot plate 
(e.g., Corning, cat. no. 6795-200).

 15. Dimethylformamide (DMF, Sigma-Aldrich, cat. no. 6407) 
and undecane are stored over calcium hydride to prevent 
water accumulation (see Note 8).

 16. Bis(trimethylsilyl)trifluoroacetamide (BSTFA, Supelco, cat. 
no. 33084) is stored at room temperature.
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 17. 15-ml polypropylene culture tube with cap, 20-ml scintillation 
vial, 5-ml glass Reacti-Vial with Teflon-lined cap (e.g., 
Supelco, cat. No.33299) and 1.5-ml microcentrifuge tube 
are used for sample processing/chemical reactions.

 18. Nitrogen gas and methane are used for sample evaporations 
and mass spectrometry.

 19. Temperature-controlled water bath, centrifuge, 95°C oven 
and hair dryer.

 20. 15-m, 0.25-mm diameter, 0.25-mm film thickness, DB1701-
fused silica capillary GC column (Fisons, Folsum, CA) and 
GC/MS system (e.g., Hewlett Packard 5982A interfaced 
with an IBM Pentium computer).

Measurement of F2-IsoPs has revolutionized our ability to quan-
tify oxidative injury in vivo. F2-IsoPs are stable, robust molecules 
and are detectable not only in neuronal tissues, but also in other 
tissues and biological fluids, such as plasma, urine, cerebrospinal 
fluid (CSF), and bronchoalveolar lavage fluid. As F2-IsoPs can be 
readily generated ex vivo in biological materials containing 
arachidonoyl-containing lipids, it is important to process the 
samples immediately after isolation or assure their immediate 
storage at −80°C for later quantification. Formation of F2-IsoPs 
does not occur if a free radical scavenging agent like BHT is 
added to the organic solvent during extraction of phospholipids 
(16) or if the samples are rapidly frozen in liquid nitrogen prior 
to placement at −80°C.

Formation of F2-IsoPs occurs in situ in the phospholipid bilayer 
and then subsequently released in free form. This creates two 
forms of F2-IsoPs, one that remains esterified in the membrane 
and a second that is hydrolyzed and released in free form. 
To quantify total F2-IsoPs formation, both free and esterified 
F2-isoPs are analyzed. It is necessary to extract the phospholip-
ids from the tissue and release the F2-isoPs from the phospholipids 
via base hydrolysis (Fig. 1).

 1. Fresh or frozen samples (0.05–0.25 g) are added in ice-cold 
5 ml of Folch solution (chloroform:methanol, 2:1, v/v) con-
taining 0.005% BHT in a polypropylene culture tube with 
cap. The tissue is then homogenized with a blade homoge-
nizer for approximately 30 s. The second aliquot of ice-cold 
Folch solution, added to a separate culture tube, is used to 
wash the blade homogenizer and to ensure that all sample 

3. Methods

3.1. Lipid Extraction 
and Hydrolysis of 
F2-IsoPs-Containing 
Phospholipids in 
Tissue Samples
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tissue is recovered as tissue can adhere to or become lodged 
inside the blade of the homogenizer. The two aliquots are 
then combined, covered with a nitrogen blanket, and mixed 
every 10 min over 30 min at 25°C to allow maximal extrac-
tion of lipids from homogenized tissue.

 Note 1: Presence of BHT during extraction and hydrolysis is 
important in order to inhibit ex vivo formation of F2-IsoPs; 
since polystyrene is not resistant to chloroform and its subse-
quent interference with the analytical procedures, it is rec-
ommended that lipid extraction be carried out in 
polypropylene tubes kept on ice.

 2. The lipid extracts are mixed vigorously with 2.0 ml NaCl 
(0.9%, w/v), and the phases separated by centrifugation at 
800 × g for 10 min at 25°C. After centrifugation, the upper 
aqueous layer is discarded and the lower organic layer is care-
fully separated from the intermediate semisolid proteinaceous 
layer. The organic layer is then evaporated to dryness under a 
stream of nitrogen.

 Note 2: The organic layer and the proteinaceous layer can be 
readily separated by carefully pouring off the organic layer 

Fig. 1. Schematic representation of the procedure for the extraction, purification, deriva-
tization, and mass spectrometric analysis of F

2-IsoPs from neural tissues.
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into a new culture tube. If the proteinaceous layer is small, 
because of the type and size of the tissue sample, it is often 
easier to remove the aqueous and proteinaceous layers simul-
taneously via suction. However, care must be taken not to 
compromise the organic phase if this approach is used.

 3. Total lipids are dissolved in 0.5 ml methanol containing BHT 
(0.005%), stored at −80°C or, if further processed, 0.5 ml of 
aqueous KOH (15%) added to the residue, and thus lipid extracts 
are saponified to release esterified isoprostanes. The mixture is 
sonicated and mixed vigorously until thoroughly suspended and 
heated at 37°C for 30 min to affect hydrolysis and release of the 
F2-IsoPs. The mixture is then acidified to pH 3 with 1 M HCl 
(~1.2 ml) and diluted to a final volume of 10 ml with pH 3 
water in preparation for purification of F2-IsoPs with SPE.

 Note 3: It is important to dilute the methanol in this solution 
to 5% or less to ensure proper column extraction of free  
F2-IsoPs in the subsequent purification procedure.

 1. Following acidification of the sample to pH 3 with 1 M HCl, 
200–1,000 pg of deuterated standard is added. The mixture 
is vortexed and F2-IsoPs isolated using reversed-phase and 
normal-phase SPE. 

 Note 4: The internal standard is a deuterium-labeled isopros-
tane, [2H4]15-F2t-IsoP (8-iso-PGF2a). The amount of inter-
nal standard added depends on the levels of F2-IsoPs in the 
sample as well as the sensitivity of the mass spectrometer. For 
low-level samples such as CSF, less internal standard needs to 
be added. Samples that consist of a particularly large amount 
of tissue will require more internal standard. This is because 
complex tissues such as brain, despite our best purification 
efforts, will still contain some unwanted compounds that may 
potentially have the same m/z (mass-to-charge) ratio as the 
internal standard when analyzed by GC/MS. Increasing the 
amount of internal standard to 1,000 pg in these samples 
minimizes the variability in the internal standard ion channel 
due to contamination in the tissue sample.

 2. A 10-ml plastic syringe is used to elute the sample and subse-
quent solvents through the Sep-Pak cartridge. For reverse 
phase, Sep-Pak Plus C18 columns (each cartridge contains 
500 mg of C18) are preconditioned with 5 ml methanol (flow 
rate, ~1.0 ml/min) and 7.0 ml H2O (adjusted to pH 3.0 with 
1.0 N HCl). Once the sample has been added, the column is 
washed sequentially with 10 ml of water (pH 3) and 10 ml of 
heptane, which removes nonpolar contaminates including 
unoxidized AA. The F2-IsoPs are eluted with 10 ml of ethyl 
acetate/heptane (50:50, v/v) into a 20-ml scintillation vial.

3.2. Sample 
Purification for Mass 
Spectrometric 
Analysis
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 3. The ethyl acetate/heptane eluate from the C18 Sep-Pak is 
then dried over anhydrous Na2SO4 and applied to a silica Sep-
Pak cartridge (each cartridge contains 500 mg of silica), 
which has been preconditioned with 5 ml of ethyl acetate. 
Once the sample has been added, the column is washed with 
5 ml of ethyl acetate and the F2-IsoPs are eluted with 5 ml of 
ethyl acetate/methanol (50:50, v/v) into a 5-ml glass react-
a-vial (with Teflon-lined cap). For normal-phase SPE, Sep-
Pak Plus Silica columns are used with a flow rate of ~0.5 ml/
min throughout.

 Note 5: Drying of ethyl acetate/heptane eluate should be 
completed promptly, as Na2SO4 has been shown to adsorb 
lipids to some degree. Care must be taken not to transfer any 
Na2SO4 to the silica Sep-Pak cartridge.

 1. Isoprostanes isolated in ethyl acetate/methanol eluate by 
SPE are dried at 37°C under a nitrogen stream and deriva-
tized to pentafluorbenzyl (PFB) esters. Samples are vigor-
ously mixed with 40 ml PFBB:anhydrous acetonitrile (10:90, 
v/v) plus 20 ml diisopropylethylamine:anhydrous acetonitrile 
(10:90, v/v). Following reaction at 37°C for 20 min, the 
esters are dried under a nitrogen stream and dissolved in 50 ml 
chloroform:methanol (2:3, v/v).

 Note 6: Do not work outside of a well-ventilated hood because 
PFBB is a potent lachrymator.

 1. TLC is accomplished with 5 × 20 cm glass plates covered with 
a 250 mm layer of silica gel particles 60 Å in diameter. Just 
before use, the plates are washed with ethyl acetate:ethanol 
(90:10, v/v), activated at 95°C for 20 min, and cooled in a 
dessicator. A TLC chamber is lined with filter paper and con-
ditioned 30 min with 100 ml chloroform:ethanol (93:7, v/v).

 2. Dissolved samples in chloroform:methanol (50 ml) are applied 
to the upper half of preadsorbent in four prescored lanes and 
dried 5–10 s with a hair dryer. Sample plates are added to 
both ends of the chamber. In contrast, TLC standard (5 mg of 
the methyl ester of PGF2a/5 ml CH3OH) is applied to a sepa-
rate plate that is positioned towards the center of the TLC 
chamber. After the chamber is rapidly closed, solvent is 
allowed to migrate 13 cm, and the plates removed.

 3. Samples are scraped from silica plates in the region of the TLC 
standard and visualized by spraying with a 10% solution of 
phosphomolybdic acid in ethanol followed by heating. The 
areas 1 cm below and 1 cm above PGF2a (Rf ~ 0.15) are scraped 
and extracted from the silica with 1 ml of ethyl acetate.

 4. Following centrifugation at 13,000 × g for 3 min at 4°C, 
isoprostane pentafluorobenzyl esters in the ethyl acetate are 

3.3. Conversion of 
F2-IsoPs to 
Corresponding 
Pentafluorbenzyl 
Esters

3.4. Tin Layer 
Chromatography
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transferred into a virgin microcentrifuge tube and stored at 
−80°C or samples further processed for the GC-MS analysis.

 Note 7: Ethyl acetate should be carefully removed without dis-
rupting the silica pellet in the bottom of the tube (silica may 
affect the instrument’s sensitivity). Avoid applying samples to 
the first 1 cm of the plate and do not spray the sample plate.

 1. Once dried under a nitrogen stream, samples are dissolved in 
8 ml DMF and mixed with 20 ml bis(trimethylsilyl) trifluoro-
acetamide (BSTFA) to covert the residue to the trimethylsilyl 
ether derivatives.

 2. After heating for 5.0 min at 37°C, silylated samples are dried 
at 37°C under a nitrogen stream, redissolved in 20 ml of 
undecane, which has been dried over calcium hydride, and 
transferred into autosampler vial for GC-MS analysis.

 Note 8: DMF should be stored over calcium hydride to prevent 
water accumulation. Similarly to the amount of internal stan-
dard that is added to a sample, consideration should be given 
to the amount of undecane that is used to dissolve the deriva-
tized sample. The amount added will depend on the levels of 
F2-IsoPs. Samples that are rich in F2-IsoPs will require greater 
amounts of undecane to keep them from overloading the col-
umn during GC. Likewise, low-level samples will require less 
undecane in order for the GC/MS signal to be of sufficient 
intensity for optimal quantification.

 3. For quantification of F2-IsoPs, we routinely use a Hewlett 
Packard 5982A GC/MS system interfaced with an IBM 
Pentium computer. GC is performed using a 15-m, 0.25-mm 
diameter, 0.25-mm film thickness, DB1701-fused silica capillary 
column. The column temperature is programmed from 190 to 
290° at 20°/min. Methane is used as the carrier gas for NICI at 
a flow rate of 1 ml/min. Ion source temperature is 250°C, elec-
tron energy is 70 eV, and the filament current is 0.25 mA.

  The major ions generated in the NICI mass spectra of the 
 pentafluorobenzyl ester, tris-trimethylsilyl ether derivatives of  
F2-IsoP are m/z 569 and corresponding ion for the [2H4]15-
F2t-IsoP internal standard, m/z 573 (Fig. 2). For quantification 
purposes, we compare the height of the pick containing deriva-
tized F2-IsoPs (m/z 569) with the height of the deuterated 
internal standard peak (m/z 573). Quantification of the F2-
IsoPs levels may be also achieved by comparing the areas of the 
appropriate peaks in the m/z 569 SIM chromatogram of the 
F2-IsoPs to that of the peak of the internal standard in the m/z 
573 SIM chromatogram (Fig. 2).
  The coefficient of variance for the assay is routinely less 
than 8%.

3.5. Formation of 
Trimethylsilyl Ether 
Derivatives and 
Quantification of 
F2-IsoPs
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 1. When dealing with brain tissue, we often analyze our biological 
samples for lipid peroxidation products derived from both AA 
and DHA simultaneously. Similarity between two assays and 
the use of a common internal standard allow us to use a single 
sample to measure both families of compounds by splitting 
the sample before TLC step. In this case, sample is dissolved 
in twice the amount of chloroform:methanol (100 ml) after 
conversion to PFB esters. Then 50 ml are spotted on two sep-
arate lanes and the TLC plates are scraped accordingly, 1 cm 
above and below the methyl ester PGF2a standard for the F2-
IsoPs and 1 cm below and 4 cm above the standard for the 
F4-NeuroPs. This effectively splits a biological sample into 
two, allowing for individual analysis of both F2-IsoPs and F4-
NeuroPs.

 2. For quantification of F4-NeuroPs, we evaluate ions generated 
in the NICI mass spectra as m/z 594 and corresponding ion 
for the [2H4]15-F2t-IsoP internal standard, m/z 573 (Fig. 2). 
However, for quantification purposes, we compare the area of 
the pick containing derivatized F4-NeuroPs (m/z 593) with 
the area of the internal standard peak (m/z 573).

3.6. Simultaneous 
Quantification of 
F2-IsoPs and  
F4-NeuroPs

Fig. 2. Chromatograms of F2-IsoPs and F4-NeuroPs from mouse cerebrum. Chromatograms plot abundance vs. time (min) 
with m/z 569 chromatogram showing F

2-IsoPs, m/z 593 chromatogram showing F4-NeuroPs, and m/z 573 chromato-
gram showing internal standard.
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In general, 12 samples can be assayed for F2-IsoPs and/or  
F4-NeuroPs in approximately 12 h by an experienced investigator. 
Homogenization, lipid extraction, and hydrolysis of this number 
of samples require ~3 h; Sep-Pac purifications takes ~2 h; drying, 
derivatization, and TLC purification requires ~4 h; and drying 
and silylation requires ~3 h. Though compared to other assays of 
oxidative stress the time requirement for this assay is relatively 
large, it is noteworthy that the present assay has the greatest sen-
sitivity and specificity for the detection of lipid peroxidation. Mass 
spectrometric analysis is automated and each sample requires 
~10 min of instrument time. If the peak signal is low or if no 
peaks are detected by the mass spectrometer, the samples should 
be removed from the auto sampler vial, washed by ethyl acetate, 
dried under nitrogen, and the conversion procedure to silylether 
derivative should be repeated. If the internal standard is detected 
at m/z 573, but there is low or nonexistent peak at 569 or 593, 
then levels of F2-IsoPs or F4-NeuroPs are below the limit of detec-
tion. The limit of detection for the assay is ~5 pg.

We have explored cerebral oxidative damage in several models of 
neurodegeneration including excitotoxicity generated by kainic 
acid (KA) (14, 17), neurotoxicity associated with anticholinest-
erase agents (18–20), metals (21, 22), and innate immune activa-
tion by lipopolysaccharide (LPS) (23, 24). For glial innate immune 
response, we have used a single intracerebroventricular (ICV) 
injection of LPS, a major component of Gram negative bacterial 
cell walls. We have previously shown that LPS-activated glial 
innate immune response leads to indirect neuronal oxidative dam-
age and synaptodendritic degeneration exclusively through a 
CD14-dependent mechanism free of behavioral or febrile 
response, and that LPS itself has no direct toxic effect on neurons 
(24, 25). Control mice received ICV PBS, which led to no change 
in cerebral F2-IsoPs over 24 h following ICV PBS vehicle; average 
(+S.D.) basal F2-IsoPs = 3.2 + 0.3 ng/g. ICV LPS generated 
delayed cerebral oxidative damage with no significant increase in 
cerebral F2-IsoPs, even 10 h after injection. However, following 
this delay, cerebral oxidative damage peaked at 24 h after ICV LPS 
administration, returning to near baseline levels by 36 h (14).

In contrast to indirect neuronal damage induced with ICV 
LPS, there was a rapid onset of detectable oxidative damage upon 
ICV KA administration which was greatest at the earliest time 

4. Timing and 
Troubleshooting

5. F2-IsoPs or 
F4-NeuroPs Levels 
in Neuronal 
Tissues
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point (30 min) following injection, returned to baseline by 
60 min, and remained at baseline levels 24 h after injection (17). 
Kainate is a rigid analog of glutamate and is a very potent stimu-
lant of a subset of ligand-gated ion channels called KA receptors 
(14, 26). While mice entered status epilepticus within a minute of 
ICV KA injection, KA-induced seizures did not lead to activated 
resident inflammatory cells in brain until several days (>4) after 
exposure, outside of the time frame used in our experiments. 
Thus, cerebral oxidative damage from these two toxins followed 
very different temporal profiles. KA led to the rapid onset of cere-
bral oxidative damage, while LPS led to delayed oxidative dam-
age. In both instances, the magnitude of cerebral oxidative 
damage achieved in these two models was equivalent and compa-
rable to that observed in diseased regions of brain from patients 
with Alzheimer’s disease (27).

Rat in vivo study with anticholiesterases showed that expo-
sure to diisopropylphosphorofluoridate (DFP), a model com-
pound for organophosphorus (OP) insecticides or nerve agents, 
induced significant increase in F2-IsoPs (142%) and F4-NeuroPs 
(225%) as early as 30 min after a single acute exposure to DFP 
(1.25 mg/kg, s.c.) (20) (Fig. 3). Time-course analysis of these 
cerebral biomarkers of oxidative damage showed transient increase 
that reached maximum at the time of the most intensive seizure 
activity (i.e., 1 h after DFP) and returned toward basal levels by 
6 h (Fig. 3). The selective increase in F4-NeuroPs indicates that 
neurons are specifically targeted by this mechanism (Fig. 3b). 
Thus, a one-time challenge with DFP produced a transient 
increase in both F2-IsoPs and F4-NeuroPs, which are sensitive and 
specific in vivo biomarkers of oxidative damage to AA and DHA, 
respectively.

We have also evaluated metal-induced alterations in bio-
marker of oxidative damage, F2-IsoPs, in primary astrocytes and 
neuronal cultures, as well as the nervous system in vivo. Our data 
show that primary rat cortical neurons exposed to 1 mM of man-
ganese for 2 h showed structural damage to neurons and twofold 
increase in F2-IsoPs levels compared to controls (40.74 ± 5.4 pg/mg 
protein) (22). Following the same experimental condition, pri-
mary astrocytes cultures showed 233% increase in F2-IsoPs levels 
compared to control (137.3 pg/mg protein) (21). We have also 
investigated cerebral oxidative damage in a mouse model of Mn 
neurotoxicity. Results from this study corroborated in vitro find-
ings and revealed that one-time challenge with Mn (100 mg/kg, 
i.p.) was sufficient to produce significant increase in mice cerebral 
biomarkers of oxidative damage, F2-IsoPs (22). Our previous 
study also showed that N,N-diethyldithiocarbamate (DEDC) 
mediates lipid oxidation and elevation of total copper in periph-
eral nerve. F2-isoprostane levels in rat sciatic nerve were signifi-
cantly elevated in the 2-week DEDC-exposed group (1.9 ng/g of 
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sciatic nerve) over controls (1.2 ng/g of sciatic nerve) (28). This 
relationship is consistent with copper-mediated oxidative stress 
contributing to the myelinopathy.

Combined, quantification of F2-IsoPs and F4-NeuroPs has 
extended our understanding of the role of free radicals in physi-
ological processes and has established the occurrence of oxidative 
stress in a wide variety of research models and disease states. The 
method is reproducible and reliable and serves as an excellent 
platform for future studies on the role of oxidative stress in medi-
ating human disease. Furthermore, the sensitivity of the method 
offers unique potential for surveying F2-IsoPs and F4-NeuroPs 
concentrations as potential biomarkers of early disease, as they 
can be reliably and accurately measured in a plethora of biological 
media.
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Fig. 3. Cerebral concentrations of F2-IsoPs (a) and F4-NeuroPs (b) following DFP 
(1.25 mg/kg, s.c.) exposure in rats. Values represent mean ± SEM (n = 4–6). Asterisk 
One-way ANOVA had p < 0.001 with Bonferroni’s multiple comparison tests showing 
significant difference (p < 0.05) for vehicle-injected control vs. DFP treatment.
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Chapter 18

Analysis of Protein Targets by Oxidative Stress  
Using the OxyBlot and Biotin–Avidin-Capture Methodology

Jeannette N. Stankowski, Simona G. Codreanu, Daniel C. Liebler,  
and BethAnn McLaughlin 

Abstract

Carbonyl group formation on protein side chains is a common biochemical marker of oxidative stress and 
is frequently observed in a variety of acute and chronic neurological diseases including stroke, Alzheimer’s 
disease, and Parkinson’s disease. Given that proteins are often the immediate targets of cellular oxidative 
stress, it is of utmost importance to determine how adductions by reactive electrophiles and other oxida-
tive reactions can irreversibly alter protein structure and function. Previously, protein adduction was 
thought to be a random process, but recently it has become increasingly clear that these protein modifica-
tions are specific and selective. In this work, two methodological approaches are presented which allow 
for the detection of protein carbonyl groups. While the OxyBlot methodology allows for the evaluation 
of general oxidative stress, the use of the novel and powerful biotin–avidin-capture methodology allows 
for the identification of specific proteins that have been targeted by oxidative stress.

Key words: Oxidative stress, Ischemic stroke, Biotin–avidin-capture methodology, OxyBlot, 
Reactive oxygen species, Protein carbonyl groups, Glutamate

The mitochondrion is the primary cellular site for the generation 
of reactive oxygen species (ROS), such as superoxide anions 
(O2

•−), hydrogen peroxide (H2O2), and hydroxyl radicals (OH•). 
Complex I of the electron transport chain is thought to be the 
major source of ROS generation within mitochondria (1). Low 
concentrations of ROS are important for normal cellular func-
tion, triggering a variety of physiological events including apop-
tosis, proliferation, and senescence (1–3). Exposure to ionizing 
or ultraviolet radiation, growth factors, and cytokines as well as 
pathological metabolic processes can lead to the production of 
ROS (4). ROS can damage nucleic acids, proteins, and lipids and 

1.  Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_18, © Springer Science+Business Media, LLC 2011
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the overproduction of ROS has been associated with cellular 
dysfunction (2, 3).

Cells are equipped with robust cellular antioxidant defense 
mechanisms that prevent the damaging effects of ROS (4). The 
major cellular antioxidant is the low molecular weight thiol gluta-
thione (GSH), which scavenges free radicals, conjugates with 
electrophilic compounds, and reduces peroxides (5). The disrup-
tion of this cellular homeostasis is referred to as oxidative stress 
(6), and it has been identified as a common theme in a variety of 
acute and chronic neurological diseases, including stroke, 
Alzheimer’s disease, and Parkinson’s disease (7–10).

Proteins are oftentimes involved in catalyzing cellular reac-
tions, which renders proteins to be one of the major and most 
immediate targets of cellular oxidative stress. The loss of function 
of a protein due to adduction by reactive electrophiles has an 
overall larger impact on cellular function than any damage con-
ferred to stoichiometric mediators (11). While amino acid resi-
dues such as cysteines, histidines, and lysines are solvent-exposed 
nucleophiles that are readily available for adduction by reactive 
electrophiles, thereby representing the most common target of 
ROS, structural features of proteins are also important in confer-
ring susceptibility to damage by electrophiles (12, 13).

A common biochemical marker of oxidative stress is the 
formation of protein carbonyl groups (aldehydes and ketones) 
on protein side chains, particularly of prolines, arginines, lysines, 
and threonines (11, 12, 14–16). Carbonyl groups are com-
posed of a carbon atom double-bonded to an oxygen atom and 
are formed primarily from lipid electrophiles generated under 
conditions of oxidative stress (11, 14–17). Electrophile adduc-
tion and other oxidative reactions can irreversibly alter protein 
structure and function (12). The accumulation of oxidatively 
modified and damaged proteins is a desirable means to evaluate 
cell stress and novel techniques have been advanced to allow 
investigators to determine the identity of adducted proteins. 
This is particularly salient given that, until recently, protein 
adduction by lipid electrophiles was thought to be a random 
process (12). It has, however, become increasingly clear that 
protein adduction by electrophiles is a selective and specific 
process and that 80% of all proteins can be modified at a single 
cysteine residue (12). One example of the impact of this subtle 
posttranslational modification is the adduction of heat shock 
protein 72 (HSP72) on cysteine 267 (Cys267) by the cytotoxic 
aldehyde 4-hydroxy-2-nonenal (4-HNE) (12, 18). The primary 
amino acid targets of 4-HNE on proteins are cysteines, histi-
dines, and lysines, yet 4-HNE can also disrupt protein function 
via its ability to form Michael adducts and Schiff base products 
(18). Given that the cysteine residue of interest in HSP72 is 
located in the ATPase domain of this molecular chaperone, 
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adduction of Cys267 by free radicals results in the inhibition of 
HSP72’s ATPase activity, thereby rendering this protein non-
functional (12, 18).

This observation underscores the importance of identifying 
the relationship between specific protein modifications by ROS 
and the changes in protein function that result from these bio-
chemical changes. Understanding how the adduction of a single 
protein residue can lead to toxicity and cell death will allow us to 
better understand the pathways triggered by and involved in stress 
signaling. It will also assist in identifying more effective targets for 
the development of clinically relevant and effective therapeutics 
for neurological diseases as well as other diseases. In approaching 
problems of ROS stress and protein oxidation, investigators have 
a wide variety of analytical tools available to them. In this work, 
we present two very different methodological approaches to eval-
uate general oxidative stress, using the OxyBlot methodology, as 
well as a powerful new technology which can be used to identify 
specific proteins targeted by oxidative stress.

The chemical reaction underlying the OxyBlot methodology was 
initially described by Shacter’s group in 1994 (16) and has been 
extensively employed thereafter (11, 14, 17). Carbonylated pro-
teins are relatively stable, thereby allowing the derivatization of 
carbonyl groups with 2,4-dinitrophenylhydrazine (DNPH), 
which leads to the formation of a stable dinitrophenyl (DNP) 
hydrazone product (Fig. 1). The subsequent separation of oxida-
tively modified proteins by electrophoresis followed by the iden-
tification of the DNP moiety of the protein (Fig. 1) using the 
Western blot technology and anti-DNP antibodies allows for the 
rapid and highly sensitive determination of total protein carbonyl 
formation (11, 14, 16, 17).

The use of the derivatization control solution (negative con-
trol, NC) allows for a side-by-side comparison of proteins that 
have and have not been oxidatively modified. Specifically, bands 
that are present in the derivatization reaction (DR), but absent in 
the NC reaction, have undergone modifications. Moreover, with 
the use of proper controls, the overall intensity of the bands is a 
correlation to the overall degree of protein oxidation. That is, the 
more intense the bands are, the more oxidized proteins are present 
in a given sample.

All materials required for the OxyBlot procedure are listed below. 
It should be noted that similar products and equipments may be 
used from alternate vendors at the user’s discretion.

2. Principles  
of the OxyBlot 
Methodology

2.1. Materials  
for OxyBlot Procedure
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 1. The OxyBlot Protein Oxidation Detection Kit (S7150) will 
be purchased from Chemicon International (Temecula, CA). 
The mixture of standard proteins with attached DNP residues 
should be stored at −20°C after the first use. All other reagents 
can be stored at 4°C.

 2. 6-well tissue culture plates.
 3. 1.5 ml Eppendorf tubes. For each condition, the following 

prelabeled Eppendorf tubes are needed:

Native protein conformation

STRESS

Protein Oxidation

DNPH

Derivatization of Carbonyl Groups

DNP

DNP

2°AB -HRP conjugated

(HRP) 2°AB −1°AB - DNP

DNP − 1°AB − 2°AB (HRP)

1°AB –Anti - DNP

1°AB - DNP

DNP − 1°AB

Fig. 1. Schematic of the derivatization of protein carbonyl groups. Cellular exposure to 
stress results in protein damage characterized by the formation of protein carbonyl 
groups (side chains). The OxyBlot methodology uses 2,4-dinitrophenylhydrazine (DNPH) 
to derivatize protein carbonyl groups leading to the formation of a stable dinitrophenyl 
(DNP) hydrazone product. The primary antibody is directed against the DNP moiety of 
the protein. The secondary, HRP-conjugated antibody allows for the use of chemilumi-
nescent reagent to visualize bands of oxidized proteins upon exposure to film.
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(a) Sample for protein assay.
(b) Sample for Western blotting.
(c) Sample for OxyBlot.
(d) Derivatization reaction for OxyBlot.
(e) Negative control for OxyBlot.

 4. Ice cold 1× PBS (100 ml 10× PBS; 900 ml milliQ H2O).
 5. TNEB (50 mM Tris–HCl, 2 mM EDTA, 100 mM NaCl, and 

1%NP-40; pH 7.8) with added protease inhibitor cocktail 
(P8340, Sigma-Aldrich, St. Louis, MO).

 6. Dithiothreitol (DTT; D9779, Sigma-Aldrich, St. Louis, 
MO). Prepare a 1 M stock solution in milliQ H2O and store 
at −20°C. The working concentration of DTT is 50 mM and 
should not be stored for more than 6 h.

 7. Laemmeli buffer (Cat # 161-0737, Bio-Rad Laboratories, 
Hercules, CA) with b-mercaptoethanol (M7154, Sigma-
Aldrich, St. Louis, MO) at a ratio of 1:19.

 8. 12% Sodium dodecyl sulfate made in milliQ H2O (SDS; 
L3771, Sigma-Aldrich, St. Louis, MO).

 9. Bio-Rad Dc Protein Assay kit (Bio-Rad Laboratories, Hercules, 
CA).

 1. 4–12% Criterion Bis-Tris gels (Cat # 345-0123, Bio-Rad 
Laboratories, Hercules, CA).

 2. Precision Plus Protein Standard All Blue Molecular Weight 
Marker (Cat # 161-0373, Bio-Rad Laboratories, Hercules, 
CA).

 3. XT-MOPS running buffer (Cat # 161-0788, Bio-Rad 
Laboratories, Hercules, CA).

 4. 1× Tris/Glycine transfer buffer (Cat # 161-0772, Bio-Rad 
Laboratories, Hercules, CA).

 5. Hybond P polyvinylidene difluoride (PVDF) membrane (Cat 
# RPN303F, GE Healthcare, Piscataway, NJ).

 6. Western Lightning Chemiluminescence Reagent Plus (Cat # 
NEL105, Perkin Elmer Life Sciences, Inc., Boston, MA).

 7. Gel Code Blue Stain Reagent (Cat # 24592, Thermo 
Scientific, Rockford, IL).

 8. Methanol (439193, Sigma-Aldrich, St. Louis, MO).
 9. Tween 20 (P7949, Sigma-Aldrich, St. Louis, MO).
 10. 1× PBS-Tween 20 (0.05% Tween 20).
 11. Blocking/dilution buffer (1%BSA/1xPBS-Tween 20).
 12. Primary Antibody: Rabbit Anti-DNP antibody (provided in 

OxyBlot kit).

2.2. Materials  
for the Western  
Blot Procedure
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 13. Secondary antibody: Goat Anti-Rabbit IgG (HRP-conjugated) 
antibody (provided in OxyBlot kit).

User-friendly versions of all of the protocols and procedures can 
be found on our website at http://www.mc.vanderbilt.edu/
root/vumc.php?site=mclaughlinlab&doc=17838.

 1. Start by scraping cells from the dish using a rubber policeman 
in 350 ml TNEB with added protease inhibitor cocktail. For 
each condition, cells grown in two wells of a 6-well plate are 
combined. A protein concentration of 1 mg/ml is recom-
mended for the OxyBlot methodology.

 2. Of this cell suspension, save 50 ml for the determination of 
protein concentrations (see Note 1), and resuspend 150 ml in 
an equal volume of Laemmeli Buffer with b-mercaptoethanol, 
heat sample to 95°C for 10 min, and store at −20°C.

 3. Add the remaining 150 ml of the cell suspension into a new 
Eppendorf tube containing DTT (50 mM) and vortex sample 
briefly. For longer storage options of samples containing 
DTT, see Note 2.

 4. For the OxyBlot procedure, follow the flow chart outlined in 
Fig. 2. In brief, 5 ml of the cell lysate designated for the 
OxyBlot procedure as well as 5 ml 12% SDS should be added 
into two new Eppendorf tubes, of which one is designated for 
the DR and the other one for the NC. Next, add 10 ml of 1× 
DNPH or 1× derivatization control solution into the 1.5 ml 
Eppendorf tubes designated for the DR or NC, respectively. 
The sample for the DR will take on an orange color following 
the addition of DNPH. For the derivatization of larger vol-
umes of cell lysates, see Note 3. For important information 
about the exposure time of samples in the derivatization solu-
tion, see Note 4.

 5. Allow samples to incubate at room temperature for 15 min 
after which 7.5 ml of the neutralization solution should be 
added to each sample.

 6. Store samples at 4°C and run samples on a gel within 7 days 
of protein derivatization. For longer storage options of sam-
ples, see Note 5.

 1. Allow OxyBlot samples to reach room temperature prior to 
loading samples on a gel. Do not heat samples.

 2. For best results, use a gradient gel (e.g., 4–12%).
 3. Start loading the gel by adding 10 ml of the Precision Plus 

Protein Standard All Blue Molecular Weight Marker.
 4. Assuring equal protein concentrations of all samples, load the 

appropriate volume of the OxyBlot samples so that the sample 

2.3.  Methods

2.3.1. OxyBlot Procedure 
Using 5 ml of Each Sample

2.3.2.  Western Blotting
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of the DR is next to the sample of the NC. This will allow for 
a more efficient comparison of bands during analysis. For 
information about assuring equal protein loading, see Note 6.

 5. Follow manufacturer’s directions to run the gel.
 6. Transfer proteins onto a PVDF membrane by following man-

ufacturer’s directions for the used transfer apparatus.
 7. Block nonspecific primary antibody binding by placing the 

membrane into methanol for 5 min.
 8. Allow membrane to dry for 15–20 min before placing it into 

primary antibody.
 9. Prepare 15 ml of a 1:150 dilution of the primary antibody 

provided in the OxyBlot kit in blocking/dilution buffer. For 

Derivatization Reaction Negative Control   

5ml Protein 5ml 12% SDS

6% SDS

Add 10ml 1 x DNPH solution

5ml Protein 5ml 12% SDS

6% SDS

Add 10ml 1 x Derivatization solution

Shake well and incubate
at RT for 15min

Add 7.5ml Neutralization solution Add 7.5ml Neutralization solution

Samples are ready for loading onto gel or
storage at 4°C for up to 7 days.

Fig. 2. OxyBlot methodology flow chart. 5 ml sample are added to two prelabeled 1.5 ml Eppendorf tubes, of which one is 
designated for the derivatization reaction (DR) and the second one for the negative control (NC). 5 ml of 12% SDS are 
added to each sample to obtain a final concentration of 6% SDS. 10 ml of 1× DNPH or 1× derivatization control solution 
should be added to samples designated for the DR or NC, respectively. Samples are allowed to incubate for 15 min at 
room temperature, after which 7.5 ml neutralization solution should be added to each sample. Samples are ready to be 
processed using gel electrophoresis.
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important information about the primary antibody provided 
in the OxyBlot kit, see Note 7.

 10. Incubate the membrane in the primary antibody overnight at 
4°C while shaking on an orbital shaker.

 11. Using multiple changes of 1× PBS-Tween 20, wash membrane 
for a total of 30 min before adding the secondary antibody.

 12. Prepare 15 ml of a 1:300 dilution of the secondary antibody 
provided in the OxyBlot kit in blocking/dilution buffer.

 13. Incubate membrane for 1 h at room temperature while shak-
ing on an orbital shaker.

 14. Using multiple changes of 1× PBS-Tween 20, wash mem-
brane for a total of 30 min before adding the chemilumines-
cent reagent according to manufacturer’s specifications and 
exposing the membrane to film.

 1. All biological samples will have oxidized proteins with higher 
levels of total protein oxidation in samples following biologi-
cal stress.

 2. The final result of the OxyBlot procedure will show several 
bands in the DR sample of each condition (Fig.  3). Bands 
that are present in the DR but not in the NC have undergone 
oxidative modifications. For information about exposure 
times pertinent to the NC samples, see Note 8.

2.3.3. Interpretation of Data

Fig. 3. Neuronal exposure to oxygen glucose deprivation (OGD) results in protein oxidation. Mature neuron-enriched 
 primary forebrain cultures were exposed to OGD for various durations of time (5¢, 15¢ or 90¢) and protein oxidation was 
determined using the OxyBlot methodology 24 h following termination of OGD. Levels of total oxidized proteins increased 
robustly following mild (5¢) or moderate (15¢) OGD, but decreased strongly following exposure to lethal (90¢) OGD.
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 3. The degree of protein oxidation can be identified by the 
intensity of the bands. That is, the more intense the bands 
are, the higher is the degree of stress-specific protein 
oxidation.

The biotin–avidin-capture methodology combined with immu-
noblotting is a powerful new technology that allows for the detec-
tion of specific proteins that have been modified by oxidative 
stress. This methodology uses biotin hydrazide to covalently label 
carbonyl groups that have formed on protein side chains upon 
exposure to oxidative stress (Fig. 4). Using immunoprecipitation, 
adducted proteins bound to biotin hydrazide are pulled down 
allowing for the elution of oxidatively modified proteins. The 
subsequent immunoblotting analysis allows for a rapid screening 
of proteins of interest to determine if these proteins have been 
oxidized (Fig. 5) (19).

 1. 1.5 ml Clear Eppendorf tubes.
 2. Ice cold 1× PBS (100 ml 10× PBS; 900 ml milliQ H2O).
 3. TNEB (50 mM Tris–HCl, 2 mM EDTA, 100 mM NaCl and 

1%NP-40; pH 7.8) with added protease inhibitor cocktail 
(P8340, Sigma-Aldrich, St. Louis, MO).

 4. Bio-Rad Dc Protein Assay kit (Bio-Rad Laboratories, Hercules, 
CA).

 5. MilliQ H2O.
 6. Dimethyl sulfoxide (DMSO; D8418, Sigma-Aldrich, St. 

Louis, MO).
 7. Biotin hydrazide (B3770, Sigma-Aldrich, St. Louis, MO). 

Prepare a 50 mM stock solution in DMSO and prepare freshly 
before every experiment. The final concentration of biotin 
hydrazide per sample is 5 mM.

 8. Sodium borohydride (213462, Sigma-Aldrich, St. Louis, 
MO). Prepare a 500 mM stock solution in milliQ H2O and 
prepare freshly before every experiment. The final concentra-
tion of sodium borohydride is 50 mM.

 9. NuPAGE LDS Sample Buffer (4×) (NP0007, Invitrogen, 
Carlsbad, CA).

 10. Amicon Ultra Centrifugal Filter Devices (UFC801024, 
Millipore, Billerica, MA).

 11. Streptavidin Sepharose High-Performance beads (17-5113-
01, GE Healthcare, Uppsala, Sweden).

3. Principles of the 
Biotin–Avidin-
Capture 
Methodology

3.1. Materials for the 
Biotin–Avidin-Capture 
Methodology
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 12. 1% Sodium dodecyl sulfate (SDS; L3771, Sigma-Aldrich, St. 
Louis, MO).

 13. 1 M sodium chloride (NaCl; S9525, Sigma-Aldrich, St. Louis, 
MO).

 14. Dithiothreitol (DTT; D9779, Sigma-Aldrich, St. Louis, 
MO). Prepare a 1 M stock solution and store at −20°C. The 
working concentration of DTT is 50 mM and should not be 
stored for more than 6 h.

 15. 4 M urea (U6504, Sigma-Aldrich, St. Louis, MO). Urea has 
to be freshly prepared before every experiment.
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Fig. 4. Schematic of the biotin–avidin-capture methodology. Exposure of HT-22 cells to extracellular glutamate results in 
the depletion of the main intracellular antioxidant glutathione and the elevation of ROS levels. Protein damage by ROS 
results in the formation of carbonyl groups on protein side chains (top example) which are derivatized with biotin hydraz-
ide (formation of double bond; middle example). The addition of sodium borohydride reduces the initial Schiff base 
formed between the carbonyl and biotin hydrazide (formation of single bond; bottom example), thus preventing the rever-
sion of the adduct. The oxidative status of proteins of interest can then be analyzed by using the Western blot methodol-
ogy. Although the addition of extracellular glutamate is used to induce oxidative stress in the HT-22 model system, 
interfering with glutathione synthesis at any other step or directly adding reactive oxygen species to the cells are equally 
effective means to induce oxidative stress.
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 1. 4–12% Criterion Bis-Tris gels (Cat # 343-0123, Bio-Rad 
Laboratories, Hercules, CA).

 2. Precision Plus Protein Standard All Blue Molecular Weight 
Markers (Cat # 161-0373, Bio-Rad Laboratories, Hercules, 
CA).

 3. XT-MOPS running buffer (Cat # 161-0788, Bio-Rad 
Laboratories, Hercules, CA).

 4. 1× Tris/Glycine transfer buffer (Cat # 161-0772, Bio-Rad 
Laboratories, Hercules, CA).

 5. Hybond P polyvinylidene difluoride (PVDF) membrane (Cat 
# RPN303F, GE Healthcare, Piscataway, NJ).

 6. Western Lightning Chemiluminescence Reagent Plus (Cat # 
NEL105, Perkin Elmer Life Sciences, Inc., Boston, MA).

 7. Gel Code Blue Stain Reagent (Cat # 24592, Thermo 
Scientific, Rockford, IL).

 8. Methanol (439193, Sigma-Aldrich, St. Louis, MO).
 9. Tween 20 (P7949, Sigma-Aldrich, St. Louis, MO).
 10. 1× TBS-Tween 20 (100 ml 10× TBS, 900 ml milliQ H2O, 

0.05% Tween 20).
 11. Carnation Instant Nonfat Dry Milk Powder (Nestlé, Vevey, 

Switzerland).
 12. Primary antibodies: Rabbit Anti-HSC70 (SPA-816; Stressgen, 

Ann Arbor, MI); Rabbit Anti-Tau (A0024; DaykoCytomation, 
Glostrup, Denmark); Mouse Anti-GAPDH (AM4300; 
Ambion, Inc., Austin, TX).

 13. Secondary antibodies: Anti-rabbit IgG HRP-linked antibody 
(7074; Cell Signaling, Danvers, MA); Anti-mouse IgG HRP-
linked antibody (7076; Cell Signaling, Danvers, MA).

 1. Start by harvesting cells and determining protein concentra-
tions by using the Bio-Rad Dc Protein Assay kit.

 2. Adjust protein concentrations to 2 mg/ml for each sample. 
The final volume of each sample should be 1 ml.

 3. Remove 50 ml sample from each tube and transfer into a new 
prelabeled 1.5 ml Eppendorf tube. Add DTT (50 mM) and 
NuPage Sample buffer (4×) to each sample, heat samples for 
10 min at 95°C, and store at −20°C. This sample is referred 
to as the whole cell lysate.

 4. Add biotin hydrazide (5 mM) into the remainder of each 
sample and incubate samples for 2 h in the dark while rotat-
ing on a tube rotator.

 5. Following the termination of the incubation time, add sodium 
borohydride (50 mM) to each sample and allow samples to 
incubate for 30 min at room temperature. The formation of 

3.2. Materials  
for the Western Blot 
Procedure

3.3. Methods

3.3.1. Biotin–Avidin-
Capture Methodology
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bubbles indicates the reduction of double bonds into single 
bonds. Do not close Eppendorf tubes during this process.

 6. During the 30 min incubation time, prepare Amicon Ultra 
Centrifugal Filter Devices. One filter device per sample is 
needed. Add 1 ml 1× PBS into the filter device followed by a 
20 min centrifugation at 2,472 × g.

 7. Upon termination of the 30 min incubation, add the entire 
sample and 2.5 ml cold 1× PBS into the filter device. Spin 
samples at 2,472 × g for 20 min. Remove the flow through 
upon termination of centrifugation. Add another 2.5 ml 1× 
PBS into the filter device and centrifuge the sample at 2,472 × g 
for 20 min. Remove the flow through upon termination of 
centrifugation and repeat washes for a total of three times.

 8. During the last spin, start to prepare a bead slurry composed 
of 250 ml Streptavidin Sepharose High-Performance beads 
and 250 ml 1× PBS.

 9. Wash the beads for a total of three times by following the 
subsequent steps:
(a) Vortex bead slurry.
(b) Centrifuge bead slurry on bench top centrifuge at 

2,282 × g for approximately 1 min.
(c) Carefully discard supernatant.
(d) Add 1 ml 1× PBS.
(e) Repeat steps a–d.

 10. Upon termination of the three washes of the beads, add 
500 ml 1× PBS to prevent the drying out of the beads until 
samples are ready to be added.

 11. After termination of the final centrifugation, the approximate 
volumes of each sample have to be estimated. Prepare a new 
1.5 ml Eppendorf tube for each sample and estimate the 
approximate amount of the sample that did not flow through 
the filter by pipetting this volume into the designated prela-
beled 1.5 ml Eppendorf tube, thereby paying attention to the 
volumes that are transferred.

 12. Adjust all samples to an equal volume by adding the appro-
priate amount of 1× PBS to the samples. For information 
about the volume adjustment of samples, see Note 9. 
Transfer 100 ml of each sample into a new prelabeled 1.5 ml 
Eppendorf tube, followed by the addition of DTT (50 mM) 
and NuPage Sample buffer (4×). Heat the samples for 
10 min at 95°C and store at −20°C. This sample is referred 
to as the input.

 13. Centrifuge bead slurry on bench top centrifuge at 2,282 × g 
for approximately 1 min and carefully remove the entire 
supernatant.
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 14. Add the remainder of each sample to the appropriate 
prelabeled 1.5 ml Eppendorf tube containing washed 
Streptavidin Sepharose High-Performance beads and care-
fully mix the beads with the sample.

 15. Allow samples to incubate at 4°C overnight while rotating on 
a tube rotator.

 16. The following day, prepare 1% SDS, 1 M NaCl, and 4 M urea. 
Note that the urea has to be freshly prepared before every 
experiment.

 17. Centrifuge samples on bench top centrifuge at 2,282 × g for 
approximately 1 min.

 18. Transfer 100 ml of the supernatant into a new prelabeled 
1.5 ml Eppendorf tube. Add DTT (50 mM) and NuPage 
Sample buffer (4×) to each sample. Heat samples for 10 min 
at 95°C and store at −20°C. This sample is referred to as the 
flow through. Transfer the remainder of the supernatant into 
another 1.5 ml Eppendorf tube and store at −20°C.

 19. Follow steps a–e listed below for the following washes. 
Wash the beads twice with 1% SDS. Then wash beads with 
4 M urea. Next, beads should be washed 1 M NaCl and 
finally with 1× PBS. (Example uses 1% SDS, which is the 
solution used for the first 2 washes. Save the supernatant 
after the first wash only. All other supernatants may be 
discarded):
(a) Add 1 ml of 1% SDS to the beads.
(b) Vortex.
(c) Manually invert tubes approximately 20 times.
(d) Centrifuge samples on bench top centrifuge at 2,282 × g 

for approximately 1 min.
(e) Discard supernatant.

 20. Elute beads in 90 ml NuPage Sample buffer (4×) and DTT 
(50 mM). This sample is referred to as the eluate.

 21. Vortex all samples and heat for 10 min at 95°C. Store at 
−20°C.

 1. Heat input, eluate, and flow through samples of each experi-
mental condition for 10 min at 95°C.

 2. Dedicate one lane of your gel to the protein standard by add-
ing 10 ml of the Precision Plus Protein Standard All Blue 
Molecular Weight Marker.

 3. Load 10 ml of the samples to the gel. Add samples in the follow-
ing order: input, eluate, flow through. This will allow for a more 
efficient comparison of bands during analysis. For information 
on protein concentrations and number of proteins that can be 
detected from each sample, see Notes 10 and 11, respectively.

3.3.2.  Western Blotting
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 4. Follow manufacturer’s directions to run the gel.
 5. Transfer proteins onto a PVDF membrane by following man-

ufacturer’s directions for the used transfer apparatus.
 6. Block nonspecific primary antibody binding by placing the 

membrane into methanol for 5 min.
 7. Allow membrane to dry for 15–20 min before placing the 

membrane into the primary antibody.
 8. Prepare primary antibodies of interest in dilution buffer (5% 

nonfat dry milk, 1× TBS-Tween 20).
 9. Incubate the membrane in primary antibody overnight at 

4°C while shaking on an orbital shaker.
 10. Using multiple changes of 1× TBS-Tween 20, wash membrane 

for a total of 30 min before adding the secondary antibody.
 11. Prepare appropriate secondary antibodies in dilution buffer 

(5% nonfat dry milk, 1× TBS-Tween 20).
 12. Incubate membrane for 1 h at room temperature while shaking 

on an orbital shaker.
 13. Using multiple changes of 1× TBS-Tween 20, wash the mem-

brane for a total of 30 min before adding the chemilumines-
cent reagent according to manufacturer’s specifications and 
exposing the membrane to film.

 1. Proteins that have undergone modifications following expo-
sure to oxidative stress will be identified as a band in the 
eluate lane (see Fig. 5, Tau). The absence of bands in the lane 

3.3.3. Interpretation  
of Data

Fig. 5. Tau is oxidized in HT-22 cells. To induce oxidative stress, HT-22 cells were 
exposed to glutamate (3 mM) for 24 h after which cells were harvested, protein concen-
trations were determined, and oxidized proteins were immunoprecipitated using the 
biotin–avidin-capture methodology. Neither HSC70 nor GAPDH is oxidized in this cell 
line even after prolonged exposure to glutamate. The microtubule-associated protein 
tau is oxidized at baseline and is even further oxidized following exposure to glutamate 
for 24 h (band in “eluate” lane).
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designated for the eluate sample indicates the absence of 
oxidative modifications of the protein of interest.

 1. During preliminary experiments, it was noted that the con-
centration of DTT used for the OxyBlot procedure was not 
compatible with most standard protein assays. As a result, we 
decided to remove a 50 ml aliquot from the cell suspension for 
the determination of protein concentrations.

 2. Ideally, it is best to perform the OxyBlot reaction (Fig. 2) 
directly after lysing the cells. However, samples containing 
50 mM DTT may be frozen at −20°C. For best results, do 
not store samples for more than 1 month.

 3. For the OxyBlot procedure, more than 5 ml of cell lysate per 
reaction tube may be treated, but the volumes of the other 
reagents have to be adjusted accordingly.
• Example: if 10 ml of cell lysate are used, double all reagent 
volumes (i.e., 10 ml 12% SDS, 20 ml 1× DNPH solution, 20 ml 
1× derivatization control solution, 15 ml neutralization solu-
tion). This will allow for running two Western blots probing 
for oxidized proteins from the same sample.

 4. In order to prevent an artificial increase in protein carbonyl 
content in the samples, do not allow samples to stand in the 
derivatization solution for more than 15–20 min (16).

 5. Once the OxyBlot procedure (Fig. 2) has been terminated, 
samples can be stored at 4°C or, alternatively, samples can be 
aliquated and stored at −20°C. Samples should be allowed to 
reach room temperature prior to immunoblotting.

 6. To assure equal protein loading, use samples prepared for 
Western blot analysis and run gels probing for HSC70, 
GAPDH, or any other commonly used loading control.

 7. Preliminary experiments determined that the primary anti-
body provided in the OxyBlot kit cannot be reused. For best 
results, prepare new primary antibody for each Western blot.

 8. It has been determined that longer exposure times of the 
membrane are required in order for bands in the NC reaction 
to appear. Exposure times of up to 15 min have been required 
in order to see bands in the NC reactions.

 9. Volumes of samples have to be adjusted in order to facilitate 
the balancing of the samples on the tube rotator overnight.

 10. Given that exact protein concentrations cannot be deter-
mined following the elution of oxidized proteins from the 

4.  Notes
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beads, we run Western blots assuming equal protein concen-
trations in the samples. As a result, these results should not be 
used for quantification purposes, but instead for the determi-
nation of the oxidative status of a protein only.

 11. When using 10 ml of each input, eluate, and flow through 
from each sample, a total of 10 gels can be run. However, 
stripping the membrane following transfer will allow for the 
probing of one membrane with several different antibodies 
against proteins of varying molecular weights, thereby increas-
ing the number of proteins that can be analyzed.
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Chapter 19

Catecholaminergic Cell Lines for the Study of Dopamine 
Metabolism and Neurotoxicity

Juan Segura-Aguilar 

Abstract

The selective loss of melanin-containing dopaminergic neurons in the substantia nigra pars compacta 
and locus coeruleus has motivated a large number of preclinical studies aimed at understanding the 
molecular mechanisms involved in the neurodegeneration of dopaminergic neurons in Parkinson’s disease. 
To perform these preclinical studies with catecholaminergic neurotoxins such as 6-hydroxydopamine, 
MPTP (1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine), rotenon, paraquat, aminochrome, etc. requires 
to select cell model that expresses dopaminergic features such as dopamine transport, formation of 
neuromelanin, release of dopamine, and monoamine oxidase. The most used model cell lines are PC12 
and SH-SY5Y cell lines due to their catecholaminergic properties, but we review several other cell lines 
that can be useful.

Key words: Dopamine, Parkinson’s disease, MPTP (1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine), 
Rotenone, Paraquat, Aminochrome, Neuromelanin, PC12, SH-SY5Y

Parkinson’s disease is a progressive neurodegenerative disease that 
is characterized pathologically by the selective loss of melanin-
containing dopaminergic neurons in the substantia nigra pars 
compacta and locus coeruleus. This finding has motivated a large 
number of preclinical studies aimed at understanding the molecular 
mechanisms involved in the neurodegeneration of dopaminergic 
neurons in Parkinson’s disease. Several neurotoxins have been 
used in these studies, most commonly 6-hydroxydopamine 
and MPTP (1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine). 
Preclinical studies have used PC12 and SH-SY5Y cell lines due to their 
catecholaminergic properties. The cell line selected is an important 

1. Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_19, © Springer Science+Business Media, LLC 2011
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factor to consider when interpreting data about the molecular 
mechanism underlying the cell death of melanin-containing 
neurons in the neurodegenerative process in Parkinson disease.

The correct selection of a suitable catecholaminergic cell line is a very 
important step for studying dopamine metabolism or neurotoxicity. 
A cell line should be as similar as possible to  dopaminergic neurons. 
The most important features of dopaminergic neurons that we must 
take into account when selecting the most suitable catecholaminer-
gic cell line are the following: synthesis of dopamine, expression of 
VMAT-2, neuromelanin formation, expression of dopamine trans-
porter (DAT), and expression of monoamine oxidase.

Dopaminergic neurons produce dopamine by converting the 
amino acid tyrosine into l-dihydroxyphenylalanine (l-dopa), the 
precursor of dopamine. This process occurs through a sequence of 
reactions that are initiated by tyrosine hydroxylase, an enzyme 
that catalyzes the formation of l-dopa and is present in cells producing 
catecholamines. The conversion of tyrosine to l-dopa is the rate-
limiting step in the synthesis of dopamine. l-Dopa is subsequently 
decarboxylated to dopamine, which is catalyzed by the aromatic 
amino acid decarboxylase (see Fig. 1). Cells expressing dopamine 
b-hydroxylase are able to produce norepinephrine; cells producing 
epinephrine require the expression of phenylethanolamine-N-
methyl transferase.

The synthesized dopamine is efficiently transported by VMAT-2 
into monoaminergic vesicles that are used for neurotransmission. 
This step is crucial to preventing oxidation of dopamine in the 
presence of dioxygen, given that the hydroxyl group’s protons are 
dissociated once they reach a physiological pH. The monoamin-
ergic vesicles contain a vesicular-ATPase that uses the hydrolysis 
of cytoplasmic ATP in order to promote the influx of protons into 
monoaminergic vesicles, thereby creating a proton gradient. 

2. Dopaminergic 
Neurons Features

2.1. Synthesis 
of Dopamine

2.2. Expression  
of VMAT-2
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Fig. 1. Dopamine synthesis. The synthesis of dopamine is dependent on the availability of amino acid tyrosine and the 
enzyme tyrosine hydroxylase which catalyze the hydroxylation of tyrosine generating l-dopa. To form dopamine, the 
decarboxylation of l-dopa catalyzed by the enzyme aromatic amino acid decarboxylase is required.
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VAMT-2 uses this proton gradient to drive dopamine transport 
into the monoaminergic vesicles. The high concentration of protons 
inside the monoaminergic vesicles creates a weak acid environ-
ment, with a pH around 5, thereby allowing the accumulation of 
a millimolar concentration of dopamine without risk of oxidation 
or polymerization to neuromelanin (Fig. 2).

An important feature of dopaminergic neurons is the formation 
of neuromelanin. This process is particularly interesting when 
studying the mechanism of neurodegeneration in Parkinson’s 
disease, given that neuromelanin-containing dopaminergic neu-
rons from the nigrostriatal system are selectively lost in Parkinson’s 
disease. In humans, neuromelanin naturally accumulates in the 
substantia nigra over time (1, 2). Neuromelanin-containing cells 
in the substantia nigra do not degenerate in healthy individuals, 
suggesting that neuromelanin formation is not a neurotoxic pathway, 
in and of itself, but rather neuromelanin formation is the result of 
dopamine oxidation. Dioxygen catalyzes dopamine one-electron 
oxidation to dopamine o-semiquinone (DAoSQ) radical with 
concomitant formation of one molecule of the superoxide radical 
(reaction 1). Dopamine one-electron oxidation can also be cata-
lyzed by transition metals such as manganese(III) under both 

2.3. Neuromelanin 
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Fig. 2. Synthesis and dopamine uptake mediated by VMAT-2. The synthesis of dopamine is 
associated with VMAT-2 that is bound to monoaminergic vesicles, preventing the exis-
tence of free dopamine in the cytosol that can dissociate and autoxidize in the presence 
of oxygen. VAMT-2 drives dopamine transport by using vesicular-ATPase proton gradient.
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aerobic and anaerobic conditions to aminochrome (3). Copper 
sulfate(II) and iron chloride(III) are both able to oxidize dopamine 
by forming a complex with dopamine prior to its oxidation to 
aminochrome (4–6). Peroxidases, such as lactoperoxidase, are 
also able to catalyze dopamine one-electron oxidation with the 
formation of the DAoSQ radical (reaction 1) (7). Other enzymes 
that catalyze dopamine oxidation act as peroxidases, including 
prostaglandin H synthase, cytochrome P450 forms, xanthine 
oxidase, tyrosinase, and dopamine b-monooxygenase (8–13). 
The DAoSQ radical can also be oxidized by dioxygen to dopamine 
o-quinone (reaction 2). However, DAoSQ is not particularly reac-
tive with oxygen, given that its ESR-signal was stabilized by the 
presence of ZnCl2 for more than 10 min (7). Therefore, it seems 
plausible that two DAoSQ radicals can react to each other (dispro-
portionation reaction), resulting in the formation of one molecule 
of dopamine o-quinone and one molecule of dopamine (reac-
tion 3). Dopamine can also be oxidized to dopamine o-quinone 
in one step that uses two electrons from tyrosinase, but does not 
form the DAoSQ radical, as evidenced by the fact that no ESR-
signal was observed during this reaction (reaction 4; (7)). 
Tyrosinase is essential for melanin synthesis and is also found in 
the pigment epithelium of the retina. Moreover, tyrosinase mRNA 
was reportedly expressed in the human substantia nigra (14). 
However, it appears that the protein expression of tyrosinase is 
prevented by strict regulation, such that the formation of neu-
romelanin is a progressive event that takes place over the course 
of many years. Dopamine o-quinone cyclizes to form amino-
chrome in such a way that the amino chain spontaneously rear-
ranges over several steps to finally form aminochrome at a 
physiological pH (reaction 5). Therefore, dopamine o-quinone 
acts as a transient molecule at physiological pH levels where it is 
stable with a pH lower than 2 (3). Aminochrome is the precursor 
of neuromelanin and is relatively stable at physiological pH 7.4, 
given that 50% of the decay was at 112 min (15). The formation 
of neuromelanin is a consequence of the rearrangement of amin-
ochrome to 5,6-dihydroxyindole (reaction 6), thereby oxidizing 
indole-5,6-quinone (reaction 7) and finally producing polymer-
ization and formation of the pigment that accumulates in double 
membrane vesicles (Fig. 3).

The DAT is a selective marker of dopaminergic neurons which 
plays an important role in terminating dopamine synaptic neurotrans-
mission by catalyzing dopamine reuptake (16). DAT mRNA is 
restricted to dopaminergic neurons and is localized within cell 
bodies (17, 18). The DAT is a Na+/Cl−-dependent neurotrans-
mitter transporter that is similar to glycine, norepinephrine, sero-
tonin, and GABA transporters (19). Dopamine uptake is driven 
by an electrochemical gradient that is energetically coupled to the 

2.4. Expression of 
Dopamine Transporter
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transmembrane concentration gradient of Na+, which is maintained 
by Na+-K+-ATPases (20). Dopamine uptake involves the translo-
cation of one molecule of dopamine as well as two Na+ and one 
Cl− ions across the cell membrane. DAT is synthesized at the 
endoplasmic reticulum membrane; it is then glycosylated and 
transported to the plasma membrane (21). The regulation of 
DAT is mediated by several mechanisms including the following: 
(i) constitutive endocytosis that is dependent on PKC activation 
(22, 23); (ii) inhibition of ERK1/2 activity that results in down-
regulation of DAT, suggesting that MAPK/ERK1/2 plays an 
important role in maximal localization of the DAT at the plasma 
membrane (24–26); (iii) DAT may be regulated by specific pro-
teins that interact with the DAT. For example, alpha-synuclein is 
a negative modulator of human DAT activity (27). Wild-type 
alpha-synuclein facilitates DAT internalization, whereas mutated 
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alpha-synuclein reduces DAT internalization (28); (iv) 
Psychostimulants that interact directly with DAT can regulate the 
number of DATs on cell surface. For example, amphetamines 
induce relatively long-term reversible down-regulation of DAT 
by reducing H3+-dopamine uptake (29, 30). Conversely, cocaine 
increases dopamine uptake and the number of DAT on the cell 
surface (31). The selectivity of dopaminergic neurons is due to 
their ability to be transported by DAT. For example, DAT inter-
nalization reduces the toxic effects of MPP+ (28). Moreover, the 
inhibition of DAT by nomifensine prevents MPP+ neurotoxicity 
(32) and inhibits MPP+-induced DNA fragmentation (33) 
(Fig. 4).

Monoamine oxidases (MAOs) A and B are flavoenzymes that 
catalyze the oxidative deamination of biogenic amines including 
neurotransmitters, such as dopamine. These enzymes are bound 
to the mitochondrial membrane in neurons, glial cells, and other 
cell types (34, 35). MAO function in dopaminergic neurons is 
involved with maintaining a low concentration of cytosolic dopamine. 
MAO-A mainly metabolizes monoaminergic neurotransmitters, 

2.5. Expression of 
Monoamine Oxidase

Fig. 4. Dopamine transporter (DAT). The reuptake of dopamine released during neurotransmission is mediated by DAT.
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such as serotonin, dopamine, noradrenaline, and adrenaline, whereas 
MAO-B mainly metabolizes trace amines, such as tyramine and 
phenylethylamine (36) (Fig. 5).

PC12 and SH-SY5Y have been the most commonly used cate-
cholaminergic cell lines used in preclinical experimental models 
for the neurodegeneration that occurs in Parkinson’s disease. 
Neurodegenerative symptoms are modeled using neurotoxins 
such as 6-hydroxydopamine, 1-methyl-4-phenyl-1,2,3,6-tetrahy-
dropyridine, or rotenone. Recently, other cell lines have been 
used to explore the activity of dopaminergic neurotoxins.

PC12 is a cell line that was originally derived from a pheochro-
mocytoma (a tumor in the adrenal gland) that developed in an 
irradiated rat (37). Under standard culture conditions, these cells 
exhibit properties that are similar to those of immature rat adrenal 
chromaffin cells. When grown in the presence of nerve growth 
factor (NGF), PC12 cells extend neurites, eventually becoming 
electrically excitable, responding more efficiently to exogenously 
applied acetylcholine and increasing their expression of calcium 
channels as well as the biosynthesis of several neurotransmitters 
(38). PC12 cells grown in the presence of NGF resemble sympa-
thetic neurons, and they have been widely used as an experimental 
model for preclinical studies on the mechanisms of neurodegen-
eration in Parkinson’s disease. PC12 cells express dopamine, nor-
epinephrine, and serotonin transporters (39–41), whereas only 
PC12 cells have been reported to transport serotonin (42).

The base medium for this cell line is F-12K Medium, (ATTC, 
Catalog No. 30-2004) supplemented with 2.5% (v/v) fetal bovine 
serum, 15% horse serum, and 1% (v/v) antibiotic/antimycotic 
mixture (Gibco).

3. Catecholami-
nergic Cell Lines

3.1. PC12 Cell Line

3.1.1. Cell Culture Medium
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Fig. 5. Dopamine oxidative deamination. Dopamine excess is removed by monoamino 
oxidase that catalyzes oxidative deamination of dopamine to dopac and hydrogen 
peroxide.
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PC12 cells are grown in suspension within an atmosphere composed 
of 95% air and 5% carbon dioxide (CO2) at 37.0°C. Cells have a 
doubling time of 48 h under these conditions.

The cells are recovered from the suspension using centrifugation 
between 180 and 225 × g for 8–15 min at room temperature. The cell 
pellet is resuspended in a small volume of fresh medium that contains 
the cell clusters. In order to break up cell clusters in the medium, 
an aliquot of 4–6 mL is then gently aspirated 5 times up and 
down with a new 20-mL syringe that is outfitted with needle. 
About 5 × 105 cells/mL are seeded in a new flask. The subcultiva-
tion ratio is 1:3 twice per week and media renewal is every 2–3 days.

PC-12 cells can be frozen in F-12K medium supplemented with 
2.5% (v/v) fetal bovine serum, 15% horse serum, 1% (v/v) anti-
biotic/antimycotic mixture, and 5% (v/v) DMSO. The cells can 
be stored in liquid nitrogen vapor phase.

In order to differentiate PC12 cells, 3.5 × 106 cells are seeded and 
the medium changed after 24 h to a medium that contains 50 ng/mL 
50 ng/mL nerve growth factor (NGF-7S, Sigma-Aldrich, Inc., St 
Louis, MO) for 5–7 days.

This cell line can be obtained from ATTC catalogue number 
CRL-1721 (www.atcc.org).

The other cell line mentioned above, SH-SY5Y, is a third-generation 
neuroblastoma, cloned from SH-SY5. An important difference 
that distinguishes SH-SY5Y cells from PC12 cells is that this cell 
line is derived from human cells. The original cell line was isolated 
from a metastatic bone tumor in 1970. The cells possess an abnormal 
chromosome 1, exhibiting an additional copy of the 1q segment 
and thereby referred to as trisomy 1q. SH-SY5Y cells are known 
to be dopamine-b-hydroxylase active, cholinergic, glutamatergic, 
and adenosinergic. The dividing cells can form clusters that are 
reminiscent of their cancerous formation; however, treatment 
with retinoic acid or BDNF can force the cells to extend processes 
and differentiate. This cell line expresses dopamine and norepi-
nephrine transporters (39–41), whereas PC12 cells have been 
reported to have serotonin transporters (42).

The cell culture medium is prepared by mixing Eagle’s Minimum 
Essential Media (Gibco/Invitrogen) and F12 Media (Gibco/
Invitrogen) at a ratio of 1:1. Each medium type is prepared inde-
pendently and filtered using a sterile technique before adding 
10% (v/v) fetal bovine serum, 2 mM l-glutamine (Gibco/

3.1.2. Growth Conditions

3.1.3. Subcultivation

3.1.4. Preservation

3.1.5. Differentiation

3.1.6. Where to Obtain  
the Cells

3.2. SH-SY5Y Cell Line

3.2.1. Cell Culture Medium
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Invitrogen), and 1% (v/v) of the antibiotic/antimycotic mixture 
for the final media.

The cells are grown in glass or plastic petri dish in an atmosphere 
that is composed of 95% air and 5% carbon dioxide (CO2) at a 
temperature of 37°C, and cells have a doubling time of 48 h.

SH-SY5Y cells grow as a mixture of floating and adherent cells. 
The subcultivation is achieved by removing the media that con-
tains the floating cells that are recovered during centrifugation. 
The adherent cells are incubated with a fresh solution of 0.3% 
(v/v) trypsin and 0.53 mM EDTA at room temperature, until the 
cells detach. The detached cells are recovered by centrifugation at 
2,000 rpm, mixed with the floating cells recovered from the 
medium, and finally dispensed into a new petri dish. A subcultivation 
ratio between 1:20 and 1:50 is recommended and the medium 
should be changed every 4–7 days.

SH-SY5Y cells can be frozen in media containing a mixture of 
Eagle’s Minimum Essential Medium and F12 Medium at a ratio 
of 1:1, supplemented with 20% (v/v) fetal bovine serum and 
5% (v/v) DMSO. The cells should be stored in liquid nitrogen 
vapor phase.

The differentiation was performed by seeding 6∙105 SH-SY5Y 
cells in T75 flasks in the presence of cell culture medium that 
contains 10 mM retinoic acid (Sigma-Aldrich) dissolved in 0.01% 
DMSO (v/v) for 8 days. To assess the differentiated phenotype 
under retinoic acid treatment, cells were photographed using a 
phase contrast microscope.

This cell line can be obtained from ATTC catalogue number 
CRL-2266 (www.atcc.org).

RCSN-3 is a cell line derived from the substantia nigra of a 
4-month-old normal adult Fisher 344 rat (4, 43). An important 
feature of RCSN-3 cells is that under proliferating conditions, the 
cells express tyrosine hydroxylase, DAT, VMAT-2, norepinephrine 
transporters, and serotonin transporters and are able to release 
dopamine. Moreover, they contain MAO-A, but not MAO-B. 
The cells also express the divalent metal transporter 1 (DMT1) 
and the mRNA for dopamine receptor D1 and D5 (for review see 
ref (43)). The major advantage of using RCSN-3 cells as compared 
to PC-12 and SH-SY5Y cells is that catecholaminergic features 
can be achieved without using expensive or time-consuming 
protocols.

3.2.2. Growth Conditions

3.2.3. Subcultivation

3.2.4. Preservation

3.2.5. Differentiation

3.2.6. Where to Obtain  
the Cells

3.3. RCSN-3 Cell Line
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RCSN-3 cells grow in a mixture of Dulbecco’s Modified Eagle’s 
Medium (DMEM) and Ham’s Nutrient Mixture F12 (HAM-
F12, Sigma-Aldrich) in a ratio of 1:1, supplemented with 10% 
(v/v) bovine serum, 2.5% fetal bovine serum, and 40 mg/L  
gentamicin sulfate.

The cells grow in glass or plastic petri dish in a monolayer. The cells 
grow well under either an atmosphere composed of 90% air and 
10% carbon dioxide (CO2), or alternatively, 95% air and 5% CO2. 
Cells are grown at a temperature of 37°C with a doubling time of 
52 h, a plating efficiency of 21%, and a saturation density of 
56,000 cells/cm2.

RCSN-3 cells grow as adherent cells in a monolayer. The subcul-
tivation is achieved by incubating the cells with media containing 
10% (v/v) trypsin for 15 min. The trypsin reaction is stopped by 
adding an equal volume of cell culture medium. The cells are 
subsequently collected by centrifugation at 2,000 rpm.

RCSN-3 cells can be frozen in a medium containing a mixture of 
DMEM and HAM-F12 medium at a ratio of 1:1, with 10% (v/v) 
bovine serum, 2.5% fetal bovine serum, 40 mg/L gentamicine 
sulfate, and 10% glycerol. The cells are stored in liquid nitrogen 
vapor phase.

RCSN-3 cell line can be obtained by signing an MTA (Dr. Pablo 
Caviedes, e-mail: pablo.caviedes@cicef.cl).

SK-N-SH is a human neuroblastoma cell line that has the ability 
to take up dopamine (44, 45) and noradrenaline (46). 
Furthermore, this cell line has been used in studies related to 
DATs (45) and norepinephrine transporters (47).

The cell culture medium is Eagle’s Minimum Essential Medium 
(ATCC, Catalog No. 30-2003) supplemented with 10% (v/v) 
fetal bovine serum and 1% penicillin/streptomycin (10,000  
U/10,000 mg).

SK-N-SH cells grow in a monolayer in an atmosphere composed of 
95% air and 5% carbon dioxide (CO2) at a temperature of 37°C.

The cells will be incubated at room temperature with a medium 
containing 0.25% trypsin and 0.03% EDTA until the cells detach. 
For subcultivation, the collected cells will be seeded in a new flask 
with fresh medium using a ratio between 1:3 and 1:8 and the 
medium will be changed 1–2 times per week.

SK-N-SH cells can be frozen in culture medium containing 5% 
(v/v) DMSO and stored in liquid nitrogen vapor phase.

3.3.1. Cell Culture Medium

3.3.2. Growth Conditions

3.3.3. Subcultivation
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This cell line can be obtained from ATTC catalogue number 
HTB-11 (www.atcc.org).

CATH.a is a neuroblastoma cell line derived from a mouse that 
expresses tyrosine hydroxylase and dopamine b-hydroxylase and 
is able to synthesize dopamine and norepinephrine (48).

CATH.a cells display some of the properties that would  
be expected in a locus coeruleus neuron, i.e., expression of  
functional corticotrophin-releasing hormone receptors, a2- 
adrenoceptors, muscarinic cholinergic receptors, and bradykinin 
receptors (49). CATH.a cells express mRNA, encoding all three 
of the major subtypes of opioid receptors. Moreover, the pharma-
cological and functional data were in agreement with the results 
of RT-PCR (50).

The RPMI 1640 cell culture medium is used for CATH.a cells. It is 
supplemented with 2 mM l-glutamine, 1.5 g/L sodium bicar-
bonate, 4.5 g/L glucose, 10 mM HEPES, 1.0 mM sodium pyru-
vate, 8% (v/v) horse serum, 4% (v/v) fetal bovine serum, and 1% 
penicillin/streptomycin (10,000 U/10,000 mg).

CATH.a cells grow in suspension and in adherent conditions in an 
atmosphere composed of 95% air and 5% carbon dioxide (CO2) at 
a temperature of 37°C. Biosafety level 2 should be used with 
CATH.a cells given that they contain SV-40 viral DNA sequences.

CATH.a cells grow as a mixture of floating and adherent cells. 
The floating cells are recovered by centrifugation at 2,000 rpm, 
whereas the adherent cells are incubated with fresh 0.12% (v/v) 
trypsin in the cell culture medium at room temperature until the 
cells detach. The detached cells are then recovered by centrifuga-
tion at 2,000 rpm, mixed with the floating cells that are recovered 
from the media, and are finally dispensed into new petri dish of 
flask. A subcultivation ratio of 1:4 is recommended.

CATH.a cells can be frozen in culture medium containing 10% 
(v/v) glycerol and stored in liquid nitrogen vapor phase.

This cell line can be obtained from ATTC catalogue number 
CRL-11179 (www.atcc.org).

CAD cells are a mouse neuronal cell line that is derived from the 
CATH.a cell line. CAD cells undergo differentiation upon serum 
withdrawal. The differentiation is accompanied by the loss of the 
original immortalizing oncogene SV40 T antigen as well as the 
expression of neuron-specific proteins, such as class III b-tubulin, 
GAP-43, SNAP-25, synaptotagmin, and tyrosine hydroxylase, 
but not GFAP. Furthermore, CAD cells accumulate l-DOPA, 
suggesting that they are capable of dopamine transport. However, 
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CAD cells do not synthesize and secrete dopamine due to the 
absence of activity of the aromatic amino acid decarboxylase (for 
review, see ref (51)).

CAD cells grow in DMEM/F-12 media that is supplemented 
with 8% fetal bovine serum and 1% penicillin–streptomycin (100% 
stocks, 10,000 U/mL penicillin G sodium and 10,000 mg/mL 
streptomycin sulfate in 0.85% saline).

The cells grow under standard tissue culture conditions in an 
atmosphere of 95% air and 5% CO2.

CAD cells were passaged every 3–4 days by pipetting cells from a 
confluent plate and triturating them in 5 mL of fresh medium. 
Cells were replated at a 1:10 dilution (51).

CAD cells can be frozen in a complete culture media that contain 
10% glycerol and then stored in liquid nitrogen vapor phase.

The differentiation of CAD cells was induced by plating the cells 
in serum-containing DF12 medium and then switching to either 
serum-free medium or protein-free medium. Serum-free medium 
contained 20 mg/mL transferrin (Sigma, St. Louis, MO) and 
50 ng/mL sodium selenite (Sigma) in DF12 medium. The protein-
free medium contained only 50 ng/mL of sodium selenite. This 
differentiation protocol requires incubating CAD cells for at least 
5 days in serum-free medium or protein-free medium.

CAD cell line consists of CATH.a cells that have been differenti-
ated and can be obtained from ATTC catalogue number CRL-
11179 (www.atcc.org).

The RCHT cell line was derived from the hypothalamus of a 
4-month-old normal Fisher 344 rat. This cell line expresses norepi-
nephrine, but not DATs or dopaminergic markers such as tyrosine 
hydroxylase and DOPA decarboxylase (52).

RCSN-3 cells grow in a mixture of DMEM and Ham’s Nutrient 
Mixture F12 (HAM-F12, Sigma-Aldrich) at a ratio of 1:1, supple-
mented with 10% (v/v) bovine serum, 2.5% fetal bovine serum, 
and 40 mg/L gentamicine sulfate.

The cells grow in a glass or plastic petri dish in a monolayer. The cells 
grow well under either an atmosphere composed of 90% air and 
10% carbon dioxide (CO2), or alternatively, 95% air and 5% CO2. 
Cells are maintained at a temperature of 37°C with a doubling 
time of 52 h, a plating efficiency of 21%, and a saturation density 
of 56,000 cells/cm2.
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RCSN-3 cells grow as adherent cells in monolayer. The subcultivation 
is achieved by incubating the cells in a medium containing 10% 
(v/v) trypsin for 15 min. The trypsin reaction is stopped by adding 
an equal volume of cell culture medium and the cells are sub-
sequently collected by centrifugation at 2,000 rpm.

RCSN-3 cells can be frozen in a medium containing a mixture 
1:1 of DMEM and HAM-F12 medium, 10% (v/v) bovine serum, 
2.5% fetal bovine serum, 40 mg/L gentamicine sulfate, and 10% 
glycerol. The cells can be stored in liquid nitrogen vapor phase.

RCSN-3 cell line can be obtained by signing an MTA (Dr. Pablo 
Caviedes, e-mail: pablo.caviedes@cicef.cl).

The N27 cell line is composed of tyrosine hydroxylase immortal-
ized cells derived from mesencephalic tissue from 12-day-old rat 
fetuses; this cell line produces dopamine and its metabolites. 
These cells express the DAT, PKC isoforms, and adrenoreceptors 
(53) and have previously been used as a model to study neurotox-
icity (54–57).

N27 cells were cultured in RPMI 1640 medium that was supple-
mented with 10% fetal bovine serum, penicillin (100 U/mL), 
streptomycin (100 mg/mL), and 2 mM glutamine.

N27 cells grow under standard tissue culture conditions in an 
atmosphere of 95% air and 5% CO2. The doubling time of N27 
cells is approximately 26 h.

The subcultivation of N27 cells is complete when the 80% conflu-
ence is observed. These cells are then incubated in the cell culture 
medium with 0.25% trypsin for 20 min at room temperature. The cells 
will be collected by centrifugation (1,270 × g) for 4 min. The 
cells are finally seeded in a new flask (10,000 cells/cm2).

N27 cells can be frozen in the culture medium containing 10% 
DMSO. The cells can be stored in liquid nitrogen vapor phase.

N27 cell line was developed at the University of Colorado Health 
Sciences Center in Denver, CO, USA.

CV1-P cell line was derived from the kidney of a male adult 
African green monkey. This nonneuronal cell line has been used 
in several studies with 6-hydroxydopamine due to the fact that 
CV1-P cells naturally express the DAT (58).

CV1-P cells are cultured in Dulbecco Eagle’s Minimum Essential 
Medium with low glucose (1,000 mg/L, 0.11 g/L sodium pyruvate 

3.7.3. Subcultivation

3.7.4. Preservation

3.7.5. Where to Obtain  
the Cells

3.8. N27 Cell Line

3.8.1. Cell Culture Medium

3.8.2. Growth Conditions

3.8.3. Subcultivation

3.8.4. Preservation

3.8.5. Where to Obtain  
the Cells

3.9. CV1-P Cell Line

3.9.1. Cell Culture Medium
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and pyridoxine, 10% (v/v) fetal bovine serum, and 90 U/mL 
penicillin–streptomycin).

CV1-P cells grow adherently under standard tissue culture condi-
tions in an atmosphere of 95% air and 5% CO2.

The subcultivation is achieved by incubating the cells in medium 
containing 1 mM EDTA and 2.5% (v/v) trypsin until the cells 
detached. The cells are collected by centrifugation at 240 × g for 
4 min. A subcultivation ratio between 1:2 and 1:3 is recom-
mended and the media should be changed 2–3 times per week.

CV1-P cells can be frozen in the culture medium containing 10% 
glycerol. The cells can be stored in liquid nitrogen vapor phase.

CV1-P cells can be obtained from ATCC (ATTC catalogue num-
ber CCL-70; www.atcc.org).

NB69 is a human neuroblastoma cell line that can be differenti-
ated into a catecholaminergic phenotype when in the presence of 
the nitric oxide donor S-nitroso-N-acetyl-d,l-penicillamine, 
thereby inducing an increase in catecholamine levels, 3H-dopamine 
uptake, tyrosine hydroxylase activity, and monoamine metabo-
lism (59).

NB69 cells are cultured in DMEM medium supplemented with 
2 mM l-glutamine, 40 mg/mL gentamicin, and 15% (v/v) fetal 
bovine serum.

N27 cells grow semiadherently under standard tissue culture condi-
tions in an atmosphere of 95% air and 5% CO2 at 37°C.

NB69 cells grow in aggregates as well as attached. A subcultiva-
tion ratio of 1:4 is recommended. The cells can be incubated for 
20 min in cell culture medium containing 0.25% trypsin at room 
temperature or 37°C.

NB69 cells can be differentiated by incubating 50 mM S-nitroso-
N-acetyl-d,l-penicillamine in serum-free culture medium for 24 h.

NB69 cells can be frozen in the culture medium containing 10% 
glycerol. The cells will be stored in liquid nitrogen vapor phase.

NB69 cells can be obtained from European Collection of Cell 
Cultures, ECACC (no. 99072802) http://  www.hpacultures.org.uk/
collections/ecacc.jsp.

3.9.2. Growth Conditions
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The measurement of cytotoxicity can been performed using several 
different principles and methods. (i) The measurement of cell 
viability is one alternative. Here, the viability of the cells that are 
not affected by the neurotoxin is quantified. Specific methods 
include the use of trypan blue, MTT, and XTT assays. (ii) Another 
option is to measure the membrane integrity by detecting the 
release of a cytosolic enzyme such as glucose 6-phosphate dehy-
drogenase, lactate dehydrogenase, or adenylate kinase from cells 
with a damaged cell membrane. (iii) A third option is to measure 
ATP level, given that all cells, especially neurons, are completely 
dependent on the formation of energy. For example, axonal trans-
port of the DAT and VMAT-2 transporter are completely depen-
dent on ATP. (iv) Finally, measurements of the number of both 
living and dead cells can be made using two compounds such 
calcein AM and ethidium homodimer-1.

This method is based on the ability of calcein AM to cross the cell 
membrane and then be enzymatically modified by intracellular 
esterase activity. This modification results in a metabolite that is 
no longer able to cross membranes and produces an intense uni-
form green fluorescence in living cells (ex/em ~495/515 nm). 
Conversely, ethidium homodimer-1 penetrates cells that have 
damaged membranes and undergoes a 40-fold enhancement of 
fluorescence upon binding to nucleic acids, thereby producing a 
bright red fluorescence in dead cells (ex/em ~495/635 nm).

The cells must be seeded on a dish that contains cell culture 
medium. The cells should be attached to the dish after 24 h. The 
medium should then be replaced with a cell culture medium that 
does not contain bovine serum or phenol red. This replacement 
is considered time 0 h, at which point the different cell incubation 
treatments start.

The time of incubation with the treatment will depend on the 
mechanism of cell death that is induced by the neurotoxin. 
Therefore, it is suitable to do a time curve in order to determine 
the time until cell death. For example, necrotic cell death can take 
2 h, whereas apoptotic cell death can take 24 or 48 h. Following 
treatment, the cell culture medium can be removed and washed 
with PBS. The cells can be incubated in the dark with a solution 
containing 0.5 M calceine AM and 1.5 mM ethidium homodimer-1 
at room temperature for 45 min. The cells were counted using a 
phase contrast microscope equipped with fluorescence. Molecular 
Probe, Invitrogen suggests using ex/em ~495/515 nm for calceine 
Am and ex/em ~495/635 nm for ethidium homodimer-1. However, 
depending on the equipment and filter availability, we used the 

4. Methods  
to Measure 
Neurotoxicity

4.1. Death and Live 
Method

4.1.1. Protocol
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following filters: Calcein AM, 510–560 nm (excitation) and 
LP-590 nm (emission); and ethidium homodimer-1, 450–490 nm 
(excitation) and 515–565 nm (emission).

The MTT (3-(4, 5-dimethyl-2-thiazolyl)-2, 5-diphenyl-2H-tetrazolium 
bromide) assay is based on the ability of a flavoenzyme to reduce 
MTT (yellow) to the water-insoluble purple formazan. The MTT 
assay is based on the conversion of tetrazolium salt by mitochon-
drial succinic dehydrogenases. This assay is used as marker of cell 
viability, and therefore, it is mentioned in the literature as a 
method for determining cell viability by measuring mitochondrial 
activity. However, we must remember that not only is MTT 
reduced by succinic dehydrogenases, but it is also reduced by a 
large number of flavoenzymes including DT-diaphorase NAD(P)
H: quinone oxidoreductase. In addition, we should not use 
compounds than might interfere with this flavoenzyme activity, 
given that this use could lead to artifacts. Unlike the purple-colored 
formazan product of MTT, the extremely water-soluble, orange-
colored formazan product of XTT (X6493, Molecular Probe, 
Invitrogen) does not require solubilization prior to quantification, 
thereby reducing the time required for several viability assays. 
Moreover, the sensitivity of the XTT reduction assay is reported 
to be similar to, or better than, that of the MTT reduction assay.

After treatment, the cells should be washed with PBS and incubated 
with 0.5 mg/mL MTT dissolved in PBS for 4 h at 37°C. The 
media containing MTT is removed, and then the dark blue  
formazan crystals that formed in intact cells are solubilized by 
incubating the cells in DMSO for 15 min. The absorbance at 
570 nm is then measured with microplate reader. The results are 
expressed as a percentage of MTT reduction, assuming that the 
absorbance of control cells was 100%.

Adenosine 5¢-triphosphate (ATP) is the chemical energy used for 
cellular metabolism. Dopaminergic neurons with a low level of 
ATP will collapse, given that essential functions, such as axonal 
transport, dopamine transport, and VMAT-2 transport, are 
dependent on ATP. The method is based on the catalytic activity 
of luciferase that uses ATP as substrate. This assay is extremely 
sensitive, as it can detect 0.1 picomole of intracellular ATP.

2
Luciferase

2 Mg

2

ATP D - luciferin O oxyluciferin AMP PPi

CO light.

++ + → + +

+ +

Prepare a standard reaction solution, which contains 8.9 mL 
dH2O, 0.5 mL 20× Reaction Buffer, 0.1 mL 0.1 M DTT, and 
0.5 mL of 10 mM d-luciferin (2.5 mL of firefly luciferase 5 mg/mL 
stock solution). Prepare low-concentration ATP standard 

4.2. MTT (XTT) Assay

4.2.1. Protocol

4.3. Determination 
of Intracellular ATP

4.3.1. Protocol
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solutions by diluting 5 mM ATP solution in dH2O. Typically, 
ATP concentrations ranging from 1 nM to 1 mM are appropriate. 
The same volume that was used in the standard curve should be 
used to measure the samples. Promega has a kit that is easier to 
work (http://  www.promega.com/tbs/tb288/tb288.html).

This assay measures the release of adenylate kinase from cells with 
damaged cell membranes. Adenylate kinase is present in all 
eukaryotic cells and is released into the culture medium when the 
cell membrane is damaged. This enzyme actively phosphorylates 
ADP, thereby forming ATP. The resultant ATP is then measured 
using the bioluminescent firefly luciferase reaction. A kit can also 
be purchased to measure adenylate kinase release (ToxiLight 
BioAssay, Lonza)

When using ToxiLight BioAssay to determine toxicity in a 96-well 
plate, add 50 mL Tris acetate to treated cells and 50 mL of the 
ToxiLight® 100% lysis reagent to 100 mL of the culture controls. 
The cells are incubated for 10 min to complete the lysis of control 
cells. Add 100 mL AK Detection Reagent to all wells and incubate 
for 5 min before reading the luminescence.

The release of the cytosolic enzyme glucose 6-phosphate dehy-
drogenase from damaged cells into cell culture medium can be 
determined by a two-step enzymatic process that leads to a reduction 
of resazurin, as measured by the red-fluorescent resorufin. The 
resulting signal is proportional to the amount of 6-phosphate 
dehydrogenase released into the cell medium, thereby correlating 
with the number of dead cells in the sample.

Vybrant Cytotoxicity Assay Kit (Molecular probe, Invitrogen) can be 
used to determine whether this enzyme is present in the cell culture 
medium. Incubation of cells with the neurotoxins should not be for 
longer than 24 h because significant degradation of glucose 6- 
phosphate dehydrogenase will occur. Resazurin (15 mM) in reaction 
medium is added to treated cells and incubated at 37°C for 10–30 min 
(according kit protocol). The control cells will be incubated with cell 
lysis buffer in order to obtain 100% of the cell glucose 6-phosphate 
dehydrogenase content. Finally, the fluorescence can be measured 
with excitation and emission filters that are appropriate for resorufin 
(excitation 530–560 nm, emission 580–600 nm).

4.4. Adenylate Kinase 
Release Assay

4.4.1. Protocol

4.5. Determination of 
Glucose 6-Phosphate 
Dehydrogenase 
Release

4.5.1. Protocol
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Chapter 20

13C NMR Spectroscopy and Mass Spectrometry Analysis  
of Intermediary Metabolism in Cultured Neural Cells

Ursula Sonnewald, Arne Schousboe, and Helle S. Waagepetersen 

Abstract

The use of 13C and 15N labeled precursors in combination with adequate analytical tools makes it possible 
to study metabolic pathways in cultured neural cells. The most commonly used precursors are 13C labeled 
glucose, lactate, glutamate and acetate. For a dynamic evaluation of intermediary metabolism of cell 
cultures, incubation with 13C containing substrates followed by nuclear magnetic resonance spectroscopy 
(NMRS) and mass spectrometry (MS) is excellent. NMRS can be used on cell extracts or living cells if a 
sufficient quantity of labeled atoms is present. MS is the more sensitive of the two methods but often it 
requires derivatization and separation of the components before analysis. The review provides descrip-
tions of the basic and practical aspects of culturing neural cells, incubation and superfusion experiments 
and NMRS and MS analyses. It focuses on the analytical tools and the use of primary cultures of neurons 
and astrocytes for the elucidation of metabolic interactions between neurons and astrocytes.

Key words: Neurons, Cell culture, Nuclear magnetic resonance spectroscopy, Mass spectrometry, 
[1-13C]glucose

Primary cultures of neural cells have been extensively used to 
study a large number of aspects of neuropharmacology and neu-
rotransmission. Such studies have provided valuable knowledge 
regarding the roles of neurons and astrocytes in these processes 
and additionally, information about interactions between the two 
cell types has been obtained (reviewed by Hertz et al. (1)). During 
the past two decades such cultures have in combination with the 
use of energy substrates and amino acids labeled with isotopes 
(13C and 15N) been instrumental in providing detailed knowledge 
at the cellular level about energy metabolism and amino acid neu-
rotransmitter biosynthesis and metabolism.

1. Cell Cultures

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_20, © Springer Science+Business Media, LLC 2011
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For studies concerning GABAergic and glutamatergic neurons, 
respectively two cell culture models have been extensively used. 
Cerebral cortical neurons in culture have been used to study 
GABAergic neurons and a detailed outline of the methodology 
for preparation and maintenance of such cultures is provided in 
an adjacent chapter (2). For studies of glutamatergic neurons, the 
culture system of cerebellar neurons originally described by 
Messer (3) has been frequently used. A detailed account of the 
procedure for preparation of such cultures is provided by 
Schousboe et al. (4) and summarized as follows:

Seven-day-old mice or rats are decapitated and the cerebellum 
removed aseptically and placed in Krebs’ buffer containing 0.3% 
serum albumine and equilibrated with atmospheric air/CO2 
(95/5%). The tissue is subsequently cut into 0.4 × 0.4 mm cubes 
and minced using a Pasteur pipette. The minced tissue is incu-
bated with shaking for 15 min in the Krebs’ buffer containing 
0.025% trypsin and this is terminated by adding Krebs’ buffer 
containing 0.004% DNAse and 0.03% Soybean trypsin inhibitor. 
The cell suspension is centrifuged and the pellet triturated in the 
Krebs’ buffer containing DNAse and the trypsin inhibitor. The 
dissociated cells are transferred to a centrifuge tube and subse-
quent to centrifugation at 200 × g for 5 min, the pelleted cells are 
resuspended in neuronal culture medium containing 10% fetal 
calf serum (4, 5) and the cell density is adjusted to 2–3 × 106 cells/ml. 
The cells are seeded in poly-d-lysine coated plastic culture dishes. 
Astrocytic proliferation is prevented by addition of cytosine arabi-
noside at day 2 in culture to a concentration of 20 mM. Such 
cultures develop during 7–10 days in culture into functionally 
intact glutamatergic neurons (granule cells) which account for 
80–90% of the cell population (6, 7). The remaining neurons are 
GABAergic stellate and Golgi neurons which can be functionally 
eliminated by exposing the cultures to 50 mM kainic acid (7, 8).

Astrocytes are cultured either from dissociated cerebral cortex of 
newborn mice or cerebellum from 7-day-old mice. The proce-
dure is essentially the same in the two cases and it is outlined in 
the adjacent chapter by Schousboe et al. (2).

For studies of metabolic interactions between neurons and astro-
cytes two different approaches have been taken to prepare suitable 
culture systems in which the two cell types can interact. One 
approach is based on the preparation of a confluent layer of astro-
cytes originating from either cerebral cortex or cerebellum as 
described above. Normally a culture period of 2 weeks is required 
to obtain such astrocyte cultures (9). In order to establish a co-culture 
system, either a suspension of dissociated cerebellum (see above) 
is seeded on top of a confluent layer of cerebellar astrocytes in a 
medium containing 20 mM cytosine arabinoside (9) or an analogous 

1.1. Cultured Neurons

1.2. Cultured 
Astrocytes

1.3. Co-Cultures 
of Neurons and 
Astrocytes
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suspension of dissociated cerebral cortex from 15-day-old 
embryos (see (2) for details) is seeded on top of confluent cere-
bral cortical astrocytes in a medium containing 20 mM cytosine 
arabinoside (10). In both cases a culture period of 1 week after 
seeding of the dissociated cells is required to obtain functionally 
intact glutamatergic neurons (cerebellum) or GABAergic neurons 
(cerebral cortex) as described by Westergaard et al. (9, 10).

Recently an alternative co-culture protocol for cerebral cortical 
neurons and astrocytes was developed (11). This is based on the 
procedure for preparation of cerebral cortical neurons (see (2) for 
details). Hence, cerebral cortices are aseptically dissected from 15 
gestation day mouse embryos and exposed to trypsinization and 
trituration to produce a cell suspension in culture medium contain-
ing 10% fetal calf serum. The cell density is adjusted to 2.75 × 106 
cells/ml in neuronal culture medium containing 10% fetal calf 
serum and seeded in plastic tissue culture dishes (11). In order to 
allow development of both neurons and astrocytes in these cultures 
during a 7–8 day culture period, cytosine arabinoside is not added 
to the cultures. This leads to a co-culture system exhibiting pro-
nounced astrocytic metabolism, astrocyte-neuronal exchange of 
metabolites and a considerable GABA synthesis (11). Such cultures 
which are easily prepared and maintained have been successfully 
used for metabolic studies (11, 12).

Metabolic studies investigating energy and/or amino acid metab-
olism in neural cell cultures using stable isotopes such as 13C and 
15N are performed either as incubations or superfusion studies. 
Several conditions have to be considered depending on the hypoth-
esis to be examined.

An incubation experiment is uncomplicated to perform; however, 
plenty of parameters have to be considered to gain the best 
possible output.

Incubation experiments are often performed using a complete 
culture medium (5), however, without the addition of serum 
(from now on incubation medium). Change of medium is neces-
sary since either the labeled substrate or metabolites of interest 
are often already present in the culture medium. Serum is not 
added to the medium since it makes the subsequent quantitative 
analyses more complicated. For the same reason the cultures are 
rinsed once in a phosphate buffered saline (PBS, without glucose) 
prior to the exposure to the incubation medium. The change of 
medium is a harsh procedure for the cell cultures and it has to be 
performed as gently as possible especially with regard to the neurons. 

2. Experiments: 
Superfusion, 
Incubation

2.1. Incubation Studies
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The PBS and incubation medium should be 37°C. The incubation 
is terminated by collecting the incubation medium quantitatively 
into an ice-cold tube. The cells are washed twice in ice-cold PBS 
(without glucose), after complete removal of the PBS the cells 
should either immediately be extracted or stored at −80°C until 
extraction. The extraction can be done with ice-cold 70% (v/v) 
ethanol or 7% perchloric acid, the former being the simplest 
procedure. The incubation experiment has been used in a series 
of studies for instance in the investigations of glucose, alanine and 
lactate metabolism in cerebellar granule neurons, cerebellar astro-
cytes and in co-cultures of these (13).

The incubation time is chosen on the basis of the type of cells, 
pathway of interest, labeled substrate, and analytical tools avail-
able. A short incubation period (£1 h) requires that the labeled 
substrate is metabolized rather quickly into the metabolites that 
are analyzed and high sensitivity for detection of labeling. The 
amount of cells and cell culture matrix can of course be increased 
to circumvent this. When deciding on incubation periods one has 
to balance the wish to have maximal 13C enrichment (long incu-
bation time) with constant concentrations of substrate (short 
incubation). One should be aware of the fact that the concentra-
tion of the labeled substrate decreases and metabolites increase in 
the medium with time. This is of particular concern using substrates 
that are taken up and metabolized fast, such as investigations of 
glutamate metabolism in astrocytes. If a long incubation period is 
required the labeled substrate can be added several times at appro-
priate intervals. In such cases the concentration of the substrate 
should be monitored by taking samples from the medium prior to 
the addition of substrate. Particularly while using longer incuba-
tion periods (4 h) and/or while potential toxins are present in the 
incubation medium, one should consider examining cell survival.

Metabolic studies have been performed using a superfusion system 
as that described by Drejer et al. (14). Although more compli-
cated and expensive to use than the incubation approach, it pro-
vides a series of possibilities and benefits. The medium can be 
changed automatically during the experiment, thus it is possible 
to simulate in vivo conditions by repetitive exposure to a medium 
that induces neurotransmitter release. In a co-culture system, 
containing both glutamatergic neurons and astrocytes, metabolism 
can be investigated under conditions of an active glutamate- 
glutamine cycle (15).The flow should be kept high while attemp-
ting to imitate a narrow peak of neurotransmission. The actual 
flow to use is dependent on the cell culture matrix. Using 35 mm 
dishes 2 ml/min is recommended, however, using 25 or 80 cm2 
culture flasks, which is typical for metabolic studies, a flow of 
4–5 ml/min is needed (16, 17). As mentioned above, investigating 
astrocytic glutamate metabolism in an incubation experiment is 

2.2. Superfusion 
Studies
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hampered by the rapid decline in the concentration of glutamate 
in the medium. This can be overcome using the superfusion system 
at a constant low flow, being £2 ml/min for 25 and 80 cm2 culture 
flasks (18). Alternatively, the exposure to glutamate could be per-
formed in a repetitive fashion thus simulating the in vivo exposure 
of the astrocytes (19). Lactate is produced to a significant extent 
while studying energy metabolism employing 13C labeled glucose. 
The superfusion system provides a way to avoid accumulation of 
lactate in the medium. Moreover, a more in vivo relevant concen-
tration of glucose can be used due to the constant supply of fresh 
medium (18). One of the benefits of low flow is that you minimize 
the leak of metabolites which is promoted using a high flow of 
fresh medium.

Superfusion experiments may be performed using saline 
solution buffered with either HEPES (N-2-hydroxyethyl-
piperazine-N¢-2-ethanesulfonic acid), tris (tris(hydroxymethyl)
aminomethane) or phosphate. The reason for not using a com-
plete culture medium is the complexity of the subsequent sample 
matrix which makes the analyses difficult. The concentration of 
the metabolites/analyte is much lower after a superfusion com-
pared to the incubation design in which an accumulation occurs. 
However, if the medium is of no interest or the superfusion is 
performed at low flow a complete culture medium can be used.

The cells will detach from the matrix if they were not covered 
by a nylon mesh (80 mm) during the superfusion experiment. 
Prior to exposure to the labeled substrate the cells should adapt 
to the environment in the superfusion system by at least 15 min 
of superfusion in a buffered saline solution containing glucose in 
a range of 1–6 mM depending on conditions.

For a dynamic evaluation of intermediary metabolism of cell 
cultures, incubation with 13C containing substrates followed by 
nuclear magnetic resonance spectroscopy (NMRS) and mass 
spectrometry (MS) is excellent. NMRS can be used on cell 
extracts or living cells if a sufficient quantity of labeled atoms is 
present. Typically cell cultures corresponding to 5–10 mg pro-
tein are used. It is difficult to give a precise number here since 
instruments, especially probes, are improving constantly. MS is 
the more sensitive of the two methods but it often requires 
derivatization and separation of the components before analysis. 
Using MS analysis of cells on 3 cm diameter dishes is possible. 
The following is a brief description of the basic and practical 
aspects of NMRS and MS analyses:

3. Mass 
Spectrometry and 
Nuclear Magnetic 
Resonance 
Spectroscopy
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The following is by no means a comprehensive review of MS tech-
niques but describes the methods used in the authors laboratories 
at present. Mass spectrometry is an analytical technique that identi-
fies the chemical composition of a compound or sample based on 
the mass-to-charge (m/z) ratio of charged particles. A sample 
undergoes chemical fragmentation, thereby forming charged par-
ticles (ions). The ratio of charge to mass of the particles is calcu-
lated by passing them through electric and magnetic fields in a mass 
spectrometer (MS). In order to analyze the extent of 13C or 15N 
labeling in amino acids and organic acids, such as lactate, citrate, 
succinate and fumarate, gas chromatography-MS can be used if the 
analytes are derivatized employing MTBSTFA (-methyl--(tert-
butyldimethylsilyl)-trifluoracetamide) thereby -butyldimethyl sily-
lating active protic functions, i.e., hydroxyl, amino, carboxyl 
moieties as described by Mawhinney et al. (20). Alternatively liquid 
chromatography-mass spectrometry (LC-MS) can be used to 
determine the extent of 13C or 15N labeling in amino acids and 
organic acids. To obtain high accuracy and sensitivity the Pheno-
menex EZ:faast amino acid analysis kit combining solid phase 
extraction and derivatization is recommendable for a complex bio-
logical matrix (15). For analysis of extent of 13C labeling in organic 
acids using LC-MS a derivatization procedure using TMPP, 
tris(trimethoxyphenyl)phosphonium can be employed (18, 21).

The most sensitive nucleus for biological NMRS is 1H. The car-
bon isotope that is most abundant, 12C, does not have a nuclear 
spin. However, there is a naturally occurring carbon isotope that 
does have a nuclear magnetic moment and that is 13C, which has 
a natural abundance of 1.1%. That together with the fact that 13C 
has 4 times lower sensitivity than 1H makes it difficult to obtain 
13C spectra of biological material. However, this gives the unique 
possibility to study cellular processes since 13C enriched substrates 
can be administered and incorporation of 13C into metabolites 
can be studied by 13C NMRS.

When nuclei that have a magnetic moment (we will focus on 
13C and 1H) are immersed in a static magnetic field and are 
exposed to pulses of radiofrequency, they can convert from a low- 
to a high-energy state. When relaxing back to the ground state 
the nuclei will release energy which gives rise to the NMRS signal. 
If a reference compound is present the amounts of the nuclei can 
be calculated from the area under relevant peaks. The reference 
compound added is typically ethylene glycol, a substance that 
gives only one 1H and one 13C peak (in the respective spectra). 
The peaks of organic compounds in the 13C spectrum are due to 
the 1.1% naturally occurring 13C. In the case of ethylene glycol 
this peak is in an area of the spectrum where no other peaks are 
located. The reference substance is added at a known concentra-
tion which gives 13C peaks with a similar size as those expected 
from the sample.

3.1. Mass 
Spectrometry, 15N and 
13C Labeling

3.2. 1H and 13C Nuclear 
Magnetic Resonance 
Spectroscopy
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One scan is seldom enough to obtain an adequate signal over 
noise (S/N) ratio. Thus, a new pulse can be given after the nuclei 
are fully relaxed and several pulses can be accumulated to increase 
the S/N ratio. For cell culture extracts the range of numbers of 
scans for a 13C spectrum is approximately 10,000–30,000 and for 
a 1H spectrum the number is typically 400. The time it takes for 
the nuclei to go back to their original energy level is called the 
relaxation time. Even though it complicates the issue further it has 
to be mentioned that the pulse angle which is applied to the nuclei 
and relaxation time are coupled. Signal is lost when the nucleus is 
not having the maximal pulse angle (90°) and the next pulse is 
given before the nucleus is fully relaxed. The smaller the pulse 
angle, the shorter the relaxation time and the smaller will be the 
signal. In the interest of experimental time (and thus often costs) 
it is important to optimize the number of scans, the pulse angle 
and the waiting time between pulses for optimum signal intensity. 
This is especially important in 13C NMRS due to the low sensitivity 
and long acquisition times. Optimization experiments can be car-
ried out to calculate which pulse angle and waiting time will pro-
vide the optimal signal in a given time period. However, when the 
waiting time between pulses is shorter than the time required for 
the nuclei to return to the ground state, correction factors have to 
be applied if accurate quantification of the signals is required (23). 
In the case of 13C NMRS, an additional correction factor has to be 
used due to the phenomenon called nuclear Overhauser enhance-
ment (NOE) which is caused by decoupling of 1H. It is beyond the 
scope of this chapter to explain the physics behind decoupling and 
the NOE but the usefulness of combined relaxation and NOE cor-
rection factors for 13C NMRS will be explained in the following. 
The spectrum of a sample with sufficient material for quantifica-
tion within a reasonable period of time is taken with the pulse 
angle and relaxation delay that has been found to be optimal.  
A second spectrum is taken of the same sample with a relaxation 
delay of 20 s which is sufficient for relaxation of the nuclei of inter-
est in the cell culture studies described in this chapter. Additionally, 
NOE is not applied to the nuclei since 1H decoupling is only tak-
ing place during spectral acquisition and not during the relaxation 
delay. From the two sets of spectra correction factors can be 
obtained which have to be applied to the individual peaks. It should 
be noted that these factors are not NOE factors. They correct for 
the differential NOE and relaxation effects experienced by the ref-
erence compound and the compounds to be studied.

NMR spectra of biological material are complex and identifi-
cation of compounds difficult. However, excellent reviews (for 
example (22)) have been published that make identification possible. 
This is the case since the so called “chemical shift” is constant if pH 
and temperature are controlled. The chemical shift differences are 
due to the fact that different types of nuclei and bonds in the 
molecule will be surrounded by various electron densities. Both, 
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the opposing field and the effective field can differ at each nucleus. 
This is described as the chemical shift phenomenon. The difference 
between the resonance frequency of the nucleus and a standard is 
the chemical shift of a nucleus. This quantity is stated in ppm 
(parts per million) and has the symbol delta (d).

13C Spectra are relatively easy to interpret due to the 200 ppm 
range over which they are distributed with only little peak overlap 
(22). Even though most organic molecules contain hydrogen, 
quantification by 1H NMRS can be difficult due to overlapping 
signals. This is because the total spectral area is approximately 
10 ppm and most peaks of interest cluster in the 1–4 ppm area. 
Furthermore, since the samples are usually dissolved in D2O the 
HOD (deuterated water) peak generated from the non-covalently 
bound protons, can cause problems. If feasible, the samples 
should be lyophilized twice, the second time with D2O, to mini-
mize the HOD peak. However, it is usually necessary to suppress 
the residual water peak. This suppression can cause problems with 
the quantification of surrounding peaks as for example glucose. 
However, 13C enrichment data can be obtained in spite of water 
suppression since protons on the 12C and those on the 13C are 
affected equally. 1H NMR spectra are often used to calculate the 
13C enrichments in lactate and glucose. Furthermore, it is possible 
to quantify glutamate, glutamine, GABA, aspartate, acetyl aspar-
tate, lactate, alanine and many more compounds. However, it 
should be noted that if 1H spectra are used for quantification of 
metabolites the peaks have to be corrected for the number of 1H, 
and where applicable 13C enrichment (obtained from 13C spectra). 
When the % 13C enrichment is too large it is not possible to use 
1H spectra for quantification since 1H coupled to the 13C satellite 
peaks will overlap with1H on the 12C.

In order to understand the results obtained by 13C NMRS and MS 
it is necessary to understand the metabolic pathways that are to be 
studied. Below is a description of these pathways for [1-13C]glu-
cose (for other labeled precursors, see references (16, 23–26)).

[1-13C]Glucose can be added to the incubation medium and is 
taken up by both neurons and astrocytes via their specific glucose 
transporters. It is, via glycolysis, converted to [3-13C]pyruvate 
and one molecule of unlabeled pyruvate. Two molecules of 
[3-13C]pyruvate and thus twice as much labeling can be obtained 
from [1,6-13C]glucose. [3-13C]Pyruvate can thereafter be con-
verted into [3-13C]lactate via the lactate dehydrogenase reaction 
or [3-13C]alanine via the alanine aminotransferase reaction. 

4. Analysis  
of Results

4.1. Metabolism of 
[1-13C]Glucose
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[3-13C]Pyruvate can enter mitochondria and catalyzed by pyruvate 
dehydrogenase (PDH) or the anaplerotic pathway via pyruvate 
carboxylase (PC) in astrocytes enter the tricarboxylic acid (TCA) 
cycle (see Fig. 1.). [2-13C]Acetyl CoA will be obtained in the oxi-
dative pathway, and [3-13C]oxaloacetate (OAA) in the anaplerotic 
pathway.

Figure 1 gives a schematic overview of the labeling patterns 
from [1-13C]glucose in the first turn of the TCA cycle, both via 
the PDH route and the PC route. In neurons, [3-13C]pyruvate 
enters the TCA cycle exclusively via [2-13C]acetyl CoA formed by 
oxidative decarboxylation catalyzed by PDH. Acetyl CoA is 
metabolized in the cycle after condensation with unlabelled OAA 
to make citrate. This will in turn, after several steps, lead to the 
formation of [4-13C]a-ketoglutarate (KG), which can leave the 
cycle to form [4-13C]glutamate, and subsequently [2-13C]GABA 
in GABAergic neurons. [4-13C]Glutamine can be made via GS 
from [4-13C]glutamate in the astrocytes. If [4-13C]a-KG remains 
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Fig. 1. A schematic overview of the metabolic fate of [1-13C]glucose via the pyruvate decarboxylase (PDH) and the pyruvate 
carboxylase (PC) route (the latter only in astrocytes), and the first and second turn in the TCA cycle for both routes. [2-13C]
acetate labeling is also shown. After the initial transformation to [2-13C]acetyl CoA labeling is as for [1-13C]glucose. Full 
black circles represent 13C from PDH, full gray 13C from PC and empty circles 12C. PDH pyruvate dehydrogenase; PC 
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in the TCA cycle, however, it will be distributed equally between 
[2-13C] and [3-13C]succinate and fumarate and, subsequently 
between malate and OAA, due to the scrambling of the label in 
the symmetrical succinate-fumarate step. Through transamination 
of OAA by aspartate aminotransferase, [2-13C] and [3-13C]aspar-
tate can be formed.

If [2-13C]acetyl CoA condenses with labeled OAA in the second 
turn of the TCA cycle (Fig. 20.1), there will in addition to 1. turn 
labeling be an equal distribution in [2-13C]/[3-13C]glutamate 
and glutamine (the latter in astrocytes), [3-13C]/[4-13C]GABA, 
and in all carbon positions of aspartate. [3,4-13C] or [2,4-13C]
glutamate/glutamine or [2,4-13C] or [2,3-13C]GABA will be 
formed in case [2-13C] or [3-13C]OAA condenses with [2-13C]
acetyl CoA. If a-KG remains in the cycle, [2,3-13C] or [1,3-13C]/
[2,4-13C]aspartate will be made from OAA.

In addition to the PDH route, as in neurons, in astrocytes 
[3-13C]pyruvate can follow the anaplerotic pathway and be con-
verted to [3-13C]OAA by PC (Fig. 1). Thereafter, OAA can be 
aminated into [3-13C]aspartate, or condense with unlabelled 
acetyl CoA and give [2-13C]a-KG. Labeling from the anaplerotic 
pathway will further be detected as [2-13C]glutamate and [2-13C]
glutamine. [4-13C]GABA can then be formed in GABAergic neu-
rons in co-culture after they have received glutamine from astro-
cytes and converted it to [2-13C]glutamate. Following its 
scrambling in the symmetrical succinate step, the label will be 
distributed equally between [1-13C] and [4-13C]OAA and further 
in [1-13C] and [4-13C]aspartate (not shown in Fig. 1).

In 13C NMR spectra of neurons and astrocytes incubated with 
[1-13C]glucose labeling in glutamate, GABA (GABAergic neu-
rons), glutamine (astrocytes), lactate, alanine and aspartate can be 
detected (27–29). From the multiplets around a peak it is possible 
to say something about the neighbors of the atom that is repre-
sented by this peak. If one neighbor has 13C atoms this  
is represented by a doublet, if two neighbors have 13C atoms it 
can either appear as a doublet of doublets or an apparent triplet 
(for details see (24)).

The advantage of 13C NMR spectroscopy is that it is possible 
to quantify amounts of 13C at specific positions in the molecule. 
Using MS, this is not possible (easily), and only the number of 
13C atoms in the molecule will be obtained. However, as stated 
above, sensitivity is superior to 13C NMRS.

[2-13C]Acetate can be added to the incubation medium and is 
taken up by astrocytes only since they in contrast to neurons 
possess transporters (29). Once taken up acetyl CoA synthetase 
converts [2-13C]acetate to [2-13C]acetyl CoA and the labeling 
patterns will be the same as from [1-13C]glucose at the [2-13C]
acetyl CoA stage (Fig. 1).

4.2. Metabolism  
of [2-13C]Acetate



41313C NMR Spectroscopy and Mass Spectrometry Analysis

In the following we give a few examples of what these methods 
can be used for. One of the major aims of the research carried out 
in the author’s laboratories is to elucidate interactions between 
astrocytes and neurons. Figure 2 is a summation of some of the 
results obtained using the methods described.

Using [1-13C]glucose or [2-13C]acetate and incubation of cultures 
of cortical neurons (GABAergic) and astrocytes in the presence and 
absence of methionine sulfoximine (MSO), it was possible to dem-
onstrate that glutamine from astrocytes is a direct precursor for 
GABA in neurons (28). Cortical neurons were incubated with either 
[1-13C]glucose or [2-13C]acetate and analysis of 13C NMR spectra 
revealed that [1-13C]glucose was able to label GABA in these neu-
rons whereas [2-13C]acetate was not. In astrocytes, metabolism of 
[1-13C]glucose or [2-13C]acetate led to labeling of glutamine, gluta-
mate and others. Labeling experiments using co-cultures of neurons 
on astrocytes (28) revealed that GABA was labeled both by [1-13C]
glucose and [2-13C]acetate. Thus, it was clear that a precursor from 
astrocytes was able to label GABA in the neurons. A possible candi-
date was glutamine and this hypothesis was tested by adding the 

5. What Are These 
Methods Used for?

5.1. Glutamine from 
Astrocytes as a 
Precursor for GABA  
in Neurons
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Fig. 2. A simplified overview of the “glutamate-glutamine cycle.” Glutamine, formed from glutamate, is released by astrocytes and 
taken up by neurons. Neurons convert glutamine into glutamate which can be released by neurons and taken up by astrocytes. 
Lactate from astrocyte is also sent to neurons and alanine from neurons to astrocytes. Ala alanine; Lac lactate; Gln glutamine;  
Glu glutamate; PC pyruvate carboxylase; PDH pyruvate dehydrogenase; Pyr pyruvate; TCA cycle tricarboxylic acid cycle.
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glutamine synthetase inhibitor MSO to the co-cultures to prevent 
glutamine synthesis and, sure enough, GABA labeling was abol-
ished (28). This is an example of how 13C NMR spectroscopy can 
answer questions about metabolic interaction and pathways.
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Chapter 21

Culture Models for the Study of Amino Acid  
Transport and Metabolism

Marta Sidoryk-Węgrzynowicz and Michael Aschner 

Abstract

Glutamine (Gln) plays an important role in satisfying brain metabolic demands and as a precursor for the 
synthesis of glutamate and g-aminobutyric acid (GABA). In vitro cultured cell studies have shown that 
carrier-mediated Gln transport between astrocytes and neurons represents a key factor in the glutamate–
GABA–glutamine cycle. Gln transport in astrocytes involves the following systems: sodium-dependent: 
system N; system ASC; system A and sodium-independent: system L, whereas in neurons only systems A 
and L are active. Gln-specific carriers primarily mediate not only inward transport, but can also largely 
contribute to outwardly transport. Therefore, both uptake and release studies are important for the 
investigation of Gln transport and metabolism. In this unit, methods are presented for radiolabel Gln 
uptake and efflux experiments in primary astrocyte cultures. These methods can be useful for the investi-
gation of Gln transport by different systems in any tested conditions. We also review here the basic prop-
erties of the glutamate–GABA–glutamine cycle, including aspects of transport and metabolism. 
Furthermore, a section is devoted to the characteristics of the transport systems N, ASC, A and L and to 
the functional and molecular identifications of the Gln-specific carriers.

Key words: Glutamine, Transport system, Uptake assay, Efflux assay

Glutamine (Gln) transport in mammalian cells is mediated by a 
variety of amino acid transporters (more details in the text below). 
Kinetic studies and substrate-specific inhibitory experiments in 
in vitro cultured cells have demonstrated that Gln transport in 
both in astrocytes and neurons mainly involves three sodium-
dependent systems: A, ASC and N, and one sodium-independent 
system: L (1). Transporters belonging to these systems primarily 
mediate inward transport, but they can also function in outwardly 
Gln transport.

1. Glutamine 
Uptake and 
Release by 
Primary Astrocytes

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_21, © Springer Science+Business Media, LLC 2011
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Several questions relevant to the regulation of Gln transport 
in the CNS cells may be conveniently addressed by in vitro uptake 
and release assays. Studies in the presence of sodium-free or 
sodium-containing medium, as well as competitors specific for 
particular transporter families can dissect out the involvement of 
each system in Gln transport under the tested conditions. In this 
unit, protocols are presented for performing the uptake and 
release studies with radiolabeled Gln in primary astrocyte culture. 
These protocols can be easily modified for the investigation of 
Gln transport in other cultures and cell lines. A representative 
example of l-[G-3H]-Gln uptake by primary astrocytes in control 
conditions is shown in Fig. 1.

 1. Primary astrocytes culture grown to at least 75% confluence 
in 24-well culture plates.

 2. l-[G-3H] Gln (e.g., specific activity: 49.0 Ci/mmol; 
Amersham Biosciences, Piscataway, NJ).

 3. l-Glutamine (Gln; e.g., Sigma, St. Louis, MO).
 4. Incubation media (see recipe).
 5. l-Histidine (His; e.g., Sigma, St. Louis, MO).
 6. l-Threonine (Thr; e.g., Sigma, St. Louis, MO).
 7. 2-Methylaminoisobutyric acid (MeAIB; e.g., Sigma,  

St. Louis, MO).
 8. l-Leucine (Leu; e.g., Sigma, St. Louis, MO).

2. Materials

2.1. Buffers  
and Reagents
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Fig. 1. A representative example of l-[G-3H]-Gln uptake in primary astrocytes in control 
conditions. Experiments were performed in the presence of 32-fold excess of the follow-
ing amino acids: MeAIB + Thr + Leu (selection for system N); MeAIB + His + Leu (selec-
tion for system ASC); Thr + His + Leu (selection for system A); MeAIB + Thr + His (selection 
for systems L). Results are mean ± SD of three independent experiments. His histidine; 
Leu leucine; MeAIB 2-(methylamino)isobutyric acid; Thr  threonine.
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 9. 6-Diazo-5-oxo-l-norleucine (DON; e.g., Sigma, St. Louis, MO).
 10. 1 M NaOH.
 11. Scintillation fluid (e.g., Fisher Scientific, Pittsburgh, PA).
 12. DC Protein Assay Kit (Bio-Rad, Hercules, CA).

 1. Incubator suitable for mammalian tissue cultures (37°C, 
5% CO2).

 2. Scintillation counter (e.g., 6500, Beckman Coulter, Fullerton, 
CA).

 3. Scintillation vials and caps (e.g., Fisher Scientific, 
Pittsburgh, PA).

 4. Equipments for measuring protein content: microplate reader 
set to 750 nm of excitation wavelength (e.g., FlexStation and 
SoftMax Pro Program, Molecular Devices, Sunnyvale, CA).

Note: When working with radioactivity, appropriate precau-
tions must be taken to avoid contamination of personnel con-
ducting the study and surroundings. The experiments must be 
performed in a designated area following the guidelines of the 
local radiation safety committee and the user must be authorized 
to use such materials.

Each experimental treatment should be replicated in at least four 
wells in a minimum of three independently isolated cultures. 
Power analysis should be used a priori to determine the number 
of necessary replicates which will vary based on the variability of 
the results and the set alpha value.

 1. Culture the cells in 24-well plates until they are >75% 
confluent.

 2. Prepare incubation media (IM) (see Tables 1 and 2).
 3. Adjust pH to 7.4.

 1. Prepare stock of non-radioactive (“cold”) 20 mM Gln in IM 
(±NaCl).

 2. Prepare radioactive mixture: cold Gln + 1 mCi of radiolabeled 
(“hot”) l-[G-3H] Gln (1 tube per 4 wells) (see Table 3).

 3. Remove culture medium.
 4. Wash the cells three times using warm (37°C) IM (2 ml/well 

for each wash).
 5. Preincubate culture with IM (250 ml/well) for 30 min at 

37°C.

2.2. Equipment

3. Gln Uptake 
Assay Procedure

3.1. Kinetic Analysis
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Table 1 
Preparation of incubation medium for Gln uptake by both sodium-dependent and 
-independent carriers

+NaCl (pH 7.4)

IM volume  
(mM)

50 ml 100 ml 200 ml 300 ml 400 ml 500 ml 600 ml 1 l

150 NaCl (mg) 438 877 1.753 2.629 3.507 4.383 5.259 8.766

3 KCl (mg) 11.2 22.4 44.8 67.2 89.6 112 134 224

2 CaCl2 (mg) 11.1 22.2 44.4 66.6 88.8 111  133 222

0.8 MgCl2 (mg) 3.8 7.6 15.2 2.8 30.5 38.1 45.7 163

5 Glucose (mg) 45 90 180 270 360 450 540 900

10 HEPES (mg) 119 238  477 715 953 1.191 1.430 2.383

Table 2 
Preparation of incubation medium for Gln uptake by sodium-independent carriers

−NaCl (pH 7.4)

IM volume 
(mM) 50 ml 100 ml 200 ml 300 ml 400 ml 500 ml 600 ml 1 l

150 Choline 
chloride (mg)

1.047 2.094 4.188 6.282 8.376 10.470 12.564 20.940

3 KCl (mg) 11.2 22.4 44.8 67.2 89.6 112 134 224

2 CaCl2 (mg) 11.1 22.2 44.4 66.6 88.8 111 133 22

0.8 MgCl2 (mg) 3.8 7.6 15.2 22.8 30.5 38.1 45.7 76.2

5 Glucose (mg) 45 90 180 270 360 450  540 900

10 HEPES (mg) 119 238 477 715 953 1.191 1.430 2.383

Table 3 
Preparation of radioactive mixture for kinetic analysis

Gln (mM)

Gln (ml)

0.158 0.5 1 2 4 8 10

cold Gln   7.9  25  50 100 200 400 500

l-[G-3H] Gln   1   1   1   1   1   1   1

IM (+ or − NaCl) 991.85 974.75 949.75 899.75 799.75 599.75 499.75
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 6. Remove IM and add radioactive mixture (250 ml/well).
 7. Incubate for 5 min at 37°C.
 8. Remove radioactive mixture into a radioactive waste container.
 9. Terminate the reaction – wash the cells three times using ice-

cold IM (2 ml/well for each wash).
 10. Pour the washes into the radioactive waste container.
 11. Add 450 ml of 1 M NaOH.
 12. Incubate for 30 min at 37°C.
 13. Transfer 400 ml of lysate to the scintillation vials and add 4 ml 

of scintillation fluid.
 14. Prepare control for “hot” Gln: put 0.25 ml of l-[G-3H] Gln 

into the scintillation vial and add 4 ml of scintillation fluid.
 15. Measure 3H activity using liquid scintillation counter.
 16. Take 5 ml of lysate for protein concentration assay.
 17. Measure protein content in the samples following the manu-

facturer’s protocol.
 18. Calculate the results using the following equation:

 

p iso Gln

p

(1.125* / ) * ( / 4)

[nmol / min/ mg].

*90*

v v C

t m
 

 – vp – activity in 400 ml of lysate [dpm]
 – viso – activity in 0.25 ml of isotope [dpm]
 – CGln – concentration of cold Gln [mM]
 – t – time of incubation of cells in radioactive mixture 

[min]
 – mp – protein content in 5 ml of lysate [mg]

 1. Prepare stock of cold 20 mM Gln in IM (+NaCl).
 2. Prepare stocks of 20 mM amino acids (His, Thr, MeAIB, 

Leu) in IM (+NaCl).
 3. Prepare radioactive mixture: cold Gln + 1 mCi of hot l-[G-

3H] Gln + combination of amino acid according to each 
System substrate specificity (1 tube per 4 wells) (see 
Table 4).

 4. Remove culture medium.
 5. Wash the cells three times using warm (37°C) IM (2 ml/well 

for each wash).
 6. Preincubate culture with IM (250 ml/well) for 30 min at 

37°C.
 7. Remove IM and add radioactive mixture (250 ml/well).
 8. Incubate for 5 min at 37°C.

3.2. Competition 
Analysis
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 9. Remove the radioactive mixture into the radioactive waste 
container.

 10. Terminate the reaction – wash the cells three times using ice-
cold IM (2 ml/well for each wash).

 11. Pour the washes into the radioactive waste container.
 12. Add 450 ml of 1 M NaOH.
 13. Incubate for 30 min. at 37°C.
 14. Transfer 400 ml of lysate to the scintillation vial and add 4 ml 

of scintillation fluid.
 15. Prepare control for “hot” Gln: put 0.25 ml of l-[G-3H] Gln 

into the scintillation vial and add 4 ml of scintillation fluid.
 16. Measure 3H activity using liquid scintillation counter.
 17. Take 5 ml of lysate for protein concentration assay.
 18. Measure protein content in the samples following the manu-

facturer’s protocol.
 19. Calculate the uptake using the equation described above 

(point 18 of kinetic analysis protocol).

IM used in efflux assays contains DON – an inhibitor of Gln-
requiring enzymes, to prevent l-[G-3H] Gln breakdown in the 
cells.

 1. Prepare IM (±NaCl) with 50 mM DON.
 2. Prepare stock of cold 20 mM Gln in IM (+NaCl).

4. Gln Efflux Assay 
Procedure

Table 4 
Preparation of radioactive mixture for competition analysis

Final 
concentration

Investigated system (ml)

A N ASC L

Cold Gln 0.158 mM   7.9   7.9   7.9   7.9

l-[G-3H] Gln   1   1   1   1

His 5 mM 250 – 250 250

Thr 5 mM 250 250 – 250

MeAIB 5 mM – 250 250 250

Leu 5 mM 250 250 250 –

IM (+ NaCl) 241.85 241.85 241.85 241.85
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 3. Prepare stocks of 20 mM amino acids (His, Thr, MeAIB, 
Leu) in IM (+NaCl).

 4. Prepare radioactive mixture: 0.5 ml of cold Gln + 4 ml of l-[G-
3H] Gln + 995.5 ml of IM (+NaCl) (1 tube per 4 wells).

 5. Prepare efflux medium (1 tube per 4 wells) (see Table 5).
 6. Remove culture medium.
 7. Wash the cells three times using warm (37°C) IM (2 ml/well 

for each wash).
 8. Preincubate culture with IM (250 ml/well) for 30 min at 

37°C.
 9. Pre-load the cells with radiolabeled Gln: remove IM and add 

radioactive mixture (250 ml/well).
 10. Incubate for 30 min at 37°C.
 11. Remove the radioactive mixture into the radioactive waste 

container.
 12. Wash the cells three times using warm (37°C) IM (2 ml/well 

for each wash).
 13. Pour the washes into the radioactive waste container.
 14. Add warm efflux medium (250 ml/well).
 15. Incubate for 10 min at 37°C.
 16. Aspirate the medium and save it for scintillation counting.
 17. Add 450 ml of 1 M NaOH.
 18. Incubate for 30 min at 37°C.
 19. Transfer 230 ml of efflux medium (point 16) to the scintilla-

tion vial and add 4 ml of scintillation fluid.
 20. Transfer 400 ml of NaOH lysate to the scintillation vial and 

add 4 ml of scintillation fluid.

Table 5 
Preparation of efflux medium

Final concentration (mM)

Investigated systems (ml)

All Na independent A N ASC L

His 5 – – 250 – 250 250

Thr 5 – – 250 250 – 250

MeAIB 5 – – – 250 250 250

Leu 5 – – 250 250 250 –

IM (+ NaCl) 1.000 – 250 250 250 250

IM (− NaCl) – 1.000 – – – –
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 21. Measure 3H activity using liquid scintillation counter.
 22. Calculate the amount of Gln released from the cells in 10 min 

normalized to the amount of preloaded Gln (results should 
not be expressed in nmol of released Gln/min/mg of pro-
tein, because the concentration of intracellular Gln is not 
known) using the following equation:

 [(1.087*Ve) / (1.087*Ve 1.125*Vi)]*100%+  
 – Ve – activity measured in 230 ml of efflux medium [dpm]
 – Vi – activity measured in 400 ml of lysate [dpm]

Active Gln transport across the plasma membrane is essential for 
the supply of this amino acid for cellular metabolism. In the CNS, 
Gln plays a key role in neuron–glia interactions predominantly via 
astrocyte-mediated control of the turnover of neuronally derived 
Glu and g-aminobutyric acid (GABA), the principal excitatory 
and inhibitory neurotransmitters, respectively (2, 3). In addition 
to its specific role in neurotransmission, Gln also supports cellular 
energy requirements (4). A portion of Glu derived from Gln can 
be oxidized to an intermediate of tricarboxylic acid cycle (TCA) – 
alpha-ketoglutaric acid (aKG) (Fig. 2) (5).

Upon its synaptic release during neurotransmission, Glu is 
taken up largely by astrocytes (6, 7). In the astrocytes Glu is con-
verted into Gln via a highly active and glia-specific enzyme, glu-
tamine synthetase (GS) and subsequently released back into the 
extracellular space. Once taken up by juxtaposed neurons, Gln 
serves as a precursor for neurotransmitter synthesis, Glu or GABA 
in reactions catalyzed by phosphate-activated glutaminase (PAG) 
in glutamatergic neurons or by PAG and glutamic acid decar-
boxylase (GAD) in GABAergic neurons. Gln passage across the 
astrocytic and neuronal plasma membranes is mediated by specific 
transporting proteins and is a key factor in the so-called  
glutamine–glutamate–GABA cycle (Fig. 2) (8, 9).

Transporters are integral membrane proteins characterized by 
their ability to mediate movement of small molecules across the 
membranes by active transport or facilitated diffusion (10). 
Traditionally, mammalian amino acid transporters have been 
assigned to different transport systems, depending on their kinetic 
and regulatory properties, substrate specificity, pH sensitivity and 
ion dependence (11). Gln transport in mammalian tissues is medi-
ated mainly by the sodium-dependent systems: A, ASC and N, 
and the sodium-independent system L (12). Table 6 summarizes 

5. Background of 
Glutamine 
Transport in CNS
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some of the properties that distinguish these four transport systems. 
Recently, several proteins belonging to these systems have been 
characterized at the molecular level. A list of Gln transporters is 
presented in Table 7.

α KG

α KG

Gln
Na+

astrocyte

TCA
cycle

PAG

H+

Glu Glu Glu
GDH

System N
Gln
Na+

H+ Gln
Na+

GS

Systems ASC, L
Gln

Gln

NAA

NAA

GDH
GAD

GABA
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Na+
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Gln

NAA
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TCA
cycle

Fig. 2. Schematic representation showing the involvement of amino acid transporter systems in Gln–Glu–GABA cycle 
between astrocytes and neurons. Glutamate released from presynaptic terminals is transported to the astrocytes, where 
it is converted to Gln by the glutamine synthetase (GS). In turn, Gln is released into the extracellular space and taken up 
by neurons, where Glu is regenerated via phosphate-dependent glutaminase. Glu may then be subsequently converted 
into GABA. In both astrocytes and neurons some portion of Glu is utilized for the synthesis of alpha-ketoglutaric acid, 
which enters the tricarboxylic acid (TCA) cycle. For additional details please refer to the text above. GAD glutamic acid 
decarboxylase; GDH glutamate dehydrogenase; GS glutamine synthetase; aKG alpha-ketoglutaric acid; PAG phosphate 
activated glutaminase; NAA neutral amino acids; TCA tricarboxylic acid.

Table 6 
Functional characteristic of the systems involved in Gln transport in mammalian CNS

Features

Systems

A ASC N L

Neutral amino acids Short chain Short chain Containing side-chain nitrogen Bulky

Synthetic model substrates MeAIB BCH

Inhibition by low pH + – + –

Na+ dependence + + + –

BCH 2-aminobicyclo [2,2,1]heptane-2-carboxylic acid; MeAIB 2-(methylamino)isobutyric acid
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System A is widely expressed in mammalian cells and catalyzes 
Na+-dependent transport of neutral short-chain amino acids with 
preference for alanine, glutamine and serine. It recognizes model 
substrate 2-(methylamino)isobutyric acid (MeAIB) and exhibits 
marked inhibition at low extracellular pH. System A transporters 
couple amino acid transport with the Na+ electrochemical poten-
tial gradient with 1:1 stoichiometry (13). System A is able to 
mediate symport of amino acid and Na+ ion without counter-
transporting an additional compound, while the majority of other 
transporters work as antiporters. Activity of system A can be stim-
ulated by several factors, including amino acid starvation, hor-
mones and growth factors (14–16).

System A transporter – SNAT1 (previously referred to as 
ATA1, GlnT, SA2, SAT1) is composed of 481 amino acids. 
SNAT1 transports all zwitterionic, aliphatic amino acids and dis-
plays high affinity for glutamine, alanine, asparagines and cysteine. 
In the CNS, SNAT1 is highly expressed in glutamatergic and 
GABAergic neurons in situ and in cultures (13, 17). This trans-
porter was also found in dopaminergic neurons of the substantia 
nigra and in cholinergic motoneurons. SNAT1 is not expressed in 

6. Functional 
Characteristics  
of the Systems 
Transporting Gln  
in the CNS

6.1. Sodium-
Dependent Systems

6.1.1. System A (SNAT1 
and SNAT2)

Table 7 
Glutamine transporters in the CNS

Transporter Mechanism Substrate specificity Localization in brain

System ASC
ASCT2 Antiport Ala, Ser, Cys, Thr, Gln, Asn Astrocytes

System N
SNAT3 Cotransport with Na+/

antiport with H+
Gln, Asn, His Astrocytes

SNAT5 Cotransport with Na+/
antiport with H+

Gly, Asn, Ala, Ser, Gln, Met, 
His

Astrocytes

System A
SNAT1 Cotransport with Na+ Gln, Asn, His Neurons
SNAT2 Cotransport with Na+ Gln, Asn, His Astrocytes, neurons

System L
LAT1 Antiport Leu, Ala, Ser, Gln Astrocytes, neurons
LAT2 Antiport Leu, Ala, Ser, Gln Astrocytes, neurons

Ala alanine; Asn asparagine; Cys cysteine; Gln glutamine; Gly glycine; His histidine; Leu leucine; Ser serine;  
Thr threonine



427Culture Models for the Study of Amino Acid Transport and Metabolism

astrocytes but was found in other non-neuronal components, 
namely luminal membranes of the ependyma (18).

Another transporter belonging to the system A – SNAT2 
(previously known as ATA2, SA1 or SAT2) is a protein consisting 
of 506 amino acids. This transporter operates by a mechanism 
similar to SNAT1, but differs from the latter in its substrate speci-
ficity as it shows high affinity for proline. The expression of 
SNAT2 is more widespread than SNAT1: this transporter has 
been found in all tested tissues. In the CNS, SNAT2 transporter 
is enriched in glutamatergic neurons and in spinal motoneurons 
(19). High levels of SNAT2 mRNA have also been found in glia 
and in endothelial cells comprising the blood–brain barrier (20).

System ASC was originally named for three of the preferred sub-
strates, alanine, serine and cysteine (1). This system is known to 
function as an exchanger capable of mediating both influx and 
efflux of these amino acids. Distinguishing characteristics of sys-
tem ASC from the other Na+-dependent systems include insensi-
tivity to pH changes. The first isolated isoform of system ASC 
from human brain, transporter ASCT1, is ubiquitously expressed, 
but does not recognize Gln (21, 22). The second isoform, 
ASCT2, was cloned from rat astrocyte cultures. This transporter 
is composed of 539 amino acids (23). ASCT2 accepts Gln with 
high affinity and is responsible for a highly efficient Gln uptake by 
cell lines and tumors (24–26). In astrocytes, this transporter is 
mainly responsible for Gln efflux by obligatory exchange with 
extracellular amino acids (27).

System N shows narrow substrate specificity to amino acids con-
taining nitrogen in their side chain, such as Gln, histidine and 
asparagine. Other properties of system N include high sensitivity 
to pH and substitution for Li+ in place of Na+. In situ hybridiza-
tion in brain sections and immunohistochemistry in primary cell 
cultures identified a glial localization of system N isoform – 
SNAT3 (previously referred to SN1). In humans, SNAT3 is com-
posed of 504 amino acids (28). This transporter is responsible for 
the inward and outward transport of Gln, the direction depend-
ing on the Gln and pH gradients (27, 28). Marked immunoreac-
tivity of SNAT3 was observed in glia adjacent to glutamatergic 
and GABAergic synapses and cell bodies, suggesting that this 
transporter is a major mediator of Gln efflux from astrocytes and 
supplies Gln for neurotransmitter synthesis in neurons (29).

Another system N isoform – SNAT5 (know also as a SN2) 
was found in a variety of tissues, including the brain. SNAT5 pro-
tein is composed of 471 amino acids and is 63% identical to 
SNAT3. Similar to SNAT3, SNAT5 mediates Na+/amino acid co-
transport and countertransport of H+. These transporters differ in 

6.1.2. System ASC  
(ASCT1, ASCT2)

6.1.3. System N  
(SNAT3, SNAT5)
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their substrate profile: SNAT3 can recognize classic system N 
substrates, while SNAT5 favors serine (30, 31).

System L catalyzes Na+-independent transport of neutral amino 
acids with high affinity for leucine and is inhibited by synthetic 
model substrate 2-aminobicyclo (2,2,1)heptane-2-carboxylic acid 
(BCH). This system has been shown to be involved in efflux as 
well as in influx of amino acids (1). In the brain, system L is the 
major transport system of the blood–brain barrier (32). Low-
affinity and high-capacity uptake of glutamine via this system was 
observed in both astrocytes and neurons. LAT1 and LAT2, two 
molecular isoforms belonging to the system L exist as heterodim-
ers with the 4F2 heavy chain (33). LAT1 is a protein of 506 amino 
acids and has 12 transmembrane spanning domains. LAT2, which 
exhibits similar topology to LAT1, is composed of 535 amino 
acids. The mRNAs coding for both LAT1 and LAT2 are detect-
able in cultured astrocytes as well as cultured neurons (34). These 
transporters differ in substrate specificity; LAT1 has a narrow sub-
strate profile, whereas LAT2 is capable of transporting many neu-
tral amino acids. Studies have shown that LAT2 recognizes Gln 
with higher affinity than LAT1 (32).

Studies in the recent years have provided evidence that carrier-
mediated glutamine transport between astrocytes and neurons is 
a key factor in the glutamate–glutamine–GABA cycle. The molec-
ular basis of Gln passage in CNS has been investigated extensively 
over the last few years. Gln transport in CNS involves the follow-
ing systems: (a) sodium-dependent: system N; system ASC;  
system A and (b) sodium-independent: system L. Here we are 
presenting protocols for performing the uptake and release stud-
ies of radiolabeled Gln by different systems in primary astrocyte 
culture. Moreover, in this unit, the basic properties of glutamine–
glutamate–GABA cycle are discussed, including aspects of Gln 
transport and metabolism.
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Chapter 22

Neurotransmitter Transporters and Anticonvulsant  
Drug Development

Arne Schousboe, Karsten K. Madsen, and H. Steve White 

Abstract

Excitatory and inhibitory neurotransmission mediated by glutamate and GABA, respectively, plays a 
major role in generation of seizures. So far, emphasis has been placed on the GABA system in attempts 
to develop antiepileptic drugs. Tiagabine, a selective inhibitor of GABA transporter 1 (GAT1), is mar-
keted for treatment of certain seizure types and serves as a proof of principle that inhibitors of GABA 
transport may be interesting in this context. The chapter describes the methodology available to investi-
gate in detail the pharmacology of GABA transporters and design of studies leading to identification of 
drug candidates. Emphasis is placed on a possible role of extrasynaptic GABA transporters in seizure 
control.

Key words: GABA, Transporters, Glutamate, Neurons, Astrocytes, Epilepsy

Neurotransmission is based on release and subsequent inactiva-
tion of signaling molecules referred to as neurotransmitters. 
Stimulus-coupled release of classical neurotransmitters always 
involves coupling of neurotransmitter vesicles to the synaptic 
membrane and quantal release of the appropriate transmitter sub-
stance (1). The inactivation mechanism, however, may either rely 
on enzymatic degradation of the transmitter as in the case of ace-
tylcholine or the mechanism involves the action of high-affinity 
plasma membrane transporters specific for certain transmitters 
(1). The present review will specifically deal with a discussion of 
the transporters involved in the inactivation of the excitatory and 
inhibitory amino acid neurotransmitters glutamate and GABA, 
respectively (2–5).

1. Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_22, © Springer Science+Business Media, LLC 2011
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Two members of the solute carrier (SLC) families, the SLC1 and 
SLC6, are responsible for high-affinity transmembrane transport 
of the amino acid and monoamine neurotransmitters (3). The 
SLC1 family is selective for transport of glutamate and aspartate 
(4) and the SLC6 family includes transporters for GABA, glycine, 
norepinephrine, dopamine, and serotonin (3).

Table 1 summarizes the members of the SLC1 family which are 
responsible for inactivation of glutamate and aspartate both of 
which have an excitatory action on neurons. The two most prom-
inent of these transporters are EAAT1 and EAAT2; both of which 
are mainly expressed in astrocytes (6, 7). They are of great impor-
tance for the maintenance of low extracellular levels of glutamate 
(7, 8). Failure to carry out this function results in excitotoxic 
neuronal death (9, 10) and it has been shown that a number of 
neurodegenerative disorders are associated with malfunctioning 
astrocytic glutamate transporters (7, 11, 12).

As mentioned earlier, the SLC6 family comprises a large number 
of neurotransmitter transporters (3) but in the context of anti-
convulsant drugs, clearly the GABA transporters are the most 
interesting. Table 2 provides a summary of some of the basic 
characteristics of the GABA transporters. In the present review, 
the HUGO nomenclature has been used. The most abundantly 
expressed family member is GAT1 which is located presynapti-
cally on GABAergic neurons throughout the central nervous sys-
tem (13, 14). It is, however, also expressed in astrocytes (14). 

2. Transporter 
Families

2.1. The SLC1 Family

2.2. The SLC6 Family

Table 1 
Basic characteristics of SLC1 transporters

Transporter Substrate Inhibitor

Systematic Trivial Endogenous Synthetic non-substrate

EAAT1 GLAST l-glu/l-asp THA, TMOA TBOA

EAAT2 GLT-1 l-glu/l-asp PDC, d-asp TBOA·DHK

EAAT3 EAAC-1 l-glu/l-asp TBOA

EAAT4 – l-glu/l-asp TBOA, TMG

EAAT5 – l-glu/l-asp TBOA

THA threo-b-hydroxy aspartate; TMOA threo-b-methoxyaspartate; TBOA threo-b-benzyloxyaspartate; DHK dihy-
drokaihate; PDC l-trans-pyrrolidine-2,4-dicarboxylate
From Gether et al. (3)
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Expression of BGT1 is not restricted to the brain and it is found 
abundantly in the kidney (15). In the brain, BGT1 is located in 
both neurons and astrocytes and primarily in extrasynaptic regions 
(13, 16, 17). It may be of interest in relation to epilepsy and anti-
convulsant drugs that the expression of BGT1 has been reported 
to be increased in the hippocampus after kainate-induced neu-
ronal injury (18).

GAT2, like BGT1, is expressed in multiple organs, including 
the brain; however, its expression in the brain is limited and its 
highest expression level is seen neonatally (13, 19, 20). GAT3 
expression is confined to the central nervous system with promi-
nent expression in retina, brainstem, and diencephalon whereas it 
is less abundant in hippocampus and cortex. Its expression is most 
prominent in astrocytic processes often associated with GABAergic 
structures (21, 22). It should be noted that its expression seems 
to correlate with astrocyte sealing of synapses suggesting a peri-
synaptic localization matching that of GAT1 (23). Altogether, 
only GAT1, BGT1, and GAT3 may be of relevance in relation to 
being targets for anticonvulsant drugs. In this context, their peri-
synaptic or extrasynaptic localization may be of functional impor-
tance. This aspect will be discussed further later.

Among the members of the SLC1 and SLC6 transporter families 
presented earlier, the glutamate transporter family (SLC1) is gen-
erally not considered in this context. This does not in any way 
imply that glutamatergic excitatory transmission does not play a 

3. Transporters  
as Targets for 
Anticonvulsants

Table 2 
Basic characteristics of GABA transporters in the SLC6 family

Transporter name Substrate

InhibitorMouse Rat Human HUGO Endogenous Synthetic

GAT1 GAT-1 GAT-1 GAT1 GABA NIP/GUV Tiagabine

GAT2 BGT-1 BGT-1 BGT1 Betaine/GABA – EF-1502

GAT3 GAT-2 GAT-2 GAT2 GABA/b-ala NIP SNAP-5114

GAT4 GAT-3 GAT-3 GAT3 GABA/b-ala NIP SNAP-5114

NIP nipecotic acid; GUV guvacine; EF-1502 (N-[4,4-bis(3-methyl-2-thienyl)-3-butenyl]-4-(methylamino)-4,5,6,7-
tetrahydrobenzo[d]isoxazol-3-ol); SNAP-5114 1-[2[tris(4-methoxyphenyl)mmethoxy]ethyl]-(S)-3-piperidine car-
boxylic acid
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role in seizure control. Quite to the contrary, hyperactivity of 
excitatory transmission will generate seizures (24) and it is inter-
esting that b-lactam antibiotics, which have been shown to 
increase the expression of EAAT2 transporters (25), seem to 
ameliorate drug-induced seizure activity. Thus, a member of this 
b-lactam family, ceftriaxone reduced pentylenetetrazol-induced 
seizure in mice after prolonged treatment (26). It is, however, 
not clear that the treatment with the antibiotic actually led to 
increased expression of the EAAT2 glutamate transporter. In 
contrast, pharmacological agents which may inhibit glutamate 
transporters would be useless in this context as they would likely 
act as proconvulsants and neurotoxins (24).

Since seizure activity is associated with hypofunction of inhib-
itory GABAergic neurotransmission, strategies aimed at enhanc-
ing this function will often lead to anticonvulsant activity (24). It 
is therefore possible that inhibition of GABA transporters would 
constitute a promising strategy (24). Indeed the successful devel-
opment of the antiepileptic drug tiagabine, which specifically 
inhibits GAT1, serves as an important proof of concept that sup-
ports this approach (24). To better understand this principle it is, 
however, necessary to elucidate the pharmacological properties of 
the different cloned GABA transporters of the SLC6 transporter 
family as well as that of neuronal and astroglial transport (27).

Primary cultures of cerebral cortical neurons and astrocytes are 
prepared as detailed by Hertz et al. (28, 29). An outline of the 
procedures is provided below. To prepare a neuronal culture con-
sisting primarily of GABAergic neurons, the cerebral hemispheres 
are isolated aseptically from 15-day-old mouse embryos and 
placed in tissue culture medium (30) containing 10% fetal calf 
serum. The age of the embryos is critical as the period of peak 
neuronal production in cerebral cortex is around 4–6 days prena-
tally (31). Removal of the olfactory bulbs, hippocampus, basal 
ganglia, and meninges leads to a greater representation of 
GABAergic neurons in the cultures. The tissue is subsequently 
cut into small cubes and trypsinized for 15 min at 37°C in a Ca2+- 
and Mg2+-free salt solution containing 0.025% trypsin. The 
trypsinization is stopped by adding a trypsin inhibitor from soy-
beans and the cell suspension is triturated. To remove DNA, this 
medium contains additionally DNAse (75 IU/ml). Finally, the 
cells are suspended in culture medium at a density of 2 × 106 cell/
ml (30) with 10% fetal calf serum, 25 mM KCl, 12 mM glucose, 
and 7 mM p-aminobenzoate, and seeded in poly-d-lysine coated 
plastic culture plates. Every 2 days the cultures receive aliquots of 

4. The Use of 
Cultured Neurons 
and Astrocytes  
as Well as 
Transfected HEK 
Cells to Study 
GABA Transporters

4.1. Cell Cultures



435Neurotransmitter Transporters and Anticonvulsant Drug Development

1.2 M glucose to maintain a minimum glucose concentration of 
12 mM. To minimize astrocytic contamination, the cultures 
are exposed to 20 mM cytosine arabinoside 48 h after seeding. 
The culture period is normally 1 week at which time the neurons 
are fully differentiated as GABAergic neurons (32).

Astrocytes from cerebral cortex are prepared using the tech-
nique originally described by Booker and Senserbrenner (33) and 
modified by Hertz et al. (29, 30). The cerebral hemispheres are 
removed aseptically from new born (0–24 h) mice at which age 
neuronal precursor cells have ceased proliferation and therefore 
develop poorly in culture (29). The tissue is placed in culture 
medium (30) containing 20% fetal calf serum and the neopallium 
is dissected, i.e., the olfactory bulbs, hippocampus, basal ganglia, 
and meninges are removed. Subsequently, the tissue is passed 
through a Nitex nylon mesh (80 mM) and the cell suspension (in 
culture medium) is seeded in plastic tissue culture dishes at a cell 
density of about 106 cells per 60 mm dish. After reaching conflu-
ency at 2 weeks in culture, the serum concentration is reduced to 
10% and the culture medium supplemented with 0.25 mM dibu-
tyryl cAMP for an additional week in culture. This procedure 
leads to well-differentiated astrocytes having morphological and 
biochemical properties corresponding to their in vivo counter-
parts (29, 30).

Human embryonic kidney (HEK) cells stably or transiently 
expressing GABA transporters were generated as the cloned 
mouse cDNA of the four transporters were made available to us 
by Prof. Nathan Nelson (19). Construction of plasmids encoding 
the four mouse GABA transporters as well as a Blasticidine resis-
tance coding region was carried out via standard molecular biol-
ogy approaches (34). Generation of stable cell lines for each of 
the GABA-transporter clones was accomplished by introducing 
the antibiotic Blasticidine-S 48 h post-transfection at a concentra-
tion of 50 mM. At the time where a stable colony had been estab-
lished, the concentration of Blasticidine-S was lowered to 5 mM 
to keep a constant selection pressure thereby ensuring the contin-
ued expression of the GABA transporter over multiple genera-
tions. The transfected HEK cells are kept in Dulbecco’s culture 
medium supplemented with 10% fetal bovine serum, 1 U/mL 
penicillin, and 0.1 mg/mL streptomycin.

More than 50 years ago, it was observed that slices from cerebral 
cortex were able to accumulate GABA from the incubation 
medium (35) but it took another 10 years to demonstrate a high-
affinity transport system for GABA in cerebral cortical slices (36). 

4.2. Transfected Cell 
Lines

5. Pharmacology 
of Neuronal-, 
Astroglial-, and 
Cloned-GABA 
Transporters
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Most of the accumulated GABA was found associated with nerve 
terminals (37). It was unequivocally shown by Henn and 
Hamberger (38) that astroglial cells also possess a high-affinity 
transport system for GABA, a finding confirmed by the use of 
primary cultures of astrocytes (39). Primary cultures of cerebral 
cortical neurons and astrocytes have been used in detailed studies 
designed to characterize the pharmacological properties of these 
transporters (27, 40–43). Some of these results are given in 
Table 3. It is seen that only very few GABA analogs exhibit 

Table 3 
Inhibitory activities of various GABA analogs on cultured 
cortical neurons and astrocytes

Compound

GABA uptake inhibition IC50 or 
Km/i (mM)

Neurons Astrocytes

GABA 8a 32a

Nipecotic acid 12 16
Guvacine 32 29
DABA 1,000 >5,000
ACHC 200 700
b-alanine 1,666b 843b

THPO 501b 262b

Exo-THPO 780 250
N-methyl-exo-THPO 405 48
N-ethyl-exo-THPO 390 301
N-2-hydroxyethyl-exo-THPO 300 200
N-4-phenylbutyl-exo-THPO 100 15
N-acetyloxyethyl-exo-THPO 200 18

(R/S)-EF1502 2 2
(R)-EF1502 1.5 0.65
(S)-EF1502 >100 >100

N-DPB-THPO 38b 26
N-DPB-Nipecotic acid 1.3b 2.0b

N-DPB-guvacine 4.9b 4.2b

N-DPB-exo-THPO 1.4 0.6
N-DPB-N-methyl-exo-THPO 5 2

NNC 05-2090 – –
SNAP-5114 – –
NNC-711 1.24 0.64
Tiagabine 0.45 0.18

Data summarized from (34, 39, 46, 47, 66–72)
aKm
bKi
cHuman BGT-1
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selectivity with regard to inhibition of neuronal and astrocytic 
GABA transport. The most selective analogs are those which are 
N-substituted derivatives of exo-THPO (3-hydroxy-4-amino-
4,5,6,7-tetrahydro-1,2-benzisoxazol). As will be discussed below, 
these analogs have turned out to be important lead structures 
(Fig. 1) in designing drugs that have anticonvulsant properties.

Fig. 1. Chemical structures of GABA and key GABA transport inhibitors mentioned in Tables 3 and 4.
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The availability of the mouse clones of the four GABA trans-
porters (Table 2) from the laboratory of Nathan Nelson (19, 44, 
45) enabled us to create HEK cell lines transfected with those 
clones for either transient or stable expression of the transporters 
as described earlier (34, 46). Using these cell lines as tools it could 
be demonstrated that some of the GABA analogs and most prom-
inently EF1502 (N-[4,4-bis(3-methyl-2-thienyl)-3-butenyl]-4-
(methylamino)-4,5,6,7-tetrahydrobenzo[d]isoxazol-3-ol) (43) 
inhibited not only GAT1 but also the BGT1 carrier (47, 48). As 
shown in Table 4, the GABA analog SNAP-5114 ([(S)-(−)-1-[2-
[tris-(4-methoxyphenyl)methoxy]ethyl]-3-piperidinecarboxylic 

Table 4 
Inhibitory activities of various GABA analogs on cloned 
GABA transporters

Compound

GABA uptake inhibition IC50 or Km/i (mM)

GAT1 BGT1 GAT2 GAT3

GABA 17a 51a 15a 17a

Nipecotic acid 24 >1,000 113 159
Guvacine 39 >1,000 228 378
DABA 128 528c 300 710
ACHC 132 1,070c >1,000 >10,000
b-alanine 2,920 1,100c 66 110

THPO 1,300 3,000 800 5,000
Exo-THPO 1,000 3,000 >3,000 >3,000
N-methyl-exo-THPO 450 >3,000 >3,000 >3,000
N-ethyl-exo-THPO 320 >1,000 >1,000 >1,000
N-2-hydroxyethyl-exo-THPO >500 >500 >500 >500
N-4-phenylbutyl-exo-THPO 7 >500 >1,000 >1,000
N-acetyloxyethyl-exo-THPO 550 >1,000 >1,000 >1,000

(R/S)-EF1502 7 26 >300 >300
(R)-EF1502 4 22 >150 >150
(S)-EF1502 120 34 >150 >150

N-DPB-THPO 30 200 >300 >1,000
N-DPB-Nipecotic acid 0.64 7,210c 550 4,390
N-DPB-guvacine – – – –
N-DPB-exo-THPO 6 100 >100 >100
N-DPB-N-methyl-exo-THPO 2 200 >100 >100

NNC 05-2090 19 1.4 41 15
SNAP-5114 >30 22 20 6.6
NNC-711 – – – –
Tiagabine 0.11 >100 >100 800

Data summarized from (13, 34, 40–43, 46, 47, 73)
aKm
bKi
cHuman BGT-1
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acid] preferentially inhibits GAT3 (49). A more extensive sum-
mary of the ability of a number of the structural analogs of GABA 
to inhibit the cloned GABA transporters expressed in HEK cells 
is provided in Table 4. It is seen that the majority of these analogs 
are inhibitors of GAT1 while only some are inhibitors of either 
BGT1 or GAT2 and GAT3. The pharmacological basis for a 
number of these GABA analogs to act as potent anticonvulsants 
in animal models of epilepsy will be discussed in the following 
section. As several of these studies have utilized isobologram anal-
ysis, the principles underlying this analysis are described below.

Isobologram studies as described by Löewe (50) and further 
adapted by Tallarida (51) and Tallarida et al. (52) were per-
formed on the combinations between tiagabin and EF1502 or 
SNAP-5114 and tiagabin or EF1502 in audiogenic seizure 
(AGS)-susceptible Frings mice and between tiagabin or EF1502 
in corneal kindled CF no. 1 mice. Isobologram studies can iden-
tify the interaction of drugs in combination as being either purely 
additive, antagonistic, or synergistic. Drugs in combination  
theoretically follow the general equation of additivity 
a/A + b/B = 1 where a and b are the doses of the first and second 
drug, respectively, co-administered in a mixture exerting a desired 
effect. A and B are the doses of the drugs which exert the same 
desired effect when administered separately. The nature of a spe-
cific drug interaction for a pair of drugs is investigated at several 
fixed-ratio combinations, e.g., 3:1, 1:1, and 1:3. A requirement 
for isobologram analysis is parallelism of the slope function of 
drug A and B, which can be tested by doing a t-test on the slopes 
obtained by probit analysis of the dose–response curve as described 
by Finney (53).

A fixed-ratio combination of 1:3 means that the drug mixture 
is composed of a = ¼*A and b = ¾*B meaning that 25 and 75% of 
the action is mediated by drug A and B, respectively, regardless of 
the amounts of drugs in combination, hence the amount of a and 
b is fixed in respect to each other. The theoretical ED50,add dose of 
the 1:3 fixed-ratio combination is composed of a = ¼*ED50 of 
drug A and b = ¾ of the ED50 of drug B. Dose–response curves 
are then established for all three fixed-ratio combinations and the 
experimentally determined ED50,exp for each fixed-ratio combina-
tion is obtained by probit analysis. When determining the type of 
interaction resulting from the fixed-ratio combinations the theo-
retical ED50,add dose is compared to the experimentally derived 
ED50,exp using the Student’s t-test. An ED50,exp that is found to be 

6. Isobologram 
Analysis
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significantly higher, equal, or lower than the ED50,add is considered 
to be either antagonistic, additive, or synergistic, respectively. The 
two drugs are injected in such a way that the time to peak effect 
coincides with the challenge stimulus to evoke a seizure, e.g., 
high-intensity sound stimulus used for the AGS-susceptible Frings 
mouse or corneal stimulation used for the corneal-kindled CF 
no.1 mice.

The data follow a normal distribution on the log scale, there-
fore the Student’s t-test should also be performed on the log 
scale, hence log(ED50) ± SEM(logED50) of both the theoretical 
and experimental mixture needs to be obtained before a t-test can 
be performed. The ED50,add is calculated as described previously; 
however, the calculation of the SEM(logED50,add) value is a bit 
more difficult and some assumptions need to be taken. 
SEM(logED50) for drug A and B is established in (1a, 1b) and an 
approximation converts SEM(logED50) to SEM(ED50) from log 
to non-log scale in (2). The variance is obtained in (3) and the 
combined variance for the combination of drug A and B is finally 
calculated in (4). Going backwards through (3) and (2), the 
SEM(logED50,add) is finally obtained. The upper 95% CI is used to 
calculate the SEM(logED50,add) (1a) when evaluating an antago-
nistic interaction, and (1b) using the lower 95% CI is used when 
evaluating synergistic interactions. This is necessary if the 95% CI 
is not symmetric around the ED50 on the log scale.

 50 50SEM(log ED ) (log(upper CI) log(ED )) / 1.96,= −  (1a)

 50 50SEM(log ED ) (log(ED ) log(lower CI)) / 1.96,= −  (1b)

 50 50 50SEM(ED ) 2.3 (ED ) SEM[log(ED )],= × ×  (2)

 
2

50 50V(ED ) SEM(ED ) ,=  (3)

 
2 2

50,add A 50,drug A A 50,drug BV(ED ) f V(ED ) (1 f ) V(ED ).= × + − ×  
(4)

fA corresponds to fraction of drug A in the mixture, hence, fA = ¼ 
in the 1:3 fixed-ratio mixture. The degrees of freedom of 
V(ED50,add) is given by Nadd = NA +NB−4. Likewise, the 
SEM(logED50,exp) is obtained by (1a) or (1b) when evaluating 
synergistic or antagonistic interactions, respectively.

Studies performed 3 decades ago by Horton et al. (54), Wood 
et al. (55, 56), Krogsgaard-Larsen et al. (57), Croucher et al. (58), 
and Schousboe et al. (59) demonstrated that inhibitors of GABA 

7. GAT Inhibitors 
as Anticonvulsants
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uptake are, in general, able to act as anticonvulsants. It was shown 
that the mechanism for this action likely involves the ability of 
these compounds to increase the synaptic pool of GABA (55).

These GABA analogs are not able to cross the blood–brain 
barrier unless they are made less polar or more lipophilic by either 
converting the analogs to prodrugs (57) or placing a lipophilic 
side chain (see Fig. 1) at the nitrogen atom (60). The latter prin-
ciple resulted in the synthesis of an enormous number of lipo-
philic GABA analogs during the subsequent decades (see (27) 
and (43) for references). An important outcome of these studies 
was the development of tiagabine, a selective GAT1 inhibitor as 
an antiepileptic drug (24). This unequivocally serves as a proof of 
principle for the mechanism by which GABA uptake inhibitors act 
as anticonvulsants.

It has been debated whether selective inhibition of astrocytic 
GABA uptake rather than neuronal GABA uptake might be a 
governing principle as suggested originally by Krogsgaard-Larsen 
et al. (57) and Schousboe et al. (59). Two observations seem to 
support this notion: (i) Diaminobutyric acid preferentially inhib-
iting neuronal GABA uptake (61) can act as a proconvulsant (54) 
and (ii) a close correlation exists between the affinity of a series of 
inhibitors of astroglial GABA transport and the potency of these 
compounds to act as anticonvulsants in the audiogenic Frings 
mice whereas no such correlation was found between the affinity 
for neuronal GABA transport and anticonvulsant potency (34).

The advent of the discovery using isobolographic analysis 
that the lipophilic GABA analog EF-1502 (Fig. 1), inhibiting 
equipotently GAT1 and BGT1 in combination with tiagabine 
(48) demonstrated a synergistic anticonvulsant action, has 
prompted investigations aimed at elucidating the role of BGT1 in 
seizure control. This has also led to the proposal that synaptic and 
extrasynaptic GABA acting at synaptic and extrasynaptic GABA 
receptors, respectively, may play different roles in seizure control 
(62–64). A recent study in which the GAT2/GAT3 inhibitor 
SNAP-5114 was combined with either tiagabine or EF-1502 in 
isobologram analysis using AGS-susceptible Fring’s mice (65) has 
provided additional evidence in support of this hypothesis. Thus, 
tiagabine and SNAP-5114 exhibited an additive effect in this 
analysis whereas EF-1502 acted synergistically with SNAP-5114 
when administered in combination. Since GAT1 and GAT2/
GAT3 are located in close proximity in the synapse whereas BGT1 
is located extrasynaptically this result is in perfect agreement with 
the notion that extrasynaptic GABA receptors are of particular 
interest in seizure management. Collectively, these observations 
demonstrate that drugs that act selectively to inhibit GABA trans-
port by acting on the BGT1 transporter are potential drug candi-
dates for seizure control.
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Over the years, there has been much greater success in designing 
and synthesizing drugs that target GABA transporters than there 
has been in finding drugs that modulate (increase) expression of 
glutamate transporters. In this regard, it seems like there is a sub-
stantial opportunity for trying to modify hyperexcitability by 
enhancing the reuptake of the excitatory neurotransmitter sub-
stance glutamate.

The discovery of EF-1502 and SNAP-5114, both reasonably 
selective drugs that target non-GAT1 GABA transporters, has 
provided insight into the potential importance of extrasynaptic 
GABA transporters in the control of seizure disorders. However, 
the full potential of this class of GABA transport inhibitors will 
not be fully realized until a drug has been identified that is fully 
selective for each of the cloned transporters (much like tiagabine 
is for GAT1). Only then will we fully understand the therapeutic 
potential, safety, and adverse event profile of this class of drugs.

This brief review has focused on the potential therapeutic use 
of glutamate and GABA transport modulators as potential anti-
convulsant compounds; however, glutamate and GABA also play 
extremely important roles in other neurological and psychiatric 
disorders including sleep, anxiety, depression, and neurodegen-
erative disorders (e.g., Parkinson’s, Alzheimer’s, Huntington’s, 
etc.). In addition, drugs that modulate glutamate reuptake could 
be used to potentially enhance learning and memory and prevent 
excitotoxic cell death. The discovery and subsequent develop-
ment of highly selective drugs that target glutamate and GABA 
transporters would potentially provide novel new approaches to 
treating these and other CNS disorders.
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Chapter 23

Ion Channel Electrophysiology in Cultured Neurons

Toshio Narahashi 

Abstract

Studies of ion channel pharmacology have witnessed considerable developments during the past half a 
century. Whereas voltage clamp techniques were applied to neuropharmacology for the studies of some 
chemicals in the late 1950s, it was not until 1960s that cellular neuropharmacological studies started 
flourishing when tetrodotoxin was discovered to exert a selective and potent block of the sodium channels. 
The progress in this field was greatly accelerated when patch clamp techniques developed in the early 1980s. 
Incorporation of molecular biology into this area further promoted the development, and cellular 
neuropharmacology has now become one of the most important biomedical sciences.

A variety of cultured neurons are being used for research nowadays depending on the aims of study. 
In this chapter, variations of cell culture techniques are described in the former half of the chapter. The 
latter half is devoted to a few representative examples of our studies using cultured neurons.

Key words: Voltage clamp, Patch clamp, Dorsal root ganglion neuron, Hippocampal neuron, 
Cortical neuron, Cerebellar Purkinje neuron, Neuroblastoma cell, Alcohol, Pyrethroids, Fipronil, 
GABA receptor, Glutamate receptor, Glutamate-activated chloride current, Sodium channel

Studies of ion channel pharmacology have witnessed considerable 
developments during the past half a century. In 1958, Shanes 
published two extensive review articles in Pharmacological Reviews 
(1, 2) not only summarizing the situation at that time but also 
pointing out possible future directions of cellular neuropharma-
cology especially with the use of voltage clamp technique (1, 2). 
Voltage clamp was originally developed by Cole (3) in 1949 and 
extensively used by Hodgkin, Huxley, and Katz (4–8) in 1952 to 
define the roles of ion channels in nerve excitation. This powerful 
technique was indeed applied in the late 1950s, albeit to the lim-
ited extent, for the study of the mechanism of action of some 

1. Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_23, © Springer Science+Business Media, LLC 2011
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chemicals on sodium and potassium channels (9–11). However, 
it was not until the discovery of the selective tetrodotoxin (TTX) 
block of sodium channels (12, 13) in the early 1960s that toxins 
and chemicals made their debut as useful tools for the study of 
ion channels. The use of chemicals for this purpose has become 
explosively popular since that time breaking a dawn of cellular 
neuropharmacology. However, the preparations to which the 
voltage clamp technique was applicable were quite limited for 
technical reasons.

In 1976, Neher and Sakmann successfully recorded small 
currents flowing through the open single channels of nicotinic 
acetylcholine receptors (nAChRs) (14). A few years later, they 
developed this technique into what we now call patch clamp (15). 
Although the patch clamp is a variation of voltage clamp, it has 
become very popular for two reasons: (1) It is applicable practi-
cally to any type of cells including neurons, muscle cells, cardiac 
cells, lymphocytes, and mitochondria to mention a few as long as 
patch electrode is applicable. (2) Another reason is that single-
channel currents which was impossible to measure before can 
now be recorded. Thus, patch clamp techniques are extensively 
used in combination with TTX and other chemical tools for the 
studies of physiology, pharmacology, and toxicology of ion chan-
nels. In spite of the current trend toward the molecular mecha-
nism of ion channel studies, patch clamp is an indispensable part 
of integrated investigations.

This chapter gives some examples of ion channel studies using 
patch clamp techniques. Since the patch clamp techniques using 
single cells are now routine procedure, variations of these tech-
niques as applied to various preparations are briefly described in the 
former half of the chapter, and a few examples of studies are given 
in the latter half. One of the most important points is to properly 
select cell preparations suitable for the purpose of the study.

Dorsal root ganglion (DRG) neurons are often used for the patch 
clamp study of voltage-gated sodium channels and GABA recep-
tor channels. Neurons are acutely dissociated from rat DRG and 
maintained in a short-term primary culture to be used for patch 
clamp experiments within 1–3 days. A 1- to 7-day-old Sprague-
Dawley rat is anesthetized with halothane (16, 17). The vertebral 
column is then removed and cut longitudinally, generating two 
hemisections, which are placed into sterile Ca2+- and Mg2+-free 
phosphate-buffered saline solution (PBS). The ganglia are iso-
lated from the spinal lumen and enzymatically treated to weaken 
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the encapsulating tissue around the neuron bodies with PBS 
containing either a mixture of cysteine (0.5 mg/mL), papain 
(0.8 mg/mL), and collagenase-dispase (0.2 mg/mL), or trypsin 
alone (2.0–2.5 mg/mL). Cells are incubated with enzymes at 
37°C for approximately 20 min and then rinsed twice with cul-
ture media (serum-free Dulbecco’s Modified Eagle’s Medium) 
containing gentamycin (0.08 mg/mL). By trituration using a 
sterile Pasteur pipette, neurons are mechanically isolated from 
extraneous tissues. The resulting cell suspension is evenly dis-
persed into cluster dish wells, with each containing a 12 mm poly-
l-lysine (0.1 mg/mL)-coated glass coverslip and 1.0 mL of 
culture medium. Incubation for 1–2 h in 5–10% CO2 with 100% 
humidity is necessary to allow cells to settle and adhere to the 
coverslips.

Cerebellar Purkinje neurons are used for the study of sodium 
channels. The methods for isolating and culturing cerebellar 
Purkinje neurons are described by Kay and Wong (18) and Song 
and Narahashi (19). Rats of 7–14 days old (postnatal) are anes-
thetized with halothane and decapitated. The brains are removed 
rapidly and immersed in ice-cold PIPES dissociation solution 
containing (in mM) NaCl 120, KCl 5, CaCl2 1, MgCl2 1, d-glucose 
25 and PIPES 20 with pH 7.0 and 305 mOsm and equilibrated 
with 100% O2. Cerebella are dissected out and cut into slices of 
500 mm thickness using a tissue slicer. Slices are transferred into a 
dissociation chamber containing 10 mL PIPES dissociation solu-
tion added with 6 mg trypsin (Type XI, Sigma-Aldrich, St. Louis, 
MO). The solution containing slices is stirred gently for 50 min 
with a magnetic stirrer at a slow rate sufficient to prevent the cells 
from settling. The solution is continuously saturated with 100% 
O2. The slices are then rinsed with PIPES dissociation solution, 
and individual cells are mechanically dissociated using a fire-pol-
ished Pasteur pipette in DMEM (GISCO-BRL, Grand Island, 
NY). Then cells are plated onto glass coverslips coated with poly-
l-lysine and cultured in DMEM at 37°C. After 15 min medium is 
changed to DMEM supplemented with newborn calf serum (10%, 
v/v) and gentamicin (80 mg/mL). Cells can be used for electro-
physiological experiments after 1–7 h of incubation in 10% CO2 
and 100% humidity. Cerebellar Purkinje neurons are distinguished 
by their large size (15–20 mm diameters) compared with granule, 
stellate, or basket cells.

Hippocampal neurons are often used for the study of sodium 
channels and various ligand-gated receptor channels. Primary cul-
tures of hippocampal neurons are prepared from 17-day-old 
embryos of a Sprague-Dawley pregnant rat under halothane anes-
thesia (20, 21). A transverse incision is made in the lower abdomen 
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of the pregnant rat and the fetuses are withdrawn from the abdomen. 
The heads of the fetuses are immediately cut-off and hippocampi 
are dissected and kept in a Ca2+- and Mg2+-free buffered saline 
solution (PBS). Neurons are then dissociated by repeated pas-
sages through a fire-polished Pasteur pipette containing 
Neurobasal Medium supplemented with B-27 and 2 mM 
l-glutamic acid (GIBCO/Life, Grand Island, NY). The final sus-
pension is plated onto 12 mm poly-l-lysine-coated coverslips at a 
density of 200,000 cells/well. Cells are maintained in 10% CO2 
with 100% humidity at 37°C and are used for electrophysiological 
experiments within 3 weeks.

Similar to hippocampal neurons, cortical neurons are used fre-
quently for the study of sodium channels and various ligand-gated 
receptor channels. The methods for culture of cortical neurons 
are very similar to those for hippocampal neurons (22, 23). 
Embryos are removed from 17-day pregnant Sprague-Dawley 
rats under halothane anesthesia. Small wedges of frontal cortex 
are excised and subsequently incubated in phosphate buffer solu-
tion for 20 min at 37°C. The solution contains (in mM) NaCl 
154, KH2PO4 1.05, Na2HPO4·7H2O 3.0, 0.25% (w/v) trypsin 
(Type XI, Sigma-Aldrich, St. Louis, MO), pH 7.4, and with 
osmolarity of 287 mOsm. The digested tissue is then mechani-
cally triturated by repeated passages through a Pasteur pipette 
and the dissociated cells are suspended in Neurobasal Medium 
with B-27 supplement (Invitrogen, Carlsbad, CA) and 2 mM 
glutamine. The cells are added to 35-mm culture wells at a con-
centration of 100,000 cells/well. Each well contains five 12-mm 
poly-l-lysine-coated coverslips overlaid with confluent glia that 
had been plated 2–4 weeks earlier. The cortical neuron/glia cul-
tures are maintained in a humidified atmosphere of 10% CO2 at 
37°C. Cells cultured for 3–7 weeks are used in the experiments.

Cockroach neurons are used for the study of the mechanism of 
action of insecticides. As described later, they are particularly use-
ful for the studies of selective toxicity and of glutamate-activated 
chloride channel (GluCl) currents which are not present in mam-
mals. Glutamate-activated chloride currents can be recorded by 
patch clamp from the cockroach neurons (24–26). Adult cock-
roaches, Periplaneta americana, are maintained at room temper-
ature (22–24°C) with free access to water and rat food. A 
cockroach is immobilized by pins with either dorsal side or ven-
tral side up on a dissection dish coated with wax. The cuticle, gut, 
and some muscles are removed to gain access to the ventral nerve 
cord. Three thoracic ganglia are carefully dissected and placed in 
cockroach saline solution containing (in mM) NaCl 200, KCl 
3.1, MgCl2 4, d-glucose 20, and HEPES acid 10 with pH adjusted 
to 7.3 with 1 mM NaOH. After removal of the remaining nerve 
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fibers and nerve sheets, the ganglia are incubated for 40 min at 
room temperature in the saline solution containing collagenase 
(Type A, 0.5 mg/mL, Roche Diagnostics, Mannheim, Germany) 
and hyaluronidase (Type I-S, 1 mg/mL, Sigma-Aldrich, St. Louis, 
MO). The ganglia are then rinsed twice in saline solution supple-
mented with 5 mM CaCl2 and 5% (v/v) fetal calf serum and are 
immediately dissociated by gentle trituration through a fire-
polished Pasteur pipette. The dissociated neurons, suspended in 
the supplemental saline solution, are allowed to settle on glass 
coverslips coated with poly-l-lysine. The neurons are used in 
3–24 h for electrophysiological experiments.

Neuroblastoma cell line is used for the study of various voltage- 
and ligand-gated channels. NIE-115 neuroblastoma cells or 
NG108-15 neuroblastoma–glioma hybrid cells have been used 
often for patch clamp experiments (27–30). Cells are maintained 
in tissue cultures and grown in Dulbecco’s modified Eagle’s 
medium, supplemented with 10% newborn calf serum at 37°C in 
humidified air containing 10% CO2. To facilitate development of 
ion channels and chemical sensitivity, 1 mM dibutyryl adenosine 
3′, 5′-cyclic monophosphate could be added to the culture media. 
Three days to two weeks before use, cells are first grown on cov-
erslips in media to which 2% (v/v) dimethylsulfoxide had been 
added to enhance cellular differentiation and expression of neu-
ronal characteristics (31).

Whole-cell currents or single-channels currents can be recorded 
by patch clamp techniques (15). Patch pipettes made from boro-
silicate glass capillary tubes with 1.5 mm inner diameter have a 
resistance of 5–10 megohm when filled with pipette solution.

Either inside-out or outside-out configuration of membrane 
patch to record single-channel currents can be used depending 
on the purpose of experiment. If a test compound is to be applied 
directly inside of the membrane, the inside-out configuration is 
more convenient. For external application of the chemical, the 
outside-out configuration is more convenient. Single-channel 
currents passing through the pipette are recorded by a patch 
clamp amplifier (e.g., Axopatch 200A, Molecular Devices, 
Sunnyvale, CA). The currents are filtered at 2–10 kHz with a 
four-pole Bessel filter, digitized at a rate of 10–50 kHz through 
an analog-to-digital converter (Digidata 1200, Molecular 
Devices), and stored on hard disk for later analysis. The baseline 
of current at the holding potential may be continuously recorded 
with a pen recorder. Programmed sequences of voltage pulses are 
applied using the software pClamp 6 (Molecular Devices) to the 
preparation from the computer using a digital-to-analog con-
verter (Digidata 1200).
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Whole-cell currents are recorded under patch clamp conditions 
by the method developed by Hamill et al. (15) using an Axopatch 
200A amplifier. Currents are digitized with a 14-bit analog-to-
digital converter, filtered with a Bessel filter at 5 kHz, and stored 
by a PC-based data acquisition system.

Two drug application methods can be used depending on 
situation (22, 26). Bath application and U-tube application meth-
ods are used separately or in combination. A U-tube is used for 
rapid application of external solution containing an agonist (e.g., 
acetylcholine or glutamate) alone or with test compounds. 
External solution containing agonist alone or with a test com-
pound is fed through the U-tube by gravity from a container 
located above the bath. Closure of a computer-operated solenoid 
valve in the outlet side of the tube allows the U-tube solution to 
flow out of the hole located near the cell. Another valve control-
ling a suction tube with an opening on the other side of the cell 
is also opened, allowing the test solution to be sucked away 
quickly. The opening and closing of two solenoid valves are oper-
ated by ClampEX 6.0.4. With this method, the external solution 
surrounding the cell can be completely exchanged with a test 
solution in 20–30 ms.

Meyer–Overton’s lipid theory has prevailed for nearly 90 years to 
explain the mechanism by which alcohol exerts paralysis and other 
actions on animals and humans (32–34). The theory says in 
essence that alcohol is dissolved in the lipid phase of the mem-
brane thereby causing various effects. However, it has become 
increasingly clear that the major target site of alcohol is proteins, 
primarily those of neuroreceptors. Whereas alcohol (ethanol) 
interacts with a variety of neuroreceptors including, but not lim-
ited to, nAChRs, GABAA receptors, glutamate receptors, and 
5-HT3 receptors (35–38), modulation of nAChRs is important 
not only because alcohol action on the receptor is potent but also 
because changes in the activity of nAChRs affect the release of 
various transmitters such as nor-epinephrine, GABA, glutamate, 
and ACh (39) leading to alterations of receptor’s functions.

Whole-cell patch clamp technique was applied to rat cortical 
neurons in primary cultures (40). Neurons were used for patch 
clamp experiments after neuron/glia were co-cultured for 1–9 
weeks. The standard external solution consisted of (in mM): NaCl 
140, KCl 5, CaCl2 1.5, MgCl2 1, acid-HEPES 15, Na-HEPES 
10, LaCl3 3 mM, TTX 0.2 mM, atropine sulfate 0.3 mM and pH 
7.3. Two types of internal (pipette) solutions were used, one with 
high calcium buffering capacity, and the other with 5 mM 
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Mg-ATP added. These two solutions were used to evaluate the 
possible effects of internal calcium or energy processes on nAChR 
activity. The internal solution with high calcium-buffering capac-
ity comprised (in mM): cesium gluconate 140, NaCl 15, potas-
sium gluconate 5, acid-HEPES 15, Na-HEPES 10, cesium-BAPTA 
35, Ca gluconate 12, and Mg gluconate 4. The ATP-containing 
internal solution consisted of (in mM); cesium gluconate 140, 
NaCl 15, K gluconate 5, MgCl2 1, acid-HEPES 15, Na-HEPES 
10, EGTA 11, CaCl2 1, Mg-ATP 5, and Na-GTP 0.2.

In rat cortical neurons in primary cultures, applications of 
ACh through U-tube generated two types of current response. A 
fast desensitizing current with an EC50 of 300 mM ACh was 
blocked by a-bungarotoxin (a-BuTX) and a slowly desensitizing 
current with an ACh EC50 of 3 mM was not blocked by a-BuTX. 
The fast desensitizing current represented the activity of a7 
nAChRs, whereas the slowly desensitizing current represented 
the activity of a4b2 nAChRs.

Alcohol slightly inhibited the a7 nAChR currents. At 30 and 
100 mM alcohol inhibited the currents only to 92 and 84% of the 
control, respectively (figure 2 of Aistrup et al. (40)). By contrast 
the a4b2 nAChR currents were much more sensitive to and 
potentiated by alcohol (Fig. 1). Alcohol at 10, 30, and 100 mM, 
the currents were augmented to 114, 127, and 155% of the con-
trol, respectively.

As is well known, alcohol exerts effects on most, if not all, 
neuroreceptors. In order to compare the effects on nAChRs with 
those on GABAARs and NMDARs, the following experiments 

Fig. 1. Ethanol potentiation of ACh-induced currents in the rat cortical a4b2 nicotinic receptors in primary cultures. Left : 
Dose–response relationship for ethanol to increase the currents evoked by 3 mM ACh. Right : Sample current records 
induced by 3 mM ACh alone and those by ACh plus various concentrations of ethanol (Aistrup et al. (40) by permission).
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were performed (40): Because the sensitivity of individual neurons 
varied, one and the same neuron was used to compare the alcohol 
sensitivity. GABA-induced currents were potentiated by 100 mM 
alcohol only 3 ± 3%, and modestly potentiated by 300 mM 
alcohol 18 ± 8%. In contrast, ACh-induced a4b2 currents were 
potentiated by 100 and 300 mM alcohol 61 ± 9% and 196 ± 63%, 
respectively. NMDA-induced currents were inhibited by 100 mM 
alcohol 35 ± 7%, an effect less efficacious than that on nAChRs 
(figure 5 of Aistrup et al. (40)). This experiment clearly illustrates 
that a4b2 nAChR currents are more sensitive to alcohol than 
GABA and NMDA currents.

Whereas there is no question that glutamate receptors are inhib-
ited by alcohol (35, 40), alcohol modulation of GABAARs has 
been a matter of controversies; potentiation, inhibition, and no 
effect by alcohol have been reported in the literature (41, 42). 
However, various behavior experiments clearly point out the 
importance of the GABAergic system as a target of alcohol. Since 
nAChRs have been highly sensitive to alcohol as described above, 
and also since nAChRs, when activated, facilitate the release of 
various transmitters (39), we proposed a hypothesis that alcohol 
stimulates the GABAergic system through potentiation of 
nAChRs.

In order to test the hypothesis, experiments with miniature 
excitatory postsynaptic currents (mEPSCs) and miniature inhibi-
tory postsynaptic currents (mIPSCs) were performed using the 
patch clamp technique (43). Primary cultured rat cortical neu-
rons were used. Synaptic networks were formed during cultures 
and spontaneous miniature currents could be recorded in the 
presence of 100 nM TTX to eliminate the activity of voltage-
gated sodium channels and 20 nM atropine to block the muscar-
inic AChR currents. For recording of mEPSCs 20 mM bicuculline 
was added to eliminate mIPSCs, and for recording of mIPSCs 
30 mM dl-2-amino-5-phosphonovaleric acid (APV) and 10 mM 
6-cyano-7-nitroquinoxaline-2,3-dione (CNQX) were added to 
block mEPSCs. Two types of neurons were recognized in the 
cultures: one was bipolar neurons and the other multipolar neu-
rons. Bipolar neurons possessed nAChRs, while multipolar neu-
rons lacked nAChRs. As expected, the presence and absence of 
nAChRs are reflected in the action of alcohol.

Examples of mEPSCs and mIPSCs recorded from bipolar 
neurons in the presence and absence of ACh and/or ethanol are 
shown in Fig. 2. Analyses of these results in terms of the ampli-
tude and frequency of mEPSCs and mIPSCs are illustrated in 
Fig. 3. ACh at 30 nM generated a steady current in bipolar neu-
rons (Fig. 2), which was not produced in multipolar neurons 
(figure 8 of Moriguchi et al. (43)). This observation implies the 
presence and absence of nAChRs in bipolar and multipolar 
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Fig. 2. Records of spontaneous miniature excitatory postsynaptic currents (mEPSCs) and miniature inhibitory postsynap-
tic currents (mIPSCs) in the primary cultured rat cortex bipolar neurons in the presence of 100 nM tetrodotoxin (TTX). ACh 
at 30 nM was applied via a U-tube system. (a) mEPSCs before (control), with 30 nM ACh, with 100 mM ethanol, with 
100 mM ethanol plus 30 nM ACh, with 30 nM ACh, and with 30 mM dl-2-amino-5-phosphonovaleric acid (APV) plus 
10 mM 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX). (b) mIPSCs before (control), with 30 nM ACh, with 100 mM ethanol, 
with 100 mM ethanol plus 30 nM ACh, with 30 nM ACh, and with 20 mM bicuculine (Moriguchi et al. (43) by 
permission).

Fig. 3. Effects of ACh and ethanol on the amplitude and frequency of mEPSCs and mIPSCs in primary cultured rat cortical 
bipolar neurons. Data are normalized to the control values. (a) ACh 30 nM had no effect on the amplitude of mEPSCs and 
mIPSCs. Ethanol 100 mM or 100 mM ethanol plus 30 nM ACh decreased the amplitude of mEPSCs and increased the 
amplitude of mIPSCs. (b) ACh 30 nM increased the frequency of mEPSCs and mIPSCs. During 100 mM ethanol perfusion, 
30 nM ACh increased the frequency of mEPSCs beyond the control level but to the same level as that achieved by ACh 
alone. However, the frequency of mIPSCs increased beyond the control and ACh level. *p <0.05, **p <0.01 (Moriguchi 
et al. (43) by permission).
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neurons, respectively. Although ACh alone at 30 nM did not 
change the amplitude of either mEPSCs or mIPSCs in bipolar 
neurons, it greatly increased the frequency of both mEPSCs and 
mIPSCs reflecting the increase in the release of glutamate and 
GABA, respectively, as a result of stimulation of nAChRs (Fig. 3). 
These effects of ACh on the frequency were not seen in multipo-
lar neurons due to the lack of nAChRs (figure 9 of Moriguchi 
et al. (43)).

Ethanol alone at 100 mM greatly increased the amplitude of 
mIPSCs in bipolar neurons and decreased the amplitude of mEP-
SCs reflecting the direct effects of ethanol on the GABA and glu-
tamate receptors, respectively (Fig. 3). The frequency of both 
mEPSCs and mIPSCs was decreased by ethanol, probably due to 
a presynaptic effect (Fig. 3). Similar changes in both amplitude 
and frequency were produced by ethanol in multipolar neurons 
(figure 9 of Moriguchi et al. (43)). A combined application of 
100 mM ethanol and 30 nM ACh also increased the amplitude of 
mIPSCs and decreased the amplitude of mEPSCs in bipolar neu-
rons (Fig. 3), and similar changes were seen in multipolar neu-
rons (figure 9 of Moriguchi et al. (43)). The effects of a combined 
application of 100 mM ethanol and 30 nM ACh on the frequency 
in bipolar neurons were complex somewhat (Fig. 3). The fre-
quency of mIPSCs was increased more than the increase caused 
by ACh alone indicating ethanol potentiation of nAChRs. 
However, the increase in the frequency of mEPSCs was slightly 
less than that observed by ACh alone, probably due to a presyn-
aptic effect of ethanol. It remains to be seen why mIPSCs and 
mEPSCs responded differently in bipolar neurons. In multipolar 
neurons, ethanol + ACh and ethanol alone caused similar changes 
in the frequency, slightly decreasing the frequency as compared 
with the control (figure 9 of Moriguchi et al. (43)).

The results of this study clearly show that ethanol modulates 
the release of glutamate and GABA through activation of nAChRs. 
Thus, regardless of the presence or absence of direct ethanol 
stimulation of GABARs, the GABAergic system is modulated by 
ethanol via stimulation of nAChRs.

Whereas a variety of neuroreceptor channels are modulated by 
ethanol, nAChRs of a4b2 type are particularly sensitive being 
augmented potently by ethanol (40). The maximum potentiation 
of the nAChRs by ACh is further increased by ethanol (40). 
However, the underlying mechanism remains to be seen. We pro-
pose that ethanol stabilizes the channel open state either by an 
increase in the channel open rate constant b and/or by a decrease 
in the closing rate constant a (44).

In order to test the hypothesis, single-channel patch clamp 
experiments were performed using the a4b2 nAChRs stably 
expressed in human embryonic kidney (HEK) cells (45). In an 
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attempt to decrease the occurrence of overlapping single-channel 
currents, we used a low concentration of ACh at 30 nM. Two 
conductance state currents, 1.5 and 2.6 pA, were frequently 
observed. The single-channel currents were blocked by 100 nM 
dihydro-b-erythroidine-HBr (DHbE), indicating that the cur-
rents are mediated by neuronal nAChRs. High and low conduc-
tances are calculated to be 40.5 and 21.9 pS, respectively.

Ethanol at 100 mM had no effect on the amplitude of either 
high- or low-conductance component of nAChR currents. The 
open time distributions were analyzed by the method of Sigworth 
and Sine (46). The number of events in each bin is plotted on a 
linear ordinate and the time axis is drawn on a logarithmic scale 
so that the effective bin width increases exponentially from left to 
right. This displays a multiexponential distribution as a series of 
skewed bell-shaped curves whose peaks overlie the time constants 
of several exponential components (see Fig. 4).

Details of single-channel analysis of nAChRs as affected by 
ethanol are described by Zuo et al. (45). It is of vital importance to 
relate single-channel data to whole-cell data. One of the unique 
aspects of ethanol-induced enhancement of whole-cell currents is 
that even the maximum current evoked by high concentrations of 
ACh is further increased by ethanol (40, 44). This could be either 
due to an increase in single-channel conductance or to more recep-
tors staying open. The latter could arise from an increase in channel 
opening rate constant b and/or a decrease in the closing rate a 
(44). The experiments were designed to answer these questions.

Patch clamp experiments have revealed two conductance 
states in the ACh-induced opening of single channels. However, 
no change in single-channel conductance was discovered by appli-
cation of 100 mM ethanol (figure 3 of Zuo et al. (45)). The prob-
ability of opening (Popen) was increased from 0.023 before to 
0.029 after application of ethanol (figure 7 of Zuo et al. (45)). A 
question is how this increase in Popen occurs. The increase could 
be due to an increase in the mean open time and/or to a decrease 
in the mean closed time. The mean open time was found to 
increase in the high conductance channels, which amounted to 
80–85% of the total population, from 9.0 to 15.5 ms, but no 
change occurred in the open time of low-conductance channels, 
which amounted to only 15–20% (figure 4 of Zuo et al. (45)). 
Furthermore, ethanol almost doubled the burst duration and the 
mean open time within bursts, and caused little or no change in 
the mean closed time within bursts (Fig. 4). Thus, it was con-
cluded that ethanol stabilizes the open state of the receptors by 
decreasing the closing rate a.

Pyrethroids are synthetic derivatives of pyrethrins which are toxic 
components contained in the flowers of some Chrysanthemum 
species and are used extensively as insecticides due to their potent 
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insect killing action, low mammalian toxicity, and biodegradability. 
Their toxic action is characterized by hyperexcitation followed by 
paralysis and death. Pyrethroids are primarily neurotoxicants and 
their mechanism of action has been studied by many investigators 
(see reviews (38, 47–56)). The primary target site of pyrethroids is 

Fig. 4. Burst analysis in the absence and presence of ethanol. Outside-out patches were held at −70 mV. The distributions 
are displayed on a logarithmic time axis, and the best fits of exponential functions are shown. (A) Currents induced by 
30 nM ACh. (Aa) Burst duration. The time constants for distribution of burst durations are estimated to be 1.6 ms (45.6% 
of a total of 562 events, 5 separate patches combined) and 15.8 ms (54.4%). (Ab) Open time within burst. The time 
constants for distribution of open time within bursts are estimated to be 2.0 ms (66.0% of a total of 838 events, 5 sepa-
rate patches combined) and 9.4 ms (34.0%). (Ac) Closed time within burst. The time constants for distribution of closed 
time within bursts are estimated to be 0.7 ms (0.8% of a total of 276 events, 5 separate patches combined) and 6.0 ms 
(99.2%). (B) Currents induced by co-application of 30 nM ACh and 100 mM ethanol. (Ba) Burst duration. The time con-
stants for distribution of burst durations are estimated to be 3.3 ms (68.0% of a total of 420 events, 5 separate patches 
combined) and 34.6 ms (32.0%). (Bb) Open time within burst. The time constants for distribution of open time within 
bursts are estimated to be 3.2 ms (74.4% of a total of 618 events, 5 separate patches combined) and 18.9 ms (25.6%). 
(Bc) Closed time within burst. The time constants for distribution of closed time within bursts are estimated to be 0.7 ms 
(18.3% of a total of 190 events, 5 separate patches combined) and 4.6 ms (81.7%) (Zuo et al. (45) by permission).
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sodium channels which are kept open for an unusually long time 
leading to repetitive firing of the nerve. Only a few unique fea-
tures of the mechanism of action of pyrethroids on sodium chan-
nels are described here.

The first demonstration that DDT, which was found to 
exhibit the very similar mechanism of action to that of pyrethroids 
(57), increased the depolarizing after-potential was made by 
Yamasaki and Ishii [Narahashi] (58) using the external recording 
technique as applied to cockroach nerve fibers (figure 1 of 
Narahashi (49)). This notion was later verified by intracellular 
microelectrode recording and voltage clamp and patch clamp 
experiments with pyrethroids have clearly shown that opening of 
single sodium channels is prolonged resulting in long-lasting 
whole-cell currents (19) and eventually causing hyperactivity of 
the nervous system (49).

One of the most intriguing aspects of pyrethroid modulation 
of sodium channels is that only a small population of sodium 
channels in the nerve membrane needs to be modified by pyre-
throids to cause hyperexcitation. The method for counting pyre-
throid-modified sodium channels in the membrane was developed 
by Tatebayashi and Narahashi (59).

Since the amplitude of peak sodium current is not changed by 
application of the pyrethroids tetramethrin, it is produced by 
unaltered normal sodium channels (Figs. 5 and 6a). Slowly rising 
and slowly decaying tail currents upon repolarization of the mem-
brane are produced only in the presence of tetramethrin, so that 
they are due to the activity of pyrethroid-modified sodium channels 

Fig. 5. Effects of 10 mM tetramethrin on the currents recorded from TTX-sensitive sodium 
channels in a primary cultured rat cerebellar Purkinje neuron. Currents were evoked by 
10-ms depolarizations to test potentials ranging from −80 to +50 mV in 5 mV incre-
ments from a holding potential of −110 mV at a frequency of 0.1 Hz. (a) Currents under 
control condition. (b) After exposure to 10 mM tetramethrin (Song and Narahashi (19) by 
permission).
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(Figs. 5 and 6b). Thus, an equation was developed and the  
dose–response curve for pyrethroids modification of sodium 
channels was constructed (Fig. 6). Experiments to record action 
potentials showed that 100 nM tetramethrin, with which only 
0.6% of sodium channels are modified, was the threshold concen-
tration to initiate repetitive discharge. Thus, pyrethroids toxicity 
is greatly amplified through this mechanism from the sodium 
channel level to whole animal level.

Since the effects of deltamethrin in modifying sodium chan-
nels are irreversible, single-channel experiments were performed 
with primary cultured rat hippocampal neurons pretreated with 
deltamethrin (21). Examples of single sodium channel currents 
are shown in Fig. 7.

The experiments commenced 5–20 min after the treatment 
of inside-out membrane patches with 10 mM deltamethrin. 
Sometimes very brief openings were observed during a depolar-
ization to −60 mV (second trace of Fig. 7a). However, often very 

Fig. 6. Concentration-dependent effect of tetramethrin on TTX-sensitive sodium currents recorded from a primary 
 cultured rat cerebellar Purkinje neuron. (a) Currents evoked by a 5-ms step depolarization to 0 mV from a holding 
 potential of −110 mV under control condition and in the presence of tetramethrin at concentrations of 0.3, 3 and 
10 mM. TTX at 0.5 mM completely blocked both the peak current and tetramethrin-induced tail current. (b) The 
 concentration–response relationship for induction of tail current. Each point indicates the mean ± S.E.M (n = 6). Data 
were fitted by the Hill equation. The percentage of channels modified by 100 nM tetramethrin is 0.62 ± 0.15% (arrow ). 
The equation to calculate the percentage of the sodium channels modified by tetramethrin (M) (59) is as follows: 

{ }tail h Na Na t Na[ / ( )] / [ / ( )] 100= − − ×M I E E I E E , where Itail is the initial amplitude of the slowly decaying 
tail current that is extrapolated to the moment of repolarization, E

h is the potential to which the membrane is repolarized, 
E

Na is the equilibrium potential for sodium ions that is obtained as the reversal potential for sodium current, INa is the 
amplitude of the peak sodium current during depolarization, and E

t is the potential of step depolarization (Song and 
Narahashi (19) by permission).
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prolonged openings were observed. These occurred during the 
80 ms depolarizing pulse and even continued after termination of 
the depolarization (third and fifth traces of Fig. 7a). Analyses of 
open time indicate that very brief openings are due to the activity 
of normal, unmodified sodium channels (figure 1 of Motomura 
and Narahashi (21)), whereas prolonged openings derive from 
deltamethrin-modified sodium channels. Very prolonged open-
ings that continued after repolarization are even more clearly seen 
in Fig. 7b in which a 30 ms depolarizing pulse to 0 mV was fol-
lowed by repolarization to −100 mV. Sodium channels were kept 
open for as long as 50 ms to more than 100 ms after repolariza-
tion. Continued opening after repolarization is reflected in the 
whole-cell tail current commonly observed in pyrethroid-treated 
cells (Figs. 5 and 6).

Fig. 7. Single sodium channel currents after treatment with 10 mM deltamethrin in primary cultured rat hippocampal 
neurons. (a) Inside-out membrane patch was depolarized to −60 mV for 80 ms and subsequently repolarized to −100 mV. 
Brief openings seen in the second record are from normal unmodified channels, and prolonged openings in the third and 
fifth records are from deltamethrin-modified sodium channels. (b) Inside-out membrane patch was depolarized to 0 mV 
for 30 ms and subsequently repolarized to 100 mV. Prolonged openings occurred during and after depolarization. The 
final cut-off frequencies of filtering were 1 and 2 kHz in (a) and (b), respectively (Motomura and Narahashi (21) by 
permission).
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Selective toxicity of insects over mammals is a very important 
characteristic of insecticide. It was previously thought that the 
ability of mammals to detoxify insecticides more effectively than 
insects was a major mechanism responsible for the selective toxic-
ity between insects and mammals. Another serious problem for 
insecticides is that insects could gain resistance to insecticides. It 
has become increasingly clear that the differences in target site 
sensitivity play a major role in the selective toxicity of insects over 
mammals and the resistance of insects to insecticides.

Detoxication of insecticides was previously thought to be a 
major factor for insecticide resistance. We demonstrated for the 
first time that the nerve sensitivity was an important factor as the 
resistance mechanism. The nerve of the housefly strain normally 
sensitive to DDT, BHC (lindane), and dieldrin elicited repetitive 
discharges at lower concentrations of these insecticides than the 
nerve from the resistant strain of housefly (60). This discovery 
has eventually led to the concept of knockdown resistance kdr 
strain of insects. Various mutations of sodium channels have now 
been identified by many investigators (61).

Thus, for both the selective toxicity of insecticides in insects 
over mammals and for the decreased toxicity in insects resistant to 
insecticides, the nerve sensitivity to insecticides is an important 
factor. An example is shown here for a unique case of fipronil, a 
popular insecticide for which the GluCls are an important target 
site. GluCls are present only in invertebrate animals such as insects 
and Caenorhabditis elegans and absent in mammals, so that they 
are an ideal target site for insecticides.

Neurons in the thoracic ganglia of American cockroach  
P. americana were patch clamped to record ion channel currents 
(24–26, 62). At least two kinds of GluCls were recorded from 
cockroach neurons: one was a fast-desensitizing GluCl current 
and the other was a slow-desensitizing GluCl current. Very often 
a mixed type of current was recorded (Fig. 8). It is sometimes 
difficult to obtain one of the two types, and we have found the ways 
to inhibit one type so that only the other type of GluCl can be recor-
ded (63). Application of trypsin at a concentration of 0.5 mg/mL 
for 10 min completely eliminated the slow-desensitizing GluCl 
component leaving the fast-desensitizing component intact. 
Whereas papain at a concentration of 0.5 mg/mL or bovine serum 
albumin at 0.5 mg/mL had no effect on either fast-desensitizing 
or slow-desensitizing GluCls, either 0.5 mg/mL soybean trypsin 
inhibitor or 5% polyvinylpyrrolidone selectively and reversibly 
blocked the fast-desensitizing component revealing the slow-
desensitizing current.

Fipronil also blocked GABA-induced currents in rat DRG 
neurons with an IC

50 of 1,600 nM (64) and cockroach neurons 
with an IC50 of 73 nM (62). It inhibited the fast-desensitizing 
GluCls with an IC50 of 800 nM and the slow-desensitizing GluCls 

3.5. Differential 
Sensitivity of Ion 
Channels to 
Insecticides as the 
Basis for Selective 
Toxicity
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with an IC50 of 10 nM (24). Thus, fipronil inhibition of both 
cockroach GABA currents and GluCls, especially those of the 
slow-desensitizing component, contributes significantly to the 
selective toxicity of fipronil to insects over mammals.
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Chapter 24

Neurotoxicity Assessment by Recording Electrical  
Activity from Neuronal Networks on Microelectrode  
Array Neurochips

Dieter G. Weiss 

Abstract

Neuronal networks cultured on microelectrode array (MEA) neurochips provide a testing platform for 
neuroactive compounds such as neurotoxicants and neuropharmaceuticals. Electrical network activity is 
recorded, quantified, characterized and classified at the level of spike and burst patterns, yielding concen-
tration–response curves of a multitude of activity-describing parameters for monitoring the effects on 
defined network activity states. The system allows highly complex studies of cellular behavior which can 
give new insight into the molecular mechanisms of drug or toxicant action. The MEA neurochip technol-
ogy is suitable to study network electrical activity maturation (weeks 1–4), the long-term functioning of 
the active networks (many months), and give a precise characterization of toxicant or drug-induced 
effects on the electrical activity pattern.

Key words: Neurotoxicology, Safety pharmacology, Combination drugs, Phytopharmaceuticals, 
Electrophysiology endpoints, High content screening

The function of the nervous system is special as it cannot be 
explained by studying individual neurons. Its function depends 
on the network and multicellular communication is the function. 
Testing for effects on single endpoints, i.e., a certain type of ion 
channel, would miss all other potentially also relevant functional 
components. Therefore, complex endpoints of multicellular 
ensembles are adequate for testing the effects of chemicals on 
the CNS.

Because nervous tissues express patterns of electrical activity 
as their normal function, any major interference with these 

1. Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_24, © Springer Science+Business Media, LLC 2011
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patterns may generate behavioral and/or autonomic malfunctions 
in response to treatment with chemicals. The cessation of electri-
cal activity (functional neurotoxicity), even if not associated with 
cell death (cytotoxicity), can lead to the death of the organism. 
Also, major changes in pattern generation can severely alter the 
performance of organisms without necessarily threatening sur-
vival. Whole network responses yield global information on a 
compound’s interaction with all receptors present in the network 
and are, therefore, closer to the animal situation than data from 
single cell or single ion channel electrophysiology.

The technology was developed to its present form in 1977 by 
Guenter W. Gross when he devised a functional microelectrode 
array of 64 gold electrodes on glass slides/plates and recorded 
from a group of neurons in a snail ganglion placed on top (1). 
Later, he developed a system suitable for growing mammalian 
nerve cells on microelectrode arrays with transparent indium-tin 
oxide leads that allows to control the network’s morphology by 
microscopy (2, 3).

Multicellular neuronal networks grown on substrate-embedded 
microelectrode arrays (MEA neurochips) provide a testing platform 
based on spontaneously active and self-organized complex 
networks with neuronal connectivity functional for many months 
(4–8). MEA neurochips allow the simultaneous and direct moni-
toring of action potentials of up to 100 or more individual neurons 
in acute or the long-term exposure studies over days and months. 
MEA neurochips are suitable to reveal the neuroactive potential 
of single or complex mixtures of compounds including those with 
unknown or multiple targets.

The system is used for analyzing the mechanisms of action of 
neuroactive chemicals and for drug screening. It yields in a global 
way in the native condition a very detailed description of the elec-
trical communication in the network and then allows a distinction 
between cytotoxicity of neurons and glial cells (irreversible dam-
age and cell loss) and functional neurotoxicity of compounds 
interacting temporarily and reversibly with receptors and ion 
channels. MEA neurochips are used for multiple single-cell elec-
trophysiology of functional neuronal networks from dissociated 
embryonic mouse CNS areas, such as spinal cord or brain areas, 
cultured directly on glass/ITO 64 electrode arrays. The cell–electrode 
coupling remains stable for several months (2).

Neuronal networks retain tissue-specificity and respond to 
transmitter receptor blockers and other neurotoxic compounds 
in a substance-specific, dose-dependent manner and when ana-
lyzed by advanced multi-parametric data analysis and pattern 
analysis, they provide a powerful tool for functional neurotoxic-
ity testing, pharmacology and safety pharmacology. Their sensi-
tive and quantitative responses have made such platforms very 
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useful broadband biosensors for high content screening. The 
main fields of application are:

Safety pharmacology (exclusion of adverse neuronal effects of ●●

non-nervous system-directed drugs)
Drug profiling●●

Toxicity testing of single and complex mixtures of chemicals●●

Target identification and target validation in drug ●●

development
Decision making between different lead compounds of simi-●●

lar quality, by comparison with related drugs

Given the complexity of the nervous system and the multi-
tude of potentially toxic mechanisms, it is clear that a whole bat-
tery of tests is required for in vitro neurotoxicity testing. This also 
implies that it is not trivial to distinguish between pharmacologi-
cal actions and toxicity responses, although this discrimination is 
required for risk management. For a comparison of different 
in vitro models for CNS toxicity testing see (9).

 1. 5-Fluoro-2′-deoxyuridine + uridine (FDU): Sigma-Aldrich 
Chemical GmbH (Taufkirchen, Germany).

 2. Poly-d-lysine MW 30–70 kDa: Sigma-Aldrich Chemical 
GmbH (Taufkirchen, Germany).

 3. DNAse I (from bovine pancreas): Roche (Mannheim, 
Germany).

 4. Accutase: PAA (Germany).
 5. Laminin: Roche (Mannheim, Germany).
 6. Fetal bovine serum: Pan Biotech GmbH (Aidenbach, 

Germany).
 7. Horse serum: GIBCO BRL (Paisley, UK).
 8. Minimum essential medium (MEM) and Dulbecco’s modified 

essential medium (DMEM): GIBCO BRL (Paisley, UK).
 9. Dissociation buffer: NaCl 135 mM, KCl 5 mM, Na2HPO4 

0.3 mM, KH2PO4 0.2 mM, glucose 16.6 mM, saccharose 
22 mM, HEPES 9.9 mM, DNase I (8,000 U/ml), accutase 
(10 U/ml), pH 7,3, sterile filtered.

The here used MEA neurochips and the chambers for culturing 
the networks were provided by the Center for Network 
Neuroscience (CNNS) at the University of North Texas (www.

2. Materials

2.1. Chemicals

2.2. Microelectrode 
Array Neurochips
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cnns.org) (Note 1). These 5 × 5 cm glass chips have a central 
recording matrix with 64 passive electrodes and indium-tin oxide 
conductors which are insulated by polysiloxane and end as gold-
plated free electrodes. The electrode diameter is 20 mm, the elec-
trode spacing ranges in different chip variants from 40 to 200 mm 
(www.cnns.org). The electrodes are typically arranged in a grid 
that covers about 2 mm2. Each electrode extends to the periphery 
of the chip that makes contact with an external amplifier, which 
relays the spatiotemporal pattern of extracellular action potentials 
to a computer for data storage. If MEA neurochips are treated 
carefully and cleaned thoroughly, they may be re-used ten or more 
times. In order to increase throughput, several suppliers have 
introduced multiple recording matrices on one chip (Note 2).

MEA neurochips are housed in a recording chamber (both from 
CNNS) which is placed on a preamplifier board (Plexon, Inc., 
Dallas, TX, USA) containing temperature control devices and 64 
preamplifiers (Fig. 1a). Recording and data analysis is performed 
with the multichannel acquisition processor system, a computer-
controlled 64-channel amplifier system (Plexon, Inc.) providing 
programmable amplification, filtering, switching, and digital sig-
nal processing of MEA neurochip signals. When using glass/ITO 
MEA neurochips, it is possible and advisable to permanently con-
trol the network culture on an inverted microscope (Fig. 1b).

The hydrophobic insulation material surface is activated by brief 
(1 s) flaming with a hand-held butane burner through a stainless 
steel mask (5 mm diameter). This allows cell attachment on a 
confined hydrophilic region centered on the electrode array. 
The activated surface regions were coated with poly-d-lysine 

2.3. Recording 
Equipment

3. Methods

3.1. Preparation of 
MEA Neurochips

Fig. 1. (a) Preamplifier board of the Plexon Inc. MEA Workstation with 64-channel data cable and MEA neurochip in culture 
chamber. (b) Preamplifier board on a Zeiss Axiovert microscope for continuous optical control of the culture.



471Neurotoxicity Assessment by Recording Electrical Activity from Neuronal Networks 

(25 mg/ml; 30–70 kDa) and laminin (16 mg/ml) by applying one 
drop on the activated region overnight.

Frontal cortex (FC) tissue is obtained from embryonic day 15–16 
chr:NMRI mice (spinal cord SC at day 14). For other brain region 
tissues see Note 3. After ethyl ether anesthesia, mice were sacrificed 
by cervical dislocation according to National Animal Protection 
laws. The tissue is dissociated mechanically with two scalpels and 
transfer pipettes and subsequently enzymatically by incubation of 
the finely minced tissue for 15 min at 37° in dissociation buffer 
containing DNAse I (800 U/ml) and accutase (10U/ml). The 
cells are resuspended in DMEM10/10 (FC) or MEM10/10 (SC) 
(10% horse and 10% fetal calf serum) at a density of 1.0 × 106 cells/
ml, and 300 ml were seeded onto MEA surfaces.

Cultures were incubated at 37°C in a 10% CO2 atmosphere until 
ready for use, which is 4 weeks after seeding (Fig. 2). Culture 
media were replenished three times a week with DMEM or MEM 
containing 10% horse serum. Like in the tissue of origin, net-
works develop from a mixture of different types of postmitotic 
neurons and glial cells. The glial cells have important auxiliary 
functions for the metabolism and for supplying the neurons with 
ions and nutrients. While neurons are postmitotic, glia cells are 
allowed to proliferate for 3–5 days up to a certain cell density, 
before overgrowing the monolayer. To stop further growth of 
glia cells, the developing co-cultures are then treated with 
5-fluoro-2′-deoxyuridine (25 mM) and uridine (63 mM) for 48 h 
to prevent further proliferation.

The cells grow directly on the neurochips as self-organized neu-
ronal networks. They are composed of a mixture of different  
neuronal cell types and glial cells comparable to the tissue of origin. 
The neurons couple electrically to the neurochip electrodes whereby 
the action potentials of the cells can be recorded (extracellular 
recording). At day 3–5, in vitro electrical activity starts spontane-
ously and develops into a pattern of partially oscillatory and partially 
synchronized fashion. After 4 weeks, the electrical activity in the 
network stabilizes. The activity patterns then remain stable for 
months during which period experiments can be performed. 
Characteristic changes occur then only when the networks are stim-
ulated with neuroactive substances. Networks grow in a flat manner 
with glia cells forming a carpet. The number of glia cells exceeds 
that of neurons ten or more fold (Fig. 2).

General cytotoxicity is to be covered by general “cytotox” tests. 
Functional neurotoxicity means that neurotoxicants cause changes 
that do not affect cell viability, “only” synaptic transmission or 
action potential propagation are impaired. Many different mech-
anisms are at work by which neurotoxicants exert their influence 

3.2. Preparation of 
Cells from Murine 
Frontal Cortex

3.3. Neuronal Network 
Culture

3.4. Experiment 
Schedule
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on the nervous system. There are several conceivable endpoints 
which are useful to detect chemicals that impair the CNS 
functions:

 1. Endpoint action potential propagation
 2. Endpoint synaptic transmission, transmitter or peptide syn-

thesis and release
 3. Endpoint axonal transport

Fig. 2. (a) Frontal cortex network grown on a 64-electrode MEA neurochip 21 days 
in vitro. The culture was stained for neurons with DAB against neurofilament and MAP2. 
(b) Same at higher magnification to see the darker axonal (red) and the brighter den-
dritic (green) staining. Nuclei, mainly of glial cells, are blue. Micrographs by courtesy of 
Simone Stüwe, University of Rostock. Colors are seen in the online version.
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 4. Endpoint glia function
 5. Endpoint network development (developmental neurot-

oxicology)
 6. Endpoint blood–brain barrier (BBB) integrity, i.e., all com-

pounds need in parallel to be tested for BBB permeability for 
judging their toxic potential

Since impairments of mechanisms 1–5 will sooner or later 
also show up as changes of the network electrical patterns, this is 
the most direct and basic parameter and it can be studied rela-
tively simply and at moderately high throughput using MEA neu-
rochips. It is therefore that MEA neurochips are the testing 
platform with promise for future tests. Cultures can be acutely 
treated with test compounds or chronic pretreatment of the cul-
tures is possible. In order to obtain concentration–response curves 
the neuronal networks are acutely treated, after recording the 
native activity pattern for 1 or 2 h as reference, with rising con-
centrations of the reference compounds for 30–60 min each. 
Reversibility tests are performed by washes with conditioned 
medium for 20–60 min (5, 6).

Recording is performed with the multichannel acquisition pro-
cessor system, a computer-controlled 64-channel amplifier system 
(Plexon, Inc.) which delivers single neuron spike data and pro-
vides programmable amplification, filtering, switching, and digi-
tal signal processing of microelectrode signals. After setting the 
noise threshold, extracellular recordings of spike (action poten-
tial) and burst patterns are obtained simultaneously from each 
electrode. Furthermore, it is possible to discriminate signals from 
several neurons (units) which are picked up by the same electrode 
(Fig. 3). Spike identification and separation are accomplished by 
a template-matching algorithm in real time. This allows the simul-
taneous recording of up to 256 neurons (action potentials) from 
a 64-electrode MEA neurochip. The signals recorded are in the 
range of 15–1,800 mV. The total system amplification is 10 K and 
the sampling rate is 40 kHz. This high sampling rate provides in 
addition to the time mark for each action potential also the com-
plete information about the wave form with its Na+ and K+ com-
ponents typical for extracellular action potentials (Fig. 3 left) so 
that chemicals influencing the axonal Na+ and K+-channels can be 
discerned by causing changes of the waveform over time.

The action potentials, or “spikes,” are recorded as spike trains; 
they are clustered in groups, so-called bursts. Bursts are quantita-
tively described via spike train analysis using the program 
NeuroExplorer (Plexon Inc.). Bursts are defined by the begin-
ning and end of a period characterized by short intervals between 
spike events. Maximum spike intervals defining the start of a burst 

3.5. Data Recording

3.6. Data Analysis
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should be adjusted from 50 to 150 ms and maximum intervals 
that mark the end of a burst range from 100 to 300 ms depending 
on the type of tissue (spinal or cortical). Spike rate and burst rate 
values are derived from 60 s bin data and averaging over a period 
of at least 30 min of stable activity is recommended.

NeuroExplorer also allows one to perform high content analyses 
of the network activity patterns by providing a multi-parametric 
description, which quantitatively characterizes the whole action 
potential pattern of a given physiological state of the network as 
well as the changes exerted by the addition of neuroactive com-
pounds. NeuroExplorer software provides 32 parameters which 
describe four categories of network activity features: overall activity, 
burst structure, synchronicity, and oscillatory behavior:

The overall activity of an electrical pattern and its changes, ●●

i.e., upon addition of a neuroactive compound are described 
by parameters such as spike rate, burst rate, percent of spikes 
in burst, and total number of bursting neurons.
A description of the structure of the bursts in an activity state ●●

is given by parameters such as mean spike frequency in bursts, 
peak spike frequency in bursts, interspike interval in bursts, 
burst period, number of spikes in bursts, burst duration, and 

Fig. 3. Screenshot of the recording software SortClient (Plexon Inc.). Left : Waveforms of neurons recorded at one selected 
electrode at high temporal resolution. One electrode is able to record action potentials from several neurons (top) which 
are separated online on the basis of their amplitudes and waveforms and displayed in different colors by the software 
(bottom left ). Middle: Overview of 32 of the recorded electrodes; some show multiple units (colors). Right: Activity pattern 
(40 s) of 43 recorded neurons after unit separation (green, red and blue indicate the second, third and fourth neuron 
detected on a given electrode). Forty seconds of spontaneous native electrical activity of a native frontal cortex culture. 
Each action potential is represented by a vertical tick. Colors are seen in the online version.
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interburst interval. The also provided parameter “burst 
surprise” is a statistical measure of non-randomness of firing.
Aspects of the oscillatory behavior that characterize the tem-●●

poral dynamics of a network state are captured through the 
temporal coefficients of variation (CVTIME) of the above burst 
rate, burst period, and spike rate parameters. These variation 
coefficients quantify the temporal behavior-reflecting tempo-
ral dynamics of the interactions within the network. The set 
of CVTIME parameters characterizes the periodic behavior of 
single neuron activity patterns.
The degree of coordination between different neurons in the ●●

network or degree of synchronicity in a given activity pattern is 
described by a set of spatial coefficients of variation (CVNETWORK) 
calculated for the above mentioned basic parameters. They are 
a measure of firing synchronicity of a network.

These CVs, calculated in general by CV = SD/mean, describe 
the spatiotemporal behavior of the network activity. CVTIME and 
CVNETWORK values are based on a parameter’s values pn,t, for each 
of the T bins in time and each of the N neurons in the network, 
calculated by:
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st, the associated standard deviation.
Parameter values are typically derived from 60 s bin data over 

a period of at least 30 min of stable network activity. After adding 
or washing out test compounds it may take 5–15 min for a net-
work to attain a stable firing pattern. For direct comparability, all 
parameters are normalized for each session and for each experi-
mental treatment with regard to the corresponding values of the 
reference activity (native or after chronic pretreatment). The fea-
tures’ distributions were tested for normality. The level of signifi-
cance after compound application is assessed using Student’s 
paired t-test or ANOVA tests.

If the efficacy of a test compound is to be analyzed, a series of 
concentrations is applied to the networks and a concentration–
response curve is obtained for each of the above parameters by 
fitting the data with the sigmoidal Hill equation. The changing 
parameter is fitted for each experiment as a function of the applied 
concentration to a single-sigmoidal or multiphasic-sigmoidal 
concentration–response curve given by the equation:

 
−= + − + 50[log(EC ) log( )]*HC

START END START
)( ) / (1 10 .xy y yU  

From these concentration–response curves one can obtain 
the effective concentration causing 50% of the maximal response 
(EC50) as well as the values for EC10, EC20 or EC90 and the slope 
(Hill coefficient, nH). The data for concentration–response curves 
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are typically obtained by first performing a range finding experi-
ment with cumulative addition of the test compound to one cul-
ture. In the concentration range found to influence the electrical 
activity 8–10 concentrations are further studied with 5–10 repeats. 
It is possible to use separate cultures for each concentration or 
apply the compound in rising concentrations to the same culture 
for each repeat experiment. In this case variation of the sequence, 
experiments of long-term stability of the culture over hours and 
reversibility should be performed to exclude non-additive behavior 
or adaptation effects of the network.

The set of concentration–response curves represents a detailed 
description of a compound’s electrophysiological action profile 
indicating in the case of a potential drug candidate its efficacy, 
mode of action and a first hint on its therapeutic window. This 
information may be especially helpful in drug development stud-
ies when a group of compounds of similar action profiles is evalu-
ated for selection of the most powerful lead compounds to be 
further developed. In neurotoxicity studies, a deviation in some 
parameters of more than 10 or 20% occurring in the low to inter-
mediate concentration range indicates a potential neurotoxicant 
that deserves further attention and detailed study to decide on its 
exclusion, e.g., from drug development in safety pharmacology 
studies. Biological evaluation of a compound requires in all cases 
additional studies on permeability through or damaging effects 
on the blood–brain barrier.

Results are expressed as series means ± SEM. The absolute 
parameters’ distributions are tested for normality. Using the SPSS 
v15 statistical software, significant changes induced by substance 
application are tested by analysis of variance (ANOVA) followed by 
Dunnett’s multiple comparison post hoc test with the native activ-
ity as the common control. P < 0.05 is considered statistically sig-
nificant. Variability of results between different MEA neurochips 
and different cultures are typically in the same range as in pharma-
cology and toxicology studies between individual test animals.

The sets of concentration–response curves obtained for a number 
of substances with known properties such as mode of action, 
established drugs or known toxicants can be combined into a 
substance database. The data represent compound-specific “fin-
gerprints” which can be used to identify compounds by their 
activity patterns, or to find compounds of similar activity profiles. 
In this manner, additional evidence of substance or pattern fea-
tures is assigned to the MEA neurochip data. These data sets are 
used to perform classification experiments by Pattern Analysis 
methods based on Bayesian classifiers, artificial neuronal net-
works, support vector machines (two classes, multiple classes, 
regression, using a selection of the best discriminating features 
and feature scores) (10). Result assessment is done by classifying 
a data set as if it were unknown. Such tests discriminate compounds 

3.7. Database and 
Pattern Analysis



477Neurotoxicity Assessment by Recording Electrical Activity from Neuronal Networks 

in the data set with an accuracy of 80% and more. Successful clas-
sification is the proof of reproducibility and a verification of the 
quality of the applied standard operating procedures. A large 
database with profiles of more than 100 neuroactive compounds is 
available at NeuroProof GmbH (Rostock, Germany, www.neuroproof.
com) for custom screening.

Potentially neurotoxic effects may be exerted by compounds 
acting as ion channel blockers, axonal transport blockers, trans-
mitter receptor blockers, opioids, narcotics, sedatives, anesthetics, 
and analgesics whose group pattern features can be determined. In 
a second step, the toxicity of new substances is classified for simi-
larity to those characterized groups by their spike train responses 
in order to judge their toxic potential. The sensitivity and quanti-
tative responses (7) make such platforms useful as broadband bio-
sensors for in vitro CNS toxicity screening (11–17). The approach 
is a High Content Screening assay system also applicable for the 
late discovery and the early development phases in drug develop-
ment, drug profiling, and safety pharmacology (18–21).

MEA neurochip technology is an alternative to animal experi-
mentation (see Note 4). An overview of the properties of the 
technology is given in Note 5.

 1. MEA neurochips can be made in house or purchased with dif-
ferent characteristics. Some alternative suppliers of MEA neu-
rochip systems are Multichannel Systems GmbH, Reutlingen, 
Germany (www.multichannelsystems.com), Alpha MED 
Sciences Co. (www.med64.com) and Ayanda Biosystems SA, 
Lausanne Switzerland or Axion BioSystems (Atlanta, GA, 
USA). Some of these companies have focused on MEAs with 
a wider spacing for recording sum potentials from rat or 
murine brain slices. Several more systems are under develop-
ment. For an overview see (22).

 2. Increasing throughput. In 1998, the CNNS introduced a 
2-network array where the normal 64 matrix was separated 
into two 32-electrode recording areas without changing the 
amplifier contacts, so that one can be used as a control. Tissue 
is seeded from the same dissociated cell pool onto both arrays, 
and a common medium bath is later separated by a two-com-
partment gasket. Alpha MED Sciences (Panasonic) has intro-
duced a similar chip that contains two 32-electrode arrays 
separated by a chamber divider. Ayanda Biosystems (Lausanne, 
Switzerland) has introduced a four-well MEA chip compati-
ble with the Multichannel Systems platform. Each recording 
area contains 15 microelectrodes and the four wells are spaced 

4. Notes
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approximately in conformity with a standard 96-well plate. 
Multichannel Systems has recently introduced a six-well chip 
wherein each well contains nine electrodes and a common 
ground.

 3. In addition, tissue slices from Hippocampus, Cortex or other 
regions of interest can be placed onto MEA neurochips and 
analyzed; however, it cannot be expected that all brain regions 
will show self-igniting electrical activity (23–25). An exten-
sive table of publications reporting on applications of MEA 
neurochip technology in neurotoxicity studies can be found 
in Appendix A of ref. (26).

 4. Animal replacement and 3R’s: The multielectrode neurochip 
technology offers a refinement by giving multi-parametric, 
fingerprint-like descriptions of the action of toxic compounds 
on nervous tissues. In addition, it reduces the number of ani-
mals required for neurotoxicity testing. From one parent 
mouse, neuronal tissue for 40–50 neurochips can be derived. 
Further, with each of these neurochips, dose–response series 
with 10–15 concentration steps, single dose repeats, or 
chronic experiments can be carried out. This will reduce the 
number of animal experiments needed for the study of toxic 
compounds by a factor of up to 500 and at the same time 
yield much more detailed information on the mode of action 
of the compounds. Additionally, cultures from knockout mice 
can replace in vivo animal disease models.

 5. Overview over properties and applicability of MEA neuro-
chip technology.
•   Physiologically relevant information: not single receptor 

information, but global information on effects on all cell 
types present with their synaptic and non-synaptic targets 
are obtained.

•   Grown co-cultures: self-organized networks including glia 
cells provide long-term stability through neuron–glia inter-
actions, spontaneous activity, good intra-culture and inter-
culture reproducibility.

•   Tissue specificity: various CNS regions can be studied which 
retain to a large extent their in vivo-like pharmacology and 
inventory of receptors.

•   Long-term stability: chronic experiments are possible due 
to non-invasive measurements and stable cell–electrode 
coupling.

•   High data yield: simultaneous recording of complex electrical 
network patterns from multiple electrodes.

•   High-content screening: quantitative multi-parametric analysis 
of spike trains, burst patterns, synchronicity and oscillations; 
in combination with high content imaging microscopy: 
Cytomics.
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•   Global substance effects: no prior knowledge of the mode of 
action or the target structures is needed and mixtures of 
compounds can be studied as well. The fact that neuroac-
tive or neurotoxic substances often do not activate only a 
single receptor makes the “whole network” approach espe-
cially valuable for neurotoxicology studies.

•   Reference database: classification according to known activity 
patterns and target receptors.
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Chapter 25

GABAA Receptor Binding and Ion Channel Function  
in Primary Neuronal Cultures for Neuropharmacology/
Neurotoxicity Testing

Cristina Suñol and Daniel A. García 

Abstract

GABAA receptor (GABAAR) constitutes the main inhibitory receptor of the central nervous system. Due 
to the wide distribution and activity of its main neurotransmitter agonist, the g-aminobutyric acid 
(GABA), its pharmacology has been thoroughly studied, given rise to the development of numerous 
drugs and of neuroactive compounds, some of the latest inducing neurotoxic effects.

In this chapter, we describe methods for studying the interaction of chemical agents with the 
GABAAR and the effects they produce on its function, by using mice cortical and cerebellar granule neu-
rons that have been grown in vitro (cultured neurons). The methods described here include the evalua-
tion of the binding of different agents such as GABA agonists, GABA antagonists or allosteric modulators 
of the receptor, and the assessment of the receptor functionality by analyzing the Cl− flux induced by 
GABA.

Key words: Primary neuronal cultures, GABA
A
 receptor, Muscimol binding, Flunitrazepam binding, 

TBPS binding, Chloride uptake, Allosteric modulation

An excitatory neurotoxic effect, for example that induced by pes-
ticides and marine toxins, is produced by different mechanisms: 
excessive activation of voltage-dependent Na+ channels and of 
glutamate/acetylcholine receptor-operated channels or inactiva-
tion of Cl− channels as those operated by the ionotropic GABAA 
receptor (GABAAR) (1). The main chemical mediators in the cen-
tral nervous system (CNS) are amino acids, like g-aminobutyric 
acid (GABA), glycine and glutamate, which are in charge of 
inhibitory (GABA and glycine) and excitatory (glutamate) trans-
mission signals between neurons. The gabaergic system mediates 
a series of physiological functions and neurological and psychiatric 

1.  Introduction

Michael Aschner et al. (eds.), Cell Culture Techniques, Neuromethods, vol. 56,
DOI 10.1007/978-1-61779-077-5_25, © Springer Science+Business Media, LLC 2011
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alterations. The neuronal gabaergic system is widely distributed 
in the CNS, where around 30–40% of the neurons release the 
neurotransmitter GABA. Due to the wide distribution and activity 
of GABA in the CNS, the pharmacology based on this neurotrans-
mitter has been thoroughly studied, given rise to the develop-
ment of numerous drugs and of neuroactive compounds, some of 
the latest inducing neurotoxic effects (for review of GABA neu-
rotransmission see (2–7)). The development of selective pharma-
cological agents allowed to identify and to characterize two 
different types of GABA receptors, GABAA and GABAB, which 
differ in their pharmacological, biochemical and electrophysio-
logical properties. The GABAAR is a member of the superfamily 
of receptor ionic channels operated by ligand binding, whereas 
the GABAB receptor is a metabotropic receptor whose activation 
produces a cascade of second messengers. The GABAAR is an oli-
gomeric protein, composed mainly of a, b, g and d subunits, that 
has separate but allosterically interacting binding sites for the 
endogenous neurotransmitter GABA, for benzodiazepines and 
for picrotoxinin-like convulsants among others. The activation of 
the GABAAR by GABA or their agonists leads to the opening of a 
channel permeable to Cl− and generally induces a rapid inhibitory 
potential in the neuronal postsynaptic membrane. The Cl− flux is 
increased by several types of depressing drugs, fundamentally 
benzodiazepines, barbiturates, steroids and anesthetics whereas it 
is reduced by convulsant agents like bicuculline and picrotoxinin. 
Other substances like alcohols, polychlorocycloalkane pesticides, 
convulsant b-carbolines, and metals (such as Zn2+, mercury, lan-
thanum) interact with the GABAAR. This wide spectrum of drugs, 
toxic agents, and metals modify the GABAAR function by directly 
interacting with the different binding sites or with other not yet 
well described sites present in the receptor complex. The binding 
sites for GABA and benzodiazepines at the GABAAR are located 
on the extracellular site of the receptor, at the interface of an a 
and a b subunit, and at the interface between an a and a g2 sub-
unit, respectively. The convulsants picrotoxinin and t-butyl bicy-
clophosphorothionate (TBPS), the barbiturates, the anesthetic 
propofol, and endogenous neuroesteroids bind to one or more 
sites located close to or within the chloride channel. All these 
binding sites are allosterically modulated. Allosteric ligands bind 
to the distinct sites of the GABAAR and modulate GABA-gated 
conductance changes. GABAAR-positive allosteric modulators 
have anticonvulsants, anxiolytic, sedative, hypnotic and anesthetic 
activities, whereas those with negative allosteric actions have con-
vulsant activities. Known allosteric binding modulations include 
the enhanced binding of benzodiazepine agonists by GABA, 
propofol, neurosteroids, thymol and barbiturates, the enhanced 
GABA-induced Cl− flux by benzodiazepines, propofol, neuroster-
oids, thymol and barbiturates, and the different modifications of 
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[35S]TBPS binding induced by GABA, benzodiazepines, and 
barbiturates.

GABAARs are widely distributed in the brain and they have 
been reported to be expressed in primary neuronal cultures. In 
addition to their expression, their functionality, described as the 
ability to permeate Cl−, has been well documented in mature pri-
mary cultured cells (8–12). In this chapter, we describe methods 
for studying the interaction of chemical agents with the different 
binding sites at the GABAAR and the effects they produce on its 
function, by using mice cortical (CTX) and neuronal cerebellar 
granule cells (CGC) that have been grown in vitro (cultured neu-
rons). Primary cultures of mice cortical neurons are constituted 
by around 40% of GABAergic neurons, which synthesize and 
release the neurotransmitter GABA. On the other hand, primary 
cultures of mice cerebellar granule cells (CGC) are mainly consti-
tuted by glutamatergic neurons and a minority of GABAergic 
neurons (6%) (13, 14). Both cultured cell types express a, b and 
g GABAAR subunits mimicking those found in vivo (15, 16). 
These primary neuronal cultures constitute in vitro models that 
are extensively used in neuropharmacological and neurotoxico-
logical studies involving GABA and glutamate neurotransmission, 
neurodegeneration, and neuroprotection mechanisms.

Primary cultures of mice cortical neurons (CTX) are grown for 
6–9 days in vitro and primary cultures of mice CGC are grown 
for 7–12 days in vitro. Cell suspension of CTX or CGC 
(around 1.6 × 106 cells/mL) are seeded in 24-multi-well plates. 
The preparation of the cultures is described in a different chapter 
of this book.

This section lists the materials that are necessary to perform the 
radioligand binding assays at the GABA, benzodiazepine, and 
picrotoxinin recognition sites.

HEPES buffered saline solution (HBSS): 136 mM NaCl, 
5.4 mM KCl, 1.2 mM CaCl2, 1.4 mM MgCl2, 1 mM NaH2PO4, 
10 mM HEPES and 9 mM glucose, adjusted at pH 7.4. It can be 
kept at 4°C for short periods of time.

Tris–Citrate buffered saline solution (TCBSS): 50 mM Tris–
Citrate and 200 mM NaCl, adjusted at pH 7.4. It can be kept at 
4°C for short periods of time.

Radioligands: (3H)muscimol (»36.5 Ci/mmol) and [3H]
flunitrazepam (»88 Ci/mmol) working solutions are prepared 
daily in HBSS at 200–250 nM and 10–20 nM, respectively.  
[35S]-t-Butylbicyclophosphorothionate solution ([35S]TBPS)  

2.  Materials

2.1.  Neuronal Cultures

2.2. Radioligand 
Binding at the GABAA 
Receptor
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(»90–180 Ci/mmol during the experimental period – note that 
the half life of 35S is 89 days) is prepared in TCBSS buffer at 
15–30 nM. These concentrations are 10× the final ones used in 
the assay. Take the solutions up and down with a pipette for a 
complete homogenization or use the vortex very gently (to avoid 
wetting the inner part of the cap tube) (see Note 1).

GABA: freshly stock solution prepared at 10 mM in HBSS. It 
is diluted at the necessary concentration in HBSS.

Diazepam: stock solution of 20 mM in dimethyl sulfoxide 
(DMSO). It can be kept at room temperature for several weeks. 
It is diluted 1/1,000 with HBSS just before the experiment.

Picrotoxinin: stock solution of 2 mM in HBSS or TCBSS 
(store in aliquots at −20°C). It is diluted 1/10 with HBSS or 
TCBSS just before the experiment.

Test Agent solutions. Test agents are diluted according to 
their solubility in HBSS or TCBSS (more hydrophilic compounds) 
or in DMSO (more hydrophobic). The solutions are freshly pre-
pared at double concentration when dissolved in HBSS or TCBSS, 
or at 200× concentrated when dissolved in DMSO. The latest 
solutions are diluted 1/100 in HBSS or TCBSS immediately 
before the experiment. The maximum final percentage of vehicle 
in the incubation buffer must be £0.5% (this quantity of DMSO 
does not show difference with the controls in the three types of 
binding assays described).

This section lists the materials that are necessary to perform the 
36Cl− uptake assay.

Earle’s balanced salt solution (EBSS): 116 mM NaCl, 1.8 mM 
CaCl2, 0.8 mM MgSO4, 1 mM NaH2PO4 and 15.2 mM NaHCO3, 
adjusted at pH 7.4. It can be kept at 4°C for 1 week. The same 
day of the experiment add 5.5 mM glucose and control the pH.

Test agent solutions. Prepare as double concentrated in HBSS 
and in EBSS (if preincubation with the agent is included). DMSO 
must be £1%.

36Cl− stock solution. Prepare a stock solution of 36Cl− by dilut-
ing ~1 mCi 36Cl− in 230 mL HBSS (per assay plate). Take the solu-
tion up and down with a pipette for a complete homogenization 
(see Notes 1 and 2).

36Cl− working solution. In a 2 mL Eppendorf tube add 125 mL 
HBSS, 125 mL of test agent solutions double concentrated and 
25 mL 36Cl− stock solution. Take the solution up and down with a 
pipette for a complete homogenization. This allows preparing 
eight conditions per assay plate that will be done in triplicate (see 
Note 2).

 – Liquid scintillation cocktail.
Liquid scintillation counter. –
Scientific and statistical analysis software. –

2.3. GABAA Receptor 
Functionality

2.4. Radioactivity 
Measurement and 
Determination of 
GABAAR Parameters
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Primary cultures of cortical neurons or of CGC are cultured for 
6–10 days in vitro. Assess cell viability and morphology by phase 
contrast optic microscopy before performing the assay. The assays 
are performed in attached cells, allowing the study of the interac-
tion of agents with membrane receptors in a physiological milieu 
(physiological buffers and temperature).

Binding assays are performed in living cells grown in 24-well 
plates. Seven concentrations of the test agent can be analyzed in 
triplicate, together with the nonspecific binding and a positive 
control (when necessary). Ligands of choice for the GABA, ben-
zodiazepine, and the convulsant picrotoxinin binding sites are 
[3H]muscimol, [3H]flunitrazepam, and [35S]TBPS, respectively 
(see Note 3). The protocol requires washing of the cells, incuba-
tion of the cells with the test agent and the radioligand, elimination 
of the unbound radioligand, disaggregation and collection of the 
cells, and determination of bound radioactivity by liquid scintilla-
tions counting.

This binding is performed according to García et al. (11).

 (a) Rinse the cultures with »0.5 mL pre-warmed (37°C) HBSS 
to eliminate traces of the culture medium (three times). Do 
not use vacuum in this step; simply remove the medium by 
careful inversion of the plate (i.e., “dump”) over an appropri-
ate receptacle.

 (b) Completely remove HBSS from the cells by careful inversion 
of the plate. Gently blot the plate on a paper towel so that the 
monolayer is not disrupted. Make sure that the wells do not 
contain medium.

 (c) Immediately add 0.125 mL of fresh pre-warmed HBSS buf-
fer to all wells. Label the plate (bottom and lid).

 (d) Add 0.125 mL of double concentrated test-agent solutions in 
HBSS to the corresponding wells. Control solutions must con-
tain the same proportion of vehicle than test-agent solutions. 
Include one well for the nonspecific binding, containing 1 mM 
GABA, and two wells for the positive control (see Note 4).

 (e) Preincubate the cells for 10 min at 25°C. This step is recom-
mended when testing antagonists. Otherwise, it can be 
deleted.

 (f) Add 25 mL of [3H]muscimol 10× solution. Final concentra-
tion in the assay: 20–25 nM. Carefully shake the plate by 
drawing a simulated number 8.

 (g) Incubate the cells for 20 min at 25°C.

3.  Methods

3.1.  Neuronal Cultures

3.2. Radioligand 
Binding at the GABAA 
Receptor

3.2.1. Binding at the GABA 
Recognition Site
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 (h) Remove the solution of the wells by vacuum aspiration. 
Quickly rinse three times with 1.5 mL cold HBSS solution.

 (i) Observe the plate under optic microscope for changes in cell 
viability.

 (j) Digest the cells in 0.2 mL 0.2 M NaOH overnight (or 4 h at 
room temperature with shaking).

 (k) Take the whole content of each well into a 3 mL scintillation 
tube. Add 2 mL Optiphase 2 to each tube. Cap the tubes and 
vortex them.

 (l) Count radioactivity in a liquid scintillation counter.
 (m) Substract nonspecific binding from the counts of each well (it 

accounts for around 29% of the total binding). Determine 
binding with respect to the control condition, in the absence 
of the test agent.

This binding is performed according to Suñol et al. (10) and 
García et al. (11).

 (a–c) Proceed like binding at the GABA site.
 (d) Proceed like binding at the GABA site, but using 10 mM 

diazepam for the nonspecific binding instead of 1 mM 
GABA (see Note 4 for positive controls).

 (e) Proceed like binding at the GABA site.
(f) Add 25 mL of [3H]flunitrazepam 10× solution. Final con-

centration in the assay: 1–2 nM. Carefully shake the plate 
by drawing a simulated number 8.

(g) Incubate the cells for 30 min at 25°C.
  (h–m) Proceed like binding at the GABA site.
(n) Substract nonspecific binding from the counts of each 

well (it accounts for around 10% of the total binding). 
Determine binding with respect to the control condition, 
in the absence of the test agent.

[3H]Flunitrazepam binding parameters (Kd and Bmax) in living 
cultured neurons are shown in Table 1 and Fig. 1. Determination 
of these parameters in neuronal cultures exposed to drug and 
chemicals can be used to evaluate changes of the GABAAR status. 
To determine Kd and Bmax, the cells are incubated with different 
concentrations of (3H]flunitrazepam (in the range 0.5–25 nM) in 
HBSS buffer (saturation binding experiment). Nonspecific binding 
in the presence of 10 mM diazepam is determined for a couple of 
[3H]flunitrazepam concentrations, and that corresponding to the 
other concentrations is obtained by lineal interpolation. Kd and 
Bmax values are obtained after fitting specific binding values to a 
hyperbolic equation by a nonlinear regression analysis.

3.2.2. Binding at the 
Benzodiazepine 
Recognition Site



487GABAA Receptor Binding and Ion Channel Function

This binding is performed according to Pomés et al. (17) and 
García et al. (18).

 (a) Rinse the cultures with »0.5 mL pre-warmed (37°C) HBSS 
to eliminate traces of the culture medium (three times). Do 
not use vacuum in this step; simply remove the medium by 
careful inversion of the plate (i.e., “dump”) over an appropriate 
receptacle.

 (b) Preincubate the cells for 10 min at 25°C with HBSS.
 (c) Completely remove HBSS from the cells by careful inversion 

of the plate. Gently blot the plate on a paper towel so that the 
monolayer is not disrupted. Make sure that the wells do not 
contain medium.

3.2.3. Binding at the 
Convulsant/Picrotoxinin 
Site

Table 1 
Parameters of [3H]flunitrazepam binding in primary  
cultures of cortical neurons (CTX) and of cerebellar  
granule cells (CGC)

CTXa CGCb

Kd (nM) 7.4 ± 1.8 3.3 ± 0.2

Bmax (fmol/mg protein) 731 ± 31 730 ± 60
a,b From (11, 19) respectively

Fig. 1. [3H]Flunitrazepam binding to the benzodiazepine site at the GABAA receptor 
(GABA

AR) using primary cultures of cortical neurons. Filled square total binding; filled 
triangle nonspecific binding; filled inverted triangle specific binding. Values are expressed 
as mean ± sem (reprinted from (11), with permission from Elsevier).
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(d) Immediately add 0.125 mL of fresh pre-warmed TCBSS  
buffer to all wells. Label the plate (bottom and lid).

(e) Add 0.125 mL of double concentrated test-agent solu-
tions in TCBSS to the corresponding wells. Control solu-
tions must contain the same proportion of vehicle than 
test-agent solutions. Include 3 wells for the nonspecific 
binding, containing 100 mM picrotoxinin.

(f) Add 25 mL of [35S]TBPS 10× solution. Final concentra-
tion in the assay: 1.5–3 nM. Carefully shake the plate by 
drawing a simulated 8.

(g) Incubate the cells for 30 min at 25°C.
  (h–m) Follow with steps (h–m) of the previous sections.
(n) Substract nonspecific binding from the counts of each well 

(it accounts for around 35% of the total binding). 
Determine binding with respect to the control condition, 
in the absence of the test agent.

Compounds interacting with a binding site at the GABAAR will 
produce an inhibition of the radioligand binding to this site. This 
is the case for GABA, GABA agonists and competitive GABA 
antagonists on [3H]muscimol binding; for diazepam on [3H]
flunitrazepam binding; and for picrotoxinin or polychlorocycloal-
kane pesticides on [35S]TBPS binding (Fig. 2).

3.2.4. Determining Direct 
and Allosteric Interactions 
at the GABAA Receptor

Fig. 2. Interaction of drugs and chemicals with binding sites at the GABAAR. Inhibition of 
[3H]muscimol binding by the endogenous neurotransmitter g-aminobutyric acid (GABA) 
(filled triangle), of [3H]flunitrazepam binding by the benzodiazepine diazepam (filled 
square), and of [35S]TBPS binding by picrotoxinin (filled circle), and the chlorinated pes-
ticides a-endosulfan (open square) and g-hexachlorocyclohexane (lindane, open circle). 
Results are expressed as mean values. Error bars are not included for clarity (data 
extracted from (11, 17, 19)).
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Furthermore, the binding sites at the GABAAR are allosterically 
modulated, and the binding of an agent to its specific site will 
produce changes on the binding properties of the other sites at 
the receptor. Allosteric modulations include the enhanced binding 
of benzodiazepine agonists induced by GABA, propofol, neuros-
teroids, thymol, and barbiturates (Fig. 3a). The increase of [3H]
flunitrazepam induced by these agents is inhibited by competitive 
and noncompetitive GABAAR antagonists (Fig. 3b). This rever-
sion is indicative of an action of these compounds at one or sev-
eral sites at the GABAAR. [35S]TBPS binding is allosterically 
modified by GABA, benzodiazepines, thymol, barbiturates, and 
other positive modulators of the GABAAR. The binding of [35S]
TBPS is inhibited by these compounds when the incubation 
medium contains low micromolar concentrations of GABA, while 
it may be increased in the absence of GABA (18).

The potentiation or inactivation of the GABAAR can be deter-
mined by analyzing the Cl− flux induced by GABA. In mature 
neurons, GABA and agonists induce a Cl− influx that is increased 
by benzodiazepines, barbiturates, neurosteroids and ethanol, 
while it is reduced by competitive antagonists and by compounds 
that recognize the picrotoxinin site (1–6). This Cl− flux can be 
evaluated by electrophysiology, 36Cl− uptake or fluorimetric deter-
minations. Here we describe the 36Cl− uptake assay in living cells, 
according to previous publications (10–12).

 (a) Replace culture medium with 0.5 mL pre-warmed EBSS 
solution (37°C) and incubate the cells inside the cell incubator 
for 30 min. Repeat this procedure and incubate the cells for 
15 min twice.

3.3. GABAA Receptor 
Functionality

Fig. 3. Allosteric modulation at the GABAAR. (a) (3H)Flunitrazepam binding is increased by GABA (filled triangle) and posi-
tive allosteric modulators: the neurosteroid allopregnanolone (epalon, filled circle), the environmental contaminants 
d-hexachlorocyclohexane (filled square) and methylmercury (open circle), and the plant extract thymol (open square).  
(b) The increase of [3H]flunitrazepam binding by positive allosteric modulators (black bars) is reverted by the GABAAR 
antagonists bicuculline (gray bars) and picrotoxinin (white bars) (data extracted from (10, 11, 19, 21)).
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 (b) Completely remove EBSS by blotting the plate on a paper towel 
so that the monolayer is not disrupted. Add 250 mL EBSS to 
the whole plate. Label the plate (bottom and lid). Incubate the 
cells at room temperature and atmosphere for 10 min. Test 
agents dissolved in EBSS can be included in this step.

 (c) Position the plate behind the methacrylate screen. Uptake of 
36Cl− is performed well after well, in a sequential order. 
Remove medium from each well with vacuum aspiration and 
immediately add 0.240 mL of the corresponding working 
36Cl− solution containing 36Cl−, GABA (100 mM for GABAAR 
inhibition or 5 mM for GABAAR potentiation) and the test 
compound. The cells are incubated for 10 s. The incubation 
medium is removed with the pipette and returned to the 
eppendorf tube (the solution is reused for the replicates of 
the same concentration). The well is quickly rinsed four times 
with 1.5 mL cold HBSS solution. The rinsed solutions are 
removed by vacuum aspiration.

 (d) Incubate the cells with 0.2 mL/well of distilled water during 
1 h in agitation, in order to induce a hyposmotic shock and to 
release the 36Cl− molecules trapped in the cells.

 (e) Collect the solution containing 36Cl− in a scintillation vial, add 
4 mL of scintillation liquid and count radioactivity.

 (f) GABA-induced 36Cl− uptake is determined by subtracting the 
basal Cl− uptake in cells incubated in the absence of GABA or 
in the presence of 100 mM bicuculline (GABAAR 
antagonist).

GABAAR antagonists will inhibit GABA-induced Cl− influx, 
whereas positive allosteric modulators will enhance it. Figure 4 
shows the dose–response curve for GABA-inducing Cl− influx 
and the inhibitory effects of several GABAAR antagonists.

Alcohols like isopropyl alcohol, depressant drugs like diazepam, 
phenobarbital, and chloral hydrate, the endogenous neurosteroid 
allopregnanolone, the plant extract thymol and the depressant 
environmental contaminant d-HCH increase GABA-induced 
36Cl− uptake in primary cultures of cortical neurons (9–11). 
Among these compounds, those not directly interacting with the 
benzodiazepine binding site also increase (3H]flunitrazepam 
binding in primary cultured neurons, as it has been demonstrated 
for neurosteroids, thymol, barbiturates and d-HCH (Fig. 3; (10–
12, 19)). The effects of barbiturates, neurosteroids and d-HCH 
on GABAAR function are in agreement with their depressant CNS 
activity in humans and experimental animals. Some other com-
pounds like bicuculline, picrotoxinin and the pesticides lindane, 
dieldrin and a-endosulfan, inhibit the GABA-induced 36Cl− uptake 
in primary cultured neurons. They also inhibit the increase of 

3.4. Assessing 
Neuroactive 
Compounds Acting at 
the GABAA Receptor
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[3H]flunitrazepam induced by GABA (Fig. 3; (12, 19, 20)). The 
effects of these compounds on GABAAR function are in agree-
ment with their convulsant activity in humans and experimental 
animals. Both positive and negative modulators of the GABAAR 
inhibit [35S]TBPS binding in the presence of GABA. Therefore, 
both the direct assay of 36Cl− influx and the indirect assays based 
on the allosteric modifications of the bindings of [3H]flunitraze-
pam and of [35S]TBPS can be used as testing assays for compounds 
acting at the GABAAR. Standardization of these methods and fur-
ther validation could give rise to a high-throughput assay for the 
activity of chemicals on the GABAAR.

Fig. 4. Dose–response curve for GABA-inducing Cl− influx and the inhibitory effects of 
GABA

AR antagonists. (a) GABA induces a Cl− influx with an EC50 value of 8 mM (11) and 
a maximum effect attained at around 100 mM GABA (reprinted from (11), with permis-
sion from Elsevier). (b) 100 mM GABA-induced Cl− influx is inhibited by competitive and 
noncompetitive GABA

AR antagonists. Bicuculline (open diamond ), picrotoxinin (filled 
circle) and the chlorinated pesticides a-endosulfan (open square), g-HCH (lindane, open 
circle) and dieldrin (filled diamond ) (data extracted from (12, 20)).
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Subtract nonspecific binding and basal 36Cl− uptake to obtain  
specific binding and GABA-induced 36Cl− uptake. Refer these  
values to the control ones, obtained in the absence of the test 
agent. Fit the values to a sigmoid curve by using nonlinear regres-
sion and/or use the appropriate statistics.

 1. Use protective personnel equipment (gloves, eyeglasses, and 
lab coat) when preparing and using radioactive solutions. 
Strictly follow the rules governing the amount of radioactivity 
that can be used in the lab bench and the waste policies for 
each radionuclide. The use of methacrylate screens is not nec-
essary when working with 3H or 35S. It is strictly required 
when working with 36Cl.

 2. 36Cl has a high energy (710 keV). Working with it requires 
the use of methacrylate screens and tube-holders to protect 
the analyst against the high b-radiation emitted by 36Cl.

 3. [3H]muscimol is the preferred radioligand for the GABA site 
at the GABAAR, since it is not taken by the GABA transport 
system. Instead, the use of [3H]GABA in living cells would 
produce a radioactive measure related to neuronal GABA 
uptake more than to GABA receptor binding, according to 
the density of GABA transporters and receptors in the 
membrane.

 4. As positive control, use a compound with known effect on 
the parameter to be studied. For the GABA recognition site, 
use an agonist or an antagonist that will reduce the binding of 
the radioligand. For the benzodiazepine recognition site, use 
a different benzodiazepine that will reduce the binding of 
[3H]flunitrazepam binding, or a positive modulator like 
GABA or allopregnanolone that will increase [3H]flunitraze-
pam binding. Results from a plate assay where the positive 
control does not act as expected will not be taken into 
consideration.
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