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LEAKE, G.R. and GRAY, J .E.  (1979) Trip generation 
of selected indust r ia l  groups. Leeds: University 
of Leeds, Inst .  Transp. Stud. , WP 113 (unpublished) 

This paper determines the factors influencing 
commercial vehicle t r i p  generation fo r  selected 
indus t r ia l  groups, and quanti f ies t h e i r  ef fects 
using mult iple regression analysis. Two methods of 
select ing the groups were adopted: one using eight 
of the  Standard Indust r ia l  Classes; and one which 
attempted t o  put industr ies having similar vehicle 
generation character ist ics in to  the  same group, by 
subdividing SIC groups or by grouping together 
industr ies with similar manufacturing or t rading 
processes. The survey combined an i n i t i a l  interview 
of f irm's management about the operations of the  
firm with a recording by the firm of t h e i r  t r a v e l  
data, using a sample of firms i n  t he  West Yorkshire 
metropolitan area. Of 22 relat ionships developed, 
1 5  were considered acceptable descriptors of t he  
var iat ions i n  t r i p  making, but only i n  3 cases did 
a single var iable (such as t o t a l  f loor area o r  t o t a l  
employees) account for  more than 70 percent of the  
var ia t ion ,  and no single variable type gave the  
best  f i t  f o r  the various groups investigated. 



TRIP GENERATION OF SELECTED INDUSTRIAL GROUPS 

by G.R. Leake and J.E. Gray 

1. Introduction 

The analytical procedures constituting the transport planning 
process can be broken down into trip generation, trip 
distribution, modal split, and trip assignment. Although the 
four stages are clearly inter-related, the traditional approach 
has been to treat each stage more or less as a separate entity. 
This has been particularly true of trip generation, which is 
the subject of this paper. 

Trip generation is important in that it establishes the scale of 
movement and hence has an important bearing on the level and cost 
of transport infrastructure which needs to be provided in order 
to cater for the anticipated demand. To date most of the studies 
on trip generation have been concentrated on person trip 
generation, primarily at the home end of the trip, using either 
regression analysis or category analysis as the mathematical 
technique. 

Considerably less detailed research endeavour has been aevoted 
to commercial vehicle trip generation to/from industrial 
premises. The reasons for this are:- 

a> that it is difficult and costly to obtain 
sufficiently detailed data; 

b) that since there is a wide range of type of 
industry, it is important to study a number of 
sub-groups (with industry within each sub-group 
having similar characteristics) if a sufficiently 
detailed analysis is to be carried out. 

However, separating industry into a number of sub-groups creates 
another problem - that of accurately predicting the values of 
the influencing variables for each sub-group. Consequently most 
commercial vehicle trip generation studies, carried out as part 
of a Land Use/Transport Study, have adopted the macro approach, 
with various industry types 'mixed' together at the zonal level. 
Yet a little thought will be sufficient to show the importance 
of commercial vehicle movement in transport planning. 

To take just two points. Firstly commercial vehicles are larger 
and slower than private cars. Consequently they exert a greater 
influence on road capacity than the latter. To allow for this 
it is normal practice to assume that one heavy commercial vehicle 
is equivalent, on average, to three passenger cars (i.e., 
1 heavy commercial vehicle = 3 P.C.U.'s). Secondly, although 
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commercial vehicles (including light vans) constituted only 
10.3% of the total vehicle population in 1970, they consumed 
29.2% of the total P.C.U. kilometres in Great ~ritain'. Hence 
it will be seen that commercial vehicles consume road capacity 
well in excess of their absolute numbers. Furthermore, because 
of their operating characteristics and their size, they 
contribute considerably to road traffic congestion, the costs 
of which run into hundreds of millions of pounds. 

On the whole, past research work into industrial trip generation 
has treated the subject very generally. With only a few 
exceptions, most work (which has formed part of the major Land 
Use/Transport Studies), has been at an aggregated zonal level, 
and has considered different types of industrial unit together. 
This latter assumption is clearly a weakness. Vehicle generation 
characteristics of industrial premises depend on the type of 
process being conducted at the plant. For example, a car body 
manufacturing plant, which requires deliveries of steel and then 
distributes bulky car bodies to assembly plants, will generate 
more vehicle trips, per unit area, than a business concerned 
with the production of small machine tools. 

The principal objective of the work set out in this paper is to 
attempt to fill in some of the gaps in our knowledge of 
industrial trip generation by looking at the characteristics of 
different types of firm. It is hoped that this will not only 
lead to a better understanding of the factors affecting industrial 
trip generation, but will also present the practising planner 
with a more useful mathematical prediction tool, and provide him 
with much useful data at a local planning level. 

The paper is split into a number of sections. After setting out 
the main objective of the work outlined in the paper, a very 
brief, and to some extent superficial, review of some work carried 
out in this field will be attempted. This will be followed by a 
description of the study area from which the information was 
obtained, and the main problems encountered. Finally, some of 
the results obtained will be outlined and discussed for the 
industrial groupings considered. 

2. Objectives 

The main objectivetof the work set out in this paper was to 
determine and quantify the factors influencing vehicle trip 
generation for the industrial groups selected for study and which 
are defined in section 7. 

The remainder of the paper is concerned with briefly outlining 
some previous work on industrial trip generation undertaken in 
this country, and then with describing the method of study and 
some of the results obtained. 



3. Previous Work 

Because of the limited space available, it is proposed to 
restrict discussion to:- 

a) Work carried out in Great Britain; 
b) Work carried out at the individual premise level. 

For a more exhaustive treatment, reference should be made to 
two previous papers2a3. 

3.1 Some previous studies in Great Britain 

3.1.1 W. Skellern4. Skellern, in his study of the Trafford - 
Park Industrial Estate. Manchester. in 1961. examined a wide 
range of manufacturing-and distribitive trades. Firms were 
categorised into three classes of generator (high, medium, 
low). Because of the low sample size, the established 
regression models were not very accurate. 

3.1.2 T.E.H. Williams and J.C.R. ~atchford~. In this study, 
carried out in North East England in 1962, an attempt was made 
to relate traffic generation (which included the journey to 
work) of various types of industrial land uses with parameters 
such as employment. Four major industries, covering 34 
factories, were considered: mechanical engineering, electrical 
engineering, plastics, textiles and clothing. Both simple and 
multiple regression models were established. 

3.1.3 D.N.M. Starkie. This work was carried out in the Medway 
towns area in 1964. The 77 firms included in the survey embraced 
a wide range of manufacturing industries. Interviews were 
carried out at management level in order to obtain information 
on employment, floor space, etc., and vehicle movements were 
obtained by observation for one day. Trip generation equations 
were obtained using both linear and non-linear regression 
analysis. Starkie concluded that the type of manufacturing 
activity was an important determinant of trip generation, but 
that these activities could be grouped into a limited number 
of classes having similar trip generation characteristics. 

3.1.4 G.R. Leake and R.C.H. Gan7. This study was carried out 
in Leeds. Bradford and Sheffield in 1969. Five distributive 
trades (iotalling 116 firms) were studied and data was obtained 
for one day by means of a postal return questionnaire. Simple 
regression equations were established with vehicle trip 
generation as the dependent variable, and employment, total 
floor area, storage space, or site area being tried as the 
independent variable. Four different types of mathematical 
relationship were investigated - linear, parabolic, exponential, 
and power functions. No single parameter gave the 'best fit' 



for all five trades, although one of the 'areat measures was 
found to be consistently better than employment. Trip generation 
varied considerably between the groups studied. 

3.i. 5 I. wallacee. Wallace, in his 1969 North Midlands study, 
investigated four industrial groups (engineering, textiles, 
pottery, food and chemicals) covering 76 firms. Vehicle 
movements were obtained from a one-day survey at the factories. 
Linear regression analysis was carried out relating trip 
generation with employment. Good correlations were obtained 
except for the 'potteriest grotp. Comparison of his results 
with those obtained by Starkie showed reasonably close agreement, 
suggesting that changes over time may not be too rapid. 

3.1.6 D. ~ a l t b y ~ j l ~ .  Two studies have been carried out by - 
Maltby. The first studyg involved a detailed examination of 
the Sheffield steel industry in 1967 and covered two groups: 
metal manufacture and production of metal goods. Linear 
regression analysis was used with total employment and total 
floor space as the independent variables. The second studylo 
was carried out in 1970 in Manchester and Sheffield. Firms 
were studied at the Standard Industrial Classification (S.I.C.) 
level. A questionnaire technique was used to collect the data. 
This study necognised the importance of daily variations in 
vehicle flow and collected data for a complete week. Simple 
regression analysis gave the best results. 

3.1.7 B.G. ~eddingll. This work was carried out in North-West 
London and investigated two types of industrial land use: 
clothing manufacture and electrical engineering. Vehicle movement 
data were obtained over a week. Direct interviews were carried 
out with the management of each firm in order to gain co-operation 
and items of data relating to the firm. Simple regression analysis 
was adopted, with total floor area or total employment usually 
being the 'best fit' independent variable. 

3.2 Variables found to be important 

Since relationships developed in trip generation studies are 
normally intended for prediction purposes, the independent 
variables should satisfy a number of requirements:- 

- 

1) They should be easily measurable; 
2 )  They must be capable of accurate prediction. 

Variables which have been found to be important in past studies are:- 

1) Total employment 
2) Employees by type (e.g. office workers) 
3) Total floor space 
4 )  Floor space by type (e.g. production floor space) 

Other variables which have been tested include rateable value, 
number of company-owned vehicles, distance from the Central 
Area, number of parking spaces within the site and site area. 

-- . - - 



Of the four main variables listed above, total floor space 
and total employment have usually been found to exhibit high 
collinearity. 

3.3 Analysis method 

In virtually all cases simple linear regression analysis has 
been the mathematical technique adopted. In a few instances 
multi-variable linear regression analysis has been tested, but 
has not been found to add significantly to the 'explanatory' 
power of the relationship. Starkie6 and wallaces found that 
logarithmic relationships gave good results, whilst Leake and 
  an^ found that a parabolic relationship gave the 'best fit' 
for certain types of movement. 

3.4 Conclusion 

Tnis brief outline of work on industrial trip generation in 
Great Britain enables certain general conclusions to be drawn. 
These are:- 

1) Data should be collected preferably over a week; 
2) The variables set out in section 3.2 should be 

included in the initial analyses; 
3) No single parameter has been found to be the 

'best' explanatory variable; 
4) Simple regression analysis has usually been used; 
5) Different industrial groupings have significantly 

different trip generation characteristics. 

4. Description of the Study Area - 

The geographical area chosen for investigation was the 
Metropolitan County of West Yorkshire (see Figure 1). This 
was adopted for the following reasons:- 

a) An up-to-date sample frame of industrial premises 
was available for nearly all of the area; 

b) The area contained a sufficient number of firms 
within each of the groups selected for study; 

c) Since personal contact with management was to form 
part of the data collection method (see section 51, 
there were considerable time and cost advantages in 
having a study area based on Leeds. 

The Metropolitan County of West Yorkshire is a major centre 
for both commerce and industry, and is heavily dependent on 
wool textiles, clothing, and certain sectors of the engineering 
industry. Over 75% of the working population are employed 
in four main industries - engineering, textiles, clothing, 
and food production. 

* 
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The economy of the area is very dependent on the textile 
industry which employs about 15% of the total workforce 
(about five times the national average). Engineering has been 
traditionally linked with the textile trades, thus creating 
an emphasis on the 'heavier1 types of engineering product. 
A national demand for 'lightert engineering products has been 
growing in recent years, and this trend is being reflected 
in the County, thus providing a better balanced engineering 
industry. 

The clothing industry has undergone considerable change 
during the last decade. In the main clothing trade centre - 
Leeds - the industry employed 12% of all workers in 1971. 

Despite the concentration on the above-named four industries, 
the remaining workforce is employed in a wide variety of 
industries; many being geographically localised such as 
printing, steel foundries, and non-ferrous metal manufacture 
in Leeds; sweets and biscuit manufacture in Batley and Halifax; 
tractors and associated components in Bradford and Huddersfield; 
and chemicals in Leeds and Huddersfield. 

5. Survey Methodology 

5.1 Introduction 

In this paper it is not possible to outline, in detail, the 
survey methodolo y adopted in the study; this is covered 
fully elsewherelg. All that is proposed, therefore, is to 
set out, in general terms, the basic information obtained, 
the method of data collection, and the determination of 
the sample. 

5.2 Information collected 

The data required fell into two categories:- 

(i) Details of the firm; 
(ii) Trip movements to and from the firm's premises. 

In this study the data obtained relating to the firm included 
floor area (broken down into different uses such as manufacturing, 
storage, etc.), number of employees (broken down by sex and job 
type), site area, designated parking areas, number and type of 
vehicle based on the premises, rateable value, type of goods 
being produced, and location. Where possible, the variation 
in business activity throughout the year was discussed with 
the firm, but not quantified. 

Trip information was obtained for all vehicle movements made 
to/from the premises. Vehicle movements were categorised by 
type, and the time of arrival and departure of each vehicle was 



determined as well as the trip purpose (specified as goods in, 
goods out, service visit, visitor trip, etc.). 

5.3 Method of' data collection 

At the outset of the study the most practical methods of 
collecting the required data were carefully examined3, of which 
the following were considered to be the most suitable:- 

1) Postal questionnaire; 
2 )  Interview and travel data collected by the survey team; 
3) Initial interview by the survey team, travel data 

recorded by the firm. 

After due consideration, it was decided that the last alternative 
was the most satisfactory in terms of the amount and reliability 
of the data collected, and in maintaining a reasonable level of 
survey response. 

In broad outline the survey method was as follows. The sampled 
firms were first sent an introductory letter which briefly set 
out the objectives of the study. Telephone contact was then made 
with each firm and a more detailed explanation of the purpose of 
the survey given. At the same time arrangements were made for 
the interviewers to see senior management within the firm. As 
will be seen from Table 1, about one third of the suitable firms 
declined to participate further in the study at the telephone 
contact stage. 

At the interview, the firm's management were questioned on the 
operations of the firm and asked to give the required basic 
information concerning the firm (e.g. employment levels) together 
with any other background information which might be useful in 
interpreting the results. The requisite number of questionnaires 
were left with the firm for distribution and completion covering 
an agreed weekly period. Three basic types of questionnaire 
were used, namely:- 

1) Personal business movements (covering the firm's 
own employees); 

2)  Visitor movements; 
3) Goods vehicle movements. 

As will be seen from Table 1, a further 20% of firms declined 
to participate further in the study at the interview stage, the 
main reason being that it was beyond their organisational 
capabilities. However, 54.9% of firms interviewed completed the 
survey. 

5.4 Sample selection 

As noted earlier, one of the main reasons for selecting the 
West Yorkshire Metropolitan Area for study was that a sample 
frame of industrial premises was in existence for almost all the 



area. This was brought up to date, and provided data on:- 

1) The firm's address; 
2) The type of activity carried out; 
3) The employee size band. 

The up-to-date sample frame was stratified into the groups 
selected for study and firms chosen randomly from within each 
stratum until a minimum sample, within each stratum, of 70 
firms had been chosen. However, this was not possible for all 
groups because of inadequate numbers within the original sample 
frame. 

6. Survey Response - 

6.1 Introduction 

In this section the response rates obtained in the survey are 
outlined and the tests adopted for detecting response bias set 
out. The section ends with a brief discussion on the manual 
check surveys carried out. 

6.2 Response rates 

6.2.1 Overall response rate. From the pilot survey which had 
been carried out. it was anticipated that the resoonse rate would 
be about 45% of the initial sample, as against thk 40% achieved 
in the pilot, due to subsequent up-dating of the sample frame. 
However, as will be seen from Table 1, this proved to be extremely 
optimistic. A total of 1123 firms were selected initially for 
study, of which 325 (29%) were found to be either non-existent 
or unsuitable. A detailed breakdown of the reasons for losing the 
325 firms from the initial sample is set out in Table 2. 

As shown in Table 1, the final response rate achieved in the 
survey was only 25.6% of the initial contacts (or 36.2% of the 
acceptable sample after allowing for the loss of the 325 firms). 
Table 2 indicates that about 50% of the 'lost' firms had ceased 
trading. This was over 14% of the initial sample and compared 
with a figure of 8% in the pilot. Furthermore, 165 firms were 
incorrectly classified, either in terms of employee size (the 
study was only looking at firms employing between 5 and 300 
employees) or in terms of the MLH (Minimum List Heading). In 
passing, it should be noted that the employee size of 300 was 
considered to be the maximum which could be satisfactorily 
covered by the chosen study method. 

6.2.2 Response rate by industrial group. In a survey of this 
nature. where a wide range of industrial groups were studied, 
some variation in the response rate can be  expected. This is 
set out in Table 3, and clearly shows the wide range of response 
obtained, with the lowest response being in the Drink industry 
(20.5%), the highest in the Wooden Products industry (55.0%). 



6.3 Response bias 

Before commencing the analysis, it was essential to check 
the responses in order to see if they were representative of 
the sampled population. Tests for bias were carried out using 
the X2 (chi-squared) test for 'goodness of fit', i.e. comparing 
the distribution of the initial sample with that obtained from 
the returns. 

Tests for bias were carried out using two criteria:- 

a) Size of firm; 
b) Location of firm. 

The results of these tests are set out below. 

6.3.1 Size of firm. This test was carried out for each of 
the 14 groups listed in Table 3. For each group the firms 
comprising the original acceptable sample and those completing 
returns were broken down into a number of employee size ranges, 
and the resulting distributions compared. In 12 out of the 14 
groups there was no significant difference between the distributions 
at the 95% level of confidence. In the other two cases, there 
was no significant difference at the 90% confidence level. Thus 
it is concluded that the completed returns were representative 
of the original acceptable sample based on employment size. 

6.3.2 Location of firm. In order to investigate possible 
resuonse bias by location, the study area was divided into five 
sublareas. FOUE were centred upon the major urban areas of 
Leeds, Bradford, Huddersfield and Wakefield. The fifth was a 
composite of the smaller mill towns in the south of the study area 
such as Dewsbury, Batley, etc. As can be seen from the results 
shown in Table 4, there is no evidence of bias in the returns by 
location of the firm. 

6.4 Check surveys 

Because of time and cost limitations, it was only possible to 
organise manual check surveys on vehicle trip rates at the 
premises of 27 firms; the firms being split among the engineering 
and clothing industries. In the event, however, it was only 
possible to use the results for 16 firms, since four of the 
selected firms carried out the survey for a different week to that 
agreed, and seven did not complete the survey after agreeing to 
do it. Of the 16 useful firms, 8 were from the engineering industry, 
and 8 from the clothing industry. The total number of trips 
recorded by iirms were 95% and 90% of those actually observed 
for the engineering and clothing trades respectively. 

It is not possible to draw any firm conclusions from the results 
obtained because of the low sample size. However, the indications 
are that the recording of trips was Benerally of a high standard, 

4 



with under-reporting being in the range 5%-10%. This is 
considered to be as good a result as is likely to be achieved, 
and compares favourably with the 15% level of trip under- 
reporting found in Household Home Interview Surveys. 

7. Results 

7.1 Relationships established 

In common with most work on industrial trip generation, regression 
analysis was selected as the analytical method - in this case 
multiple regression analysis. The results considered are limited 
to those relationships linking total weekly vehicle trips (the 
dependent variable) with measurable parameters of the firm. It 
should be noted that the total weekly vehicle trips were aggregated 
over Monday-Friday (inclusive) and included all vehicular trips 
(both visitor and firm's business) to and from the firm's premises 
but excluded journey to work trips and other trips not concerned 
with-iness of the firm. A trip was defined as a one-way 
movement either to or from the premises. 

In order to determine the 'best1 regression model, multiple 
stepwise regression analysis was used in which variables were 
entered into the regression analysis in the order in which they 
provided the greatest explanation. Twenty explanatory variables 
were used and these (together with the units in which they were 
measured) are set out in Table 5. 

7.2 Groups investigated 

Earlier in the paper the importance of separating industries into 
groups having similar commercial vehicle trip generation 
characteristics was stressed. In this work two basic grouping 
systems have been used, namely:- 

a) Standard Industrial Classification (S.I.C.) system; 
b) Intuitive groupings of industries having similar 

characteristics. 

The S.I.C. grouping system provides a nationally recognised 
grouping system but one which is relatively coarse. In this 
work eight S.I.C. groupings were adopted, and these are shown 
in Table 6. 

The intuitive grouping system was an attempt to put industries 
having similar vehicle generation characteristics into the same 
group. This was done by either sub-dividing S.I.C. groups (using 
Minimum List Headings (M.L.H.)) or by grouping together industries 
from different S.I.C. groups which had similar manufacturing or 
trading processes. Because of the small number of firms appearing 
in some of the initial groupings, it was necessary to combine some 
groups together in order to achieve a reasonable sample size, even 
though the industries were considered to have somewhat dissimilar 
characteristics. In the final analysis, 14.groups were identified. 
These are set out in Table 7. 



It is not intended, as part of this paper, to compare the results 
obtained for the two grouping systems. This aspect will be.covered 
in a later publication. 

7.3 Criteria for testing the vehicle generation equations obtained 

When looking at the validity of multiple regression equations, 
there are a number of tests which need to be applied if meaningful 
interpretation of the results is to be obtained. In this work five 
criteria were adopted: 

a) What is the value of R2? 
b) Do the individual regression coefficients have the 

correct sign and reasonable magnitude? 
c) Is the value for the constant term reasonable? 
d) Are the regression coefficients statistically significant? 
e) Do the independent variables, found to be significant, 

make sense? 

7.4 Results for the S.I.C. groupings 

The results obtained for the eight selected S.I.C. groups, together 
with the number of observations falling within each group, is 
shown in Table 6. In this section it is proposed to comment 
briefly on the result obtained for each group, and then to draw 
some overall conclusions. 

7.4.1. Food and drink (S.I.C.3). Despite having a high R2 value 
of 0.74, the established relationship has two weaknesses which 
restrict its usefulness. The first is the very high value of 
the constant term (70% the mean value of the dependent variable) 
and the second is the negative sign associated with the variable 
X8 ( %  site area built upon). The latter indicates that the greater 
the area of the site which is built upon, the lower the number of 
trips generated. It is difficult to see the logic of this. The 
main significant variable was found to be total office employment ' 

(XI,,). 

7.4.2 Mechanical engineering (S.I.C.7). This group includes both 
heavy and precision mechanical engineering. Both the R2 value 
(0.6i) and-the value of the constant term-are acceptable, and 
the three significant explanatory variables (female office 
employment (X13), total business vehicles operated by the firm 
(XZ0), and area built upon (X7)) are of the correct sign. 
What is, perhaps, surprising is the apparent significance of the 
number of female office employees for this group. 

7.4.3 Instrument engineering (S.I.C.8). Although the sample size 
was low, the simple regression equation obtained was highly 
significant ( R ~  = 0.88). Furthermore the value of the constant 
teFm was low and the coefficient of the explanatory variable 
(total office employment) was of the correct sign. It is, however, 
difficult to explain, for this group, why total office employment , 

should be more significant than total non-o'ffice employment. 
-. 



7.4.4 Electrical engineering (S.I.C.9). The relationship obtained 
accounts for 76% of the observed variation. The magnitude and 
sign of the regression coefficients is acceptable, with the two 
most significant explanatory variables being XZO (the total business 
vehicles operated by the firm) and X9 (the number of male non- 
office employees). Intuitively both these variables could be 
expected to influence total vehicle generation. It is to be noted 
that X20 (total business vehicles operated by the firm) is a 
significant variable in the Mechanical Engineering group and in 
the following General Mechanical Engineering, Textile Industry, 
and Timber and Furniture groups. 

7.4.5 General mechanical engineering (S.I.C. 12). With an R2 - 
value of 9.70 and the three significant variables (total business 
vehicles (X20), number of male office employees (X12), and number 
of female non-office employment (XI,)) having the correct sign, 
the relationship is basically acceptable. The constant term is 
a little high when compared with the dependent variable mean 
value, and the intuitive validity of female non-office employment 
could be questioned. 

7.4.6 Textile industry (S.I.C.13). This relationship has a 
constant term close to zero and an R2 value of 0.70. The three 
significant variables (office floor area (X4), total business 
vehicles (XZ0), and male office employment (X12)) have the correct 
sign, but the influence of office activity (particularly office 
male employment) is somewhat difficult to explain. It should be 
noted that the variable (male office employees) is only significant 
at the 90% confidence level. 

7.4.7 Clothing industry (S.I.C.15). This relationship does not 
appear to be particularly reliable. Firstly it has a low R' 
~alue~(0.49). Secondly it has a high constant term (about half 
the mean value of the dependent variable). 

7.4.8 Timber and furniture (S.I.C.17). As will be seen, four 
variables were found to be significant. with one of the variables 
(other floor area (X5) ) having a negative coefficient. However, 
since this relates to 'unproductivel floor area, this may not 
be illogical. The relationship is considered to be acceptable and 
has an R2 of 0.68. 

7.4.9. The principal conclusions to be drawn from the results set 
out in Table 6 can be summarised as fd1lows:- 

1) As can be seen from col. 5, the average number of weekly 
vehicle trips varies considerably between groups, with 
the lowest value of 32.25 being for the Instrument Engineering 
group, and the highest (83.3) for Food and Drink. 

2) Generally, the relationships established have been found to 
be acceptable in terms of R2, the size of the constant term, 
the sign attached to the explanatory variables, the 
significanceof the explanatory variables, and the type of 
explanatory variable found to be significant. The two main 
exceptions were the Food and Drink, and Clothing Industry 
groups. 



3) Only i n  one ins tance  ( Instrument Engineer ing) was t h e  R~ 
value g r e a t e r  than 0.80. I n  t h i s  i ns tance ,  however, t h e  
sample s i z e  of  12 was very low. 

4) The va r i ab l es  found t o  be s i g n i f i c a n t  va r i ed  between t h e  
groups, and were not necessar i l y  t h e  most i n t u i t i v e l y  
obvious ones i n  some cases .  The va r i ab l e  occurr ing most 
f requen t l y  w a s  XZ0 ( t o t a l  bus iness veh ic les  operated by 
t he  f i r m )  and t h i s  was found t o  be s i g n i f i c a n t  i n  f i v e  
of  t h e  groupings. The next most f requen t l y  appear ing 
va r i ab l es  occurred only twice. The employment va r i ab l es  
( X 9  - . X I 7 )  a l s o  fea tu red  i n  many of t h e  r e l a t i o n s h i p s ,  
occur lng 8 t imes. However, t h e r e  was no consis tency i n  t he  
a c t u a l  employment va r i ab l e  between groups. 

5 )  Var iab les r e l a t i n g  t o  f l o o r  o r  s i t e  a r e a  ( X I  - X8) d id  
not  f i g u r e  q u i t e  s o  prominently as t he  employment va r i ab l es  
i n  t h e  es tab l i shed  re l a t i onsh ips  - appear ing s i x  t imes. 
Again, t h e r e  was no consistency i n  t h e  type of  a r e a  va r iab le  
found t o  be s i g n i f i c a n t .  

7.5 Results: 

The r e s u l t s  obtaine,d f o r  t h e  1 4  i n t u i t i v e  groups selected, together  
w i th  t he  number of observat ions f a l l i n g  w i th in  each group, i s  
shown i n  Table 7. The arrangement of t he  s e c t i o n  i s  i d e n t i c a l  
w i th  t h a t  adopted f o r  s e c t i o n  7.4.  

7 .5.1 Bread, f l o u r  and confect ionery.  This  r e l a t i o n s h i p  has been 
es tab l i shed  from 10  observa t ions  only,  and d e s p i t e  a.high.R2 va lue 
of 0.84.  s u f f e r s  from t h e  same oroblems a s  t h e  relationship - -  - . -  2 - - - -  
es tab l i shed  f o r  t h e  Food and ~ r i n k  group i n  s e c t i o n  7 .4 .1  - namely 
an  extremely high cons tan t  term and a negat ive c o e f f i c i e n t  
assoc ia ted  with va r i ab l e  XR ( %  s i t e  a r e a  b u i l t  on ) .  The main 
s i g n i f i c a n t  va r i ab l e  X g  ( s t o rage  f l o o r  a rea )  seems i n t u i t i v e l y  
s a t i s f a c t o r y .  

7.5.2 Other food products.  The r e s u l t  obta ined f o r  t h i s  group 
(which excludes bread,  f l o u r  and confect ionery)  cannot be 
considered s a t i s f a c t o r y  f o r  t h r e e  reasons:- 

a )  t he  high va lue of  t h e  cons tan t  term (approximately 
70% of t h e  dependent va r i ab l e  mean va lue ) ;  

b )  t h e  negat ive c o e f f i c i e n t  assoc ia ted  wi th X I  ( t o t a l  f l o o r  
a r e a ) ,  a l though t h i s  is mit iga ted  by t h e  extremely low 
va lue f o r  t h e  c o e f f i c i e n t ;  

c )  t he  low R 2  value of 0.44. 

It w i l l  be noted t h a t  t h e  va r i ab l e  found t o  have t h e  g r e a t e s t  
s i gn i f i cance  was t h e  number of bus iness veh ic les  operated by 
t h e  f i r m  (X20). 

- 



7.5.3 Drink industry (including brewin&. This is the smallest 
group for which a regression relationship was established, and 
the low number of observations ( 8 )  is clearly unsatisfactory. 
However, examination of the result obtained ieads to greateE 
optimism. From Table 7 it will be seen that a simple linear 
regression relationship was established with an R2 of 0.98, 
and with an acceptably low value for the constant term. The 
significant independent variable was found to be total office 
employment (X14) - perhaps a reflection of the automation involved 
in the drink manufacturing industry. 

7.5.4 Heavy mechanical engineerinq. The group size is considerably 
higher than the three already considered in this section. The 
R' value of 0.75 is satisfactory, and the values and sign of the 
coefficients is acceptable. It will be noted that the variable 
found to be most significant was X13 (total number of female office 
staff). It must be admitted that the 10gicality~of this is not 
readily apparent unless there is a direct relationship between 
the amount of goods produced and the clerical staff needed to 
process those goods. The other variables found to be significant 
were XZ0 (total business vehicles operated by the firm) and X7 
(total area built on). 

7.5.5 Precision mechanical enginieering. For this group only one 
significant variable was obtained. namely the number of business 
cars operated by the firm (X18), giving an R2 value of 0.56. 
The nature of the explanatory variable, and the difficulty of its 
prediction, makes the relationship of limited value for planning 
purposes. 

7.5.6 Light electrical engineering. This particular relationship 
again provides an example of non-logically signed variables. 
Manufacturing floor area (X2), which one would expect to be 
positively associated with vehicle trip generation, is found to 
be negatively related, even though its value is low and ~ n l y  
significant at the 90% level. Furthermore, the constant.term 
is very high. The R~ value obtained was 0.66 and the most 
significant explanatory variable was XI,, (total office employment). 
It would be difficult to use the relationship with confidence. 

7.5.7 Heavy electrical engineering. In view of the importance 
of car ownership levels on trip generation at the household level. - - - 
it is not surprising to observe similar variables having a 
significant effect at the industrial premise level. In this 
case the number of goods vehicles (X19) and the number of business 
cars (Xis) operated by the firm explain 88% of the observed 
variability. The relationship appears strong even though it is 
based on only 10 observations. 

7.5.8 Instrument engineerinq. Once again the number of vehicles 
(in this case the total number of business vehicles (XZ0)) operated 
by the firm is the most significant variable; the other beinn total 
non-office employment (X1 1). The constant term has a value close 
to zero and the R2 value (0.92) is high. 



7.5.9 Metal products. This relationship provides one of the 
three instances in the total 22 srouvs where total emolosment - - 
(X17) was found to be the most significant'explanatory variable. 
The constant term obtained is a little high, but the R2 value 
of 0.76 is satisfactory. 

7.5.10 Textiles. Not a particularly satisfactory relationship, 
having a high constant term relative to the dependent variable 
mean value, and a low R2 of 0.59. The two variables found to 
have greatest significance, namely total floor area (Xi) and total 
office employment (XI4), seem intuitively correct, especially the 
former. It will be noted that the trip generation capability 
of this group is low, being only 38 one-way trips per 5 day week, 
i.e. less than four 2-way trips per day. It will be noted that 
the coefficient for variable X1 has a very low value. 

7.5.11 Heavy outerwear clothing. A complex relationship - involving four variables was derived for this group - the four 
variables being office floor area (XI,), total non-office 
employment (Xll), female office employment (XI3), and total goods 
vehicles operated by the firm (XI9). It will be noted that X13  
has a negative coefficient. The value of the constant term is 
fairly high and the R~ value (0.64) is just about acceptable. 

7.5.12 Light clothing. Here the main significant variables were 
found to be those relating to the number of employees. Total 
employment (Xi7) was the most significant variable. Furthermore, 
the constant term is low and the R2 value (0.65) acceptable. 

7.5.13 Timber products. One variable - male office employment 
(X12) - was found to Bxplain nearly 90% of the variation in the 
dependent variable. The significance of this variable is, at 
first glance, somewhat surprising. However, it will be realised 
that many firms falling within this group operate 'do-it-yourself1 
activities, with corresponding high levels of office-type 
employment. The value of the constant term is low. 

7.5.14 Furniture production. The best regression relationship 
develoved for this grouv contained two variables - total office 
employment (X12) an; thk total number of business vehicles 
operated by the firm ( X Z 0 ) ,  It will be observed that the constant 
term is high relative to the dependent variable mean value, and 
the R~ value is 0.74. The relationship can be considered to be 
acceptable. 

7.5.15. The principal conclusions to be drawn from the results 
set out in Table 7 can be summarised as fallows:- 

1) Out of the 14 groups investigated, satisfactory relationships 
were established in 9 cases. The groups where it proved 
difficult tp establish acceptable relationshlps were Bread 
and Confectionery, Other Food Products, Precision Mechanical 
Engineering, Light Electrical Engineering, and Textiles. 



2) Of the nine acceptable relationships, three had @values 
greater than 0.80. However, in all three instances the 
sample size was low (8-13). 

3) Again, the variables found to be significant varied 
between the groups. The three variables occurring most 
frequently were total office employment (X14) - 4 times, 
fotal goods vehicles operated by the firm (XI?) - 3 times, 
and total business vehicles operated by the flrm (XZ0) - 4 times. With this grouping arrangement there was less 
emphasis on the Xpovariable than with the S.I.C. grouping 
arrangement. 

4) The employment variables (X9-XI7) were prominent- featuring 
more frequently than the variaoles related to the number 
of vehicles operated by the firm. However, there was a 
little more consistency in the type of employment variable 
found to be significant. 

8. Validity of the Results for Planning Purposes. 

One of the aims of a research project of this nature is to provide 
mathematical relationships which can be used for predictive purposes 
in the short and medium term (5-15 years). In looking at this aspect, 
two questions need to be answered:- 

i) How accurately can the variables, which have been found 
to be significant, be predicted for different future time 
horizons? 

ii) Will the developed'relationships be stable over time? 
From the results set out in Tables 6 and 7, the significant 
explanatory variables fall essentially into three groups:- 

a) Floorjsite area variables (X "X8) 
b) Employee variables (X9- x17f 
c) Variables relating to the number of vehicles 

operated by the firm (XI 8-X20) 

Considering the three variable groupings above, how do they react 
on the two questions posed at the beginning of this section? 

a) Area variables. With the possible exception of site area 
measures, these variables can be difficult to predict, 
even though the planner has control over some of the 

- 

measures of area used in this analysis (e.g. total floor 
area). The main problem, however, is that area variables 
cannot respond to changes in production methods and which 
result in higher output (and presumably higher vehicle 
trip generation rates) per unit area. This is clearly a 
problem, and analysis of suitable time-series data could 
help to overcome this. 



b )  Employment v a r i a b l e s .  Future l e v e l s  of t o t a l  employment 
a r e  e a s i e r  t o  o r e d i c t  t h a n  a r e a s .  a l though g r e a t e r  - - 
d i f f i c u l t i e s  w i l l  occur when break ing down employment i n t o  
f i n e r  sub-d iv is ions  such a s  o f f i c e  employment, non-of f ice 
employment, e t c .  Unl ike measures o f  a r e a ,  employment 
l e v e l s  a r e  a more s e n s i t i v e  measure of a f i rm's economic 
a c t i v i t y  and method of product ion.  With rega rd  t o  
s t a b i l i t y  over  t ime,  t h e  employment v a r i a b l e s  s u f f e r  from 
t h e  same problem a s  t h e  a r e a  v a r i a b l e s .  More automation, 
f o r  example, can l ead  t o  lower employment 1 e v e l s . b u t  
h igher  t r i p  genera t i on  r a t e s ,  and t h u s  n u l l i f y  any developed 
r e l a t i o n s h i p .  Th is  i s  an a r e a  which needs t o  be f u r t h e r  
researched.  

c )  Vehic les opera ted  v a r i a b l e s .  These have been found t o  be 
verv s i a n i f i c a n t  v a r i a b l e s  f o r  many of t h e  i n d u s t r i a l  
gro;ps s t u d i e d  and may prove t o  be-more s t a b l e  measures 
of a  f i r m ' s  v e h i c l e  genera t ion  a c t i v i t y ,  s i n c e  a f i rm  
(bo th  now and i n  t h e  f u t u r e )  w i l l  wish t o  maximise t h e  use 
of i t s  own v e h i c l e s .  Hence an  i n c r e a s e  i n  product ion 
a c t i v i t y  w i l l  l ead  t o  an  i nc rease  i n  t r i p s  generated and 
a  p o s s i b l e  i n c r e a s e  i n  t h e  number of v e h i c l e s  opera ted  
by t h e  f i rm.  However, p r e d i c t i n g  t h e  f u t u r e  number o f  
v e h i c l e s  opera ted  by t h e  f i rm could prove t o  be d i f f i c u l t  
w i th  our  c u r r e n t  knowledge of t h e  f a c t o r s  i n f l u e n c i n g  a  
f i rm's d e c i s i o n  t o  ope ra te  i t s  own v e h i c l e s  r a t h e r  than  
go t o  h i r e .  

I n  summary, t h e r e f o r e ,  i t  cannot be argued t h a t  t h e  r e l a t i o n s h i p s  
s e t  out  i n  Tables 6 and 7 w i l l  remain s t a b l e  i n  t h e  long term. 
However, i n  t h e  s h o r t  term, and p a r t i c u l a r l y  where no major 
changes have occurred i n  product ion technique,  mosh o f  t h e  
developed r e l a t i o n s h i p s  can be used wi th  conf idence by p lanners .  
I n  common w i th  a l l  t r i p  genera t i on  r e l a t i o n s h i p s  developed from 
c ross -sec t i ona l  d a t a  at  a  p a r t i c u l a r  p o i n t  i n  t ime,  t h e  p r e d i c t a b i l i t y  
of t h e  v a r i a b l e s ,  and t h e  s t a b i l i t y  of t h e  developed r e l a t i o n s h i p  over 
t ime, a r e  problems which cannot be overcome wi thout  f u r t h e r  s t u d i e s  
i n t o  t h e s e  p a r t i c u l a r  a s p e c t s .  What i s  hoped i s  t h a t  by i n v e s t i g a t i n g  
i n d u s t r i a l  c l a s s e s  at a  f a i r l y  f i n e  l e v e l ,  p lanners  w i l l  obta in : -  

a )  A more a c c u r a t e  p lanning t o o l  f o r  t h e  s h o r t  term and when 
dev i s ing  l o c a l  p lans ;  

b )  A f u l l e r  unders tanding of t h e  f a c t o r s  i n f l u e n c i n g  i n d u s t r i a l  
veh i c le  t r i p  genera t i on .  

I n  t h e  a n a l y s i s  repo r ted  i n  t h i s  paper,  t h e  ' b e s t '  r e l a t i o n s h i p s  
have been s e t  out  us ing  a l l  t h e  v a r i a b l e s  o u t l i n e d  i n  Table 5. 



9. Conclusions 

The main conclusions of this paper can be summarised as follows:- 

i) In common with most work on industrial trip generation, the 
method of analysis adopted was regression analysis (in this 
case stepwise multiple regression analysis) linking total 
weekly one-way vehicle trips (Y) with measurable parameters 
of the firm (X's). 

ii) Two industrial grouping systems were used in the analysis:- 

a) A coarse system of 8 groups based on the Standard 
Industrial Classification (S.I.C.) 

b) A finer system of 14 groups based on M.L.H. headings 
(and sub-headings) which attempted to have industries 
of similar vehicle generation characteristics within 
a particular group. For some groupings this finer 
division produced small sample sizes. 

iii) Of the 22 relationships developed, 15 were considered to 
be acceptable on the basis of the 5 tests set out in section 
7.3. These are indicated in Tables 6 and 7. 

iv) In 3 cases only did a single variable explain more than 
70% of the variation in trip making. 

v) It was found that no single variable type gave the 'best' 
fit for the various groups investigated. This is not 
unexpected since the industries studied covered a wide range 
of activity. The frequency of occurrence of each variable 
is shown below:- 

Variable S.I.C. Intuitive 
groups (8) groups (14) 

Total floor area (XI) - 
Manufacturing floor area (X2) 1 
Storage floor area (X3 ) 
Office floor area (XI,) 2 
Other floor area (X5) -I6 1 
Area built on (X7) 1 
% site area built on (X8) 1 
Male non-office employment (X9) 1 
Female non-office employment (XlO) 1 
Total non-office employment (Xl l)  
Male office employment (X12) 
Female office employment (XI3) 

;J12 
1 

Total office employment (X14) 2 
Total employeeg (X1 7 )  1 
Total business cars (X1a) 
Total goods vehicles (X19) 
Total business vehicles (Xzo) '1 5 5 4 ;) 9 - - - 

19 . - 2 8 - 



v i )  The two s i n g l e  v a r i a b l e s  found t o  occur  most f r e q u e n t l y  
f o r  t h e  S . I .C .  Grouping and t h e  i n t u i t i v e  grouping were 
X20 ( t a t a l  bus iness  v e h i c l e s )  and XI,, ( t o t a l  o f f i c e  
employment). 

v i i )  The ' s i n g l e '  t ype  of  v a r i a b l e ,  such as t o t a l  f l o o r  area 
(X I  ) and t o t a l  employees (XI,) ,  was no t  o f t e n  found t o  
be one of  t h e  s i g n i f i c a n t  exp lana to ry  v a r i a b l e s  i n  t h e  
' b e s t  f i t 1  r e l a t i o n s h i p s  developed. Th is  has  imp l i ca t i ons  
rega rd ing  p r e d i c t a b i l i t y  of t h e  exp lana to ry  v a r i a b l e s ,  
s i n c e  i t  i s  e a s i e r  t o  p r e d i c t  va lues  f o r  ' g r o s s t  v a r i a b l e s  
(such as number of  employees) t han  t o  p r e d i c t  va lues  f o r  
'breakdown' v a r i a b l e s  such as number of male employees, 
number of  female employees, e t c .  

v i i i )  Many of t h e  developed r e g r e s s i o n  r e l a t i o n s h i p s  have a 
r e l a t i v e l y  h igh  va lue  f o r  t h e  cons tan t  term. Two p o s s i b l e  
exp lana t ions  can be pu t  forward:- 

a )  That t h e r e  i s  a non- l inear  r e l a t i o n s h i p  between 
t h e  v a r i a b l e s  f o r  very small firms ( i . e .  below 
t h e  f i r m  s i z e  of 5 inc luded i n  t h i s  s t u d y ) .  

b )  That t h e r e  i s  a b a s i c  minimum l e v e l  of  v e h i c l e  
a c t i v i t y  r e q u i r e d  f o r  s e r v i c i n g  small f i r m s .  

ix) Most of t h e  r e l a t i o n s h i p s  developed ( s e e  Tables 6 and 7 )  
a r e  cons idered t o  be s u i t a b l e  f o r  l o c a l  p lann ing  purposes 
and s h o r t  term p r o j e c t i o n s .  However, as i n  a l l  s t u d i e s  
of t h i s  n a t u r e  which r e l y  on c r o s s - s e c t i o n a l  d a t a ,  t h e r e  
a r e  problems wi th  t h e  s t a b i l i t y  of  t h e  r e l a t i o n s h i p s  
over t h e  medium and long  term, and wi th  p r e d i c t i n g  t h e  
va lues  of  t h e  exp lanatory  v a r i a b l e s  at some f u t u r e  d a t e .  
These problems can only be overcome by f u r t h e r  d e t a i l e d  
s tudy i n t o  t h e s e  p a r t i c u l a r  a s p e c t s .  
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Table 1 - Overall response ra te  

No. of firms approached by l e t t e r  (a)  

No. of firms suitable (b) 

No. of firms interviewed (c) 

No. of f h  agreeing t o  the survey (d) 

No. of firms camying out the survey 

Table 2 - Breakdown of the unsuitable sample - 

Total 
Munber 

1123 

798 

526 

430 

288 

% 

49.2 

10.2 

28.3 

12.3 

r 

No. of firms unsuitable 

No. of firms ceased trading 

No. of firme, enploying more than 3CO 

No. of firms employing less  than 5 

No. of f i rms wrongly classif ied 

In i t i a l  
$ of (a) 

100.0 

71.4 

46.7 

38.3 

25.6 

Total' 
Number 

325 

- 
160 

33 

92 

40 

Acceptable 
I of (b) 

100.0 

65.9 

53.9 

36.2 

Interviewed 
% of (c) 

100.0 

81.9 

54.9 

Surveyed 
% of (dl 

103.0 

67.1 



1. Bread, f lour and confectionery 

2. Other food products 

3. Drink industry (including brewing) 

4. Heavy mechanical engineering 

5. Precision mechanical engineering 

6. Light electr ical  engineering 

7. Heavy electr ical  engineering 

8. Instrument engineering 
- 

9. Metal products 

10. Textiles 

11. Heap outerwear clothing 

12. Light clothing 

1 .  Wooden products 

14. Fun?iture production 

Total 

Initial ] Acceptable I C q l e t e d  I Response I 
Sanple Sample(b) Returns (a) Rate(a/b) 

Table 3 - Response rates by industrial group 



X2 = 0.845 Degrees of freedom = 4 

No. of firms 
sampled 

No. of firms 
suitable 

No. of firms 
responding (0) . 

No. of firms 
expected to respond (E) 

Tabulated value of x2 at the 95% level (4 d.f. ) = 7.81 

Area 

1 - 

I 
432 258 170 107 156 1123 

1 

303 175 126 80 114 798 

, 116 6 4 42 28 3 8 288 

110 6 3 b6  29 40 288 
. . 

KEY: Area 1: Based on Leeds; Area 2: Based on Bradford; - 
Area 3: Based on Dewsbury and Batley; 
Area 4: Based on Wakefield; Area 5: Based on Huddersfield 

Table 4 - Result of bias test by location for all industrial groups 



Table 5 - Independent variables included i n  the regression analysis (together 
with their units) 

X1 Total floor area (100's f t 2 )  X1 Total non office employment (number) 

X2 huf'acturing floor area (100's f t2 )  X12 Male - office employment (number) 

X3 Storage floor area (100's f t2 )  X13 Female - office employment (number) 

IG, Office floor area (100's f t2) X14 Total - office employment (number) 

X5 Other floor area (100's ft2 ) X1 Total. - m l e  employment (number) 

X6 Site area (100's f t2) XI6 Total - female employment (number) 

X7 Area built on (1,000's f t 2 )  X17 Total employees (nmber) 

X8 $ Site area built on (percentage) X18 Total business cars (number) 

Xg lvlzle - non office employment (number) X19 Total goods vehicles (number) 

Xlo Female - non office employment (number) X2,, Total business vehicles (number) 

I 
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i 
Group Number ad. No. in 

kscription 1 SEmrple 1 

*l. Bread, Flow at-d 
Confectionery 

i 

*2. Other Food Pmducts 1 l5 

3. Drink Industry 
(indluding Brewing) I 

I 

*5. Precision Mechanical Eng. 19 

7. Heavy Electrical Ehg. 

8. bstnrment Eng. 

Regression Equation 

10 

13 

Root Resid. 
&an Square 
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