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#### Abstract

In this work we analyze the problem of an optimal distribution of a computational task among a set of processors. We assume that the task can be arbitrarily divided and its parts can be processed in parallel on different processors. A wide range of interconnection architectures of distributed computer systems is taken into consideration: a chain, a loop, a tree, a star of processors, a set of processors using shared buses, and a hypercube of processors. It is assumed that the communication time is equal to some startup value plus some amount proportional to the volume of transferred data. Using a uniform methodology we present a method to find the distribution of the load so that the minimum completion time is achieved for the considered data distribution scheme. The results can also be used to find such parameters of the processor network as equivalent speed, speedup and utilization. Moreover, the methodology presented here can be a model of the application roll-in time, and can be applied in load balancing in a heterogeneous multiprocessor system
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## 1. Introduction

Parallel processing is the focus of research these days. As the classical computer systems approach their physical limitations in processing speed, the distributed computer systems are becoming the only known way to increase the speed of computations further. One of important problems related to this field is scheduling in parallel computer systems. Scheduling algorithms always require some assumptions on the computer system and the computation process. Hence, a good model of

[^0]parallel computation is required. The models, on the other hand, are closely related to the estimations of the system performance. There exists a great variety of scheduling algorithms $[12,8,9]$ based on different assumptions. A new branch related to the scheduling of parallel applications has appeared recently in the scheduling theory. It is called multiprocessor task scheduling (or parallel task scheduling or coscheduling) $[6,15,19,16,14,7]$. It is assumed that a task may require more than one processor at a time. Also, in this work we assume that a task may be executed by more than one processor at a time. The performance models of computer systems are often based on statistic approaches. A disadvantage of the stochastic analysis is that certain probability distribution parameters, sometimes without experimental justification, are assumed arbitrarily. In this work we adapt a strictly deterministic approach.

Contemporary supercomputers are very often multicomputers, i.e. a set of processing elements (PEs) connected by a high-speed network e.g. CSCC Paragon, CM-5, CRAY-T3D and many others. A cluster of workstations or computers in a wide area network can be harnessed to work in the above way. In such distributed systems communication delays cannot be neglected. In this work we assume that a task not only can be executed by more than one processor at a time, but can also be arbitrarily divided between the cooperating processors. This model is useful both in practical and theoretical considerations. In the computations on large data files like searching for a pattern, fast Fourier transformation, filtering, etc., the volume of data can be divided into parts of different sizes analyzed separately. It is also the case of modelling behavior of a large number of particles because particles interact mainly locally and the whole set of particles can be divided into areas considered separately. Similarly, parallel implementations of metaheuristics (tabu search, genetic search) based on a master-slave model of computations can be analyzed in this way because analysis of potential new solutions can be done independently in parallel. Furthermore, some problems of linear algebra can be analyzed in this way [3]. What is more, it can be a model of an application roll-in in a multicomputer system, i.e. of the "unstable state" due to the application startup: unfolding of the code or distributing data on PEs. This is an important element of computer system efficiency as I/O operations become a bottleneck in contemporary supercomputers. The model is also interesting due to its simplicity and the results obtained.

Before going into details we will present roughly the model of the computational process (more detailed discussion of implementation issues takes place at the end of Section 2.1). At the beginning of the computation the data to be processed are stored in one processing element (PE). We will call this first PE originator. The originator intercepts some part $\alpha_{1}$ of all the data for local processing and transmits the rest to its neighbors. Then, each neighbor $i$ intercepts for local processing some part $\alpha_{i}$ of the whole data volume from the part it receives, and then retransmits the rest to its still idle neighbors. The process is repeated until the last processor $N$. The interceptions are instantaneous, i.e. the time for interception is negligible. As it can be observed, it is a model of store-and-forward communication. We assume that the processes of computation and communication are independent and can take place in the same
moment of time. It is justified for PEs with independent communication channels (e.g. transputer family of processors, or computers with Direct Memory Access). The whole computational task can be executed on one standard processor in time $T_{\mathrm{cp}}$. When processor $i$ has different than standard processing speed, the processing time of the whole task would last $w_{i} T_{\mathrm{cp}}$, where $w_{i}$ is a reciprocal of the processor's speed. The communication channel $j$ is described by two parameters [17] the startup time $r_{j}$ and the transfer rate $\left(1 / z_{j}\right)$. Thus, the time needed to transfer $b$ bytes is equal to $r_{j}+z_{j} b$. We assume that the total amount of the data that can be transferred is equal to $T_{\mathrm{cm}}$. Hence, the whole data would be transferred through the link with the transfer rate equal to 1 and $r=0$ in time $T_{\mathrm{cm}}$. The main objective of the further analysis is to distribute the computation in such a way that it is completed in the minimal time.

The ideas are presented in this work stem from the series of works [ $10,11,1,2]$. In [10] the problem of optimal distributing computation on a chain of processors has been addressed. The processing elements could have communication co-processors or not, and their speeds were assumed to be different. In [11] this model has been applied to solve the problem of a job distributing on a tree network of processors, and in [1] - on the processors interconnected through a bus type medium. Finally, in [2] the performance limits are given for infinite chain and tree networks of processors. The same methodology has been applied to analyze two-dimensional mesh of processors [4] and hypercube of processors [5]. In all the above works it was assumed that communication startup time is zero. In this work we differ in a more sophisticated model of communication cost, a wider set of interconnection architectures is considered, and finally, more general treatment has been applied.

The rest of the paper is divided on the basis of analyzed interconnection architectures. In Section 2 various cases of the linear network (chain) architecture is analyzed. A tree of processors is considered in Section 3. In Section 4 a set of processors connected by shared buses is considered. The hypercube architecture is analyzed in Section 5.

## 2. Linear networks

### 2.1. Chain-originator at the end

In this section we will analyze a simple interconnection architecture - the chain of processors (Fig. 1). The methodology introduced here will be used for other interconnection types.

Assume that the originator is positioned at one of the chain's ends. For the time being, let us ignore the process of the solutions consolidation because, as it will be explained later, it can be incorporated into our model. The process of distributing the data and processing it is presented in Fig. 2. The originator intercepts $\alpha_{1}$ of the whole data volume and sends $\left(1-\alpha_{1}\right)$ to its neighbor. The second processor processes locally $\alpha_{2}$ of the whole volume of data and retransmits ( $1-\alpha_{1}-\alpha_{2}$ ). Processor


Fig. 1. Chain interconnection architecture.


Fig. 2. Communication-computation diagram for a chain.
$i$ intercepts $\alpha_{i}$ of the whole data volume. The interceptions are instantaneous. The process is continued until the last $N$ th processor. The communication from the originator to the second PE takes $r_{1}+\left(1-\alpha_{1}\right) z_{1} T_{\mathrm{cm}}$ time, from the second PE to the third $r_{2}+\left(1-\alpha_{1}-\alpha_{2}\right) z_{2} T_{\mathrm{cm}}$, etc. The computations on the first processor are execuled in $\alpha_{1} w_{1} T_{\mathrm{cp}}$ time, on the second processor $\alpha_{2} w_{2} T_{\mathrm{cp}}$, etc. The computations on all processors must finish at the same moment of time. This very basic observation can be explained as follows. When one of the PEs finishes earlier, one can find a better (shorter) schedule in which this PE is more loaded and computes some part of the data which was processed by the processors finishing later. This argument will be widely applied in this paper (for more formal proof see the appendix). Now, we are ready to compute the $\alpha_{i}$ 's. Let us observe that for each of the communication links the communication time is equal to the difference of computing times on the transmitter
and the receiver. Hence, we can write the following set of equations and inequalities:

$$
\begin{align*}
& \alpha_{1} w_{1} T_{\mathrm{cp}}=r_{1}+\left(\alpha_{2}+\alpha_{3}+\cdots+\alpha_{N}\right) z_{1} T_{\mathrm{cm}}+\alpha_{2} w_{2} T_{\mathrm{cp}} \\
& \alpha_{2} w_{2} T_{\mathrm{cp}}=r_{2}+\left(\alpha_{3}+\alpha_{4}+\cdots+\alpha_{N}\right) z_{2} T_{\mathrm{cm}}+\alpha_{3} w_{3} T_{\mathrm{cp}} \\
& \vdots \\
& \alpha_{N-2} w_{N-2} T_{\mathrm{cp}}=r_{N-2}+\left(\alpha_{N-1}+\alpha_{N}\right) z_{N-2} T_{\mathrm{cm}}+\alpha_{N-1} w_{N-1} T_{\mathrm{cp}}  \tag{1}\\
& \alpha_{N-1} w_{N-1} T_{\mathrm{cp}}=r_{N-1}+\alpha_{N}\left(z_{N-1} T_{\mathrm{cm}}+w_{N} T_{\mathrm{cp}}\right) \\
& \alpha_{1}+\alpha_{2}+\alpha_{3}+\cdots+\alpha_{N}=1 \\
& \alpha_{1}, \ldots, \alpha_{N} \geqslant 0
\end{align*}
$$

There are $N$ equations and $N$ unknowns in the above formulation. By solving it we obtain a set of coefficients $\alpha_{I}, \ldots, \alpha_{N}$ describing the division of the load among the PEs. Let us note that Eqs. (1) can be solved recursively in linear time (if the solution exists). It is possible to express $\alpha_{N-i}$, for $i=1, \ldots, N-1$, as a linear function of $\alpha_{N}$. Hence, from the first $N-1$ equations of (1), we have

$$
\alpha_{N-i}=l_{N-i}+\alpha_{N} k_{N-i} \text { for } i=1, \ldots, N-1,
$$

where

$$
\begin{aligned}
& l_{N-1}=\frac{r_{N-1}}{w_{N-1} T_{\mathrm{cp}}}, \quad k_{N-1}=\frac{z_{N-1} T_{\mathrm{cm}}+w_{N} T_{\mathrm{cp}}}{w_{N-1} T_{\mathrm{cp}}}, \\
& l_{N-i}=\frac{r_{N-i}}{w_{N-i} T_{\mathrm{cp}}}+\frac{z_{N-i} T_{\mathrm{cm}}}{w_{N-i} T_{\mathrm{cp}}} \sum_{j=N-i+1}^{N} l_{j}+l_{N-i+1} \frac{w_{N-i+1}}{w_{N-i}} \text { for } i=2, \ldots, N-1 \\
& k_{N-i}=\frac{z_{N-i} T_{\mathrm{cm}}}{w_{N-i} T_{\mathrm{cp}}} \sum_{j=N-i+1}^{N} k_{j}+k_{N-i+1} \frac{w_{N-i+1}}{w_{N-i}} \text { for } i=2, \ldots, N-1 .
\end{aligned}
$$

Of course, $k_{N}=1, l_{N}=0$. From the last equation of (1) we obtain $\sum_{j=1}^{N}\left(k_{j} \alpha_{N}+l_{j}\right)=1$, and

$$
\alpha_{N}=\frac{1-\sum_{j=1}^{N} l_{j}}{\sum_{j=1}^{N} k_{j}}
$$

The rest of the load distribution coefficients can be found recursively from the above equations.

The set of equations (1) may not always be solvable. It is the case when the number of processors one wants to use is too big and it is impossible to transfer data to the last processor(s) during the time of computation on the first processor. In such a case $\alpha_{N}$ calculated recursively becomes negative. Thus, instead of formulation (1) it would
be more precise to solve for $\alpha_{1}, \ldots, \alpha_{N}$, implicitly stated formulation:

$$
\begin{align*}
& \alpha_{i} w_{i} T_{\mathrm{cp}}\left\{\begin{array}{l}
=r_{i}+z_{i} T_{\mathrm{cm}} \sum_{j=i+1}^{N} \alpha_{j}+\alpha_{i+1} w_{i+1} T_{\mathrm{cp}} \\
\quad \text { when } \alpha_{i+1} \geqslant 0 \quad(\text { for } i=1, \ldots, N \quad 1) \\
\geqslant 0 \\
\text { when } \alpha_{i+1}=\cdots=\alpha_{N}=0 \\
\alpha_{i}=0 \Rightarrow \alpha_{i+1}=\cdots=\alpha_{N}=0 \quad \text { for } i=1, \ldots, N-1 \\
\alpha_{1}+\alpha_{2}+\alpha_{3}+\cdots+\alpha_{N}=1, \quad \alpha_{1}, \ldots, \alpha_{N} \geqslant 0
\end{array}\right. \tag{2}
\end{align*}
$$

A set of processors that can take part in minimal-time execution of a task will be called usable. Now the key question is how to determine the usable set of processors. When (1) is not solvable we propose to apply an iterative method as follows. Set $N=1$. Solve (1) for the current value of $N$. If a feasible solution exists, check if the following inequality holds for the current value of $N$ :

$$
\begin{equation*}
\sum_{i=1}^{N-1}\left(r_{i}+z_{i} T_{\mathrm{cm}} \sum_{j=i+1}^{N} \alpha_{j}\right)+r_{N}<\alpha_{1} w_{1} T_{\mathrm{cp}} \tag{3}
\end{equation*}
$$

In the above inequality we check whether it is possible to add to the current sequence of communications at least a startup time for the communication to processor $N+1$. If it is not possible ((3) does not hold) $N$ is the maximal number of processors that can be used for the given parameters. If yes (i.e. (3) holds), then set $N=N+1$ and repeat this procedure. Keep on increasing $N$ until (1) is not solvable, or the maximum number of available processors is reached. We can further improve this procedure by applying a binary search. Hence, in $\mathrm{O}(\log N)$ trials and $\mathrm{O}(N \log N)$ time we can identify the maximal usable set of processors.

We are now able to derive several parameters describing the whole computer network. The equivalent speed of the whole network is the ratio of the execution time on a standard processor to the execution time on the chain. It is equal to (cf. Fig. 2)

$$
E S_{N}=\frac{T_{\mathrm{cp}}}{\alpha_{1} w_{1} T_{\mathrm{cp}}}=\frac{1}{\alpha_{1} w_{1}} .
$$

The speedup and utilization of the processors achieved in the network are, respectively, equal to

$$
\begin{aligned}
& S_{N}=\frac{w_{1} T_{\mathrm{cp}}}{\alpha_{1} w_{1} T_{\mathrm{cp}}}=\frac{1}{\alpha_{1}} \\
& U_{N}=\frac{S_{N}}{N}=\frac{1}{\alpha_{1} N}
\end{aligned}
$$

Let us present a simple example.

Example 1. Consider a chain of five processors: $w_{1}=w_{2}=w_{3}=1, w_{4}=w_{5}=0.5$, $z_{1}=z_{2}=1, z_{3}=z_{4}=0.5, r_{1}-r_{2}=0.2, r_{3}=r_{4}-0.1$. The parameters of the task are $T_{\mathrm{cp}}=2, T_{\mathrm{cm}}=1$. This means that the fourth and the fifth processors are twice as fast as the first three processors. The communication links to the second and the third processor have only half of the speed of the remaining two links. The solution of the equation set (1) for $N=5$ does not exist. For $N=4$, the solution is: $\alpha_{1} \approx 0.5794$, $\alpha_{2} \approx 0.2692, \alpha_{3} \approx 0.0934, \alpha_{4} \approx 0.0579$, and since the last processor does not take part in computations $\alpha_{5}=0$. The whole computation is executed in 1.159 units of time. The equivalent speed of the whole network is $E S_{4}=E S_{5} \approx 1.73$ (compare with $1 / w_{1}=1$ ), speedup is $S_{4}=S_{5} \approx 1.73$ and utilization $U_{4} \approx 0.431$. Fig. 3 presents the momentary utilization of the five processor chain during the computation.

In the following paragraph we will illustrate that the above model can be used to analyze the performance of the computer system. Namely, we show the influence of the model parameters on the execution time, speedup and utilization in a homogencous network. If not stated otherwise, parameters for the network were $w_{i}=1, z_{i}=1$, $r_{1}=0.0001$ for $i=1, \ldots, N, T_{\mathrm{cp}}=T_{\mathrm{cm}}=1$. In Fig. 4 the execution time of the whole computational task versus the number of PEs, $r$ and $z$ is depicted. The upper set of curves is for $z_{i}=1$, and the lower for $z_{i}=0.1$. As it can be seen, small values of $r$ do not influence significantly the execution time. On the other hand, if $r$ is close to $z(z=r=0.1)$, then it does contribute to the execution time. What is more, in slow network (e.g. $z=1$ ), $r$ influences mainly the number of processors that can be efficiently used. In Fig. 5 the number of usable processors is depicted as a function of $r$.


Fig. 3. Example 1: momentary utilization of the processor set.


Fig. 4. Chain architecture: execution time vs. $N, r, z$.


Fig. 5. Chain architecture: number of usable processors vs $r$.

In Fig. 6 we have presented the speedup achieved in the network versus $N, r$ and $z$. The upper set of curves represents $z_{i}-0.1$, and the lower for $z_{i}=1$. The same conclusions as for Fig. 4 can be derived from Fig. 6. $z$ is a parameter which has a significant influence on the speedup; it is illustrated for a wider set of $z$ values in Fig. 7.

Now, we are going to comment on including the results consolidation process in our model. To our knowledge there are two main forms of returning the results. Either each of the PEs returns a message of a constant length, like saying "yes", "found", returning an identifier of some object, or (otherwise) the PE returns some amount of data proportional to the data volume it received for processing, e.g. after sorting, filtering, etc. The first case can be handled in this way: the constant time of the return communication can be included in $r$ parameter, while the second case can be handled by adding the return communication time coefficient to the $z$ parameters describing distribution of unprocessed data. Thus, in the second case, the total communication cost per unit of data in link $i$ would be $(1+\beta) z_{i}$, where $\beta$ is a fraction of the received data returned in form of the results. Furthermore, if merging of the results on a higher level PE is necessary we can include it in a similar way by adding, on the right-hand side of the first $N-2$ equations in (1), the merging time as a function of the load. Let us note that it would not be difficult to incorporate in the proposed model a startup time related not only to using some communication link, but also a startup time related to starting computation on a PE. In such a case formulation (1) must be


Fig. 6. Chain architecture: speedup vs. $N, r$ and $z$.


Fig. 7. Chain architecture: Speedup vs. $z$.
appropriately adjusted. Computation startup and the computation itself on the transmitter takes place while transmitting to, starting computation on the receiver and computing on the receiver. Hence, we should add computing startup time of the transmitter on the left-hand side and the computation startup time of the receiver on the right-hand side of the first $N-1$ equations in formulation (1). The case when the interception of the load is not instantaneous can be dealt analogously.

Finally, let us remark on the way a PE can split the received load into parts for local processing and for its neighbors. The distribution of the load can be calculated by the originator or, when the volume of data is fixed, by the compiler. The distribution information i.e. how to split the received volumes can be transmitted together with the data volume. The PE strips the information directed to itself, intercepts the required amount of the load and sends everything else further on. Hence, the division can be done in constant time. To include the above in formulation (1) it is necessary to increase the right-hand sides of the first $N-1$ equations by the time spent on transmission of the additional distribution information.

### 2.2. Originator inside chain

In this case the originator is not positioned at one of the chain's ends, but it is some PE number $j$. The communication-computation diagram for this interconnection
type is analogous to the one in Fig. 2. The set of equations (1) can be reformulated as follows:

$$
\begin{align*}
& \alpha_{j} w_{j} T_{\mathrm{cp}}=r_{j}+\left(\alpha_{j+1}+\alpha_{j+2}+\cdots+\alpha_{N}\right) z_{j} T_{\mathrm{cm}}+\alpha_{j+1} w_{j+1} T_{\mathrm{cp}} \\
& \alpha_{j+1} w_{j+1} T_{\mathrm{cp}}=r_{j+1}+\left(\alpha_{j+2}+\alpha_{j+3}+\cdots+\alpha_{N}\right) z_{j+1} T_{\mathrm{cm}}+\alpha_{j+2} w_{j+2} T_{\mathrm{cp}} \\
& \vdots  \tag{4}\\
& \alpha_{N-1} w_{N-1} T_{\mathrm{cp}}=r_{N-1}+\alpha_{N}\left(z_{N-1} T_{\mathrm{cm}}+w_{N} T_{\mathrm{cp}}\right) \\
& \alpha_{j} w_{j} T_{\mathrm{cp}}=r_{j-1}+\left(\alpha_{1}+\alpha_{2}+\cdots+\alpha_{j-1}\right) z_{j-1} T_{\mathrm{cm}}+\alpha_{j-1} w_{j-1} T_{\mathrm{cp}} \\
& \alpha_{j-1} w_{j-1} T_{\mathrm{cp}}=r_{j-2}+\left(\alpha_{1}+\alpha_{2}+\cdots+\alpha_{j-2}\right) z_{j-2} T_{\mathrm{cm}}+\alpha_{j-2} w_{j-2} T_{\mathrm{cp}} \\
& \vdots \\
& \alpha_{2} w_{2} T_{\mathrm{cp}}=r_{1}+\alpha_{1}\left(z_{1} T_{\mathrm{cm}}+w_{1} T_{\mathrm{cp}}\right) \\
& \alpha_{1}+\alpha_{2}+\alpha_{3}+\cdots+\alpha_{N}=1, \quad \alpha_{1}, \ldots, \alpha_{N} \geqslant 0 .
\end{align*}
$$

It can be solved in a similar way as (1). Again, the above set of equations and inequalities is not always solvable. Let us consider an example.

Example 2. Consider a chain consisting of $N=11$ identical processors. The originator is the central $\operatorname{PE}(j=6) . T_{\mathrm{cp}}=1, T_{\mathrm{cm}}=1, w_{i}=1$ for $i=1, \ldots, 11$ and $z_{i}=0.1$, $r_{i}=0.05$ for $i=1, \ldots, 10$. Formulation (4) cannot be solved for all possible configurations of the processor numbers in the left and in the right branch of the chain. In Fig. 8 the area of usable PEs configurations is presented. The piecewise line separates the


Fig. 8. Example 2: the area of usable configurations of processors in the chain branches and related execution times.
area of usable configurations from the area where (4) is not solvable. Each configurations on this line has attached a number describing the processing time for the task in a given configuration of processors in the left and in the right branch.

Obviously, the shortest execution times are achieved by configurations where the numbers of usable processors in branches of the chain are maximal. From Example 2, however, we conclude that the shape of the line separating unsable configurations (where (4) is solvable) from configurations where some processors are idle ((4) is not solvable) can be rather complex even for homogeneous network (cf. Fig. 8). Moreover, if communication links and PEs have different speeds then shape of the line, and the position of the best configuration, can be less predictable. Hence, when (4) is not solvable, we suggest to find the best distribution of the load (and PEs configuration) on the basis of try-and-error search along the line separating usable and not usable configurations. This can be implemented in $\mathrm{O}(N)$ tries. The parameters like equivalent speed, speedup and utilization can be derived analogously to the case analyzed previously.

### 2.3. A loop

The loop interconnection can be dealt with analogously to the chain interconnection. The situation is slightly different because the last processor $j$ (the one furthest from the originator which has number 1) can receive data from two links (cf. Fig. 9).

Assume that it is possible to communicate to processor $j$ on two paths: using processors $1,2, \ldots, j-1$ and $1, N, N-1, \ldots, j+1$. Let us denote by $\alpha_{j}^{\prime}$ the amount of data received by PE $j$ from PE number $j-1$, and by $\alpha_{j}^{\prime \prime}$ the amount of data received from PE number $j+1$. The set of equations (1) can be reformulated as follows:

$$
\begin{align*}
& \alpha_{1} w_{1} T_{\mathrm{cp}}=r_{1}+\left(\alpha_{2}+\alpha_{3}+\cdots+\alpha_{j-1}+\alpha_{j}^{\prime}\right) z_{1} T_{\mathrm{cm}}+\alpha_{2} w_{2} T_{\mathrm{cp}}, \\
& \alpha_{2} w_{2} T_{\mathrm{cp}}=r_{2}+\left(\alpha_{3}+\alpha_{4}+\cdots+\alpha_{j-1}+\alpha_{j}^{\prime}\right) z_{2} T_{\mathrm{cm}}+\alpha_{3} w_{3} T_{\mathrm{cp}}, \\
& \vdots \\
& \alpha_{j-1} w_{j-1} T_{\mathrm{cp}}=r_{j-1}+\alpha_{j}^{\prime} z_{j-1} T_{\mathrm{cm}}+\left(\alpha_{j}^{\prime}+\alpha_{j}^{\prime \prime}\right) w_{j} T_{\mathrm{cp}} \\
& \alpha_{j+1} w_{j+1} T_{\mathrm{cp}}=r_{j}+\alpha_{j}^{\prime \prime} z_{j} T_{\mathrm{cm}}+\left(\alpha_{j}^{\prime}+\alpha_{j}^{\prime \prime}\right) w_{j} T_{\mathrm{cp}}  \tag{5}\\
& \alpha_{j+2} w_{j+2} T_{\mathrm{cp}}=r_{j+1}+\left(\alpha_{j+1}+\alpha_{j}^{\prime \prime}\right) z_{j+1} T_{\mathrm{cm}}+\alpha_{j+1} w_{j+1} T_{\mathrm{cp}} \\
& \vdots \\
& \alpha_{N} w_{N} T_{\mathrm{cp}}=r_{N-1}+\left(\alpha_{N-1}+\cdots+\alpha_{j+1}+\alpha_{j}^{\prime \prime}\right) z_{N-1} T_{\mathrm{cm}}+\alpha_{N-1} w_{N-1} T_{\mathrm{cp}} \\
& \alpha_{1} w_{1} T_{\mathrm{cp}}=r_{N}+\left(\alpha_{N}+\alpha_{N-1}+\cdots+\alpha_{j+1}+\alpha_{j}^{\prime \prime}\right) z_{N} T_{\mathrm{cm}}+\alpha_{N} w_{N} T_{\mathrm{cp}} \\
& \alpha_{1}+\alpha_{2}+\alpha_{3}+\cdots+\alpha_{j-1}+\alpha_{j}^{\prime}+\alpha_{j}^{\prime \prime}+\alpha_{j+1}+\cdots+\alpha_{N}=1, \\
& \alpha_{1}, \ldots, \alpha_{j}^{\prime}, \alpha_{j}^{\prime \prime}, \ldots, \alpha_{N} \geqslant 0 .
\end{align*}
$$

In the above formulation we have assumed that the communication to PE $j$ from both directions must finish at the same time. Only after receiving its whole load can processor $j$ start computations. Inequalities (5) can be solved in linear time similar


Fig. 9. Loop interconnection.
to the solution of (1) (one has to use the first $N-1$ equations to express $\alpha_{i}$ ( $i=1, \ldots, j-1, j+1, \ldots, N$ ) as a linear function of $\alpha_{j}^{\prime}$ and $\alpha_{j}^{\prime \prime}$, then the first and $N$ th equation describing $\alpha_{1} w_{1} T_{c \mathrm{p}}$ can be used to express $\alpha_{j}^{\prime}$ as a function of $\alpha_{j}^{\prime \prime}$, finally from the last equation we obtain $\alpha_{j}^{\prime \prime}$ ). Analogous to the case of a chain network, formulation (5) may not always have a feasible solution. In this case it is not possible to communicate to the last $j$-th PE which results in "opening" of the loop. Such an "open" loop is equivalent to a chain with the originator inside the chain. Thus, we can find optimal distribution of the load solving (5) $\mathrm{O}\left(N^{2}\right)$ times by analyzing at most $N$ cases of different $j$ locations, and if it results in "opening" of the loop then each of these cases can be dealt with $\mathrm{O}(N)$ trials analogous to a chain with the originator inside the chain.

## 3. An arbitrary interconnection graph, a tree and a star

In this section we tackle the problem of modelling computations in an arbitrary interconnection graph. Unfortunately, this problem is NP-hard in general as the problem of finding the maximum flow in a network with a fixed charging (i.e. when some cost is imposed if flow on some arc is positive) and Steiner $r$-branching are NP-hard [18]. A similar NP-hard problem arises while scheduling file transfers [13]. Thus, finding the optimal schedule of computations and data transfers is computationally hard.

Suppose, we know which processors in the computer networks are to be used and by which communication links we have to communicate. We assume that all processors are accessed by one link, which means that communication in the computer network takes place over branches of a spanning tree (however, this constraint can be dealt with analogously to the case of a loop where one processor receives data from two directions). Without loss of generality, we assume that the originator is placed in the root of the tree while the other PEs are located in the internal nodes and levels of the tree. Moreover, for each node which distributes some volume of data we still assume that it is possible to transmit simultaneously in each link and compute on the node. The observation that all the processors must stop computation at the same moment of time is still valid. Hence, for each of the communication links the computation time of
a transmitting PE must be equal to the computation time of a receiver plus the transmission time. We can formulate a set of constraints on the division of the load among the PEs:

$$
\begin{align*}
& \alpha_{i} w_{i} T_{\mathrm{cp}}=r_{i j}+z_{i j} T_{\mathrm{cm}} \sum_{k \in S(j)} \alpha_{k}+\alpha_{j} w_{j} T_{\mathrm{cp}} \quad \text { for } j \in O(i), \quad i=1, \ldots, N \\
& \alpha_{1}+\alpha_{2}+\alpha_{3}+\cdots+\alpha_{N}=1, \quad \alpha_{1}, \ldots, \alpha_{N} \geqslant 0 \tag{6}
\end{align*}
$$

where $O(i)$ is a set of PE $i$ immediate descendants, $S(j)$ is a set of all $j$ descendants (not necessarily immediate), and $r_{i j}, z_{i j}$ are parameters describing link ( $i, j$ ) in which $i$ is a transmitter and $j$ is a receiver.

In the above formulation we have as many equations and unknowns as the number of the communication links plus 1 . When formulation (6) cannot be solved it means that the given set of PEs and links is infeasible. As it was mentioned at the beginning of this section, finding the optimum is NP-hard in general.

At the end of this section, let us analyze a simple version of the tree-a star network. The star network is a very attractive high-level representation of the master - slave computation model. The communication link parameters can describe not only the physical layer properties but it can accommodate all the intermediate layers of the software and hardware between the master running in the center of the star and the slave running on a different PE in the arm of the star. Then, solving such a model can be useful to balance the load between heterogeneous slaves. The complexity of this problem remains open in general because it is not known whether finding the optimal set of usable processors and the order of transmissions to the slaves can be determined in polynomial time. However, special cases can be identified where polynomial-time solutions exist. Analysis of these cases is based on considering a dual problem to the one we have considered before. Such a dual problem is finding the maximum volume of data that can be computed for a given computation time. We assume that the master intercepts part $\alpha_{1}$ of the load. The communication links are numbered as the slaves using them.

First, let us analyze the case of the star in which the master can transmit to all the slaves simultaneously. A part $\alpha_{1}$ of the load is computed by the master in time $T$. Note that the load already resides at the master and in the case of the master $T$ consists of computation only. The volume of data that can be computed in time $T$ by PE $i$, different from the master can be calculated from the observation that $T$ is equal to the communication time to that PE plus computation time for that PE. Therefore, we have

$$
T= \begin{cases}\alpha_{1} w_{1} T_{\mathrm{cp}} & \text { for } i=1, \text { i.e. for the master, }  \tag{7}\\ r_{i}+\alpha_{i}\left(z_{i} T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}\right) & \text { for } i=2, \ldots, N\end{cases}
$$

Hence, from Eqs. (7) the capacity of the star, i.e. the amount of the data that can be computed as a function of the allowed computation time $T$ is

$$
\text { capacity }_{\mathrm{star}}(T)=\frac{T}{w_{1} T_{\mathrm{cp}}}+\sum_{i=2}^{N} \max \left\{0, \frac{T-r_{i}}{w_{i} T_{\mathrm{cp}}+z_{i} T_{\mathrm{cm}}}\right\}
$$

The above function is piecewise linear and its slope changes at $T=r_{i}$ for $i=2, \ldots, N$. Hence, for a given load (equal 1) one has to sort $r_{i}$ values in $\mathrm{O}(N \log N)$ time, and then it is possible to identify in $\mathrm{O}(\log N)$ tries the proper range of $T$ in relation to $r_{i}$ 's. The optimal processing time of the computational task can be found by linear interpolation, and $\alpha_{i}$ can be found from Eq. (7).

In the next two cases we assume that master can transmit to only one slave PE at a time. Consider two PEs in a star network: $\mathrm{PE}_{i}$ and $\mathrm{PE}_{j}$ described by parameters $w_{i}$, $z_{i}, r_{i}, w_{j}, z_{j}, r_{j}$, respectively. Assume that these two PEs receive load one after another (but not necessarily as the first and the second in the star). When $\mathrm{PE}_{i}$ receives its load first, then we will denote the computation time for the couple by $T_{1}$. Furthermore, $\alpha_{i}+\alpha_{j}=k$ because the two PEs must process some amount $k \in[0,1]$ of data assigned to them. Then, the following equations describe the transmission time to both PEs.

$$
\begin{aligned}
& T_{1}=r_{i}+\alpha_{i}\left(z_{i} T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}\right) \\
& \alpha_{i} w_{i} T_{\mathrm{cp}}=r_{j}+\alpha_{j}\left(z_{j} T_{\mathrm{cm}}+w_{j} T_{\mathrm{cp}}\right) \\
& \alpha_{i}+\alpha_{j}=k
\end{aligned}
$$

From the above set of equations we get

$$
\begin{equation*}
T_{1}=r_{i}+\left(z_{i} T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}\right) \frac{k z_{j} T_{\mathrm{cm}}+k w_{j} T_{\mathrm{cp}}+r_{j}}{z_{j} T_{\mathrm{cm}}+w_{j} T_{\mathrm{cp}}+w_{i} T_{\mathrm{cp}}} \tag{8}
\end{equation*}
$$

Analogously, for $\mathrm{PE}_{j}$ receiving its load first, we have processing time $T_{2}$ equal to

$$
\begin{equation*}
T_{2}=r_{j}+\left(z_{j} T_{\mathrm{cm}}+w_{j} T_{\mathrm{cp}}\right) \frac{k z_{i} T_{\mathrm{cm}}+k w_{i} T_{\mathrm{cp}}+r_{i}}{z_{i} T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}+w_{j} T_{\mathrm{cp}}} \tag{9}
\end{equation*}
$$

From Eqs. (8) and (9) it can be inferred that in two cases one of the two processing times is smaller than the second one. Namely, for $r_{i}=r_{j}=r$ and $z_{i}=z_{j}=z$ we get

$$
\begin{aligned}
T_{1}- & T_{2}=z T_{\mathrm{cm}}\left(\frac{k z T_{\mathrm{cm}}+k w_{j} T_{\mathrm{cp}}+r}{z T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}+w_{j} T_{\mathrm{cp}}}-\frac{k z T_{\mathrm{cm}}+k w_{i} T_{\mathrm{cp}}+r}{z T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}+w_{j} T_{\mathrm{cp}}}\right) \\
& +T_{\mathrm{cp}}\left(w_{i} \frac{k z T_{\mathrm{cm}}+k w_{j} T_{\mathrm{cp}}+r}{z T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}+w_{j} T_{\mathrm{cp}}}-w_{j} \frac{k z T_{\mathrm{cm}}+k w_{i} T_{\mathrm{cp}}+r}{z T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}+w_{j} T_{\mathrm{cp}}}\right) \\
= & \frac{k z T_{\mathrm{cm}} T_{\mathrm{cp}}\left(w_{j}-w_{i}\right)+\left(k z T_{\mathrm{cm}}+r\right) T_{\mathrm{cp}}\left(w_{i}-w_{j}\right)}{z T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}+w_{j} T_{\mathrm{cp}}}=\frac{r T_{\mathrm{cp}}\left(w_{i}-w_{j}\right)}{z T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}+w_{j} T_{\mathrm{cp}}}
\end{aligned}
$$

When communication links to both PEs are identical then communicating to the faster first produces shorter schedule than for the inverted order. Thus, in any schedule in which communication links are identical and slower PE receives its load
earlier inverting the order reduces processing time of the two and creates free time space for processing more load. Hence, we conclude that for the case of identical communication links faster PEs should receive their data earlier. This order of communications can be fixed in $\mathrm{O}(N \log N)$ time. We assume now that PEs are labelled according to the above order. The optimal distribution of the load can be found from the observation that the computation time on PE $i$ lasts as long as sending to PE $i+1$ and computing on PE $i+1$. Thus, we have

$$
\begin{align*}
& \alpha_{i} w_{i} T_{\mathrm{cp}}=r_{i+1}+\alpha_{i+1}\left(z_{i+1} T_{\mathrm{cm}}+w_{i+1} T_{\mathrm{cp}}\right) \text { for } i=1, \ldots, N-1, \\
& \alpha_{1}+\alpha_{2}+\alpha_{3}+\cdots+\alpha_{N}=1 \tag{10}
\end{align*}
$$

The above equation set can be solved in $\mathrm{O}(N)$ time analogously to (1). Then, in $\mathrm{O}(\log N)$ tries the maximum set of usable processors that can be identified (where a try is solving (10)) and then the optimal distribution of the load can be found.

For the case where $r_{i}=r_{j}=0$, expressions for $T_{1}$ and $T_{2}$ become identical except for the denominators:

$$
\begin{aligned}
& T_{1}=k\left(z_{i} T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}\right) \frac{z_{j} T_{\mathrm{cm}}+w_{j} T_{\mathrm{cp}}}{z_{j} T_{\mathrm{cm}}+w_{j} T_{\mathrm{cp}}+w_{i} T_{\mathrm{cp}}} \\
& T_{2}=k\left(z_{j} T_{\mathrm{cm}}+w_{j} T_{\mathrm{cp}}\right) \frac{z_{i} T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}}{z_{i} T_{\mathrm{cm}}+w_{i} T_{\mathrm{cp}}+w_{j} T_{\mathrm{cp}}}
\end{aligned}
$$

when $z_{j}>z_{i}$ then $\mathrm{PE}_{i}$ has faster communication channel and should be served first. The rest of the argument is the same as in the case of $r_{i}=r_{j}=r, z_{i}=z_{j}=z$. Thus, we have identified three cases when the distribution of the load for the star architecture can be found in polynomial time.

## 4. Bus architecture

The bus interconnection gives to a designer of the computer system a great variety of possible ways of communicating. We can characterize roughly this flexibility by answering several questions: (1) how many buses are available? (2) which buses are available to which PEs? (3) which buses can be simultaneously listened to by a given PE? and (4) which PEs can simultaneously listen to a given bus? The flexibility can be even greater if we have a system of hierarchical buses. It can be shown that this problem is NP-hard in a strong sense.

Theorem 1. Finding an optimal schedule of computations and communications in a bus interconnection system is NP-hard in general.

Proof. The problem is obviously in NP. To show its NP-hardness we refer to 3-D MATCHING problem.

## 3-D MATCHING

Instance. Disjoint sets $W, X, Z$ such that $|W|=|X|=|Z|=q$, set $M \subseteq W \times X \times Z$.

Question. Is there a three-dimensional match in $M$, i.e. set $M^{\prime} \subseteq M$ such that $\left|M^{\prime}\right|=q$ and each element of $W, X, Z$ appears in $M^{\prime}$ exactly once?

Any instance of 3-D MATCHING can be transformed into the instance of decision version of our problem. Define $3 q+1$ PEs and $|M|$ buses. PEs with numbers $1, \ldots, q$ correspond to elements in set $W$, PEs with numbers $q+1, \ldots, 2 q$ correspond to elements in the set $X$, PEs numbered $2 q+1, \ldots, 3 q$ correspond to the elements of set Z. PE number $3 q+1$ is an originator. Each bus corresponds to an element of set $M$. We assume that each PE can listen to only one bus at a time, while the originator can transmit on at most $q$ buses simultaneously. No more than three PEs can simultaneously listen to the same bus. PEs which correspond to elements of $W, X, Z$, which are together in the same element $e \in M$ can simultaneously listen to a bus corresponding to $c$. Furthermore, PEs in range $1, \ldots, 3 q$ compute with identical speed equal to 1 . PE number $3 q+1$ has $w_{3 q+1}=\infty$ and cannot compute. Communication on each bus lasts always a unit of time (i.e. $r=1$ and $z=0$ ). We ask if it is possible to compute the $T_{\mathrm{cp}}=T_{\mathrm{cm}}=3 q$ units of data in two units of time.

Suppose the answer to 3-D MATCHING is positive. Then, we use buses corresponding to $M^{\prime}$ to communicate to all $3 q$ PEs in the first unit of time. Each PE computes its share of data in the second unit of time. Now, suppose the answer to our scheduling problem is positive. This means that all PEs are computing in interval $[1,2]$. What is more in the first unit of time there were exactly $q$ groups of three PEs receiving data, which is equivalent to positive answer to 3-D MATCHING. Otherwise, some PE does not receive its share of load in time.

From the above theorem we conclude that finding optimal distribution of the load is computationally hard. However, we can still use our methodology provided that we know which PEs receive on a given bus. Assume that the number of buses is $k$. The parameters are $r_{1}, z_{1}, r_{2}, z_{2}, \ldots, r_{k}, z_{k}$ for buses $1,2, \ldots, k$, respectively. On bus $i$ the following PEs can receive: $i 1, i 2, \ldots, i l_{i}$. PE number $i j$ has reciprocal of speed equal to $w_{i j}$ (cf. Fig. 10 for notation). Originator has reciprocal of speed $w_{1}$. It can transmit on all $k$ buses simultaneously. PEs can listen to only one bus and only one PE on a given bus at a time. We will call such an organization of transfers basic organization.

Note that if we know which PEs use which buses we can establish the order of receiving data among the PEs on the same bus. It is always advantageous to communicate to a faster PE first (cf. Eqs. (8) and (9); PEs on bus $i$ have the same $r_{i}$ and $z_{i}$ ). In what follows, we assume that PEs on each bus are ordered according to their speed (the first is the fastest one). As for the previous interconnection types we can


Fig. 10. The bus interconnection.
formulate a set of constraints:

$$
\begin{align*}
& \alpha_{1} w_{1} T_{\mathrm{cp}}=r_{1}+\alpha_{11} z_{1} T_{\mathrm{cm}}+\alpha_{11} w_{11} T_{\mathrm{cp}} \\
& \alpha_{1} w_{1} T_{\mathrm{cp}}=2 r_{1}+\left(\alpha_{11}+\alpha_{12}\right) z_{1} T_{\mathrm{cm}}+\alpha_{12} w_{12} T_{\mathrm{cp}} \\
& \vdots \\
& \alpha_{1} w_{1} T_{\mathrm{cp}}=l_{1} r_{1}+z_{1} T_{\mathrm{cm}} \sum_{i=1}^{l_{1}} \alpha_{1 i}+\alpha_{1 l_{1}} w_{1 l_{1}} T_{\mathrm{cp}}  \tag{11}\\
& \alpha_{1} w_{1} T_{\mathrm{cp}}=r_{2}+\alpha_{21} z_{2} T_{\mathrm{cm}}+\alpha_{21} w_{21} T_{\mathrm{cp}} \\
& \vdots \\
& \alpha_{1} w_{1} T_{\mathrm{cp}}=l_{2} r_{2}+z_{2} T_{\mathrm{cm}} \sum_{i=1}^{l_{2}} \alpha_{2 i}+\alpha_{2 l_{2}} w_{2 l_{2}} T_{\mathrm{cp}} \\
& \vdots \\
& \alpha_{1} w_{1} T_{\mathrm{cp}}=l_{k} r_{k}+z_{k} T_{\mathrm{cm}} \sum_{i=1}^{l_{k}} \alpha_{k i}+\alpha_{k l_{k}} w_{k l_{k}} T_{\mathrm{cp}} \\
& \alpha_{1}+\sum_{i=1}^{k} \sum_{j=1}^{l} \alpha_{i j}=1, \quad \alpha_{1}, \alpha_{1 l}, \ldots, \alpha_{k l_{k}} \geqslant 0
\end{align*}
$$

When the above formulation has no solution then the information about the feasible assignment of PEs to buses is invalid. Note that there are $O\left(k^{N}\right)$ different assignments of $N$ PEs to $k$ buses in a basic bus organization. Thus, the optimal solution can be found in polynomial time provided $N$ is fixed. Finding the optimal solution is NP-hard in general (especially if we admit other bus organizations).

## 5. Hypercube

A hypercube interconnection of dimension $d$ consists of $2^{d}$ PEs. Each PE in such a network can be uniquely labelled by a binary number in the range [ $0,2^{d}-1$ ].

A communication link exists between two PEs with labels differing on exactly one position. PEs and communication networks are homogeneous in hypercube multicomputers. Let us name by a layer the set of PEs accessed in the same number of hops (the path to the originator has the same number of intermediate processors). We assume that the communication-computation process in a hypercube proceeds as follows. The originator computes locally volume $\alpha_{0}$ of data and sends to its $d$ neighbors equal parts of the remaining volume. Neighbors of the originator form layer number 1 . Each of the originator's neighbors transmits to its $d-1$ still idle neighbors (in layer 2) by $d-1$ links. Each of the PEs in layer 2 receives data by 2 links. We can generalize this and say that in layer $i$, PEs receive data from $i$ links and retransmits the rest (not computed locally) in equal shares to $d-i$ still idle neighbors. Due to symmetric structure of interconnection and the homogeneity of its elements all PEs in a given layer receive the same amount of data to process. The number of PEs in layer $i$ is equal to $\binom{d}{i}$. Hence, to find the distribution of the load among the PEs we can formulate the following set of constraints:

$$
\begin{aligned}
& \sum_{i=0}^{d}\binom{d}{i} \alpha_{i}=1, \\
& \alpha_{0} w T_{\mathrm{cp}}=r+\frac{\left(1-\alpha_{0}\right) z T_{\mathrm{cm}}}{d}+\alpha_{1} w T_{\mathrm{cp}}, \\
& \begin{aligned}
\alpha_{1} w T_{\mathrm{cp}}=r+\frac{\left(1-\alpha_{0}-d \alpha_{1}\right) z T_{\mathrm{cm}}}{d(d-1)}+\alpha_{2} w T_{\mathrm{cp}}, \\
\vdots
\end{aligned} \\
& \begin{aligned}
& \alpha_{i} w T_{\mathrm{cp}}=r+\frac{\left(1-\alpha_{0}-\cdots-\binom{d}{i} \alpha_{i}\right) z T_{\mathrm{cm}}}{\binom{d}{i} d-i}+\alpha_{i \mid 1} w T_{\mathrm{cp}}, \\
& \vdots \\
&=r+\alpha_{d}\left(\frac{z T_{\mathrm{cm}}}{d}+w T_{\mathrm{cp}}\right), \\
& \alpha_{d-1} w T_{\mathrm{cp}}=r+\left(1-\alpha_{0}-\cdots-\binom{d}{d-1} \alpha_{d-1}\right)\left(\frac{z T_{\mathrm{cm}}}{d}+w T_{\mathrm{cp}}\right) \\
& \alpha_{1}, \ldots, \alpha_{d} \geqslant 0 .
\end{aligned}
\end{aligned}
$$

There are $d$ equations and $d$ unknowns in (12). If it is unsolvable then not all PEs in a hypercube can be used for processing of a task because it can be finished in a shorter time than the communication time needed to reach the furthest processor. By use of
a binary search and dropping of further layers one can find the number of usable layers in $\mathrm{O}(\log d)$ tries.

## 6. Conclusions

In this paper we have presented a simple method which has enabled us to find a distribution of a computational task among PEs such that the completion time is minimized. This method allows one to also describe the process of data distribution during the application execution initialization as well as gives some insight into the efficiency of a PE's network. Moreover, it can be applied to balance the load in a heterogeneous computer network. This method uses a simple linear formulation to give optimal solution. The main part of the linear formulation consists of equations describing for each communication link the following relation: the computation time of the transmitter is equal to the computation time of the receiver plus the communication time on the link.

Further research in this area may include, for example, considering other interconnection networks (e.g. meshes and tori), other communication paradigms (e.g. other broadcasting methods), as well as a deeper analysis of the computational complexity issues.

## Appendix

Lemma A.1. The computer network which has the greatest capacity for a given value of computation time has also the minimal computation time for a given capacity.

Proof. Consider the function capacity $(T)$. If for some computer system $i$ value of capacity $_{i}(T)$ is greater than for any other system for any $T$, then the reciprocal function capacity ${ }^{-1}$ (load) is also always smaller than for any other system.

Lemma A.2. Computer system in which PEs during the whole computation time $T$ either receive their load or compute on it, has maximal capacity, provided that communication and computation times are non-decreasing functions of the load.

Proof. Transmission time from originator to PE number $i$ is non-decreasing function of the transferred load. Computation time on this PE is also non-decreasing function of the load. Hence, also their sum and reciprocal function of this sum are nondecreasing functions. Thus, PE $i$ receives and computes maximal load if $T$ is maximal possible. This rules out idle times between transmission, computation, the beginning and the end of the schedule.

Corollary A.3. If there is no return of the results and no results consolidations all PEs finish computations at the same moment of time.
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