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Abstract. In this paper, we present our deep attention-based classi-
fication (DABC) network for robust single image depth prediction, in
the context of the Robust Vision Challenge 2018 (ROB 2018)1. Unlike
conventional depth prediction, our goal is to design a model that can
perform well in both indoor and outdoor scenes with a single parameter
set. However, robust depth prediction suffers from two challenging prob-
lems: a) How to extract more discriminative features for different scenes
(compared to a single scene)? b) How to handle the large differences of
depth ranges between indoor and outdoor datasets? To address these
two problems, we first formulate depth prediction as a multi-class classi-
fication task and apply a softmax classifier to classify the depth label of
each pixel. We then introduce a global pooling layer and a channel-wise
attention mechanism to adaptively select the discriminative channels of
features and to update the original features by assigning important chan-
nels with higher weights. Further, to reduce the influence of quantization
errors, we employ a soft-weighted sum inference strategy for the final pre-
diction.
Experimental results on both indoor and outdoor datasets demonstrate
the effectiveness of our method. It is worth mentioning that we won
the 2-nd place in single image depth prediction entry of ROB 2018, in
conjunction with IEEE Conference on Computer Vision and Pattern
Recognition (CVPR) 2018.

? The first two authors contributed equally.
1 http://www.robustvision.net/index.php
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indoor depth range, and vice versa. This is why our model can adapt to the
mixed data and avoid the mutual interference of different datasets.

Table 3. Comparison between classification and regression on the ScanNet
validation dataset.

Method sqRel absRel irmse imae

Regression* 5.93 17.05 18.65 11.84
Regression 6.51 17.47 18.65 11.73
Classification* 4.33 12.84 16.05 8.88
Classification 4.34 12.67 15.93 8.71

Table 4. Comparison between classification and regression on the KITTI vali-
dation dataset.

Method SILog sqRel absRel irmse

Regression* 14.55 2.26 9.33 11.45
Regression 14.49 2.28 9.44 11.63
Classification* 13.42 1.92 7.86 9.72
Classification 13.34 1.95 8.01 9.58

5.2 Effect of attention mechanism

In order to reveal the effectiveness of the channel-wise attention mechanism,
we conduct an ablation study. Results are shown in Tables 5 and 6. Specially,
each metric in Table 5 is multiplied by 100 for easy comparison. In these tables,
“DABC w/o attention” represents a DABC model that ignores the attention
vectors and directly sums the multi-scale features in each fusion block. Compared
with “DABC w/o attention”, our DABC model makes a significant improvement
on the ScanNet dataset and achieves comparable performance on the KITTI
dataset.

Table 5. Evaluation of the attention mechanism on the ScanNet validation
dataset.

Method sqRel absRel irmse imae

DABC w/o attention 4.93 13.50 16.37 9.073
DABC 4.34 12.67 15.93 8.71
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Fig. 5. Visualization of confusion matrices. (a) is the confusion matrix of our
DABC model on the ScanNet. (b) is the confusion matrix of our DABC model on
the KITTI. (c) is the confusion matrix of the regression network on the ScanNet.
(d) is the confusion matrix of the regression network on the KITTI. (e)∼(h) show
the details of the above four confusion matrices in the label range of 60 to 95,
respectively.
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（a）Scene1

（b）Scene2

（c）Scene3

（d）Scene4

（e）Attention_4 （f）Attention_3

（g）Attention_2 （h）Attention_1

Fig. 6. Activations of different AFA modules. (a) and (b) are the color images
from the ScanNet, (c) and (d) are from the KITTI. (e)∼(h) are the activations
of AFA modules from the high-level to the low-level in sequence.

Table 6. Evaluation for attention mechanism on the KITTI validation dataset.

Method SILog sqRel absRel irmse

DABC w/o attention 13.33 2.00 8.00 9.58
DABC 13.34 1.95 8.01 9.58
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Further, in order to visualize the activations, we choose four images from
the KITTI and ScanNet datasets, and draw the activations of four AFA blocks,
as shown in Figure 6. For clarity, only one hundred activations of each block
are visualized. We make three observations about the attention mechanism in
robust depth prediction. First, we find that the activations of four scenes are more
different in the high-level block than in the low-level one, which suggests that
the values of each channel in the high-level features are scene-specific. Second, as
per Figure 6(e), we observe a significant difference between indoor and outdoor
activations. It indicates that the attention mechanism can give different scenes
with different activations based on the characteristics and the layout of the
scene. Third, by comparing the activations of scene1 and scene2 in Figure 6(e),
we can also observe a non-negligible difference of activations between the two
indoor scenes, which suggests that the attention mechanism still has a strong
discriminating ability when processing the scenes from the same dataset.

Therefore, we believe that the channel-wise attention mechanism plays a
vital role in choosing discriminative features for diverse scenes and improving
the performance in robust depth prediction.

6 Conclusion

In this paper, we study the task of robust depth prediction that requires a
model suitable for both indoor and outdoor scenes with a single parameter set.
Unlike conventional depth prediction tasks, robust depth prediction task needs
the model to extract more discriminative features for diverse scenes and to tackle
the large differences in depth ranges between indoor and outdoor scenes. To
this end, we proposed a deep attention-based classification network to learn a
universal RGB-to-depth mapping which is suitable for both indoor and outdoor
scenes, where a channel-wise attention mechanism is employed to update the
features according to the importance of each channel. Experimental results on
both indoor and outdoor datasets demonstrate the effectiveness of our method.
Specifically, we won the 2nd place in the single image depth prediction entry of
ROB 2018, in conjunction with CVPR 2018. In the future, we plan to extend
our method to other dense prediction tasks.
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