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Abstract. In the course of the energy transition, load and supply centers are growing
apart in electricity markets worldwide, rendering regional price signals even more
important to provide adequate locational investment incentives. This paper focuses on
electricity markets that operate under a zonal pricing market design. For a fixed number
of zones, we endogenously derive the optimal configuration of price zones and available
transfer capacities on a network in order to optimally govern investment and production
decisions in the long run. In a multilevel mixed-integer nonlinear model that contains a
graph partitioning problem on the first level, we determine welfare-maximizing price
zones and available transfer capacities for a given electricity market and analyze their
impact on market outcomes. Using a generalized Benders decomposition approach
developed in Grimm et al. (2019) and a problem-tailored scenario clustering for reducing
the input data size, we are able to solve the model to global optimality even for large
instances. We apply the approach to the German electricity market as an example to
examine the impact of optimal zoning on key performance indicators such as welfare,
generation mix and locations, or electricity prices. It turns out that even for a small
number of price zones, an optimal configuration of zones induces a welfare level that
almost approaches the first best.

1. Introduction

Following the liberalization of the electricity sector in the late 1990s, different electricity
market structures have been established around the world. In Europe, Australia, and
India, electricity is nowadays traded at power pools at a uniform price for large market
areas—typically a country or a state. Originally, this design was thought to minimize
the complexity of the pricing settlement and—from a political perspective—a nationwide
uniform electricity price is sometimes considered more acceptable. Over the years, national
markets have been interconnected, leading to a system of zonal pricing. In this regime,
inter-zonal congestion is considered upon trade, but markets have a uniform price inside
each region, regardless of transmission congestion within this market area.

Recent developments, however, challenge the current market configuration, e.g., in
Europe. Traditionally, the national energy supply was set up such that load centers were
equipped with sufficient regional generation capacity. Therefore, national borders were good
approximations of suitable price zones. In recent years, however, the transformation towards
a sustainable energy system led to a significant shift of electricity supply centers. This
development has repeatedly triggered discussions about new zonal configurations or raises
calls for additional zoning within a country in order to better reflect the bottlenecks during
spot-market trading that result from increasing divergence of production and consumption
centers; cf., e.g., Egerer et al. (2016), ENTSO-E (2018, 2019), European Commission
(2015), and Official Journal of the European Union (2019). At least coarse regionally
differentiated price signals are considered particularly important in order to achieve an
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appropriate balance between the allocation of generation capacity close to load centers and
grid expansion.

In this paper, we address the question of optimal zoning from a long-term perspective,
i.e., we ask how to shape (a fixed number of) price zones in order to welfare-optimally
govern investment and production incentives. We focus on the German electricity market
as an important application. Germany is particularly well suited for such an analysis
because the expansion of renewable capacities in the north (wind power) and the south
(solar systems) together with the decommissioning of nuclear plants by 2022 and also hard
coal and lignite by 2038 at the latest will lead to a severe disintegration of generation
and load centers. The problem at hand is complex and requires multilevel modeling of
an electricity market: At the first level, the regulator decides on price zones and available
transfer capacities (ATCs) from a welfare optimization perspective. At the second level,
private firms, being aware of the zonal configuration, invest in generation capacity and trade
electricity at the spot market. In case of congestion the TSO has to engage in congestion
management (redispatch).

For the analysis of an appropriate multilevel model we build on previous work by the
authors (Grimm et al. 2019, 2016a; Kleinert and Schmidt 2019) who have developed a
generalized Benders decomposition approach to determine the optimal zonal configuration
of an electricity market for a predetermined number of zones. We adapt the approach by
Grimm et al. (2019) to our specific setup. In particular, we extend and modify the Benders
cuts to maintain correctness of the algorithm in our setup. In addition to previous work,
we moreover show how available transfer capacities (ATCs) between zones can be chosen
optimally. Finally, in order to solve an instance that reflects the German electricity market
adequately, it is necessary to simplify the time series of electricity demand and generation
parameters without distorting the incentive effect of price peaks. To that aim, we combine
density-based and k-means clustering techniques to construct smaller scenario sets that
yield computationally more tractable models. Similar ideas have been used in, e.g., Feng
and Ryan (2013) and Papavasiliou and Oren (2013) in the context of expansion planning
and short-term operation models, respectively.

We derive the optimal zonal configuration of the German market area for two and three
zones and compare various key figures, such as welfare, price development, and investments
in power plants with two benchmark scenarios that reflect the status quo on the one hand
and the first-best system configuration on the other hand. We demonstrate that high
welfare gains can already be achieved for suitable ATCs by splitting the market into two
optimally configured zones, while the implementation of three or more zones only leads
to moderate additional welfare gains. As it turns out, restrictive inter-zonal ATCs at the
spot market are beneficial since they amplify locational price signals. Inter-zonal ATCs
also influence the optimal zonal configuration: more restrictive inter-zonal ATCs force
nodes with high load into zones with a high renewable supply and affect the locations of
conventional generators accordingly. A comparison with the results from a nodal pricing
system reveals that a zonal configuration based on clusters of nodal prices—which is often
used in the literature as a heuristic to assign nodes to price zones—does not correspond to
the optimal solution.

In the following, we provide a brief overview of the related literature. The derivation
of optimal price zones and the associated ATCs requires a multilevel equilibrium model
with graph partitioning, which is a classical problem of discrete mathematics. In general,
such multilevel mixed-integer nonlinear models are intractable (Dempe et al. 2015; Lodi
et al. 2014) and algorithmically complicated to treat; cf., e.g., Moore and Bard (1990) or
Fischetti et al. (2017). Fortunately, the special structure of our multilevel market model
allows to derive practically useful solution algorithms. For a similar setup, a generalized
Benders decomposition approach has been developed in Grimm et al. (2019) and Kleinert
and Schmidt (2019), which we adapt to our specific setup.
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Our analysis is based on a series of contributions that develop multilevel electricity
market models that are suitable to analyze investment incentives in markets with zonal
pricing; cf. Murphy and Smeers (2005) as well as Grimm et al. (2019, 2016a), Grimm and
Zöttl (2013), and Kleinert and Schmidt (2019). In order to capture different objectives of
the regulator and the firms as well as the different information available to the players upon
making their decision, a multilevel structure and tailored solution algorithms are necessary;
cf. Grimm et al. (2016a) or Hu and Ralph (2007). The correctness of the proposed methods
often hinge upon the uniqueness of the lower-level problems. This has been addressed
by Grimm et al. (2017), Krebs et al. (2018), and Krebs and Schmidt (2018). Here, we
additionally develop novel tie-breaking rules for resolving possibly occurring multiplicities.

The particular issue of price zones has been investigated in various contributions. Stoft
(1997) was among the first to point to the fact that an assessment based on physically
congested lines may not lead to a satisfactory outcome as it ignores the effects of loop
flows. Egerer et al. (2016), Plancke et al. (2016), and Trepper et al. (2015), among others,
examine the effects of price zones that are chosen by educated guesses, taking into account
frequent congestion between several regions or price similarities. Other contributions employ
heuristics on the basis of nodal prices in order to determine adequate zonal configurations;
cf. Breuer and Moser (2014), Burstedde (2012), Walton and Tabors (1996), and Felling
and Weber (2017).

Some contributions emphasize the importance of a careful configuration of price zones.
Grimm et al. (2016b) show that price zones may increase or decrease welfare, depending
on their exact configuration. Furthermore, Jensen et al. (2017) show that suboptimal
inter-zonal ATCs might mitigate efficiency gains from zonal pricing.

There is also a small amount of literature that addresses optimal zonal configuration.
Bjørndal and Jørnsten (2001) use a five-node example with one congested line to demonstrate
that a partition based on nodal prices may not lead to a welfare-maximizing outcome. They
develop a mixed-integer nonlinear model (MINLP) to determine the short-run optimal
zonal configuration for a given number of zones. However, they do not solve this model on
any instance. Grimm et al. (2019) present a long-term equilibrium model to determine a
welfare-maximizing zonal configuration and provide problem-tailored solution algorithms.
Kleinert and Schmidt (2019) further enhance the model and the solution approach by
including optimal network design. The present paper is a follow-up paper of the two
latter ones. We adapt the models and solution techniques developed therein, to obtain a
quantitative analysis for the German electricity market.

In our study, we also compare the outcome of an optimal zonal configuration to a nodal
pricing solution, which corresponds to the first-best solution in our setup. Nowadays nodal
pricing is implemented, e.g., in the United States, Argentina, Chile, Ireland, New Zealand,
and Russia; cf. Holmberg and Lazarczyk (2015). Several authors point out arguments for
zonal and nodal pricing, respectively. It is not the aim of this paper to evaluate the different
pricing schemes. For a detailed discussion, see, e.g., Bertsch et al. (2016), Ding and Fuller
(2005), and Neuhoff et al. (2013) for arguments in favor of nodal pricing and Holmberg and
Lazarczyk (2015), Leuthold et al. (2008) for arguments questioning the benefit of nodal
pricing.

The remainder of the paper is organized as follows. In Section 2 we present the model
and also provide details on the solution approach. A brief description of the data used to
calibrate the model is contained in Section 3—all details are later presented in Appendix A.
Section 4 contains the results of the numerical analysis. The paper closes with a summary
and concluding remarks in Section 5.

2. The Model

In this section, we present the trilevel market model that is an extension of the one
used in Grimm et al. (2019). The model reflects the current European electricity market
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Figure 1. Timing of the considered model setup; adapted from Grimm
et al. (2019).

design where network restrictions are not fully reflected upon spot-market trading. Figure 1
illustrates a stylized timeline for decision making by the different agents under these market
rules. We explain the model in reverse order (i.e., backwards) to better illustrate the
incentive structure. At the spot markets, electricity is traded hourly; see the rightmost box
under the timeline. At the hourly markets, intra-zonal transfer capacities are neglected,
while inter-zonal constraints are taken into account. We assume that inter-zonal capacities
(ATCs) are determined in advance on a long-term basis, which is a common approach in the
electricity market literature (Fürsch et al. 2013; Gerbaulet and Lorenz 2017; Huppmann
and Egerer 2015; Kemfert et al. 2016) and is also done in German transmission planning
(German TSOs 2017). In case the quantities traded at the spot market are infeasible on the
network, congestion is resolved by the regulated transmission system operator (TSO) via
cost-based redispatch—also at an hourly basis. The TSO can take the following measures,
which she uses in exactly this order: First, the TSO can instruct power plants in the
import-constrained region to start up and instruct plants in the export-constrained region
to reduce production. All plants will be compensated exactly for the additional costs that
arise due to this redispatch intervention. The TSO will act in such a way that the total
costs of the intervention are minimal. If redispatch of the power plants cannot eliminate all
infeasibilities, the TSO can take further measures, which we summarize under the term
load shedding. In particular, these measures imply that the TSO requests an increase or a
decrease in electricity consumption and compensates affected consumers. As in the case
of generation redispatch, load shedding is carried out such that load shedding costs are
minimized.

Investment in generation capacity (middle box under the timeline) is decided upon by
private firms under a profit maximization objective in anticipation of the revenues earned
at the spot markets over the lifetime of the respective generation unit.

The welfare optimal configuration of zones, as well as the size of ATCs, are decided
by the regulator in anticipation of the behavior at the previously described stages; see
the leftmost box under the timeline. Thus, the optimal zonal configuration and size of
ATCs take into account the effects on the locational decisions for the power plants upon
investment and their production decisions.

In Grimm et al. (2016a) the authors show that this framework can be translated into
a multilevel equilibrium model as follows. At the first level, the regulator decides on the
specification of price zones and the optimal size of ATCs. The objective of the regulator is
to maximize social welfare, anticipating the outcomes at all subsequent levels. Generation
investment decisions of private firms and spot-market trading are modeled at the second
level. In contrast to the regulator, private firms aim to maximize profits. Spot-market
trading takes place on an hourly basis and we assume perfectly competitive firms. Note that
the integration of the generation investment and spot-market level is possible only under
the assumption of perfect competition. At the third level, cost-based redispatch is carried
out by the TSO in order to resolve any congestion that might occur due to spot-market
outcomes. The TSO’s objective at this level is to minimize redispatch costs.
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In order to make this work self-contained, we first introduce the basic notation used in
our mathematical model. Then, we explain each level of the model in detail and briefly
discuss our solution approach that is an adaption of the methods developed in Grimm et al.
(2019). Later, in Section 4, we apply the model and the solution approach to the German
electricity market as an example.

2.1. Basic Economic and Technical Setup. We consider an electricity transmission
network G = (N,L) with node set N = Ndom ∪Nabr, where the sets Ndom and Nabr denote
domestic and abroad nodes, respectively, and a set of transmission lines L ⊆ N ×N . We
further denote the set of lines connecting domestic nodes by Ldom and the set of lines
connecting domestic and abroad nodes by Labr, i.e.,

Ldom := {l ∈ L : l = (n,m) with n ∈ Ndom, m ∈ Ndom},
Labr := {l ∈ L : l = (n,m) with n ∈ Ndom, m ∈ Nabr}.

Note that there are no lines l = (n,m) with n ∈ Nabr and m ∈ Ndom ∪Nabr. This means
that we consider a directed graph and that there are no lines connecting two neighboring
countries with each other. Otherwise, it would be possible to resolve infeasibilities that
occur in the German transmission network via loop flows through neighboring countries.
There is a political consensus that this should be avoided as far as possible (THEMA
Consulting Group 2013). Hence, L = Ldom ∪ Labr holds. We furthermore divide the set of
domestic transmission lines Ldom into high-voltage direct current (HVDC) lines LHVDC

and alternating current (AC) lines LAC, i.e., Ldom = LHVDC ∪ LAC. All transmission
lines l ∈ L are characterized by their capacity f̄l and their susceptance Bl. Throughout
the paper we use the following notation: the sets of in- and outgoing lines of a node
set N ′ ⊆ N are denoted by δinN ′ and δoutN ′ , respectively. At every node n ∈ N , we introduce
a set of consumers Cn (with 0 ≤ |Cn| < ∞) that are located at that node. We further
assume a given set of scenarios T = {1, . . . , |T |}. Elastic demand of a consumer c ∈ Cn
at node n ∈ N in scenario t ∈ T is modeled by a continuous and strictly decreasing
inverse demand function pt,c = pt,c(dt,c), where dt,c denotes the demand of this consumer.
Throughout the paper we make the additional assumption that inverse demand functions
are linear and decreasing. In this case, the gross consumer surplus∫ dt,c

0

pt,c(ω) dω

is a strictly concave quadratic function, which is important to obtain a tractable model.
We point out that dt,c ≥ 0 is assumed for domestic consumers located at nodes n ∈ Ndom.
However, demand and supply at abroad nodes is aggregated via net export functions.1

Negative demand dt,c < 0 for n ∈ Nabr is then used to model abroad generation.
We thus introduce finite sets of generators Gall

n at domestic nodes n ∈ Ndom only.
For simplicity, we aggregate all generators of the same technology that are located at
the same node. We distinguish between conventional generators Gconv

n and renewable
energy sources (RES) Gres

n . Conventional generators Gconv
n can be further divided into

existing generators Gex
n that might be dismantled and candidate generators Gnew

n that
firms can invest in. In summary, Gall

n = Gconv
n ∪Gres

n = Gnew
n ∪Gex

n ∪Gres
n holds. Existing

conventional generators g ∈ Gex
n have given capacities q̄exg . However, private firms may

decide to dismantle these capacities partly or completely by q̄disg . Firms can also invest in
generation capacities q̄newg of candidate conventional generators g ∈ Gnew

n . All conventional
generators are characterized by their operating costs copg > 0 and their variable production
costs cvarg > 0. Furthermore, candidate generators have investment costs cinvg > 0 for newly

1Considering the net export function of neighboring countries is only an approximation. A more realistic
modeling of the interaction with neighboring countries leads to even more complicated models, see Egerer
et al. (2019), which is why we refrain from considering these effects in this paper.
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installed generation capacity. In contrast, renewable generation capacities are determined
exogenously. As a result, operating costs of RES plants are not considered since it would
be a constant cost term in the objective function; see below. We explicitly point out
that all RES generators have variable costs of zero. For every generator g ∈ Gall

n , n ∈ N ,
generation quantities are denoted by qt,g. In the following we denote demand and production
quantities belonging to the spot-market and redispatch level by a super-index “spot” or “rd”,
respectively. Furthermore, super-indices “ ls+” and “ls−” denote quantities of positive and
negative load shedding. Let us point out that, although the main modeling is taken from
Grimm et al. (2019) and Kleinert and Schmidt (2019), many new details are introduced
here to enable a quantitative analysis of the German electricity market—among them
the modeling of abroad nodes, renewable generators, dismantling, operational costs, load
shedding, and the optimal determination of ATCs.

2.2. First-Level Problem: Specification of Price Zones and Inter-Zonal Transfer
Capacities. At the first level, in which the regulator seeks to maximize welfare, he decides
on the specification of price zones and on the transfer capacities of the network taken into
account for inter-zonal trade at the spot markets. Welfare is given by the difference of gross
consumer surplus and total system costs, i.e., variable costs of generation (after redispatch),
investment and operating, as well as load shedding costs cls+ and cls− for redispatched
demand dls+t,c or dls−t,c of a domestic consumer c ∈ Cn at node n ∈ Ndom. Thus, the objective
reads

ψ1 :=
∑
t∈T

∑
n∈N

∑
c∈Cn

∫ drdt,c

0

pt,c(ω) dω −
∑
t∈T

∑
n∈Ndom

∑
g∈Gall

n

cvarg qrdt,g

−
∑

n∈Ndom

 ∑
g∈Gnew

n

(cinvg + copg )q̄newg +
∑
g∈Gex

n

copg (q̄exg − q̄disg )


−
∑
t∈T

∑
n∈Ndom

∑
c∈Cn

(
cls+dls+t,c + cls−dls−t,c

)
.

Note that the regulator may only specify price zones within its country. Each of the
neighboring countries is considered as a single separate price zone. According to Grimm
et al. (2019), the specification of price zones is modeled as follows. A price zone Zi is
part of a partition of the node set Ndom. The number of zones in the partition is set
to k ∈ {1, . . . ,

∣∣Ndom
∣∣}, where k is given as an input. Consequently, Ndom = Z1 ∪ · · · ∪ Zk

holds. For every node n ∈ Ndom the binary variables xn,i ∈ {0, 1} indicate to which zone
i ∈ [k] = {1, . . . , k} it belongs, i.e., xn,i = 1 if and only if node n belongs to zone i. The
constraint ∑

i∈[k]

xn,i = 1 for all n ∈ Ndom (1)

ensures that every node is located in exactly one zone. Since we model price zones, we are
only interested in connected partitions. To model connectivity, we use a multi-commodity
flow formulation, where every commodity represents a zone. We therefore specify an
artificial sink in every zone by introducing binary variables zn,i ∈ {0, 1} with zn,i = 1 if
and only if node n is the artificial sink of zone i. Every zone needs to have exactly one
such sink: ∑

n∈Ndom

zn,i = 1 for all i ∈ [k], (2a)

zn,i ≤ xn,i for all n ∈ Ndom, i ∈ [k]. (2b)

To ensure connectivity, every node of a zone must be able to send some flow to the artificial
sink of that zone. For modeling this, we define a bi-directed graph G′ := (Ndom, A) with A
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consisting of lines a1(l) = (n,m) and a2(l) = (m,n) for all l = (n,m) ∈ Ldom. Now let
ui = (uia)a∈A ≥ 0 be the vector of flows of commodity i ∈ [k]. Then, the constraints∑

a∈δout
n

uia ≤Mxn,i for all n ∈ Ndom, i ∈ [k], (3a)

∑
a∈δout

n

uia −
∑
a∈δinn

uia ≥ xn,i −Mzn,i for all n ∈ Ndom, i ∈ [k], (3b)

where M is a sufficiently large number, ensure connectivity within zones. Note that the
δ-notation in (3) operates on the graph G′ and not on the original graph G. We further note
that also other ways of modeling connectivity are possible; cf., e.g., Hojny et al. (2018).

For proper modeling of the zonal spot market (cf. Section 2.3) we further introduce
indicator variables for inter-zonal lines signaling whether a line connects nodes of different
zones. We introduce binary variables yl ∈ {0, 1} with yl = 1 if and only if line l is an
inter-zonal link. This is modeled by the constraints

xn,i − xm,i ≤ yl for all l = (n,m) ∈ Ldom, (4a)

xm,i − xn,i ≤ yl for all l = (n,m) ∈ Ldom, (4b)

xn,i + xm,i + yl ≤ 2 for all l = (n,m) ∈ Ldom. (4c)

As mentioned before, the regulator also determines the welfare-maximizing value of the
inter-zonal ATC factor β for domestic inter-zonal lines l ∈ Ldom with yl = 1. This factor
determines the percentage of thermal capacity that is available for domestic inter-zonal
flows during spot-market trading; cf. Constraint (10) in the next section. For real-world
applications, this value is best modeled as a discrete decision. Hence, the regulator is
allowed to choose from a discrete set B = {β1, . . . , β|B|} of such factors. This can be
modeled by introducing binary variables bj for j = 1, . . . , |B|, indicating which value β ∈ B
takes. Hence, bj = 1 if and only if β = βj . The constraints

|B|∑
j=1

bj = 1, β =

|B|∑
j=1

βjbj (5)

ensure that β takes exactly one value. Note that it is, in principle, also possible to model a
separate β value for every inter-zonal line and/or every scenario. However, we refrain from
this for reasons of computational tractability. Note that by holding β constant for each
scenario, we rather underestimate the effect of price zones on market performance.

Altogether, we obtain the following first-level problem

max ψ1 s.t. (1)–(5). (6)

Model (6) consists of a concave-quadratic objective function and a set of mixed-integer
linear constraints, i.e., we are facing a mixed-integer quadratic program (MIQP).

2.3. Second-Level Problem: Generation Investment and Spot-Market Trading.
At the second level, we model decisions regarding investment in conventional generation
capacity and spot-market trading by private firms. These decisions are taken with the
goal to maximize individual profits. We assume perfectly competitive markets, i.e., firms
perceive market prices as given and independent of their own decisions. Although this
might not be the case for power systems in general, this is a common assumption used
in the electricity market literature; see, e.g., Boucher and Smeers (2001), Daxhelet and
Smeers (2007), and Grimm et al. (2016a). This assumption is important for two reasons:
First, it has been shown that without the assumption of perfect competition, unique market
equilibria cannot be ensured; cf. Zöttl (2010). Second, Grimm et al. (2017) show for
the specific situation under consideration that profit maximizing market outcomes under
perfect competition are welfare maximizing—a specialization of the classical results of
welfare economics (Arrow and Debreu 1954; Walras 1900). Therefore, the assumption of
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perfect competition is important in order to keep the multilevel model both theoretically
and computationally tractable. For a more detailed discussion; see Grimm et al. (2016a).
During spot-market trading, firms neglect all transmission capacities within a zone but
only account for inter-zonal ATCs. When trading electricity across zones, they receive price
signals in case of congestion. This means that the traded quantities between two zones
cannot exceed the available capacities of the lines connecting these zones. To ensure market
clearing, total generation and inflow in zone i must equal total demand plus total outflow
in zone i. This is modeled by the zonal version of Kirchhoff’s first law:

dspott,n =
∑
c∈Cn

dspott,c for all n ∈ Ndom, t ∈ T, (7a)

qspott,n =
∑
g∈Gall

n

qspott,g + qexot,n for all n ∈ Ndom, t ∈ T, (7b)

Dt,i =
∑

n∈Ndom

xn,id
spot
t,n for all i ∈ [k], t ∈ T, (7c)

Qt,i =
∑

n∈Ndom

xn,iq
spot
t,n for all i ∈ [k], t ∈ T, (7d)

F in
t,i =

∑
l=(n,m)∈Ldom

(1− xn,i)xm,if spott,l for all i ∈ [k], t ∈ T, (7e)

F out
t,i =

∑
l=(n,m)∈Ldom

xn,i(1− xm,i)f spott,l for all i ∈ [k], t ∈ T, (7f)

Qt,i + F in
t,i = Dt,i + F out

t,i +
∑

l=(n,m)∈Labr

ft,lxn,i for all i ∈ [k], t ∈ T. (7g)

The parameter qexot,n denotes exogenously given generation at domestic nodes. This includes
running water, heat-controlled CHP plants, and transit flows from and to neighboring
countries. Note that this parameter may also be negative if transit flow to neighboring
countries overcompensates all other components. We want to point out that in case of a
nodal system, (7g) coincides with Kirchhoff’s first law:∑

c∈Cn

dspott,c +
∑
l∈δout

n

f spott,l =
∑
g∈Gall

n

qspott,g +
∑
l∈δinn

f spott,l + qexot,n for all n ∈ Ndom, t ∈ T. (8)

Since nodes of neighboring countries are considered to be a single price zone each, flow
conservation at these nodes simplifies to∑

c∈Cn

dspott,c =
∑
l∈δinn

f spott,l for all t ∈ T, n ∈ Nabr (9)

because of δout
n = ∅. Inter-zonal flow restrictions are modeled by capacity constraints. For

domestic inter-zonal lines, flows are restricted by the thermal capacity scaled with β, which
is a first-level decision of the regulator, i.e.,

− βf̄l − (1− yl)M ≤ f spott,l ≤ βf̄l + (1− yl)M for all l ∈ Ldom, t ∈ T. (10)

Again, M is a sufficiently large number. Flows between domestic nodes and neighboring
countries are restricted by trading capacities f̄atc-exl for export and f̄atc-iml for import flows.
These parameters can be determined based on historical data and are therefore given
exogenously, i.e.,

− f̄atc-iml ≤ f spott,l ≤ f̄atc-exl for all l ∈ Labr, t ∈ T. (11)

Spot-market generation and demand is modeled by continuous variables qspott,g and dspott,c ,
respectively. Generation quantities of RES generators g ∈ Gres

n are bounded by their actual
available capacities, which are given by their physical capacity q̄resg , the power generation
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per unit of capacity ηg ∈ [0, 1], and weather effects αt,g ∈ [0, 1]. We distinguish between
must-run generators Gmr

n that always run at full available capacity and generators Gcur
n

that can be curtailed whenever this is beneficial, i.e., Gres
n = Gmr

n ∪Gcur
n holds. Spot-market

RES generation is thus modeled in the following way:

0 ≤ qspott,g = ηgαt,g q̄
res
g for all t ∈ T, n ∈ Ndom, g ∈ Gmr

n , (12a)

0 ≤ qspott,g ≤ ηgαt,g q̄resg for all t ∈ T, n ∈ Ndom, g ∈ Gcur
n . (12b)

Existing conventional generation plants can only be dismantled up to the existing capacity.
Possible production capacities of conventional generators g ∈ Gconv

n are determined by
physical capacities and power generation per unit of capacity ηg ∈ [0, 1]. Consequently, we
have

0 ≤ q̄disg ≤ q̄exg for all n ∈ Ndom, g ∈ Gex
n , (13a)

0 ≤ qspott,g ≤ ηg
(
q̄exg − q̄disg

)
for all t ∈ T, n ∈ Ndom, g ∈ Gex

n . (13b)

For some technologies (e.g., market-controlled CHP plants), the maximum capacity of
newly built generators per node is restricted. This can be due to technical or political reasons.
As for each node all generators of the same technology are aggregated, this restriction
can be simplified to a constraint concerning the maximum newly built capacity q̄max

g per
generator. It can also be the case for some specified subsets G̃ ⊂ P(G), G := ∪n∈NGall

n ,
that newly built capacity is restricted globally. Here, P(G) denotes the respective power
set. This means that the sum of all investments in this technology across all nodes cannot
exceed a given amount q̄max

G̃
. Hence, we need the following constraints to model candidate

generation of conventional generators:

0 ≤ qspott,g ≤ ηg q̄newg for all t ∈ T, n ∈ Ndom, g ∈ Gnew
n , (14a)

0 ≤ q̄newg ≤ q̄max
g for all n ∈ Ndom, g ∈ Gnew

n , (14b)∑
g∈G′

q̄newg ≤ q̄max
G′ for all G′ ∈ G̃. (14c)

Finally, we impose simple variable bounds for domestic spot-market demands by

0 ≤ dspott,c for all t ∈ T, n ∈ Ndom, c ∈ Cn. (15)

To summarize, at level two we consider welfare-maximizing generation investment and
dismantling as well as production and demand decisions, i.e., the objective function ψ2 of
the second level is given by

ψ2 :=
∑
t∈T

∑
n∈N

∑
c∈Cn

∫ dspot
t,c

0

pt,c(ω) dω −
∑
t∈T

∑
n∈Ndom

∑
g∈Gall

n

cvarg qspott,g

−
∑

n∈Ndom

 ∑
g∈Gnew

n

(cinvg + copg )q̄newg +
∑
g∈Gex

n

copg (q̄exg − q̄disg )

 .

The second-level problem thus reads

max ψ2 s.t. (7), (9)–(15).

By linearization of the zonal version of Kirchhoff’s first law (7), we obtain a concave-
quadratic maximization problem over mixed-integer linear constraints, in which all discrete
variables are decided upon at the first level.
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2.4. Third-Level Problem: Cost-Optimal Redispatch. At the third level, the TSO
resolves network congestion via cost-based redispatch of generation and load shedding,
where the latter is only applied in case that generation redispatch cannot resolve spot-
market infeasibilities.2 We assume that any congestion needs to be resolved within the
country, i.e., load shedding is only carried out for domestic consumers. Demand quantities
after redispatch drdt,c are composed of spot-market demand and positive or negative load
shedding, dls+t,c , d

ls−
t,c ≥ 0, respectively and are defined as follows:

drdt,c = dspott,c + dls+t,c − dls−t,c for all t ∈ T, n ∈ Ndom, c ∈ Cn,
drdt,c = dspott,c for all t ∈ T, n ∈ Nabr, c ∈ Cn.

We impose costs cls+, cls− > 0 for positive and negative load shedding, which represent the
value of lost load.3 Note that due to strictly positive costs for load shedding, the variables
determining positive and negative load shedding will never be positive at the same time for
the same consumer. Cost-minimizing redispatch is carried out in order to ensure feasibility
with respect to transmission constraints. Redispatch costs are given by

ψ3 :=
∑
t∈T

∑
n∈Ndom

∑
c∈Cn

∫ dspot
t,c

drdt,c

pt,c(ω) dω +
∑
g∈Gall

n

cvarg

(
qrdt,g − qspott,g

)
+
∑
t∈T

∑
n∈Ndom

(∑
c∈Cn

(
cls+dls+t,c + cls−dls−t,c

))
.

Redispatch has to account for all physical transmission constraints. Besides Kirchhoff’s
first law (8), this includes Kirchhoff’s second law that determines the voltage angles θt,n,
t ∈ T , n ∈ N , in the network and is modeled via a DC-lossless approach as given in Stigler
and Todem (2005):

f rdt,l = Bl(θt,n − θt,m) for all l = (n,m) ∈ L \ LHVDC, t ∈ T. (16)

Note that Kirchhoff’s second law only applies to AC lines. This is due to the full controlla-
bility of power flow in HVDC lines as opposed to AC transmission. While power flow in
AC lines is based on Kirchhoff’s law, and thus depends on the entire network topology and
all impedances, required power flow in HVDC lines can be controlled simply by adjusting
the converter valves; see, e.g., Wang et al. (2008) or van der Weijde and Hobbs (2012). We
further fix the voltage angle at an arbitrary node n̂ ∈ N for every time period in order to
obtain unique physical solutions:

θt,n̂ = 0 for all t ∈ T. (17)

Furthermore, all transmission flows are limited by physical or trading capacities, i.e.,

−f̄l ≤ f rdt,l ≤ f̄l for all l ∈ Ldom, t ∈ T, (18a)

−f̄atc-iml ≤ f rdt,l ≤ f̄atc-exl for all l ∈ Labr, t ∈ T. (18b)

Thus, the third-level problem reads

min ψ3 s.t. (8), (12), (13b), (14a), (15)–(18),

where we replaced dspott,n , qspott,g , f spott,l in (8)–(15) by the redispatch variables drdt,n, qrdt,g, f rdt,l .
We obtain a convex-quadratic minimization problem over linear constraints.

2.5. Model Discussion and Solution Approach. The entire trilevel market model is
shown in Figure 2. This model is a mixed-integer trilevel optimization model that is
very hard both in theory and in practice. In order to tackle instances of relevant size,

2Note that this is in line with § 13.2 of the German Industry Act; see EnWG (2005).
3The fact that load shedding is only considered if generation redispatch does not suffice is modeled implicitly
via imposing penalty costs in the objective function that are not considered for the welfare-analysis.
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max social welfare (regulator)
s.t. graph partitioning with connectivity constraints,

inter-zonal transfer capacity factor constraints,

max profits (competitive firms)
s.t. generation capacity investment,

production & demand constraints,
Kirchhoff’s 1st law (inter-zonal),
flow restrictions (inter-zonal),

min redispatch costs (TSO)
s.t. production & demand constraints,

lossless DC power flow constraints

Figure 2. Structure of the trilevel market model; adapted from Grimm
et al. (2019).

problem-tailored solution approaches need to be used. Fortunately, the model has a special
structure that we can exploit: Level one depends on the variables of levels two and three,
whereas level two only depends on the discrete variables of the first level, and level three
depends on continuous variables of the second level. This weak coupling can be exploited
by tailored decomposition methods. Grimm et al. (2019) propose a generalized Benders
decomposition for a similar model with the same structure. In their computational study
they demonstrate that this approach is superior to a single-level Karush–Kuhn–Tucker
(KKT) reformulation. Hence, we use their approach with a slightly adjusted Benders
optimality cut that ensures correctness of the method in our extended framework. In
particular, the cut also needs to account for first-level decisions on inter-zonal transfer
capacities. The approach decomposes all three levels and the problem can thus be solved
in an iterative way. In each iteration, a master problem provides a certain zoning and an
ATC factor. Then, for this solution the spot-market and subsequently the redispatch model
is solved.

The correctness of this method heavily relies on the uniqueness of the redispatch model.
Since the redispatch model is determined by spot-market quantities, unique spot-market
solutions are desirable. Grimm et al. (2017) establish conditions under which uniqueness of
spot-market equilibria is obtained. Among others, it is necessary that all variable production
costs are pairwise distinct. This is not the case for most conventional production, as variable
production costs often do not differ within a technology group. Economically, this means
that when determining the optimal production or capacity investment decisions, one might
be indifferent between two or more generators with the same investment and variable
production cost located in the same price zone.

To establish uniqueness of spot-market outcomes in our model, we implement the
following tie-breaking rules. Whenever a group of generation technologies in the same price
zone has the same investment and variable cost, the total amount of investment, dismantling
and production for this group is divided up equally (proportional to their respective upper
bound for investment, dismantling and production) between all generators of this group.
More formally, our tie-breaking rules can be described as follows. Let Ge ⊆ G, e ∈ E,
be the set of all generators with equal variable production and investment or operational
cost. First, investment in generation capacity and dismantling need to be determined via
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tie-breaking for the generator groups Ge. This is done by the following rules:

(q̄newg )∗ = rinvi,e q̄
max
g for all g ∈ Gnew

n ∩Ge, n ∈ Zi, i ∈ [k],

q̄exg − (q̄disg )∗ = rinvi,e q̄
ex
g for all g ∈ Gex

n ∩Ge, n ∈ Zi, i ∈ [k],

where rinvi,e denotes the ratio of capacity investment with respect to the maximum possible
investment for a given zone and technology. In this context, remaining existing capacity,
which is not dismantled, is interpreted as an investment with investment costs copg . Hence,
rinvi,e is given by

rinvi,e =

∑
n∈Zi

(∑
g∈Gnew

n ∩Ge q̄newg +
∑
g∈Gex

n ∩Ge

(
q̄exg − q̄disg

))
∑
n∈Zi

(∑
g∈Gnew

n ∩Ge q̄max
g +

∑
g∈Gex

n ∩Ge q̄exg

) for all i ∈ [k], e ∈ E,

where the quantities q̄newg and q̄disg belong to an optimal second-level solution.
Total spot-market generation of all generators g ∈ Gen of generator set e ∈ E in zone i is

divided up proportionally to available generation capacity:

(qspott,g )∗ = rgent,i,eηg(q̄
ex
g − q̄disg ) for all g ∈ Gex

n ∩Ge, n ∈ Zi, i ∈ [k], t ∈ T,
and

(qspott,g )∗ = rgent,i,eηg q̄
new
g for all g ∈ Gnew

n ∩Ge, n ∈ Zi, i ∈ [k], t ∈ T.
Here, rgent,i,e denotes the total load factor of conventional generation for group e of generators
with equal production and investment or operational cost for a given zone i and scenario t,
i.e.,

rgent,i,e =

∑
n∈Zi

∑
g∈(Gex

n ∪Gnew
n )∩Ge q

spot
t,g∑

n∈Zi

(∑
g∈Gex

n ∩Ge ηg(q̄exg − q̄disg ) +
∑
g∈Gnew

n ∩Ge ηg q̄newg

)
for all i ∈ [k], t ∈ T , and e ∈ E. Again, qspott,g belongs to an optimal second-level solution.

2.6. The Integrated Planner Model. We additionally consider a model in which all
decisions regarding investment and dismantling as well as production and demand are taken
simultaneously by a fictitious integrated generation and transmission company (IGTC) that
aims to maximize the social welfare ψIGTC. This is a standard approach to determine the
system optimum that serves as a first-best benchmark; cf., e.g., Powell and Oren (1989).
In the following, social welfare is defined—as usual—as the difference of gross consumer
surplus and generation capacity investment costs as well as variable costs of production
and operational costs:

ψIGTC :=
∑
t∈T

∑
n∈N

∑
c∈Cn

∫ dt,c

0

pt,c(ω) dω −
∑
t∈T

∑
n∈Ndom

∑
g∈Gall

n

cvarg qt,g

−
∑

n∈Ndom

 ∑
g∈Gnew

n

(cinvg + copg )q̄newg +
∑
g∈Gex

n

copg (q̄exg − q̄disg )

 .
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The integrated planner has to account for generation and demand constraints, as well as
for the full physical network, i.e., the integrated planner model is given by

max ψIGTC

s.t. Kirchhoff’s first law: (8),
RES capacity constraints: (12),
Generation capacity constraints: (13), (14),
Demand bounds: (15),
Kirchhoff’s second law: (16), (17),
Transmission flow limits: (18),

where we replaced spot-market and redispatch quantities by the corresponding integrated
planner quantities dt,c, qt,g, ft,l. In summary, the integrated planner model is a continuous
maximization problem with linear constraints and a concave-quadratic objective function.

3. Data

To illustrate the capability of our approach, we apply the model to a simplified represen-
tation of the German market area. The plan of the German government to push ahead
with a comprehensive energy system transformation qualifies the country as the subject of
our case study. In particular, extensive data and scenarios exist which form the basis for
the calibration of our model. We briefly outline the data basis taken for our computations
in this section. A comprehensive overview of all relevant data can be found in Appendix A.

The data for the calibration of the model for the German electricity market is mainly
based on the data of the German Network Development Plan (NDP) 2030 (version 2017);
cf. German TSOs (2017). In particular, we consider a scenario for the year 2035, called
B 2035.

For our purposes we use an aggregation of the German electricity network into 28 nodes—
one node per federal state and twelve nodes for the neighboring countries. All physical
parameters and the underlying alternating current transmission network are taken from
data provided by the four German TSOs and Egerer et al. (2014). We do not consider
line investment endogenously but focus on two different line investment scenarios. The
first scenario is taken from NDP 2014 (German TSOs 2014a) and assumes that all 15
line candidates proposed in German TSOs (2014a) are actually built in 2035. The second
scenario considers a significantly smaller amount of network expansion of only five lines
that are proposed in German TSOs (2017).

Assumptions concerning existing generation capacities in 2035 are based on the power
plant list published in German TSOs (2017). As existing power plants in 2035, we consider
all power plants that are currently installed and will not be dismantled in the foreseeable
future as well as those that are already under construction. Investment in conventional
generation capacity is determined endogenously in our model for gas turbines, combined
cycle gas turbines, and market-controlled CHP generators. Note that we do not allow
for investment in lignite and coal generators, but only for dismantling of already existing
capacity due to current efforts towards a coal phase-out in Germany; cf., e.g., Gerbaulet
et al. (2012). Investment, operating, and production costs of conventional generation are
taken from Konstantin (2013). Since we consider a one-year time horizon, we use annuities
where appropriate.

Installed capacities of renewable generators are exogenously given in our model. We
rely on the predicted installed capacities and locations from scenario B 2035 in German
TSOs (2017). Variable cost of production for all RES generators is assumed to be zero. We
also include electricity flows from running water, heat-controlled CHP plants, and transit
flows from neighboring European countries through Germany. These flows are assumed to
be exogenous and independent of spot-market prices and market design. Running water
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power flows are included as an hourly vector that is computed using the data from Destatis
(2016a) and BDEW (2015). Generation of heat-controlled CHP plants is assumed to be
constant over time. We use the estimations in EnCN/FAU/Prognos (2016). Transit flows
are taken from German TSOs (2017).

To calibrate hourly demand functions we use observations for 2014 taken from www.
entsoe.eu. In line with German TSOs (2014a), we assume that net electricity demand
remains constant until 2035. The reason is that German TSOs (2014a) assume that future
efficiency gains are balanced by a growing demand induced by, e.g., electricity demand for
heating or e-mobility. This leads to 8760 hourly demand values that need to be considered
together with hourly RES production on the second level. In order to reduce computation
times, we apply scenario reduction techniques, which are often applied in capacity expansion
models; cf., e.g., Feng and Ryan (2013) and Papavasiliou and Oren (2013). In a quite
similar framework to ours, Lara et al. (2018) analyze the long-term planning of electric
power infrastructures in the context of high renewable penetration. In particular, their
model incorporates annual generation investment decisions and hourly operational decisions
within a multi-year planning horizon. They apply a k-means clustering algorithm (Arthur
and Vassilvitskii 2007) to hourly loads and capacity factor profiles to obtain representative
days of each year. We use a slightly adopted approach. A k-means clustering in general is
smoothing out outliers in a way that can distort the results in peak-load-pricing models.
Thus, we first apply a density-based clustering to detect outlier scenarios; cf. Ester et al.
(1996). All scenarios that cannot be assigned to any cluster are regarded as outliers and
are included in our data set. In a second step, we apply a k-means algorithm to cluster
the remaining non-outlier scenarios. For each cluster obtained we then choose the scenario
closest to the cluster center with respect to the Euclidean norm in feature space and
weigh it with the respective cluster size. All clustering techniques are carried out using
scikit-learn, a machine learning package for Python; see Pedregosa et al. (2011). We tested
the entire clustering approach on smaller instances to obtain parameterizations for the
involved methods so that both optimal objective function value as well as the optimal
solution of the trilevel model are approximated well while simultaneously reducing the
problem size as much as possible. With the described approach, we are able to reduce our
scenario set from 8760 hourly demand and RES production values to 1248 representative
scenarios, which equals the number of hours of one day per week of a year and which
corresponds to a reduction of factor ∼ 7. Our preliminary numerical experiments on smaller
instances show that this reduction significantly reduces computation times while yielding
to qualitatively similar results compared to the original scenario set.

4. Results

In this section, we discuss computational results for the German electricity market. We
consider two line expansion scenarios. The first scenario assumes that only five lines are
installed, which have been proposed in German TSOs (2017), and are already planned and
implemented in concrete terms in Germany. The second scenario is taken from German
TSOs (2014a), and assumes that the network is expanded by 15 lines, which would essentially
almost completely eliminate congestion issues in the transmission grid. For both scenarios,
we compute

(i) the market outcomes for the case without market splitting,
(ii) the optimal zonal configuration and inter-zonal ATC size together with the respec-

tive market outcomes in case of two, three, and 16 price zones
For (ii), we consider the set of ATC factors B := {0.25, 0.5, 0.75, 1}. We refrain from a
finer granularity of B due to computational reasons. Since we explicitly want to study
the economic effects of setting different ATC factors β ∈ B, we not only discuss the
optimal value for β, but also values that are not welfare maximizing. To obtain a first-best
benchmark, we further compute

www.entsoe.eu
www.entsoe.eu
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(iii) the market outcome of the integrated planner model, i.e., the first-best benchmark,
for the scenario with five new lines.4

We refer to scenarios in the following way:

[number of new lines - number of zones - β].

That is, a scenario with five new transmission lines, two zones, and β = 0.25 is denoted
by [5-2-0.25]. The reference point for our scenario analysis is scenario [5-1-1.0] which we
will call status quo in the following.

To compare market outcomes of the different scenarios, we compute various key indicators,
which we specify in the following. We first determine, for each zone i, the average spot-
market price per MWh consumed,

pavgi =

∑
t∈T

∑
n∈Zi

∑
c∈Cn

pt,id
rd
t,c∑

t∈T
∑
n∈Zi

∑
c∈Cn

drdt,c
for all i ∈ [k].

The average spot-market price of the entire market (i.e., across all zones) is given by

pavg =

∑
t∈T

∑
i∈[k]

∑
n∈Zi

∑
c∈Cn

pt,id
rd
t,c∑

t∈T
∑
i∈[k]

∑
n∈Zi

∑
c∈Cn

drdt,c
.

For scenarios with more than one zone, we also calculate the maximum spread between
average zonal prices, i.e.,

∆pavg = max
i∈[k]
{pavgi } −min

i∈[k]
{pavgi } .

Finally, we consider the maximum price difference between zones over the entire time
horizon:

∆pmax = max
t∈T

{
max
i∈[k]
{pt,i} −min

i∈[k]
{pt,i}

}
.

Under zonal pricing, the TSO receives payments from congestion pricing and has expenses
such as redispatch costs or higher costs for transmission investment, which can substantially
differ for different market designs, and which are typically added to the price that consumers
pay for electricity. Therefore, it is not meaningful to merely compare spot-market prices of
different scenarios in order to assess economic performance of the different market designs.
Instead, additional price components such as (i) network fees that are used to pay for
congestion management, (ii) transmission line investment and maintenance, and (iii) RES
fees that are collected in order to ensure profitability of RES plants should be taken into
account.

The network fee allocates the TSO’s costs to the customers proportionally to their
consumption (per MWh). The TSO’s costs are comprised of costs for maintenance Em of
the existing transmission network, annuities of investment costs for existing lines Einv and
congestion management costs or benefits Ecm. Congestion management costs are given by
the sum of redispatch costs for conventional generators and load shedding costs:

Ecm =
∑
t∈T

∑
n∈Ndom

 ∑
g∈Gall

n

cvarg

(
qrdt,g − qspott,g

)
+
∑
c∈Cn

(
cls+dls+t,c + cls−dls−t,c

) .

Furthermore, the TSO receives revenues Rnet from trade across zones in case of congestion
since she collects the price differences, i.e.,

Rnet =
∑

l=(n,m)∈L

∑
t∈T

(pt,n − pt,m) ft,l.

4In terms of welfare the integrated planner solution for 15 lines performs much worse, so that we omit it.
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Network fees F net are then determined as the difference of all expenditures and revenues of
the TSO divided by total demand:

F net =
Em + Einv + Ecm −Rnet∑

t∈T
∑
n∈N dt,n

.

Finally, renewable generators (which account for a significant share of electricity production
in Germany) need subsidies since investment costs are typically not covered by spot-market
revenues. The subsidy is financed by a fee, which is levied on the consumers in proportion
to the MWh consumed. We therefore calculate the minimum RES fee F res that has to
be collected to ensure profitability of RES plants. The fee is determined as the difference
between total RES investment costs Eres and total revenues from selling RES electricity at
the market, which is divided by total demand,

F res =
∑

n∈Ndom

Eres −∑t∈T
∑
g∈Gres

n
pt,nq

spot
t,g∑

t∈T dt,n
.

Adding a network fee and a RES fee to the load-weighted average zonal spot price yields
the corrected average spot price per zone, i.e.,

pcorri = pavgi + F net + F res.

For countrywide comparisons between scenarios, we also consider the average corrected
spot-market price of the entire market,

pcorr = pavg + F net + F res.

Note that although the corrected average price is an accurate measure of price differences
between scenarios, it does not reflect the consumer’s electricity price, which is substantially
higher due to taxes and further levies.

To compare total social welfare between different scenarios, we use

W =
∑
t∈T

∑
n∈N

∑
c∈Cn

∫ drdt,c

0

pt,c(ω) dω −
∑
t∈T

∑
n∈Ndom

∑
g∈Gall

n

cvarg qrdt,g

−
∑

n∈Ndom

 ∑
g∈Gnew

n

(cinvg + copg )q̄newg +
∑
g∈Gex

n

copg (q̄exg − q̄disg )

− Einv − Eres,

which is the first-level objective function without load shedding costs and with subtracted
line investment costs and costs of investments in renewables.

4.1. Welfare. Table 1 presents an overview of the main market outcomes for the different
scenarios. First, note that the maximum possible welfare gain in our context is determined
by the welfare achieved in the first-best scenario as compared to status quo, which is a welfare
gain of 1210millione. Second, we find that all scenarios in which the network is expanded
by 15 lines always yield welfare losses as compared to the status-quo scenario. This is mainly
due to the high network investment costs which are reflected in a considerable network
fee; see column F net. Furthermore, for scenarios with substantial network expansion,
the implementation of price zones is ineffective, which is reflected in the moderate price
differences across zones; see the last three columns of Table 1. We therefore do not discuss
these scenarios in further detail in the following.

Now consider those scenarios where the network is expanded by five transmission lines.
In this case, all market splitting scenarios lead to welfare gains as compared to the status
quo. It is noticeable that implementing two or three optimally configured price zones
with very restrictive inter-zonal ATCs already leads to substantial welfare gains that are
relatively close to the welfare gains form the first-best scenario. The highest welfare gain
of all considered scenarios can be realized with the implementation of three zones and
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Table 2. Investment and dismantling of the different technologies con-
sidered in our model, as well as total quantities invested and dismantled,
total capacity change ∆Cap and total CO2 emissions per scenario. We
abbreviate the number of candidate lines with `.

Dismantling Investment

Scenario lignite hard coal GT total CCGT CHP total ∆Cap CO2

` k β (MW) (MW) (MW) (MW) (MW) (MW) (MW) (MW) (Mt)

5 1 1.00 506 0 479 986 0 7000 7000 6013 133.20

5 2 1.00 603 0 479 1083 0 7000 7000 5916 129.52
5 2 0.75 507 0 479 987 0 7000 7000 6012 128.54

5 2 0.50 3458 0 479 3937 1681 7000 8681 4743 115.89

5 2 0.25 3598 0 622 4220 3245 7000 10 245 6025 112.56

5 3 1.00 603 0 479 1083 0 7000 7000 5916 128.08

5 3 0.75 1277 0 479 1757 0 7000 7000 5242 124.84
5 3 0.50 3458 0 479 3937 1681 7000 8681 4743 114.63

5 3 0.25 2959 27 622 3608 3116 7000 10 116 6507 114.48

5 16 1.00 758 0 479 1237 0 7000 7000 5762 127.75

5 16 0.75 1713 0 479 2192 0 7000 7000 4807 123.16

5 16 0.50 3342 0 478 3821 1758 7000 8758 4936 113.88
5 16 0.25 4308 1437 500 6245 7587 7000 14 587 8342 104.47

15 1 1.00 506 0 479 986 0 7000 7000 6013 117.72

15 2 1.00 543 0 479 1023 0 7000 7000 5976 117.65

15 2 0.75 516 0 479 996 0 7000 7000 6003 117.72

15 2 0.50 515 0 479 994 0 7000 7000 6005 117.72
15 2 0.25 536 0 479 1016 0 7000 7000 5983 117.69

15 3 1.00 543 0 479 1023 0 7000 7000 5976 117.62
15 3 0.75 516 0 479 996 0 7000 7000 6003 117.73

15 3 0.50 524 0 479 1004 0 7000 7000 5995 117.67

15 16 1.00 543 0 479 1023 0 7000 7000 5976 117.67

15 16 0.75 1036 0 479 1515 0 7000 7000 5484 115.78

15 16 0.50 2369 0 479 2849 0 7000 7000 4150 111.08
15 16 0.25 4313 514 485 5313 4429 7000 11 429 6116 103.20

5 first best 2655 0 788 3443 3620 7000 10 620 7176 113.26

β = 0.25. Here, a welfare gain of 1036millione can be achieved as compared to the status
quo (which is 85 % of the maximum achievable welfare gain). Implementing two zones with
β = 0.25 yields a welfare gain of 1007millione as compared to status quo (83 % of the
maximum possible welfare gain). Interestingly, the introduction of 16 zones (one zone per
domestic node) only leads to small marginal welfare gains in comparison with two and
three zones.

For a low number of zones (two or three), welfare is higher for more restrictive inter-zonal
ATCs. This is due to the fact that more restrictive inter-zonal ATCs amplify price signals
during spot-market trading and ultimately lead to a more efficient allocation of generation
capacity (cf. Section 4.3). Exceptions to this pattern are due to the fact that the optimal
assignment of nodes to zones changes with variation of the ATCs. We will go into more
detail on this point later. For the case of 16 zones, too restrictive inter-zonal ATCs can be
counterproductive and lead to welfare losses as compared to scenarios with less restrictive
inter-zonal ATCs. Table 2 reveals that this is due to an inefficient capacity allocation,
which consists of too many gas plants at the southern nodes that are not used in the final
dispatch.
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4.2. Prices. Table 1 also indicates how these welfare gains are reflected in the electricity
prices. The higher the welfare gains from optimal zoning, the lower the corrected average
electricity price pcorr, as from the way we model pcorr, welfare is reflected directly in the
corrected average spot market price.

In the status quo, the high corrected average price (75.12e/MWh) is composed of a low
spot-market price and considerable fees. This is due to the fact that missing congestion
management at the spot market yields considerable network management cost. These costs
are transferred to the consumer via network fees. In the first-best scenario, the corrected
average electricity price is considerably lower (68.48e/MWh). This is mainly due to a
massive decrease in network fees.

The average price span ∆pavg is typically larger for low inter-zonal ATCs. An exception
occurs for the case of two zones and rather restrictive ATCs. Here, the average price spread
for β = 0.25 is lower than for β = 0.5. The reason is that a change in the optimal partition
of nodes (see Section 4.4) induces a change in the demand distribution between zones: For
β = 0.25, demand in the northern zone is higher, while demand in the southern zone is
lower as compared to β = 0.5, leading to a lower average price spread between zones for
the more restrictive ATC. In general, average price differences are quite moderate, whereas
they can be substantial in certain hours, as the maximum price spread across all hours,
∆pmax, reveals. Again, the maximum spread becomes typically larger for low inter-zonal
ATCs.

Figures 3 and 4 show the price developments over time for both zones in scenario
[5-2-0.25] in February and June, respectively. A large part of price differences occurs in
hours with prices equal to 0 in the northern zone due to a high RES feed-in. With restrictive
inter-zonal ATCs, not all of the excess electricity produced by RES can be sold to the
southern zone at the spot market. Therefore, prices are higher in the southern zone in
those hours. Figures 3 and 4 also demonstrate that price differences are higher in winter
than in summer. In winter, high wind feed-in in the northern zone and, at the same time,
more conventional electricity production in the south lead to substantial price differences.
In summer, RES production is more evenly distributed, as there is less feed-in from wind
plants and more feed-in from PV plants, which are more productive in the south.

4.3. Generation Capacity Investment. Price zones do not only affect production in-
centives in the short run. Due to the different profit opportunities across zones they also
affect investment incentives in the long run. In the following, we first give an overview of
the effects on the composition of the generation mix. Later, we also show how zonal pricing
affects the location of plants.

Table 2 shows the optimal generation investment and dismantling decisions for all
scenarios. In the absence of price zones we observe a moderate dismantling of lignite and
gas capacity and, at the same time, an increase of CHP plants up to the limit of 7000 MW
installed capacity. The introduction of price zones leads to a more pronounced switch from
lignite to CHP plants in the sense that more lignite capacity, which is mainly located in
the northern nodes is dismantled. For restrictive inter-zonal ATCs, i.e., β ≤ 0.5, lignite
capacity is moreover massively substituted by gas capacity. This is also the case in the
first-best benchmark. The switch from lignite to gas has a considerable impact on CO2

emissions. Emissions decrease by up to 15 % as compared to the case with a uniform price
zone.

Note that the switch from lignite to gas and CHP with price zones and restrictive ATCs
is due to higher peak prices in the southern zone as compared to the scenario without price
zones. This induces investment incentives for gas and CHP in the south, where they can
profitably operate in expectation. Obviously, beyond the effect on the generation mix, we
should expect an effect on the location of plants, which we discuss in the following section.
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Figure 3. Hourly zonal prices (in e/MWh) in February for scenario
[5-2-0.25]. The solid line represents prices in the northern zone, the dashed
line prices in the southern zone.
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Figure 4. Hourly zonal prices (in e/MWh) in June for scenario [5-2-0.25].
The solid line represents prices in the northern zone, the dashed line prices
in the southern zone.
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Figure 5. Generation investment and dismantling and prices for status
quo (left) and first best (right). Darker shades of gray indicate higher
prices, ticks on the colorbar indicate prices of each zone.

4.4. Optimal Zoning. In this section we present detailed results on the optimal zoning
and the corresponding equilibrium allocation of conventional generation capacity.

Figure 5 illustrates our two benchmark scenarios. On the left, we display results in the
status-quo scenario with a single price zone. On the right, we present the first-best scenario.
The figures show investment and dismantling of generation capacity (for lignite, hard coal,
gas, and CHP), line expansion, and price levels (shades of gray of the different regions). We
clearly observe the moderate dismantling of lignite and expansion of CHP capacity in the
status quo scenario. Due to same spot-market price for all regions, CHP expansion takes
place throughout the country. In the first-best scenario, high RES production combined
with low regional demand in the north leads to relatively low prices in the north and higher
prices in southern regions. This induces differentiated and also more pronounced incentives
to invest and dismantle. The more pronounced switch from lignite to gas and CHP already
pointed to in the previous section goes along with a clear adjustment of locational decisions.
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Figure 6. Generation investment and dismantling and optimal zoning
for scenario [5-2-0.5] (left) and [5-2-0.25] (right). Darker shades of gray
indicate higher prices, ticks on the colorbar indicate prices for each zone.

Obviously, dismantling of lignite plants takes place in the north-east, while expansion of
gas and CHP capacity is observed in the south.

Figure 6 shows the optimal zonal configuration for 2 zones with two different ATCs,
β = 0.5 (left) and β = 0.25 (right). For both scenarios, partitioning into a northern and
southern zone is optimal. Due to the location of load centers and RES generation, prices in
the northern zone are significantly lower than prices in the southern zone.

The figure particularly highlights the crucial importance of inter-zonal ATCs for deter-
mining the welfare-maximal zonal configuration. For restrictive inter-zonal ATCs (right
figure), North Rhine Westphalia (NRW) is assigned to the northern zone. This makes it
possible to meet the high industrial demand in NRW with (renewable) energy from the
north at the spot market. For larger inter-zonal ATCs (left figure), NRW is assigned to
the southern zone and demand is met by renewable energy traded at the spot market as
well as a significant CHP capacity that is installed. Obviously, ATCs crucially affect the
optimal zoning and the associated allocation of capacities.
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Figure 7. Generation investment and dismantling and optimal zoning
for scenario [5-3-0.5] (left) and [5-3-0.25] (right). Darker shades of gray
indicate higher prices, ticks on the colorbar indicate prices for each zone.

Figure 7 presents the optimal zonal configuration for three zones, again with two different
ATCs, β = 0.5 (left) and β = 0.25 (right). For moderate inter-zonal ATCs, de facto only
two zones with different prices are distinguishable. Only for β = 0.25, a third region with
a separate electricity price emerges, which includes the nodes of Schleswig-Holstein and
Hamburg. Note that this optimal zoning is in contrast to what would result from clustering
regions with similar prices from the first-best scenario (cf. Figure 5). The latter would
rather lead to a northern price zone including Lower Saxony. Nodal (first best) prices thus
do not seem to be a good indicator for the optimal zonal configuration for a limited number
of zones.

4.5. Congestion Management and Network Costs. Table 3 shows all costs and rev-
enues that the TSO faces. Redispatch costs potentially occur from redispatching generators
(G) and/or consumers (C). Network costs are composed of network investment cost Einv

minus revenues from inter-zonal trade −Rdom and −Rabr. Note that since the table displays
costs, network revenues come as negative numbers.
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Table 3. Congestion management costs (millione). Redispatch costs
consist of costs to redispatch generators (G) and consumers (C). Network
costs are composed of domestic and abroad network revenues, Rdom and
Rabr, and total line investment costs Einv. For all scenarios, there are
additional maintenance costs of 3000millione. We abbreviate the number
of candidate lines with `.

Scenario Redispatch Costs Network Costs

` k β G C Rdom Rabr Einv total

5 1 1.00 1593 676 0 −190 489 5569

5 2 1.00 1332 360 −114 −187 489 4880
5 2 0.75 1273 279 0 −190 489 4851
5 2 0.50 45 53 −441 −172 489 2973
5 2 0.25 560 6 −196 −178 489 3681

5 3 1.00 1213 288 −114 −187 489 4689
5 3 0.75 824 219 −296 −180 489 4055
5 3 0.50 −93 24 −441 −172 489 2805
5 3 0.25 420 2 −239 −177 489 3495

5 16 1.00 1225 298 −121 −187 489 4705
5 16 0.75 791 226 −324 −180 489 4001
5 16 0.50 −325 11 −504 −172 489 2498
5 16 0.25 −2314 0 −418 −168 489 587

15 1 1.00 20 0 0 −190 3249 6079

15 2 1.00 11 0 −7 −190 3249 6063
15 2 0.75 5 0 −29 −189 3249 6035
15 2 0.50 12 0 −4 −190 3249 6066
15 2 0.25 10 0 −7 −190 3249 6062

15 3 1.00 10 0 −7 −190 3249 6063
15 3 0.75 5 0 −29 −189 3249 6035
15 3 0.50 5 0 −21 −189 3249 6043

15 16 1.00 11 0 −7 −190 3249 6063
15 16 0.75 −18 0 −55 −187 3249 5987
15 16 0.50 −307 0 −310 −179 3249 5450
15 16 0.25 −1906 0 −499 −169 3249 3673

5 first best — — −372 −178 489 2938

Among the scenarios where the network is expanded by five transmission lines, the
status quo is the scenario with the highest expenses for congestion management. This is
intuitive, as network restrictions are completely neglected during spot-market trading. On
the contrary, in the first-best scenario the TSO’s costs are determined by network expansion
costs only, as network restrictions are fully taken into account during spot-market trading.

The introduction of optimal price zones ensures that transmission constraints are at
least partially taken into account upon spot-market trading and thus leads to a reduction
in redispatch costs.

Although the number of zones is important, the size of inter-zonal ATCs also plays
a major role for redispatch costs. We observe that redispatch costs are generally lower
for more restrictive inter-zonal ATCs. The reason is that generation capacity investment
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Table 4. RES curtailment during spot-market trading and after redis-
patch. The potential RES generation is 277 TWh in all scenarios. We
abbreviate the number of candidate lines with `.

RES Spot RES Final

Load curt. curt.
Scenario Shedding feed-in curt. ratio feed-in curt. ratio

` k β (TWh) (TWh) (TWh) (%) (TWh) (TWh) (%)

5 1 1.00 6 272 4 1.70 241 36 13.10

5 2 1.00 3 271 6 2.30 244 32 11.80
5 2 0.75 2 272 4 1.70 247 29 10.80
5 2 0.50 0 249 28 10.20 251 26 9.40
5 2 0.25 0 266 11 4.00 255 21 7.90

5 3 1.00 2 271 6 2.30 247 30 10.90
5 3 0.75 1 264 13 4.80 249 28 10.20
5 3 0.50 0 249 28 10.20 253 23 8.60
5 3 0.25 0 264 13 4.80 255 21 7.70

5 16 1.00 2 271 6 2.30 246 30 11.00
5 16 0.75 1 263 13 4.90 249 28 10.10
5 16 0.50 0 245 32 11.60 254 23 8.40
5 16 0.25 0 211 66 23.80 257 19 7.10

5 first best — — — — 258 19 6.90

and spot-market trading are more efficient as scarcities are partly reflected by electricity
prices. For scenarios with very restrictive inter-zonal ATCs, redispatch costs even become
negative. This shows that too restrictive inter-zonal ATCs lead to oversteering in capacity
investment and spot-market trading. More precisely, there is too little capacity for inter-
zonal trade during spot-market trading, which leads to suboptimal welfare results. During
redispatch, this missing trading volume is compensated, resulting in welfare gains. Note
that scenarios [5-2-0.25] and [5-3-0.25] have higher redispatch costs than those with less
restrictive inter-zonal ATCs. This is due to the fact that the resulting optimal zonal
configuration is different in these scenarios. As NRW is assigned to the northern zone
for very restrictive inter-zonal ATCs, no grid restrictions between nodes with high RES
generation and NRW are taken into account during spot-market trading. This leads to
higher costs in the subsequent redispatch to compensate for network bottlenecks.

We now consider scenarios where the network is expanded by all 15 transmission lines.
It becomes obvious from Table 3 that redispatch costs only play a minor role in scenarios
with two or three price zones. In the case of 16 price zones, restricting inter-zonal ATCs
very quickly leads to negative redispatch costs, which again means an oversteering during
spot-market trading, which is offset by redispatch.

In most scenarios, overall welfare gains from market splitting are lower than the reduction
in congestion management cost as compared to status quo. The reason is that electricity
production is in general more expensive in those scenarios with price zones and restrictive
inter-zonal ATCs, as hard coal and lignite plants with lower variable costs are dismantled
in the north, whereas more expensive gas plants are built in the south.

4.6. Renewables. In order to provide an intuition of how transmission constraints affect
renewable production, in Table 4 we present details on load shedding and RES curtailment
during spot-market trading as well as on the final RES quantities after redispatch. Since
RES capacities and hourly weather data are given exogenously, RES potential is the same
in all scenarios (277 TWh).
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Figure 8. Hourly renewables feed-in and curtailment (in MWh) in Feb-
ruary for the scenario [5-2-0.25].

The final amount of curtailment is highest in the status-quo scenario. Here, regional
price signals are missing, hence consumption does not react sufficiently to changes in supply.
The more zones are introduced, the more accurate variations in generation quantities are
reflected by prices, which leads to a more effective reaction of consumption and thus less
curtailment. This effect is reinforced by restrictive inter-zonal ATCs, which intensify price
signals during spot-market trading. Consequently, less RES curtailment is necessary when
price zones with restrictive inter-zonal ATCs are implemented.

In scenarios where the network is expanded by 15 lines, only minor amounts of RES
are curtailed, as there is enough transmission capacity to distribute RES capacity to load
centers. Hence, zonal configuration and inter-zonal ATCs hardly have any effect. Therefore,
we omit the results in Table 4.

In practice, RES curtailment is proposed in the form of peak shaving in hours with high
RES generation. This is, however, suboptimal as it does not take into account the current
level of load. In our computations, we assume efficient curtailment, i.e., we assume that
RES are only curtailed in case of excess supply that cannot be transported to load centers
via the current network. Curtailment takes place at the spot market (in order to avoid
prices below zero), as well as upon redispatch. Figure 8 and Figure 9 provide information on
the pattern of curtailment in a typical winter and summer month, respectively. In summer,
renewable production is moderate and determined by solar peaks at daytime. Curtailment
occurs rarely and if so then due to excess supply; cf. Figure 9. In winter, RES feed-in is
mostly driven by wind turbines at a higher level. Here, curtailment of peaks is frequent.
Excess supply, moreover, is not the main reason for curtailment. Instead, transmission
constraints often require curtailment due to disparate locations of wind supply (north) and
load centers (south); see Figure 8.

5. Conclusion

In this paper, we consider electricity market designs with a zonal pricing regime, as
today established, e.g., in Europe or Australia. We present an approach to determine the
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Figure 9. Hourly renewables feed-in and curtailment (in MWh) in June
for the scenario [5-2-0.25].

optimal zonal configuration for a predetermined number of zones and available transfer
capacities between zones. In doing so, we particularly focus on the long-run perspective.
In addition to short-run effects of regionally differentiated spot-market prices, we explicitly
capture the effects of zonal pricing on incentives to invest in generation capacity.

Our modeling extends previous contributions on multilevel electricity market models
(Grimm et al. 2019, 2016a; Kleinert and Schmidt 2019) that capture the interdependencies
of the regulator’s decision on the zonal configuration and the firms’ decisions on investment
in generation capacity and electricity production. Further, we apply the problem-tailored
generalized Benders decomposition approach that has been developed in Grimm et al.
(2019) and Kleinert and Schmidt (2019), and extend it to cope with our specific setup.

We illustrate the capability of the approach by applying it to a model of the German
market area. We derive a simplified representation of the German electricity market from
data of the scenario framework of the German network development plan. To adequately
assess investment incentives for different generation technologies and, at the same time,
solve realistic instances, we also simplify the time series of electricity demand parameters
for our numerical application such that the incentive effect of price peaks is not distorted.
In particular, we combine density-based and k-means clustering techniques for constructing
smaller scenario sets that yield computationally more tractable instances.

The analysis yields various insights. First, a considerable share of the maximum possible
welfare gains can already be achieved by implementing few (two or three) optimally
configured price zones with restrictive inter-zonal ATCs. Second, ATCs between zones are
an important influencing factor for the achievable welfare gains and investment incentives.
In particular, they are a key determinant of the assignment of nodes to zones and the price
differences. Third, adjusted investment and production incentives with two or three price
zones imply a substitution of coal-fired plants by gas-fired and CHP plants associated with
a considerable drop in CO2 emissions. Finally, hypothetical nodal prices are not a good
guidance to partition nodes into optimal zones. Overall, the analysis reveals that optimal
zoning depends on a large variety of parameters and probably changes over time. Thus,



28 M. AMBROSIUS, V. GRIMM, T. KLEINERT, F. LIERS, M. SCHMIDT, G. ZÖTTL

the regulator faces an extremely complex problem, that can be tackled using the models
and techniques presented in Grimm et al. (2019), Kleinert and Schmidt (2019) and in this
paper.
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Appendix A. Data Description

In this appendix, we provide detailed information on the data that we use in order
to calibrate our model. Since we are looking at the hypothetical German electricity
market in 2035 and the resulting investment incentives, we have to select all exogenous
parameters based on future forecasts for this period. We consider the German market
area since excellent data are available from the political processes that accompany the
network expansion planning procedure. In order to ensure a high degree of consistency of
the exogenous parameters—and in order to allow comparisons with other forecasts for that
market area—we predominantly use input parameters from the Network Development Plan
Electricity (NDP) which is the official basis for network expansion planning in Germany.
Hereby, we mainly rely on the NDP 2030, where network expansion required until 2030
is determined, in its 2017 version. To be more specific, we use the regulator’s approval
of the scenario framework for the NDP 2030 (version 2017; cf. BNetzA (2016a)) and the
Transmission System Operators’ first draft of the NDP 2030 (version 2017; cf. German
TSOs (2017)).

This scenario framework presents four scenarios. Three different RES development paths
are considered and the generation mix is forecasted for 2030. Scenario B 2035 continues
one of these development paths until 2035. This is the scenario we use for the calibration
of our model’s exogenous parameters.

We have chosen a scenario in the distant future for the following reasons: An investor
considering an investment in generation capacity today must expect five to seven years,
including the approval process and construction time, before the planned generator is
operational. Thus, the period around 2025 would be around the beginning of the generator’s
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Table 5. Overview of nodes (federal states of Germany and neighboring
countries) of the considered network according to the illustration in Fig-
ure 10.

Node Abbreviation

Federal states of Germany

Baden-Wuerttemberg BW
Bavaria BY
Berlin BE
Brandenburg BB
Bremen HB
Hamburg HH
Hesse HE
Lower Saxony NI
Mecklenburg-Western Pomerania MV
North Rhine-Westphalia NW
Rhineland-Palatinate RP
Saarland SL
Saxony SN
Saxony-Anhalt ST
Schleswig-Holstein SH
Thuringia TH

Neighboring countries

Austria AT
Czech Republic CZ
Denmark DK
France FR
Netherlands NL
Poland PL
Switzerland CH

lifetime. The average market conditions to be expected by the generator are better reflected
by the conditions at a later date (here 2035). These are relevant for the investment decision.
Another argument in favor of the use of scenario B 2035 is that a larger reduction in
conventional generation capacity has taken place by then. As a result, more extensive
generation capacity expansion is required, which allows for richer insights on the incentive
mechanisms of various regulatory frameworks and the magnitude of the effects.

In the following we provide details on the data that we use to calibrate the network
parameters, existing facilities, as well as cost and demand parameters.

A.1. Existing Network. Since our multilevel model computes optimal price zones, (long-
term) investment incentives, and (short-term) production incentives in equilibrium, a
significant simplification of the underlying network model is necessary in order to keep
the calculations numerically tractable. Therefore, the German transmission network is
aggregated so that each federal state is assigned a network node that serves the corresponding
area of supply; see the illustration in Figure 10. An overview of all considered nodes is
given in Table 5.

Since there is currently no single publicly available source for the calibration of the
network with all relevant data for the model, the network infrastructure was calibrated
using various sources. The existing lines between the federal states and their respective
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Figure 10. Network topology illustrating the considered nodes and lines.
Orange: cross-border lines. Black: existing AC lines. Blue: candidate
HVDC lines.

lengths are determined based on the map of the German extra-high voltage network by
VDE (2014) as well as 50Hertz (2015), Amprion (2015), TenneT (2015), and the detailed
network plan in Joost (2015). The relevant physical values such as reactance and thermal
capacity of the different types of lines are listed in Kießling et al. (2001) and Egerer et al.
(2014). In case there is more than one line between two nodes, these are aggregated to one
line.

A.2. Network Expansion. In addition to the already existing transmission lines, we
consider two different line expansion scenarios.
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Figure 11. Network expansion measures of the NDP 2014, scenario
B 2034. Source: German TSOs (2014a).

In the first scenario, transmission line expansion consists of the 15 HVDC transmission
lines that have been proposed for the year 2034 in NDP 2014; cf. German TSOs (2014a).
Line expansion takes place along four corridors for HVDC network expansion specified in
German TSOs (2014a); see the new DC construction in Figure 11. Along each corridor,
individual HVDC connections can be implemented as sub-projects of the NDP 2014.

In the second scenario, we consider line expansion by only five lines. This is motivated
by the fact that the subsequent NDPs only consider a subset of the 15 HVDC connections.
In German TSOs (2017), five transmission lines are evaluated as possible line candidates
and turn out to be necessary for all possible scenarios of the year 2030. While German
TSOs (2017) do not propose additional HVDC lines for the scenario of the year 2035, they
validate that the HVDC lines proposed for 2030 will still be needed in 2035. These five
transmission lines are assumed in our second line expansion scenario.

The remaining alternating current (AC) line candidates for expansion of the transmission
network from German TSOs (2014a) are not taken into account. Since the investment costs
of the neglected lines are far below the costs of the much longer HVDC lines and since
many of these shorter lines run within a single federal state, the different incentive systems
discussed here have a smaller effect on differences in the expansion of the AC lines than in
the expansion decision of the HVDC lines.

Costs used for network expansion are based on cost estimates in German TSOs (2017).
Current acceptance problems for the construction of HVDC lines in the affected regions
have led to a further increase in network expansion costs. For the planned construction of
DC underground cables (in order to address the concerns), 4millione per km are estimated.
In addition to a scenario with full cabling (100 % underground cable), German TSOs (2017)
also examine a scenario with a cabling degree of 75 %. In this study, we consider the
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Table 6. Costs of network expansion measures (specification of the respec-
tive line expansion projects) as annuities based on German TSOs (2014a)
and German TSOs (2017).

Start/end Measures according Measures according Investment cost
node to NDP 2014 to NDP 2030 (2017) (millione per year)

NI – NW (A01, A11, A15) (DC1) 171.00
NW – BW (A02) (DC2) 162.00
NI – HE (B03, B04) 193.50
SH – BW (C05, C05a, C06WDL) (DC3) 298.00
SH – BY (C06mod, C08) (DC4) 274.50
ST – BY (D18, D19a) (DC5) 240.00
MV – ST (D19b, D20) 132.00

scenario with full cabling. DC converter stations, which are required twice per line, cost
0.20millione per MW. For each line, the costs per km are multiplied by the respective
line length, taking into account the DC converter stations at both ends. The annuity is
calculated assuming an interest rate of 7 % and a depreciation period of 40 years.5 Lines
with the same start and end nodes are aggregated, using the average costs of the aggregated
lines to compute line expansion costs for each of the two line expansion scenarios. Table 6
gives an overview of the costs of the network expansion measures used in the model.

A.3. Demand. Various development paths of net electricity consumption are taken into
account in German TSOs (2017), p. 38. Different electricity demand drivers, in particular
heat pumps and electro-mobility, as well as demand-reducing factors such as efficiency
increases are taken into account. In previous versions of the NDP, it had been assumed that
the opposing effects will largely cancel out each other. In contrast, German TSOs (2017)
assume for the first time that the demand-increasing effects will dominate in three of the four
scenarios, including scenario B 2035, and that electricity consumption will increase. Since
the assumptions made have been controversially discussed during the approval process, cf.
BNetzA (2016a), p. 103f., we assume a constant development of net electricity consumption.
In our analysis, hourly demand data for Germany from 2014 are used, which are available at
https://www.entsoe.eu/data/power-stats/hourly_load/. The allocation of demand
to the federal states is based on statistical data of the “Länderarbeitskreis Energiebilanzen”;
cf. German TSOs (2014b), p. 60, Table 32. Table 7 gives an overview of the electricity
consumption in Germany by federal state per year.

A.4. Renewable Production. RES capacities are exogenous in our model. Thus, the
expansion forecast of renewable generation capacity is included in the input data. For the
calibration of the model, we use the particular expansion forecast of scenario B 2035, which
provides corresponding data for wind onshore, wind offshore, and photovoltaics per federal
state; see German TSOs (2017), p. 42, and Table 8.

The hourly fluctuating production of renewable energy generators per federal state is
calculated using historical feed-in time series and high-resolution weather data. In order to
take account of the different regional conditions for renewable energy generators within the
federal states, five quality classes are determined for each federal state that allow limited
capacities per class. The following data are used as sources for the technical potentials of
the individual federal states: wind offshore from IWES (2012), wind onshore from BWE
(2012), PV roof area from BMVI (2015), and PV open space data are derived from Destatis
(2015). Depending on the quality class, the state-specific hourly feed-in vector is multiplied

5The depreciation period is based on the average operating life from Appendix 1 of StromNEV; see BGBl
(2005).

https://www.entsoe.eu/data/power-stats/hourly_load/
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Table 7. Electricity consumption by federal state based on German TSOs (2014b).

Federal state Consumption (TWh) Share (%)

Baden-Wuerttemberg 73.2 13.4
Bavaria 80.3 14.7
Berlin 13.4 2.4
Brandenburg 15.0 2.7
Bremen 5.0 0.9
Hamburg 12.7 2.3
Hesse 38.1 7.0
Lower Saxony 53.4 9.8
Mecklenburg-Western Pomerania 6.4 1.2
North Rhine-Westphalia 151.6 27.7
Rhineland-Palatinate 28.4 5.2
Saarland 9.2 1.7
Saxony 20.2 3.7
Saxony-Anhalt 15.7 2.9
Schleswig-Holstein 12.2 2.2
Thuringia 12.6 2.3

Germany 547.4 100.0

Table 8. Installed capacity of wind onshore, wind offshore, and photo-
voltaics by federal state. Existing capacity in 2014/2015 and forecast
values of scenario B 2035 in GW based on German TSOs (2017), BNetzA
(2015), and Stiftung Offshore-Windenergie (2015).

Wind onshore Wind offshore Photovoltaics

Federal State 2014 B 2035 2015 B 2035 2014 B 2035

Baden-Wuerttemberg 0.6 2.3 0.0 0.0 5.0 10.7
Bavaria 1.4 2.4 0.0 0.0 11.1 18.2
Berlin 0.0 0.0 0.0 0.0 0.1 0.5
Brandenburg 5.4 7.4 0.0 0.0 2.9 4.2
Bremen 0.2 0.2 0.0 0.0 0.0 0.2
Hamburg 0.1 0.1 0.0 0.0 0.0 0.2
Hesse 1.1 2.3 0.0 0.0 1.8 4.1
Lower Saxony 7.9 12.7 2.1 10.9 3.5 7.9
Mecklenburg-Western Pomerania 2.6 5.1 0.3 4.6 1.3 2.4
North Rhine-Westphalia 3.7 6.0 0.0 0.0 4.2 10.6
Rhineland-Palatinate 2.7 4.2 0.0 0.0 1.9 4.1
Saarland 0.2 0.4 0.0 0.0 0.4 0.9
Saxony 1.1 2.1 0.0 0.0 1.6 3.0
Saxony-Anhalt 4.2 6.1 0.0 0.0 1.8 3.2
Schleswig-Holstein 4.9 8.0 1.4 3.5 1.5 2.9
Thuringia 1.2 2.5 0.0 0.0 1.1 2.2

Germany 37.3 61.8 3.8 19.0 38.2 75.3
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Table 9. Feed-in from running water per federal state in 2013 based on
BDEW (2015).

Federal state Feed-in (GWh) Share (%)

Baden-Wuerttemberg 5679.0 25.8
Bavaria 13 130.0 59.7
Berlin 0.0 0.0
Brandenburg 20.0 0.1
Bremen 42.0 0.2
Hamburg 0.0 0.0
Hesse 383.0 1.7
Lower Saxony 267.0 1.2
Mecklenburg-Western Pomerania 8.0 0.0
North Rhine-Westphalia 453.0 2.1
Rhineland-Palatinate 1260.0 5.7
Saarland 120.0 0.5
Saxony 314.0 1.4
Saxony-Anhalt 147.0 0.7
Schleswig-Holstein 6.0 0.0
Thuringia 147.0 0.7

Germany 21 976.0 100.0

by a quality factor. We assume that all five quality classes within a federal state have
similar capacities. As a consequence, less productive sites of a federal state with a high
RES potential are only built after more productive sites of an on average less productive
federal state are filled. Forecasted capacities of scenario B 2035 are assigned to the classes
according to the principles described above, i.e., the classes are filled to their maximum
capacity in descending order starting with the best class.

Running water is integrated as an exogenously given hourly feed-in vector. In a first
step, the monthly generation volumes for Germany from Destatis (2016b) are interpolated
hourly. In a second step, hourly production is divided among the federal states according
to the ratio of feed-in per federal state, as shown in Table 9.

A.5. Existing Conventional Generators. Based on the conditions outlined in BNetzA
(2016a), this paper examines the investment incentives for conventional generators. Genera-
tion capacity that is installed in 2035 must therefore be included in the modeling. To this
end, we use the data from BNetzA (2016a) and the corresponding generator list. There,
all generators of the technology classes waste, lignite, natural gas, nuclear energy, mineral
oil products, pumped storage, hard coal, etc. are listed with information on postal code,
federal state, year of commissioning, and capacity; see the overview in Table 10. Our
model is limited to the technologies hard coal, lignite, and natural gas, whereby natural
gas plants are divided into combined cycle gas turbines (CCGT) and open gas turbine
(GT) generators. In addition, market-led combined heat and power (CHP) generators
coupled to CCGT generators are included in the modeling. Only existing generators that
are still in operation in scenario B 2035 (i.e., with positive nominal power) and whose
status is currently not “in planning” but “under construction”, “in operation”, “reserve”, or
“provisionally shut down” (if the scenario framework provides a capacity for 2035) are taken
into account. Generation capacity investments in conventional technologies are always
determined endogenously in the model. As a candidate for the analysis of the investment
decision, investment in the CCGT technology can be made in any federal state without
restrictions (coupled or not coupled with CHP). Note also that we allow for dismantling
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Table 10. Net nominal power and projected net nominal power of all
generation technologies for 2015 and for scenario B 2035 in GW. Source:
German TSOs (2017), p. 26, Table 1.

Generation technology Reference 2015 Scenario B 2035

Nuclear energy 10.80 0.00
Lignite 21.10 9.30
Hard coal 28.60 10.80
Natural gas 30.30 41.50
Oil 4.20 0.90
Pump storage 9.40 13.00
Other conventional generation 2.30 1.80
Reserve capacity 0.00 2.00

Total conventional production 106.90 79.30

Wind onshore 41.20 61.60
Wind offshore 3.40 19.00
Photovoltaics 39.30 75.30
Biomass 7.00 6.00
Hydropower 5.60 5.60
Other renewable production 1.30 1.30

Total renewable production 97.80 168.80

of lignite and hard coal generators, but not for investment in these technologies due to
current efforts towards a coal phase-out in Germany; cf., e.g., Gerbaulet et al. (2012).

A.6. CHP Generators. When modeling CHP generators, a simplifying distinction is
made between heat- and market-led CHP generators. Heat-led generators are integrated
exogenously into the model by removing the existing capacities of heat-led CHP generators
from the current generation capacities and integrating them into the model as an exogenously
given feed-in vector. For simplicity, we assume a constant production quantity. Endogenous
capacity extension is not possible.

In contrast, market-led CHP generators are considered endogenously. For this purpose,
existing CHP generators coupled with CCGT are taken into account with lower marginal
costs than CCGT generators without CHP in the existing generator park. These lower
marginal costs arise due to additional income from the sale of heat. The marginal costs
advantage for natural gas fired CHP generators is assumed at an annual average of
20e/MWh; cf. EnCN/FAU/Prognos (2016), p. 40. This value roughly takes into account
the value of the decoupled heat as a means of various CHP systems and operating modes
occurring in practice. We assume a maximum installed capacity of 20 GW for natural
gas CHP generators. Table 11 lists the existing CHP generators and capacity limits for
each federal state, which are based on technical restrictions and heat demand. The limits
assumed for the individual federal states cannot be used in total, as otherwise the maximum
potential assumed for Germany would be exceeded.

A.7. Investment Costs. Since a representative year is considered in the model, investment
costs are considered as annuities in the analysis of investment decisions. The values used
for conventional electricity production are based on Konstantin (2013), pp. 306 as well as
310, and are given in Table 12. Since no further price changes are expected in the future
for the investment and operational costs of conventional generators (except inflation), the
current costs can also be used for the analysis of endogenous capacity expansions in 2035.
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Table 11. Existing capacity of natural gas CHP generators in scenario
B 2035 without generators with status “in planning” and maximum capacity
expansions by federal state in MW based on the power plant list of the
scenario framework for the NDP 2030 (version 2017). See BNetzA (2016b)
for existing capacities and EnCN/FAU/Prognos (2016), p. 40, Table 9 for
maximum capacity expansions.

existing CHP capacity Max. investment

Federal state heat led market led market led

Baden-Wuerttemberg 224 382 3000
Bavaria 585 684 1000
Berlin 0 744 1000
Brandenburg 86 118 500
Bremen 0 445 1000
Hamburg 16 127 1000
Hesse 489 169 1000
Lower Saxony 297 334 1000
Mecklenburg-Western Pomerania 53 251 500
North Rhine-Westphalia 1487 3152 4000
Rhineland-Palatinate 1017 422 1000
Saarland 0 114 500
Saxony 73 472 1000
Saxony-Anhalt 593 97 500
Schleswig-Holstein 0 75 1000
Thuringia 0 371 500

Germany 4919 7956 limited to 7000

Table 12. Investment, operational, and variable production costs of
conventional generators based on Konstantin (2013) and German TSOs
(2017). ?The operational costs of lignite include the fixed operational costs
of the lignite-fired power plants (52 000e/MW) and the fixed costs of the
opencast mine. Lignite-fired power plants must also generate contribution
margins to the fixed costs of the opencast mine, which are assumed to
be 49 500e/MW. In total, this results in costs of 101 500e/MW; cf.
EnCN/FAU/Prognos (2016), p. 41.

Technology Investment cost Operational cost Fuel prices Variable cost
(e/MW) (e/MW) (e/MWhtherm) (e/MWh)

Lignite? 285 230 101 500 3.10 36.70–42.12
Hard coal 202 330 46 286 9.70 44.50–58.00
CCGT 80 100 16 500 30.00 58.18–70.62
GT 56 330 9333 30.00 93.42–121.37
CCGT w. CHP 94 392 16 500 30.00 38.18–50.95

The investment costs for renewable energies are based on Prognos (2013) and
EnCN/FAU/Prognos (2016). Spatially differentiated investment costs are assumed for wind
onshore in order to take into account the different conditions in the individual federal states.
In order to achieve a certain amount of electricity per installed unit of wind, comparatively
higher turbines with larger rotor diameters and thus more expensive turbines must be built
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Table 13. Forecasted investment cost of renewable energies in 2035.
Source: EnCN/FAU/Prognos (2016), p. 42, Table 11.

Technology Investment cost System configuration
in 2035 (e/kW)

Photovoltaics 850 Silicon-based
roof systems DC-AC ratio of 1.20

Photovoltaics 600 Silicon-based
open space systems DC-AC ratio of 1.60

Wind onshore 1 1000 Hub height 80 m
(HB, HH, MV, SH) 3 MW, 100 m rotor diameter

Wind onshore 2 1025 Hub height 80 m
(BB, BE, NI, NW, ST) 3 MW, 120 m rotor diameter

Wind onshore 3 1100 Hub height 80 m
(BW) 2.50 MW, 140 m rotor diameter

Wind onshore 4 1075 Hub height 80 m
(BY, HE, RP, SL, SN, TH) 2.50 MW, 130 m rotor diameter

Wind offshore 2700 Hub height 100 m
8 MW, 130 m rotor diameter

in regions with lower wind than in strong wind areas. In the present analysis, there is a
slight deviation from the approach of the NDP, where a reference installation of 3 MW
is used; see German TSOs (2016), p. 54. For consistency reasons, the calculation of the
utilization of the turbines for a hub height of 80 m is retained—even though this might
be too low for the year 2035. A significantly higher hub height would lead to much more
full-load hours compared to the NDP and thus reduce the comparability of the results
between the NDP and this study. The assumptions regarding the system configurations
together with the investment costs are shown in Table 13.

Regarding wind offshore, identical investment costs for wind turbines in the North Sea
and the Baltic Sea are assumed for simplicity. In the Baltic Sea, lower water depths and
coastal distances are compensated by more complex building structures due to poorer soil
conditions. The underlying calculations for the development of investment costs, which
is a continuation of the work of Prognos for the offshore wind industry, cf. Prognos and
Fichtner (2013), are presented in EnCN/FAU/Prognos (2016).

For photovoltaics (PV), silicon-based systems are assumed both for open space and for
roof systems. The cost assumptions were derived from AgoraEnergiewende (2015) and are
given in EnCN/FAU/Prognos (2016). For all newly built PV systems in 2035, we assume
investment costs for open space systems of 600e/kW. The reason is that the renewable
energy subsidy regimes, which are not examined in our study, are mainly suitable for
controlling the investment in open space systems. Even with today’s remuneration rates,
roof systems are no longer profitable via the feed-in tariff and only become financially
attractive in combination with other options, e.g., for capturing own consumption.

A.8. Operational Costs. In order to be able to take into account decisions on the
dismantling of conventional generators, the annual operational costs, which consist of
maintenance costs, personnel costs, insurance costs, and overheads, are considered for each
technology. Like the investment costs, these values are based on Konstantin (2013).

A.9. Variable Production Costs. The variable production costs of conventional genera-
tors consist of fuel costs (see German TSOs (2017), p. 32, Table 3), costs for CO2 emission
certificates, and transport costs of fossil fuels. Note that the latter only play a role for
hard coal and are determined for each federal state according to Figure 13 in Egerer et al.
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(2014). For calibrating the variable costs of a certain generator, we have to consider its
efficiency depending on technology and age as well as the emission factor of the respective
technology, which is given in Table 34 on p. 62 in German TSOs (2014b). The prices of the
CO2 emission certificates under the European Emissions Trading System (EU ETS) are
also taken from German TSOs (2017), and are assumed to be 33.00e/t CO2 in 2035.

Using the efficiency values per technology and decade of commissioning from Table 8
of Egerer et al. (2014), each generator of the generator list in BNetzA (2016a) can be
assigned an efficiency level depending on the time of commissioning. Therefore, the variable
production costs of generators of the same technology can vary considerably. In order to
subsequently aggregate all generators of the same technology within a federal state, the
respective net nominal powers are added. Variable production costs are calculated as the
power-weighted average of the individual variable costs.

A.10. Load Shedding, Interruptible Loads, and RES Curtailment. If quantities
traded at the spot market cannot be served physically even after redispatch, it is possible
to switch on or off demand in order to obtain a feasible solution; cf. EnWG (2005), §13.2.
To model the fact that load shedding is only carried out in case that generation redispatch
does not suffice, we assume costs for positive and negative load shedding at the maximum
of all variable costs. This ensures the correct order of generation redispatch and load
shedding. Note that these costs are only used for calculation and are not included in welfare
considerations, i.e., these costs are only used as penalties in the model’s objective function
and are not considered in our ex-post welfare analysis.

Renewables curtailment is possible at zero costs, which corresponds to the variable costs
of renewable energy production.

A.11. Neighboring Countries. Hourly demand functions for electricity exports and
imports of the neighboring countries are calibrated with the historical quantities traded
across the border during the reference year 2014 and with the spot-market prices of the
respective country. For DE, AT, CH, and FR we take these prices from http://www.
epexspot.com/de/marktdaten/auktionshandel, for CZ from http://www.ote-cr.cz/
statistics/yearly-market-report, for PL from http://wyniki.tge.pl/en/, and for
DK from http://www.nordpoolspot.com/historical-market-data. Since the prices
are not publicly available for the Netherlands (NL), the French prices are used as an
estimate as both price patterns are very similar due to the close market coupling. The
cross-border trading quantities are taken from ENTSO-E (2015).6

The data on transmission capacities to neighboring countries are not completely available
from a single source and are partly contradictory. The modeling is essentially based on
the map of VDE’s German extra-high voltage grid (VDE 2014) and a list of existing
interconnectors in Egerer et al. (2014), p. 37, Table 11. Lines currently not yet completed
or planned are not considered in the modeling. The assumed line capacities are given in
Table 14.

International trade takes place via explicit or implicit auctions, i.e., a separate market
price is set for each country in periods with scarce transmission capacity (the so-called
available transfer capacities, ATCs) between both countries; see also Table 14. The ATCs
are determined for both directions as the maximum observed cross-border trading quantity.
If there are two interconnectors from different federal states to the same country, the table
shows the same ATC values for both, but on the spot market the sum of flows across all
connections to the same country is limited by only one of the two values shown.

6Alternatively, the actual physical flows could be used. However, trading quantities provide a more precise
picture of what is happening at the spot markets, whereas physical flows already include cross-border
redispatch, loop flows of wind energy from northern Germany via neighboring countries to southern
Germany and flows from trade in neighboring countries, e.g., between France and Switzerland.

http://www.epexspot.com/de/marktdaten/auktionshandel
http://www.epexspot.com/de/marktdaten/auktionshandel
http://www.ote-cr.cz/statistics/yearly-market-report
http://www.ote-cr.cz/statistics/yearly-market-report
http://wyniki.tge.pl/en/
http://www.nordpoolspot.com/historical-market-data
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Table 14. Thermal capacities and ATCs of considered cross-border in-
terconnectors. Source: Egerer et al. (2014), ENTSO-E (2015), and VDE
(2014). ?Denmark West is a zone within the price zones of Nord Pool.
Denmark East is not connected to Germany in this model.

From To Thermal Number ATC ATC
federal neighboring capacity of lines export import
state country (MW) (MW) (MW)

BW AT 3504 4 0 0
BW FR 3112 2 3025 1800
BW CH 13 416 7 1375 3989
BY AT 4888 8 0 0
BY CZ 2720 2 1400 2798
BB PL 784 1 2561 1700
NI NL 2720 1 2561 1700
NW NL 5440 3 2561 1700
SN CZ 2720 1 1400 2798
SN PL 2720 1 145 711
SH DK (West)? 3504 3 1500 1600
SH FR 3112 2 3025 1800

Neither redispatch nor load shedding takes place abroad, i.e., all line congestion result-
ing from physical network restrictions must be resolved by appropriate measures within
Germany.

A.12. Trade Flows in the European Internal Market. Since the German electricity
market also needs to be designed to provide sufficient capacity for trade flows in the
European internal market in the future, cf. German TSOs (2017), pp. 55–59, a transit
through Germany from north-eastern Europe to south-western Europe is assumed in
addition to the quantities traded in Germany and with its neighboring countries. To be
specific, a transit with a constant hourly volume of 5.80 GWh through Germany is assumed
in this study. The value is calculated as the hourly average of the predicted annual sum of
transits through Germany given in German TSOs (2017), p. 59, Table 6, for scenario B 2035,
which is 50.50 TWh. It is routed to Germany via three federal states in the north-east and
exits Germany via three other federal states in the south-west; see Table 15. Transit flows
do not respond to domestic German prices and are not taken into account for determining
feasible cross-border flows via ATCs during spot-market trading between Germany and
its neighboring countries. The reason for this is that some interconnectors are currently
being expanded, particularly for these transit flows, which are not included in our existing
network or in the calculation of ATCs. Examples are HVDC lines to Denmark, Norway,
and Sweden.
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Table 15. Transit flows through Germany as constant hourly flow from
north-east to south-west in MWh based on German TSOs (2017).

Federal state Hourly import Hourly export

Lower Saxony 1800 —
Mecklenburg-Western Pomerania 1800 —
Schleswig-Holstein 1800 —

Baden-Wuerttemberg — 1800
Bavaria — 1800
Rhineland-Palatinate — 1800
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