Mini Lexicon on Artificial Intelligence
In today’s reality, it is impossible to avoid integrating artificial intelligence solutions. There are numerous AI applications that can increase productivity, accelerate wealth creation or influence decision-making within your organization.

It is essential that you properly understand the most common terms used before introducing these new technologies. Any misunderstanding about the technologies in play in a given situation might cause their capacities to be underused or their vulnerabilities to be overlooked.

Below is a short lexicon to help clarify and demystify the most common terms used in artificial intelligence.

Happy Reading!
> Artificial Intelligence
A set of technologies that simulate human intelligence. For the moment, the notion of artificial intelligence remains an amalgam of various characteristics. This very large area includes supervised, unsupervised and reinforcement learning methods.

> Machine Learning
Machine learning is an extensive family of methods that allows a machine to learn behaviour based on situations input in a supervised, semi-supervised or unsupervised manner.

> Supervised Learning
Learning methods where the results an artificial intelligence system is expected to produce for a given situation are input so that they will be reproduced by the system. The system then learns by comparing its errors against the desired results in order to minimize subsequent errors. Backpropagation is an example of a supervised learning strategy.

> Reinforcement Learning
This method teaches an artificial intelligence system by inputting an environment with various situations. The system is then rewarded for its cumulative behaviour, which guides it in its learning. Contrary to supervised learning, the system does not receive any direct instructions as to the desired result for a given situation. This method therefore allows the system to learn how to process new situations for which it has not been previously trained. This approach is commonly used in robotics and is the type of method that enabled the famous AlphaGo software to defeat the Go world champion, a result that was unthinkable until recently.

---


> Deep Learning

Multi-layered neural network allowing a high degree of abstraction. These networks are trained using a backpropagation method. This method has been considerably developed in recent years and is largely responsible for the current popularity of artificial intelligence. There are multiple applications, including visual face and object recognition, automated language processing and medical scientific research.

> Artificial Neural Networks

This is a form of computer program that can be mapped somewhat like biological neurons without, however, actually reproducing the human brain! Neural networks are generally algorithms that proceed by supervised learning. This method is used to process data in probabilistic problems and preferably to process large amounts of data. Artificial neurons correspond to different characteristics of the data supplied and are interconnected to combine several characteristics. The method can be applied to unlimited visual, textual, sound or other characteristics, depending on the type of content.

> Perceptron

Developed in the 50s, this is the first form of artificial neural network and probably one of the simplest. In fact, neural networks have been around for a while. A perceptron is only the first in a long series of types of algorithms used.

> Backpropagation

“Gradient descent backpropagation”, to use its full name, is a method that allows neural networks to learn. More specifically, if data is input into a neural network with the desirable and undesirable results identified, the method allows the relative weight of neurons corresponding to the desirable results to be increased or decreased. This method allows a neural network to learn how to distinguish a correct answer from an incorrect one.

---


> Genetic Algorithm

A method that studies a set of possible solutions and eliminates the worst solutions. The best solutions are combined and studied successively until an optimal solution is reached.

> Expert Systems

Software that applies pre-defined rules, in particular to assist decision-making. These rules are often static, contrary to learning algorithms, and can be mapped as decision trees, where the answers to specific questions cause the system to pose increasingly precise questions. Expert systems are quite widespread, particularly in the medical field for diagnostic purposes.

> Natural Language Automated Processing

Techniques to enable computers to understand humans directly. Natural language automated processing can be designed by writing or orally and allows the computer to process information that is not inputted using a pre-defined format, but in a natural language. There are multiple applications, including speech recognition, spam detectors, automated translation and sentiment analysis.

> Data Mining

Also called “data analysis”, data mining examines large amounts of data in an automated manner to extract specific information. This information is generally useful to build models, often using unsupervised methods. It is often a way for businesses to extract relevant information on clients, the market and their activities.

> Turing Test

Developed in 1950 by Alan Turing,\(^5\) a famous computer pioneer, this type of test is used to determine if a machine can exhibit intelligent behaviour. To pass the test, a computer must fool a human evaluator so that they are unaware that they are speaking with a computer. If today computers can fool humans in specific contexts, such as chatterbots or chatbots, they remain unable to do so in a more generalized context where a conversation can discuss several subjects.

---

> **CAPTCHA (Completely Automated Public Turing test to tell Computers and Humans Apart)**

CAPTCHA is a type of Turing test applied to humans! You pass the test when you copy words using distorted or blurry images on the Internet to access a page or service. These simple tests prevent a computer program from systematically accessing a database to explore the information without authorization. When you pass such a test, you confirm that you are not a robot or an artificial intelligence.\(^6\) However, deep learning has made it increasingly easy for computers to thwart such tests.\(^7\)

> **Artificial Intelligence Winters**

As you can see by reading this lexicon, artificial intelligence itself is not new. The evolution of these technologies has been marked by major periods or slowdowns, often related to loss of funding. For example, in the middle of the 70s, funders significantly reduced grants for this type of work in the face of evidence that artificial intelligence systems were not delivering the results announced by researchers at the time. Funding was once again reduced at the end of the 80s. Ironically, these periods contributed to developing clusters of leading researchers in countries where funding was more stable and more focused on basic research, including Canada. Some believe that Canada’s success in artificial intelligence is due to these AI winters!

---


Artificial intelligence also uses various earlier mathematical and computer concepts. While this isn’t artificial intelligence strictly speaking, an understanding of these concepts may be vital to understanding the systems into which they are integrated.

> Simplex Algorithm

This method was developed during World War II by mathematician George Dantzig. It seeks the optimal solution to a problem, for example to optimize a production line. This algorithm can be calculated by hand, but it and its derivatives are today integrated into several production and supply management computer solutions.

> Agent

Not a man with a tie but a computer program that acts independently! This includes bots that interact on the Internet. Certain systems rely on a multitude of agents interacting together. A new category of agent, often called smart agents, is capable of learning. The more traditional agents are incapable of learning.

> Bayesian

Refers to statistical methods discovered by Thomas Bayes in the 18th century and those that resulted. This approach is particularly interested in the probability of a result given the observed data. It is particularly useful when there is a limited amount of data to analyze, for example, for financial predictions based on the probability of different events, such as the probability of an increase in the stock market given an increase in the prime rate.

> Heuristic

A method that is not based on a formal model and that provides a quick, albeit non-optimal, result.

---


> Stochastic

Refers to a mathematical method with some random variables. These methods are used to understand natural phenomena, as well as socio-economic phenomena such as the stock market.

> Principal Component Analysis

A data analysis method developed by Karl Pearson at the beginning of the 20\textsuperscript{th} century, whose roots can be traced back to works in the 19\textsuperscript{th} century,\textsuperscript{10} which transforms data with a large number of variables into a set with fewer independent variables, making it easier to process. This method is used to process images and social data to extract its most important elements.

> Hidden Markov Model

Mathematician Andrey Markov had nothing particular to hide! This is in fact a statistical model that considers that only certain observable results are known to the user, but that the steps in the process leading to the results are unknown, and therefore “hidden”. This model is widely used in artificial intelligence, particularly for reinforcement learning.

> Blockchains

Protocols that ensure a database is secure and can be published throughout a network. By virtue of its distributive nature, this type of database can be very difficult to corrupt or falsify. This type of protocol is used for cryptocurrencies and certain smart contracts, which are computer protocols with specific self-executing contractual obligations.
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