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“Do not worry about your difficulties in Mathematics;
I can assure you that mine are still greater”
–Albert Einstein

1. SUMMARY
With their ever increasing proliferation, concerns of power

(or energy) consumption have become significant in the con-
text of the design and as well as the use of computing sys-
tems. While devices, computer architecture and the layers of
software that reside and execute at higher levels of abstrac-
tion (such as operating systems, run-time, compilers and
programming languages) all afford opportunities for being
energy-aware, the most fundamental limits are truly rooted
in the physics of energy consumption – specifically in ther-
modynamics. Based on this premise, this paper embodies
the innovation of models of computing for energy-aware al-
gorithm design and analysis, culminating in establishing, for
the first time, the following central thesis of this work: the
computational technique referred to as randomization yield-
ing probabilistic algorithms, now ubiquitous to the mathe-
matical theory of algorithm design and analysis, when inter-
preted as a physical phenomenon through classical statistical
thermodynamics with such pioneers as Maxwell, Boltzmann
and Gibbs at the helm, leads to energy savings that are pro-
portional to the probability p with which each primitive com-
putational step is guaranteed to be correct (or equivalently to
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the probability of error of (1− p)).

Historically, probabilistic algorithms were viewed as a math-
ematically very promising approach to algorithmic design
and analysis elegantly stated by Schwartz [18]: “The startling
success of the Rabin-Strassen-Solovay (see Rabin [17]) al-
gorithm, together with the intriguing foundational possi-
bility that axioms of randomness may constitute a useful
fundamental source of mathematical truth independent of,
but supplementary to, the standard axiomatic structure of
mathematics (see Chaitin and Schwartz [1]), suggests that
probabilistic algorithms ought to be sought vigorously.” (For
completeness we note that a fast probabilistic test for poly-
nomial identities was also independently reported by De-
Millo and Lipton [3].) Since this prediction, probabilistic
algorithms have proliferated in a range of areas concern-
ing the theoretical foundations of computer science. The
present work departs from this tradition in a fundamental
way by interpreting probabilistic computing as a physical,
rather than as a mathematical process. Through this in-
terpretation of probabilistic computing, energy savings can
be achieved much as the purely mathematical formulations
of probabilistic computing were shown historically to yield
algorithmic improvements using conventional measures of
computational complexity such as the running time.

Several novel constructs, techniques and insights are at
the heart of establishing the central thesis of this work.First,
idealized models for computing are introduced, and while on
the one hand they capture the standard notions of describ-
ing algorithms, they also provide a basis for modeling energy
consumption on the other, and are limited solely by ther-
modynamics. Thus, concerns based on the engineering re-
alities of currently available microelectronics are abstracted
away so as to be unfettered by legacy concerns. Specifically,
the two novel models developed are the randomized bit-level
random access machine, or RaBRAM developed by this au-
thor in [11] and [12], and the probabilistic switch as well as a
network of switches, described by this author in [13]. These
models are idealizations of practical notions of switching in



so far as the process of computing is realized by dissipation-
less (or in classical thermodynamic terms, quasistatic) ther-
modynamics processes.

Second, based on these models, bounds on the energy
advantages of probabilistic computing are proven quantita-
tively. Specifically, a single deterministic step–in a RaBRAM
or in a switch–is shown to consume at least (k.T. ln(2))
Joules no matter what techniques are used. Here, k is the
well-known Boltzmann’s constant, T is the temperature of
the thermodynamic system, and ln is the natural logarithm.
Furthermore, using probabilistic computing, each step (or
switching) can be realized with as little as (k.T. ln(2p))
Joules of energy where p is no less than 1

2
. Thus, with

the celebrated laws of thermodynamics guiding these deter-
minations, we show that randomized computing offers the

potential for energy savings of k.T. ln
(

1
p

)
Joules.

The crux of this work is based on a fundamentally novel
definition of value, as detailed by this author in [12] and [13].
The notion of a value denotes the mechanism through which
a single “bit” of information (0 or 1) is represented in the
physical instantiation of a computing device, and it is de-
tected through an instantaneous “measurement” of the ex-
istence of a microstate from classical thermodynamics. An
example of an instantaneous measurement is the detection
of the position of a gas molecule in a cylinder containing it,
as described by Feynman [4]; more generally, a measurement
is the result of an experimental outcome, as defined in ther-
modynamics in the context of properties such as pressure.
This novel definition of value constitutes a third contribu-
tion of this work.

Using these foundations (from [11], [12] , [13] and [14]),
the author has, in collaboration with Cheemalavagu and
Korkmaz [10], compared the energy savings attained us-
ing probabilistic methods with the traditional definition of
value–the traditional definition of value uses the measure-
ment of an average voltage at the output of an elementary
switch, which is an inverter as defined by Stein [19] and
by Meindl [8]. Surprisingly, we show that the conventional
definition of value can support probabilistic computing, but
however, and as shown in Figure 1 below, yields less gains
in energy when compared to the novel definition of value
(from [12] and [13]). To digress, an impressive contribution
of Meindl’s work, which continues the philosophical tradi-
tion set by Szilard [20], von-Neumann [22] and Landauer [7],
among others, is the ability to model a switch in an ideal-
ized manner—without dissipation for example, much as we
do—while, at the same time, reconciling the delicate and
pragmatic balance needed to model the realities of modern
semiconductor devices.

Our formulations of energy complexity characterizing the
energy consumed in the context of the RaBRAM and a net-
work of switches, respectively, are dependent only on ther-
modynamics and thus independent of specific technology
parameters of a particular device implementation. These
formulations constitute the fourth contribution of the work,
and they parallel the conventional notions of time and space
complexities, built on the foundational work of Rabin [16]
and culminating in the work of Hartmanis and Stearns [5],
that have become invaluable in the context of designing and

 

 
 
A fourth contribution of this work is the demonstration of asymptotic energy savings 

in the RaBRAM model, in the context of the basic question of detecting whether a given 
vector of n elements which are either 0 or 1 contains at least one element which is equal 
to 0. This problem is referred to as the distinct vector problem for variants of which the 
following results are established (in [8]). Using lower bounds for the deterministic case 
and upper bounds for the randomized case which has a probability of error bound from 
above by 1/nc, asymptotic energy savings are demonstrated using a randomized value 
amplification technique [8]. An interesting aspect of this result is that (as far as can be 
determined), it is the first asymptotic demonstration of energy savings derived from a 
randomized algorithm when compared to any deterministic counterpart, wherein the 
complexity of the running time is identical (Θ(n)) in both cases. Thus we clearly 
demonstrate that the energy savings are due to randomized “switching” as opposed to the 
(trivial) case of being a by-product of an improvement to the running time achieved by 
randomization since intuitively, a lower running time may imply lower energy 
consumption. Similar results have also been obtained by this author for the well-known 
randomized fingerprinting-based string matching methodology due to Karp and Rabin [3] 
for dense mismatches. 
 

The notions of “energy complexity” characterizing the energy consumed in the 
context of the RaBRAM and a network of switches, respectively, are dependent only on the 
thermodynamics and thus independent of specific technology parameters of a particular 

Figure 1: Comparing energy savings due to random-
ized switching based on conventional and novel def-
initions of value

analyzing algorithms; see Knuth’s introduction for exam-
ple [6].

A fifth contribution of this work is the demonstration of
asymptotic energy savings in the RaBRAM model, in the
context of the basic question of detecting whether a given
vector of n elements which are either 0 or 1, contains any “0
elements”; this is the distinct vector problem (or DVP) [14]
for which the following results are established. Using com-
binational techniques for bounding the energy complexities
in the deterministic and probabilistic cases respectively from
below and above, it is proved that the probabilistic approach
to solving the DVP has asymptotically lower energy con-
sumption than any deterministic variant in the RaBRAM
model. Further it is proved that the resulting energy savings

grow as Θ
(
n log

(
n

n−ε log(n)

))
for 0 < ε < 1. An interesting

aspect of this result is that (as far as can be determined), it
is the first asymptotic demonstration of energy savings de-
rived from a probabilistic algorithm over any deterministic
counterpart, wherein the complexity of the running time is
identical (Θ(n)) in both cases. Thus we clearly demonstrate
that the energy savings are due to probabilistic “switch-
ing” as opposed to the (trivial) case of the savings being
a by-product of an improvement to the running time since
intuitively, a lower running time may imply lower energy
consumption.

The talk will present a comprehensive overview of all of
the above concepts and foundations, culminating in an anal-
ysis of their collective impact on the technology road map
for semiconductors, as well as novel directions for microelec-
tronics research to help realize the semiconductor devices
based on these thermodynamic foundations. For a complete
list of related references, comparisons with other work, and
general remarks, the reader is referred to [12] [13]. Time
permitting, recent efforts to validate the expected energy
improvements derived through probabilistic computing and
its relationship to noise in the context of a CMOS inverter
gate will be described [2].



2. MOORE’S LAW, PROBABILISTIC COM-
PUTING AND RELATED REMARKS

Gordon Moore’s prophetic prediction [9] about the expo-
nential rate at which transistor feature sizes are supposed
to shrink, popularly referred to as Moore’s law, embodies a
crucial factor at the heart of the unprecedented growth of
the computer industry. However, as feature sizes continue to
shrink at the current rate, noise, instability and other hur-
dles pose a threat which leads to the ongoing quest for “sus-
taining Moore’s law”, supported by significant (multi-billion
dollar) investments. Probabilistic semiconductor devices—
as envisioned above—offer several interesting alternatives to
these hurdles and challenges. First, as shown in Figure 2,
the probability parameter p is truly a “third” parameter or
dimension essential to characterizing the space of behaviors
represented by Moore’s law.

First, as shown there (Figure 2), the same energy con-
sumption can be achieved at an earlier point in time, albeit
with a lower value of p. For example, according to this pro-
jection which in turn is a refinement of the well-known itrs

road map—this road map corresponds to the case where p
= 1— with p = 0.6, the energy achieved using a device from
the year 2001 will be achieved by a deterministic device or
switch (with probability p = 1) in 2004. Thus, the implica-
tions of Moore’s law to energy consumption can effectively
be “accelerated” through probabilistic devices without hav-
ing to incur the substantial investment needed to realizing
the projections of the itrs road map of Figure 2. This
alternative of course is of interest to scenarios where the
applications being considered are amenable to probabilistic
computing approaches and algorithms.

Another interesting issue and one relevant to computing in
general has to do with the value of the probabilistic switch-
ing methods and algorithms summarized here, to realizing
general purpose processors and systems. This issue is best
understood against the backdrop that it is infeasible to sus-
tain Moore’s law and preserve deterministic switching be-
yond a certain limit—thus, in this scenario, the only type
of switching that is feasible below a certain feature size is
probabilistic. Faced with this phenomenon, a challenge is to
be able to use such probabilistic or error-prone devices and
switches, and yet realize deterministic processors. This line
of enquiry deviates from the issues of energy-aware comput-
ing into the very feasibility of computing deterministically in
the future, at the rate of growth projected by Moore’s law.
To this end, a particularly attractive approach and one that
this author is investigating collaboratively involves using er-
ror correcting schemes in conjunction with the error-prone
probabilistic computing frameworks and devices described
above—see von-Neumann [21] (also Pippenger [15]) for a
pioneering study of this issue—as a potential path to sus-
taining Moore’s law beyond all anticipated limits!
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Projected Impact on Switching Energy

! Deterministic switching energy – Data from ITRS 2002 Update
! Randomized switching energy – Assuming error probability of 1-p for randomized 

semiconductor device
! For p = 0.6, the projected energy for randomized semiconductor device using 2001 

technology will be achieved by a deterministic device using 2004 technology 
! Fundamental Meindl’s Limit of switching energy kT·ln2 = 0.00000287 fJ
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Figure 2: Accelerating and sustaining Moore’s law
through probabilistic computing
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