## Appendix A

## The Riemann Zeta Function

We now give the analytic continuation and the functional equation of the Riemann zeta function, which is based on the functional equation of the theta series. First we need the gamma function:

For $\operatorname{Re}(s)>0$ the integral

$$
\Gamma(s)=\int_{0}^{\infty} t^{s-1} e^{-t} d t
$$

converges and gives a holomorphic function in that range. We integrate by parts to get for $\operatorname{Re}(s)>0$,

$$
\Gamma(s+1)=\int_{0}^{\infty} t^{s} e^{-t} d t=\int_{0}^{\infty} s t^{s-1} e^{-t} d t=s \Gamma(s)
$$

i.e.,

$$
\Gamma(s)=\frac{\Gamma(s+1)}{s}
$$

In the last equation the right-hand-side gives a meromorphic function on $\operatorname{Re}(s)>-1$, and thus $\Gamma(s)$ extends meromorphically to that range. But again the very same equation extends $\Gamma(s)$ to $\operatorname{Re}(s)>-2$, and so on. We find that $\Gamma(s)$ extends to a meromorphic function on the entire plane that is holomorphic except for simple poles at $s=0,-1,-2, \ldots$

Recall from Section 3.6 the theta series

$$
\Theta(t)=\sum_{k \in \mathbb{Z}} e^{-t \pi k^{2}}, \text { for } t>0
$$

which satisfies

$$
\Theta(t)=\frac{1}{\sqrt{t}} \Theta\left(\frac{1}{t}\right)
$$

as was shown in Theorem 3.7.1. We now introduce the Riemann zeta function:

Lemma A. 1 For $\operatorname{Re}(s)>1$ the series

$$
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}
$$

converges absolutely and defines a holomorphic function there. This function is called the Riemann zeta function.

Proof: Since the summands $1 / n^{s}$ are entire functions, it needs to be shown only that the series $\sum_{n=1}^{\infty}\left|n^{-s}\right|$ converges locally uniformly in $\operatorname{Re}(s)>1$. In that range we compute

$$
\begin{aligned}
\frac{1}{\operatorname{Re}(s)-1} & =\left.\frac{x^{-\operatorname{Re}(s)+1}}{1-\operatorname{Re}(s)}\right|_{1} ^{\infty}=\int_{1}^{\infty} x^{-\operatorname{Re}(s)} d x \\
& =\int_{2}^{\infty}(x-1)^{-\operatorname{Re}(s)} d x \geq \int_{2}^{\infty}[x]^{-\operatorname{Re}(s)} d x \\
& =\sum_{n=2}^{\infty} n^{-\operatorname{Re}(s)}=\sum_{n=2}^{\infty}\left|\frac{1}{n^{s}}\right|
\end{aligned}
$$

where for $x \in R$ the number $[x]$ is the largest integer $k$ that satisfies $k \leq x$. The lemma follows.

Theorem A. 2 (The functional equation of the Riemann zeta function)

The Riemann zeta function $\zeta(s)$ extends to a meromorphic function on $\mathbb{C}$, holomorphic up to a simple pole at $s=1$, and the function

$$
\xi(s)=\pi^{-s / 2} \Gamma\left(\frac{s}{2}\right) \zeta(s)
$$

satisfies

$$
\xi(s)=\xi(1-s)
$$

for every $s \in \mathbb{C}$.

Proof: Note that the expression $d t / t$ is invariant under the substitution $t \mapsto c t$ for $c>0$ and up to sign under $t \mapsto 1 / t$. Using these facts, we compute for $\operatorname{Re}(s)>1$,

$$
\begin{aligned}
\xi(s) & =\zeta(s) \Gamma\left(\frac{s}{2}\right) \pi^{-s / 2}=\sum_{n=1}^{\infty} \int_{0}^{\infty} n^{-s} t^{s / 2} \pi^{-s / 2} e^{-t} \frac{d t}{t} \\
& =\sum_{n=1}^{\infty} \int_{0}^{\infty}\left(\frac{t}{n^{2} \pi}\right)^{s / 2} e^{-t} \frac{d t}{t}=\sum_{n=1}^{\infty} \int_{0}^{\infty} t^{s / 2} e^{-n^{2} \pi t} \frac{d t}{t} \\
& =\int_{0}^{\infty} t^{s / 2} \frac{1}{2}(\Theta(t)-1) \frac{d t}{t}
\end{aligned}
$$

We split this integral into a sum of an integral over $(0,1)$ and an integral over $(1, \infty)$. The latter one,

$$
\int_{1}^{\infty} t^{s / 2} \frac{1}{2}(\Theta(t)-1) \frac{d t}{t},
$$

is an entire function, since the function $t \mapsto \Theta(t)-1$ is rapidly decreasing at $\infty$. The other summand is

$$
\begin{aligned}
\int_{0}^{1} t^{s / 2} \frac{1}{2}(\Theta(t)-1) \frac{d t}{t} & =\int_{1}^{\infty} t^{-s / 2} \frac{1}{2}\left(\Theta\left(\frac{1}{t}\right)-1\right) \frac{d t}{t} \\
& =\int_{1}^{\infty} t^{-s / 2} \frac{1}{2}(\sqrt{t} \Theta(t)-1) \frac{d t}{t} \\
& =\int_{1}^{\infty} t^{-s / 2} \frac{1}{2}(\sqrt{t}(\Theta(t)-1)+\sqrt{t}-1) \frac{d t}{t}
\end{aligned}
$$

which equals the sum of the entire function

$$
\int_{1}^{\infty} t^{(1-s) / 2} \frac{1}{2}(\Theta(t)-1) \frac{d t}{t}
$$

and

$$
\frac{1}{2} \int_{1}^{\infty} t^{(1-s) / 2} \frac{d t}{t}-\frac{1}{2} \int_{1}^{\infty} t^{-s / 2} \frac{d t}{t}=\frac{1}{s-1}-\frac{1}{s}
$$

Summarizing, we get

$$
\xi(s)=\int_{1}^{\infty}\left(t^{\frac{s}{2}}+t^{\frac{1-s}{2}}\right) \frac{1}{2}(\Theta(t)-1) \frac{d t}{t}-\frac{1}{s}-\frac{1}{1-s} .
$$

Using the functional equation and knowing the locations of the poles of the $\Gamma$-function, we can see that the Riemann zeta function has
zeros at the even negative integers $-2,-4,-6, \ldots$, called the trivial zeros. It can be shown that all other zeros are in the strip $0<$ $\operatorname{Re}(s)<1$. The up to now unproven Riemann hypothesis states that all nontrivial zeros should be in the set $\operatorname{Re}(s)=\frac{1}{2}$. This would have deep consequences about the distribution of primes through the prime number theorem [13].

This technique for constructing the analytic continuation of the zeta function dates back to Riemann, and can be applied to other Dirichlet series as well.

## Appendix B

## Haar Integration

Let $G$ be an LC group. We here give the proof of the existence of a Haar integral.

Theorem B. 1 There exists a non-zero invariant integral I of G. If $I^{\prime}$ is a second non-zero invariant integral, then there is a number $c>0$ such that $I^{\prime}=c I$.

For the uniqueness part of the theorem we say that the invariant integral is unique up to scaling.

The idea of the proof resembles the construction of the Riemann integral on $\mathbb{R}$. To construct the Riemann integral of a positive function one finds a step function that dominates the given function and adds the lengths of the intervals needed multiplied by the values of the dominating function. Instead of characteristic functions of intervals one could also use translates of a given continuous function with compact support, and this is exactly what is done in the general situation.

Proof of the Theorem: For the existence part, let $C_{\mathrm{c}}^{+}(G)$ be the set of all $f \in C_{\mathrm{c}}(G)$ with $f \geq 0$. For $f, g \in C_{\mathrm{c}}(G)$ with $g \neq 0$ there are $c_{j}>0$ and $s_{j} \in G$ such that

$$
f(x) \leq \sum_{j=1}^{n} c_{j} g\left(s_{j}^{-1} x\right) .
$$

Let $(f: g)$ denote

$$
\inf \left\{\begin{array}{c|c}
\sum_{j=1}^{n} c_{j} & \begin{array}{c}
c_{1}, \ldots, c_{n}>0 \text { and there are } s_{1}, \ldots, s_{n} \in G \\
\text { such that } f(x) \leq \sum_{j=1}^{n} c_{j} g\left(s_{j} x\right)
\end{array}
\end{array}\right\} .
$$

Lemma B. 2 For $f, g, h \in C_{\mathrm{c}}^{+}(G)$ with $g \neq 0$ we have
(a) $\left(L_{s} f: g\right)=(f: g)$ for every $s \in G$,
(b) $(f+h: g) \leq(f: g)+(h: g)$,
(c) $(\lambda f: g)=\lambda(f, g)$ for $\lambda \geq 0$,
(d) $f \leq h \Rightarrow(f: g) \leq(h: g)$,
(e) $(f: h) \leq(f: g)(g: h)$ if $h \neq 0$, and
(f) $(f: g) \geq \frac{\max f}{\max g}$, where $\max f=\max \{f(x) \mid x \in G\}$.

Proof: The items (a) to (d) are trivial. For item (e) let $f(x) \leq$ $\sum_{j} c_{j} g\left(s_{j} x\right)$ and $g(y) \leq \sum_{k} d_{k} h\left(t_{k} y\right)$; then

$$
f(x) \leq \sum_{j, k} c_{j} d_{k} h\left(t_{k} s_{j} x\right)
$$

so that $(f: h) \leq \sum_{j} c_{j} \sum_{k} d_{k}$.
For $(f)$ choose $x \in G$ with $\max f=f(x)$; then

$$
\max f=f(x) \leq \sum_{j} c_{j} g\left(s_{j} x\right) \leq \sum_{j} c_{j} \max g
$$

Fix some $f_{0} \in C_{\mathrm{c}}^{+}(G), f_{0} \neq 0$. For $f, \varphi \in C_{\mathrm{c}}^{+}(G)$ with $\varphi \neq 0$ let

$$
J(f, \varphi)=J_{f_{0}}(f, \varphi)=\frac{(f: \varphi)}{\left(f_{0}: \varphi\right)}
$$

Lemma B. 3 For $f, h, \varphi \in C_{\mathrm{c}}^{+}(G)$ with $f, \varphi \neq 0$ we have
(a) $\frac{1}{\left(f_{0}: f\right)} \leq J(f, \varphi) \leq\left(f: f_{0}\right)$,
(b) $J\left(L_{s} f, \varphi\right)=J(f, \varphi)$ for every $s \in G$,
(c) $J(f+h, \varphi) \leq J(f, \varphi)+J(h, \varphi)$, and
(d) $J(\lambda f, \varphi)=\lambda J(f, \varphi)$ for every $\lambda \geq 0$.

Proof: This follows from the last lemma.

The function $f \mapsto J(f, \varphi)$ does not give an integral, since it is not additive but only subadditive. However, as the support of $\varphi$ shrinks it will become asymptotically additive, as the next lemma shows.

Lemma B. 4 Given $f_{1}, f_{2} \in C_{\mathrm{c}}^{+}(G)$ and $\varepsilon>0$ there is a neighborhood $V$ of the unit in $G$ such that

$$
J\left(f_{1}, \varphi\right)+J\left(f_{2}, \varphi\right) \leq J\left(f_{1}+f_{2}, \varphi\right)(1+\varepsilon)
$$

holds for every $\varphi \in C_{\mathrm{c}}^{+}(G), \varphi \neq 0$ with support contained in $V$.

Proof: Choose $f^{\prime} \in C_{\mathrm{c}}^{+}(G)$ such that $f^{\prime}$ is identically equal to 1 on the support of $f_{1}+f_{2}$. For the existence of such a function see Exercise 8.2. Let $\delta, \varepsilon>0$ be arbitrary and set

$$
f=f_{1}+f_{2}+\delta f^{\prime}, \quad h_{1}=\frac{f_{1}}{f}, \quad h_{2}=\frac{f_{2}}{f}
$$

where it is understood that $h_{j}=0$ where $f=0$. It follows that $h_{j} \in C_{\mathrm{c}}^{+}(G)$.

Choose a neighborhood $V$ of the unit such that $\left|h_{j}(x)-h_{j}(y)\right|<\varepsilon / 2$ whenever $x^{-1} y \in V$. If $\operatorname{supp}(\varphi) \subset V$ and $f(x) \leq \sum_{k} c_{k} \varphi\left(s_{k} x\right)$, then $\varphi\left(s_{k} x\right) \neq 0$ implies

$$
\left|h_{j}(x)-h_{j}\left(s_{k}^{-1}\right)\right|<\frac{\varepsilon}{2},
$$

and

$$
\begin{aligned}
f_{j}(x) & =f(x) h_{j}(x) \leq \sum_{k} c_{k} \varphi\left(s_{k} x\right) h_{j}(x) \\
& \leq \sum_{k} c_{k} \varphi\left(s_{k} x\right)\left(h_{j}\left(s_{k}^{-1}\right)+\frac{\varepsilon}{2}\right)
\end{aligned}
$$

so that

$$
\left(f_{j}: \varphi\right) \leq \sum_{k} c_{k}\left(h_{j}\left(s_{k}^{-1}\right)+\frac{\varepsilon}{2}\right),
$$

and so

$$
\left(f_{1}: \varphi\right)+\left(f_{2}: \varphi\right) \leq \sum_{k} c_{k}(1+\varepsilon)
$$

This implies

$$
\begin{aligned}
J\left(f_{1}, \varphi\right)+J\left(f_{2}, \varphi\right) & \leq J(f, \varphi)(1+\varepsilon) \\
& \leq\left(J\left(f_{1}+f_{2}, \varphi\right)+\delta J\left(f^{\prime}, \varphi\right)\right)(1+\varepsilon)
\end{aligned}
$$

Letting $\delta$ tend to zero gives the claim.

Let $F$ be a countable subset of $C_{\mathrm{c}}^{+}(G)$, and let $V_{F}$ be the complex vector space spanned by all translates $L_{s} f$, where $s \in G$ and $f \in F$. A linear functional $I: V_{F} \rightarrow \mathbb{C}$ is called an invariant integral on $V_{F}$ if $I\left(L_{s} f\right)=I(f)$ holds for every $s \in G$ and every $f \in V_{F}$ and

$$
f \in F \Rightarrow I(f) \geq 0
$$

An invariant integral $I_{F}$ on $V_{F}$ is called extensible if for every countable set $F^{\prime} \subset C_{\mathrm{c}}^{+}(G)$ that contains $F$ there is an invariant integral $I_{F^{\prime}}$ on $V_{F^{\prime}}$ extending $I_{F}$.

Lemma B. 5 For every countable set $F \subset C_{\mathrm{c}}^{+}(G)$ there exists an extensible invariant integral $I_{F}$ that is unique up to scaling.

Proof: Fix a metric on $G$. For $n \in \mathbb{N}$ let $\varphi_{n} \in C_{\mathrm{c}}^{+}(G)$ be nonzero with support in the open ball of radius $1 / n$ around the unit. Suppose that $\varphi_{n}(x)=\varphi_{n}\left(x^{-1}\right)$ for every $x \in G$.

Let $F=\left\{f_{1}, f_{2}, \ldots\right\}$. Since the sequence $J\left(f_{1}, \varphi_{n}\right)$ lies in the compact interval $\left[1 /\left(f_{0}: f_{1}\right),\left(f_{1}: f_{0}\right)\right]$ there is a subsequence $\varphi_{n}^{1}$ of $\varphi_{n}$ such that $J\left(f_{1}, \varphi_{n}^{1}\right)$ converges. Next there is a subsequence $\varphi_{n}^{2}$ of $\varphi_{n}^{1}$ such that $J\left(f_{2}, \varphi_{n}^{2}\right)$ also converges. Iterating this gives a sequence $\left(\varphi_{n}^{j}\right)$ of subsequences. Let $\psi_{n}=\varphi_{n}^{n}$ be the diagonal sequence. Then for every $j \in \mathbb{N}$ the sequence $\left(J\left(f_{j}, \psi_{n}\right)\right)$ converges, so that the definition

$$
I_{f_{0},\left(\psi_{n}\right)_{n \in \mathbb{N}}}\left(f_{j}\right)=\lim _{n \rightarrow \infty} J\left(f_{j}, \psi_{n}\right)
$$

makes sense. By Lemma B.4, the map $I$ indeed extends to a linear functional on $V_{F}$ that clearly is a nonzero invariant integral.

This integral is extensible, since for every countable $F^{\prime} \supset F$ in $C_{\mathrm{c}}^{+}(G)$ one can iterate the process and go over to a subsequence of $\psi_{n}$.

This does not alter $I_{f_{0}, \psi_{n}}$, since every subsequence of a convergent sequence converges to the same limit.

We shall now establish the uniqueness. Let $I_{F}=I_{f_{0}, \psi_{n}}$ be the invariant integral just constructed. Let $I$ be another extensible invariant integral on $V_{F}$. Let $f \in F, f \neq 0$; then we will show that

$$
I_{f_{0}, \psi_{n}}(f)=\frac{I(f)}{I\left(f_{0}\right)} .
$$

The assumption of extensibility will enter our proof in that we will freely enlarge $F$ in the course of the proof. Now let the notation be as in the lemma. Let $\varphi \in F$ and suppose $f(x) \leq \sum_{j=1}^{m} d_{j} \varphi\left(s_{j} x\right)$ for some positive constants $d_{j}$ and some elements $s_{j}$ of $G$. Then

$$
I(f) \leq \sum_{j=1}^{m} d_{j} I(\varphi)
$$

and therefore

$$
\frac{I(f)}{I(\varphi)} \leq(f: \varphi)
$$

Let $\varepsilon>0$. Since $f$ is uniformly continuous, there is a neighborhood $V$ of the unit such that for $x, s \in G$ we have $x \in s V \Rightarrow|f(x)-f(s)|<$ $\varepsilon$. Let $\varphi \in C_{\mathrm{c}}^{+}$be zero outside $V$ and suppose $\varphi(x)=\varphi\left(x^{-1}\right)$. Let $C$ be a countable dense set in $G$. The existence of such a set is clear by Lemma 6.3.1. Now suppose that for every $x \in C$ the function $s \mapsto f(s) \varphi\left(s^{-1} x\right)$ lies in $F$. For $x \in C$ consider

$$
\int_{G} f(s) \varphi\left(s^{-1} x\right) d s=I\left(f(.) \varphi\left(.^{-1} x\right)\right)
$$

Now, $\varphi\left(s^{-1} x\right)$ is zero unless $x \in s V$, so

$$
\begin{aligned}
\int_{G} f(s) \varphi\left(s^{-1} x\right) d s & >(f(x)-\varepsilon) \int_{G} \varphi\left(s^{-1} x\right) d s \\
& =(f(x)-\varepsilon) \int_{G} \varphi\left(x^{-1} s\right) d s \\
& =(f(x)-\varepsilon) I(\varphi) .
\end{aligned}
$$

Therefore,

$$
(f(x)-\varepsilon)<\frac{1}{I(\varphi)} \int_{G} f(s) \varphi\left(s^{-1} x\right) d s
$$

Let $\eta>0$, and let $W$ be a neighborhood of the unit such that

$$
x, y \in G, \quad x \in W y \Rightarrow|\varphi(x)-\varphi(y)|<\eta .
$$

There are finitely many $s_{j} \in G$ and $h_{j} \in C_{\mathrm{c}}^{+}(G)$ such that the support of $h_{j}$ is contained in $s_{j} W$ and

$$
\sum_{j=1}^{m} h_{j} \equiv 1 \quad \text { on } \operatorname{supp}(f)
$$

Such functions can be constructed using the metric (see Exercise 8.2). We assume that for each $j$ the function $s \mapsto f(s) h_{j}(s) \varphi\left(s^{-1} x\right)$ lies in $F$ for every $x \in C$. Then it follows that

$$
\int_{G} f(s) \varphi\left(s^{-1} x\right) d s=\sum_{j=1}^{m} \int_{G} f(s) h_{j}(s) \varphi\left(s^{-1} x\right) d s
$$

Now $h_{j}(s) \neq 0$ implies $s \in s_{j} W$, and this implies

$$
\varphi\left(s^{-1} x\right) \leq \varphi\left(s_{j}^{-1} x\right)+\eta .
$$

Assuming that the $f h_{j}$ lie in $F$, we conclude that

$$
\int_{G} f(s) \varphi\left(s^{-1} x\right) d s \leq \sum_{j=1}^{m} I\left(f h_{j}\right)\left(\varphi\left(s_{j}^{-1} x\right)+\eta\right) .
$$

Let $c_{j}=I\left(h_{j} f\right) / I(\varphi)$; then $\sum_{j} c_{j}=I(f) / I(\varphi)$ and

$$
f(x) \leq \varepsilon+\eta \sum_{j=1}^{m} c_{j}+\sum_{j=1}^{m} c_{j} \varphi\left(s_{j}^{-1} x\right) .
$$

Let $\chi \in C_{\mathrm{c}}^{+}(G)$ be such that $\chi \equiv 1$ on $\operatorname{supp}(f)$. Then

$$
f(x) \leq\left(\varepsilon+\eta \sum_{j=1}^{m} c_{j}\right) \chi(x)+\sum_{j=1}^{m} c_{j} \varphi\left(s_{j}^{-1} x\right) .
$$

This result is valid for $x \in C$ in the first instance, but the denseness of $C$ implies it for all $x \in G$. As $\eta \rightarrow 0$ it follows that

$$
(f: \varphi) \leq \varepsilon(\chi: \varphi)+\frac{I(f)}{I(\varphi)} .
$$

Therefore,

$$
\frac{(f: \varphi)}{\left(f_{0}: \varphi\right)} \leq \varepsilon \frac{(\chi: \varphi)}{\left(f_{0}: \varphi\right)}+\frac{I(f)}{I(\varphi)\left(f_{0}: \varphi\right)} \leq \varepsilon \frac{(\chi: \varphi)}{\left(f_{0}: \varphi\right)}+\frac{I(f)}{I\left(f_{0}\right)} .
$$

So, as $\varepsilon \rightarrow 0$ and as $\varphi$ runs through the $\psi_{n}$, we get

$$
I_{f_{0}, \psi_{n}}(f) \leq \frac{I(f)}{I\left(f_{0}\right)}
$$

Applying the same argument with the roles of $f$ and $f_{0}$ interchanged gives

$$
I_{f, \psi_{n}}\left(f_{0}\right) \leq \frac{I\left(f_{0}\right)}{I(f)}
$$

Now note that both sides of these inequalities are antisymmetric in $f$ and $f_{0}$, so that the second inequality gives

$$
I_{f_{0}, \psi_{n}}(f)=I_{f, \psi_{n}}\left(f_{0}\right)^{-1} \geq\left(\frac{I\left(f_{0}\right)}{I(f)}\right)^{-1}=\frac{I(f)}{I\left(f_{0}\right)} .
$$

Thus it follows that $I_{f_{0}, \psi_{n}}(f)=I(f) / I\left(f_{0}\right)$ and the lemma is proven.

Finally, the proof of the theorem proceeds as follows. For every countable set $F \subset C_{\mathrm{c}}^{+}(C)$ with $f_{0} \in F$, let $I_{F}$ be the unique extensible invariant integral on $V_{F}$ with $I_{F}\left(f_{0}\right)=1$. We define an invariant integral on all $C_{\mathrm{c}}(G)$ as follows: For $f \in C_{\mathrm{c}}^{+}(G)$ let

$$
I(f)=I_{\left\{f_{0}, f\right\}}(f) .
$$

Then $I$ is additive, since for $f, g \in C_{\mathrm{c}}^{+}(G)$,

$$
\begin{aligned}
I(f+g) & =I_{\left\{f_{0}, f+g\right\}}(f+g)=I_{\left\{f_{0}, f, g\right\}}(f+g) \\
& =I_{\left\{f_{0}, f, g\right\}}(f)+I_{\left\{f_{0}, f, g\right\}}(g)=I_{\left\{f_{0}, f\right\}}(f)+I_{\left\{f_{0}, g\right\}}(g) \\
& =I(f)+I(g) .
\end{aligned}
$$

Thus $I$ extends to an invariant integral on $C_{\mathrm{c}}(G)$, with the invariance being clear from Lemma B.5.

## Bibliography

[1] Benedetto, J.: Harmonic Analysis and Applications. Boca Raton: CRC Press 1997.
[2] Bröcker, T.; tom Dieck, T.: Representations of Compact Lie Groups. Springer-Verlag 1985.
[3] Dixmier, J.: Les C* algèbres et leur représentations. (2nd ed.) Gauthier Villars, Paris 1969.
[4] Edwards, R. E.: Fourier Series. A Modern Introduction. Springer-Verlag 1979 (vol I) 1981 (vol II).
[5] Khavin, V.P. (ed.); Nikol'skij, N.K. (ed.); Gamkrelidze, R.V. (ed.): Commutative harmonic analysis I. General survey. Classical aspects. Encyclopaedia of Mathematical Sciences, 15. Berlin etc.: Springer-Verlag. 1991.
[6] Havin, V.P. (ed.); Nikolski, N.K. (ed.): Gamkrelidze, R.V. (ed.): Commutative harmonic analysis II. Group methods in commutative harmonic analysis. Encyclopaedia of Mathematical Sciences. 25. Berlin: Springer-Verlag. 1998.
[7] Havin, V.P. (ed.); Nikol'skij, N.K. (ed.); Gamkrelidze, R.V. (ed.): Commutative harmonic analysis III. Generalized functions. Applications. Encyclopaedia of Mathematical Sciences. 72. Berlin: Springer-Verlag. 1995.
[8] Khavin, V.P. (ed.); Nikol'skij, N.K. (ed.); Gamkrelidze, R.V. (ed.): Commutative harmonic analysis IV: harmonic analysis in $R^{n}$. Encyclopaedia of Mathematical Sciences. 42. Berlin etc.: Springer-Verlag. 1992.
[9] Helgason, S.: Differential Geometry, Lie Groups, and Symmetric Spaces. Academic Press 1978.
[10] Helson, H.: Harmonic analysis. 2nd ed. Texts and Readings in Mathematics. 7. New Delhi: Hindustan Book Agency. 1995.
[11] Hewitt, E.; Ross, K.A.: Abstract harmonic analysis. Volume I: Structure of topological groups, integration theory, group representations. Grundlehren der Mathematischen Wissenschaften. 115. Berlin: Springer-Verlag 1994.
[12] Hewitt, Edwin; Ross, Kenneth A.: Abstract harmonic analysis. Vol. II: Structure and analysis for compact groups. Analysis on locally compact Abelian groups. Grundlehren der Mathematischen Wissenschaften. 152. Berlin: SpringerVerlag 1994.
[13] Karatsuba, A.: Basic Analytic Number Theory. SpringerVerlag. 1993.
[14] Knapp, A.: Representation Theory of Semisimple Lie Groups. Princeton University Press 1986.
[15] Körner, T.: Exercises for Fourier Analysis. Cambridge University Press 1993.
[16] Krantz, S.: A panorama of harmonic analysis. The Carus Mathematical Monographs. 27. Washington, DC: The Mathematical Association of America. 1999.
[17] Lang, S.: Algebra. 3rd ed. Addison Wesley. 1993.
[18] Loomis, L.H.: Harmonic analysis. Buffalo: Mathematical Association of America. 1965.
[19] Seeley, R.: An Introduction to Fourier Series and Integrals. New York: Benjamin 1966.
[20] Rudin, W.: Real and complex analysis. 3rd ed. New York, NY: McGraw-Hill. 1987.
[21] Rudin, W.: Functional Analysis. 2nd ed. McGraw-Hill 1991.
[22] Stein, E. M.: Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals. Princeton University Press, Princeton, NJ, 1993.
[23] Taylor, M.: Noncommutative Harmonic Analysis. AMS 1985.
[24] Warner, F.: Foundations of Differentiable Manifolds and Lie Groups. Springer-Verlag 1983.
[25] Yosida, K.: Functional Analysis. Berlin, Heidelberg, New York: Springer-Verlag 1980.

## Index

*-representation, 138
$C(\mathbb{R} / \mathbb{Z}), 6$
$C^{\infty}(\mathbb{R}), 59$
$C^{\infty}(\mathbb{R} / \mathbb{Z}), 6$
$C_{c}^{\infty}(\mathbb{R}), 59$
$C_{c}^{\infty}(\mathbb{R})^{\prime}, 61$
$C_{\mathrm{c}}(G), 113$
$C_{\mathrm{c}}^{+}(G), 181$
$L^{1}(\mathbb{R}), 93$
$L^{2}$-kernel, 168
$L^{2}(G), 116$
$L^{2}(\mathbb{R}), 54,68$
$L_{\mathrm{bc}}^{1}(\mathbb{R}), 43$
$L_{\mathrm{bc}}^{2}(\mathbb{R}), 52$
$R(\mathbb{R} / \mathbb{Z}), 9$
$Z(\mathcal{H}), 160$
$\mathbf{1}_{A}, 13$
$\mathcal{B}(H), 164$
$\mathcal{S}=\mathcal{S}(\mathbb{R}), 48$
$\mathbb{R}^{\times}, 94,163$
$\mathbb{T}, 19$
$\delta_{j, j^{\prime}}, 32$
$\hat{K}_{\text {fin }}, 153$
$\sigma$-compact, 88
$\sigma$-locally compact, 89
$\operatorname{span}\left(a_{j}\right)_{j}, 31$
$e_{k}, 7$
$\|\cdot\|_{2}, 9$
absorbing exhaustion, 95
adjoint matrix, 131
adjoint operator, 39
bounded operator, 164
Cauchy inequality, 26
Cauchy sequence, 28, 89
central character of a representation, 162
character, $73,101,158$
characteristic function, 13
closure of a set, 87
compact exhaustion, 88
compact space, 88,98
compact support, 59
complete (pre-Hilbert space), 28
complete metric space, 90
completion, 90
continuous map, 83
convergence in the $L^{2}$-norm, 10
convergent sequence, 27,82
convolution, 44, 176
convolution product, 78, 157
countable, 31
cyclic group, 73
delta distribution, 60
dense sequence, 85
dense subset, 28,84
dense subspace, 34
diameter, 84
Dirac delta, 60
Dirac distribution, 60, 113
direct integral of representations, 174
direct limit, 100
discrete metric, 82
distribution of compact support, 69
dominated convergence theorem, 42
dual group, 74, 102
equivalent metrics, 83
extensible invariant integral, 184
finite rank operator, 175
finite subcovering, 98
Fourier coefficients, 8
Fourier series, 9
Fourier transform, 46, 76, 120
Fourier transform of distributions, 65
generalized functions, 61
generator, 73
Haar integral, 115
Hilbert space, 28
Hilbert-Schmidt norm, 166
Hilbert-Schmidt operator, 167
homeomorphism, 83
inner product, 6
inner product space, 25
integral, 113
invariant integral, 114
invariant metric, 109
invariant subspace, 132
involution, 166
irreducible representation, 132
isometric isomorphism, 90
isometry, 27, 90
isomorphic representations, 153
isomorphic unitary representations, 160

Jacobi identity, 139
kernel of a linear map, 165
Kronecker delta, 32
LC group, 111
LCA group, 94
left regular representation, 141
left translation, 114
Lie algebra, 135
Lie algebra representation, 136
linear functional, 113
locally compact, 88
locally integrable, 58
locally integrable function, 60
locally uniform convergence, 41
matrix coefficient, 153
metric, 81
metric space, 82
metrizable abelian group, 94
metrizable space, 84
metrizable topological space, 86
moderate growth, 66
modular function, 126
monotone convergence, 43
neighborhood, 87
nonnegative function, 113
norm, 26
normal operator, 138
open covering, 98
open neighborhood, 87
open set, 85
open sets, 86
operator norm, 164
orthogonal space, 29,165
orthonormal basis, 32
orthonormal system, 32
path connected, 136
periodic function, 6
Plancherel measure zero, 170
Pontryagin Dual, 74, 102
Pontryagin Duality, 107
pre-Hilbert space, 25
projective limit, 99
regular representation, 141
representation, 132
Riemann hypothesis, 180
Riemann integral, 14
Riemann step function, 13
Riemann zeta function, 178
Riemann-Lebesgue Lemma, 16, 47
Schwartz functions, 48, 170
separable Hilbert space, 31
smooth function, 23
square integrable functions, 52
Stone-Weierstrass theorem, 155
strong Cauchy sequence, 91
subcovering, 98
support, 112
topological space, 86
topology, 86
triangle inequality, 82
uniform convergence, 11
unimodular group, 126
unitary, 27
unitary dual, 161
unitary equivalence, 160
unitary representation, 132

