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Command Syntax Conventions

The conventions used to present command syntax in this book are the same conventions
used in the IOS Command Reference. The Command Reference describes these
conventions as follows:

m  Boldface indicates commands and keywords that are entered literally as shown. In
actual configuration examples and output (not general command syntax), boldface
indicates commands that are manually input by the user (such as a show command).

m [talic indicates arguments for which you supply actual values.

m  Vertical bars (I) separate alternative, mutually exclusive elements.
m  Square brackets ([ ]) indicate an optional element.

m Braces ({ }) indicate a required choice.

m  Braces within brackets ([{ }]) indicate a required choice within an optional element.
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Foreword

CCIE Routing and Switching Exam Certification Guide, Fourth Edition, is an excellent
self-study resource for the CCIE Routing and Switching written exam. Passing this exam
is the first step to attaining the valued CCIE Routing and Switching certification and
qualifies candidates for the CCIE Routing and Switching lab exam.

Gaining certification in Cisco technology is key to the continuing educational development
of today’s networking professional. Through certification programs, Cisco validates the
skills and expertise required to effectively manage the modern enterprise network.

Cisco Press Exam Certification Guides and preparation materials offer exceptional—and
flexible—access to the knowledge and information required to stay current in your field of
expertise or to gain new skills. Whether used as a supplement to more traditional training
or as a primary source of learning, these materials offer users the information and
knowledge validation required to gain new understanding and proficiencies.

Developed in conjunction with the Cisco certifications and training team, Cisco Press
books are the only self-study books authorized by Cisco and offer students a series of exam
practice tools and resource materials to help ensure that learners fully grasp the concepts
and information presented.

Additional authorized Cisco instructor-led courses, e-learning, labs, and simulations are
available exclusively from Cisco Learning Solutions Partners worldwide. To learn more,
visit http://www.cisco.com/go/training.

I hope that you find these materials to be an enriching and useful part of your exam
preparation.

Erik Ullanderson

Manager, Global Certifications
Learning@Cisco

October 2007
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Introduction

The Cisco Certified Internetwork Expert (CCIE) certification may be the most challenging
and prestigious of all networking certifications. It has received numerous awards and
certainly has built a reputation as one of the most difficult certifications to earn in all of the
technology world. Having a CCIE certification opens doors professionally typically results
in higher pay and looks great on a resume.

Cisco currently offers several CCIE certifications. This book covers the version 4.0 exam
blueprint topics of the written exam for the CCIE Routing and Switching certification. The
following list details the currently available CCIE certifications at the time of this book’s
publication; check http://www.cisco.com/go/ccie for the latest information. The
certifications are listed in the order in which they were made available to the public:

m CCIE Routing and Switching
m  CCIE Security

m  CCIE Service Provider

m  CCIE Voice

m CCIE Storage Networking

m  CCIE Wireless

Each of the CCIE certifications requires the candidate to pass both a written exam and a
one-day, hands-on lab exam. The written exam is intended to test your knowledge of theory,
protocols, and configuration concepts that follow good design practices. The lab exam
proves that you can configure and troubleshoot actual gear.


http://www.cisco.com/go/ccie

Why Should | Take the CCIE Routing and Switching
Written Exam?

The first and most obvious reason to take the CCIE Routing and Switching written exam is
that it is the first step toward obtaining the CCIE Routing and Switching certification. Also,
you cannot schedule a CCIE lab exam until you pass the corresponding written exam. In
short, if you want all the professional benefits of a CCIE Routing and Switching
certification, you start by passing the written exam.

The benefits of getting a CCIE certification are varied, among which are the following:

Better pay
Career-advancement opportunities

Applies to certain minimum requirements for Cisco Silver and Gold Channel Partners,
as well as those seeking Master Specialization, making you more valuable to Channel
Partners

Better movement through the problem-resolution process when calling the Cisco TAC
Prestige

Credibility for consultants and customer engineers, including the use of the Cisco
CCIE logo

The other big reason to take the CCIE Routing and Switching written exam is that it
recertifies an individual’s associate-, professional-, and expert-level Cisco certifications. In
other words, passing any CCIE written exam recertifies that person’s CCNA, CCNP, CCIP,
CCSP, CCDP, and so on. (Recertification requirements do change, so please verify the
requirements at http://www.cisco.com/go/certifications.)

XxXiii
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CCIE Routing and Switching Written Exam 350-001

The CCIE Routing and Switching written exam, at the time of this writing, consists of a
two-hour exam administered at a proctored exam facility affiliated with Pearson VUE
(http://www.vue.com/cisco). The exam typically includes approximately 100 multiple-
choice questions. No simulation questions are currently part of the written exam.

As with most exams, everyone wants to know what is on the exam. Cisco provides general
guidance as to topics on the exam in the CCIE Routing and Switching written exam
blueprint, the most recent copy of which can be accessed from http://www.cisco.com/
go/ccie.

Cisco changes both the CCIE written and lab blueprints over time, but Cisco seldom, if
ever, changes the exam numbers. (In contrast, Cisco changes the exam numbers of the
associate- and professional-level certifications when it makes major changes to what is
covered on those exams.) Instead of changing the exam number when a CCIE exam
changes significantly, Cisco publishes a new exam blueprint. Cisco assigns the new
blueprint a version number, much like a software version.

The CCIE Routing and Switching written exam blueprint 4.0, as of the time of publication,
is listed in Table I-1. Table I-1 also lists the chapters that cover each topic.

Table I-1 CCIE Routing and Switching Written Exam Blueprint

Book
Topics Chapters

1.00 Implement Layer 2 Technologies

1.10 Implement Spanning Tree Protocol (STP)

(a) 802.1d

(b) 802.1w

(c) 801.1s

(d) Loop guard

(e) Root guard

(f) Bridge protocol data unit (BPDU) guard

(g) Storm control

(h) Unicast flooding

(i) Port roles, failure propagation, and Loop Guard operation

1.20 Implement VLAN and VLAN Trunking Protocol (VTP)

N || W | W | W | W | W | W |lWwW| Wl Ww|w

1.30 Implement trunk and trunk protocols, EtherChannel, and load-balance
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Table I-1 CCIE Routing and Switching Written Exam Blueprint (Continued)

Topics

Book
Chapters

1.40 Implement Ethernet technologies

1

(a) Speed and duplex

1

(b) Ethernet, Fast Ethernet, and Gigabit Ethernet

1

(c) PPP over Ethernet (PPPoE)

2

1.50 Implement Switched Port Analyzer (SPAN), Remote Switched Port Analyzer
(RSPAN), and flow control

1

1.60 Implement Frame Relay

15

(a) Local Management Interface (LMI)

15

(b) Traffic shaping

15

(c) Full mesh

15

(d) Hub and spoke

15

(e) Discard eligible (DE)

15

1.70 Implement High-Level Data Link Control (HDLC) and PPP

15

2.00 Implement IPv4

2.10 Implement IP version 4 (IPv4) addressing, subnetting, and variable-length subnet
masking (VLSM)

2.20 Implement IPv4 tunneling and Generic Routing Encapsulation (GRE)

2.30 Implement IPv4 RIP version 2 (RIPv2)

2.40 Implement IPv4 Open Shortest Path First (OSPF)

(a) Standard OSPF areas

(b) Stub area

(c) Totally stubby area

(d) Not-so-stubby-area (NSSA)

(e) Totally NSSA

(f) Link-state advertisement (LSA) types

(g) Adjacency on a point-to-point and on a multi-access network

(h) OSPF graceful restart

2.50 Implement IPv4 Enhanced Interior Gateway Routing Protocol (EIGRP)

(a) Best path

(b) Loop-free paths

(c) EIGRP operations when alternate loop-free paths are available, and when they are
not available

N Q| 9| 9|0 || |ow|w|ow|w|ow|w|m| o

continues
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Table I-1  CCIE Routing and Switching Written Exam Blueprint (Continued)

and bootstrap router (BSR)

Book
Topics Chapters
(d) EIGRP queries 7
(e) Manual summarization and autosummarization 9
(f) EIGRP stubs 7
2.60 Implement [Pv4 Border Gateway Protocol (BGP) 10
(a) Next hop 10
(b) Peering 10
(c) Internal Border Gateway Protocol (IBGP) and External Border Gateway Protocol 10, 11
(EBGP)
2.70 Implement policy routing 6
2.80 Implement Performance Routing (PfR) and Cisco Optimized Edge Routing (OER) 6
2.90 Implement filtering, route redistribution, summarization, synchronization, attributes, |9, 11
and other advanced
3.00 Implement IPv6
3.10 Implement IP version 6 (IPv6) addressing and different addressing types 20
3.20 Implement IPv6 neighbor discovery 20
3.30 Implement basic IPv6 functionality protocols 20
3.40 Implement tunneling techniques 20
3.50 Implement OSPF version 3 (OSPFv3) 20
3.60 Implement EIGRP version 6 (EIGRPv6) 20
3.70 Implement filtering and route redistribution 20
4.00 Implement MPLS Layer 3 VPNs 19
4.10 Implement Multiprotocol Label Switching (MPLS) 19
4.20 Implement Layer 3 virtual private networks (VPNs) on provider edge (PE), provider | 19
(P), and customer edge (CE) routers
4.30 Implement virtual routing and forwarding (VRF) and Multi-VRF Customer Edge 19
(VRF-Lite)
5.00 Implement IP Multicast
5.10 Implement Protocol Independent Multicast (PIM) sparse mode 16, 17
5.20 Implement Multicast Source Discovery Protocol (MSDP) 17
5.30 Implement interdomain multicast routing 17
5.40 Implement PIM Auto-Rendezvous Point (Auto-RP), unicast rendezvous point (RP), |17




Table I-1 CCIE Routing and Switching Written Exam Blueprint (Continued)

Book
Topics Chapters
5.50 Implement multicast tools, features, and source-specific multicast 17
5.60 Implement IPv6 multicast, PIM, and related multicast protocols, such as Multicast 17
Listener Discovery (MLD)
6.00 Implement Network Security
6.01 Implement access lists 18
6.02 Implement Zone Based Firewall 18
6.03 Implement Unicast Reverse Path Forwarding (uRPF) 18
6.04 Implement IP Source Guard 18
6.05 Implement authentication, authorization, and accounting (AAA) (configuring the 18
AAA server is not required, only the client side (IOS) is configured)
6.06 Implement Control Plane Policing (CoPP) 18
6.07 Implement Cisco IOS Firewall 18
6.08 Implement Cisco IOS Intrusion Prevention System (IPS) 18
6.09 Implement Secure Shell (SSH) 18
6.10 Implement 802.1x 18
6.11 Implement NAT 18
6.12 Implement routing protocol authentication 18
6.13 Implement device access control 18
6.14 Implement security features 18
7.00 Implement Network Services
7.10 Implement Hot Standby Router Protocol (HSRP) 5
7.20 Implement Gateway Load Balancing Protocol (GLBP) 5
7.30 Implement Virtual Router Redundancy Protocol (VRRP) 5
7.40 Implement Network Time Protocol (NTP) 5
7.50 Implement DHCP 5
7.60 Implement Web Cache Communication Protocol (WCCP) 5
8.00 Implement Quality of Service (QoS)
8.10 Implement Modular QoS CLI (MQC) 12
(a) Network-Based Application Recognition (NBAR) 12
(b) Class-based weighted fair queuing (CBWFQ), modified deficit round robin (MDRR), |13
and low latency queuing (LLQ)
(c) Classification 12

continues
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Table I-1  CCIE Routing and Switching Written Exam Blueprint (Continued)

Book
Topics Chapters
(d) Policing 14
(e) Shaping 14
(f) Marking 12
(g) Weighted random early detection (WRED) and random early detection (RED) 13
(h) Compression 15
8.20 Implement Layer 2 QoS: weighted round robin (WRR), shaped round robin (SRR), |13
and policies
8.30 Implement link fragmentation and interleaving (LFI) for Frame Relay 15
8.40 Implement generic traffic shaping 14
8.50 Implement Resource Reservation Protocol (RSVP) 13
8.60 Implement Cisco AutoQoS 12
9.00 Troubleshoot a Network
9.10 Troubleshoot complex Layer 2 network issues 3
9.20 Troubleshoot complex Layer 3 network issues 9
9.30 Troubleshoot a network in response to application problems 14
9.40 Troubleshoot network services 6
9.50 Troubleshoot network security 18
10.00 Optimize the Network
10.01 Implement syslog and local logging 5
10.02 Implement IP Service Level Agreement SLA 5
10.03 Implement NetFlow 5
10.04 Implement SPAN, RSPAN, and router IP traffic export (RITE) 5
10.05 Implement Simple Network Management Protocol (SNMP) 5
10.06 Implement Cisco IOS Embedded Event Manager (EEM) 5
10.07 Implement Remote Monitoring (RMON) 5
10.08 Implement FTP 5
10.09 Implement TFTP 5
10.10 Implement TFTP server on router 5
10.11 Implement Secure Copy Protocol (SCP) 5
10.12 Implement HTTP and HTTPS 5
10.13 Implement Telnet 5




Table I-1 CCIE Routing and Switching Written Exam Blueprint (Continued)

Book
Topics Chapters
11.00 Evaluate proposed changes to a Network
11.01 Evaluate interoperability of proposed technologies against deployed technologies N/A
(a) Changes to routing protocol parameters N/A
(b) Migrate parts of a network to IPv6 N/A
(c¢) Routing Protocol migration N/A
(d) Adding multicast support N/A
(e) Migrate spanning tree protocol N/A
(f) Evaluate impact of new traffic on existing QoS design N/A
11.02 Determine operational impact of proposed changes to an existing network N/A
(a) Downtime of network or portions of network N/A
(b) Performance degradation N/A
(¢) Introducing security breaches N/A
11.03 Suggest Alternative solutions when incompatible changes are proposed to an N/A
existing network
(a) Hardware/Software upgrades N/A
(b) Topology shifts N/A
(c) Reconfigurations N/A

Version 4.0 of the blueprint provides more detail than the earlier versions of the blueprint.
It is also helpful to know what topics Cisco has removed from earlier blueprints, because it
is also useful to know what not to study as well as what to study. The more significant topics

removed from the last few versions of the CCIE R/S Written blueprints include the

following:

m  Version 2.0 (2005)—Cisco announced the removal of ISDN/DDR, IS-IS, ATM, and

SONET; they also added wireless LANSs

m  Version 3.0 (2007)—The Version 3.0 blueprint showed the removal of wireless LANs,

and added IPv6 and MPLS concepts.

m  Version 4.0 (2009)—The Version 4.0 blueprint shows that no significant topics were

removed.

The Version 4.0 blueprint adds many new topics compared to the Version 3.0 blueprint. The
blueprint mentions around 20 new small topics. In addition, the blueprint wording has been

changed to be more aligned with the other Cisco certifications, with many of the topics
listing the word configuration. Notably, MPLS configuration has been added since
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Version 3.0, with several of the small topics, ranging in one to three pages of coverage in
the book, also now including some configuration discussion.

The Version 4.0 blueprint also now includes five troubleshooting topics, as listed in
section 9.0 of the blueprint, and paraphrased as follows:

m  LANs

m [P routing

m  Application performance (QoS)
m  Network services

m  Security

The existence of specific topics for troubleshooting may be a bit confusing at first, because
the CCIE lab also now contains a specific troubleshooting component. However, the prior
versions of the CCIE written exam already included questions asked in the context of a
broken network or misconfigured device. These new blueprint items simply formalize the
idea that you should not only understand proper configuration, but be able to predict what
will happen when problems occur.

Finally, the other big change between the Version 3.0 and Version 4.0 blueprint relates to
section 11.0 of the blueprint. This new section might be better termed “Dealing with issues
that arise in real life when networks change.” Section 11.0, actually titled “Evaluate
Proposed Changes to a Network,” diverges from the usual convention of a list of specific
technologies. Instead, section 11.0 lists topics about how engineers do their jobs.
Specifically, these topics relate to issues that arise when implementing network
technologies in an existing network—topics that can be well learned by doing a network
engineering job, and questions that can be answered by applying the vast amount of
information covered through the whole book. From one perspective, the whole book
already covers the topics in this section, but there is no specific section of the printed book
that addresses these topics.

To give you practice on these topics, and pull the topics together, Edition 4 of the CCIE
Routing and Switching Exam Certification Guide includes a large set of CD questions that
mirror the types of questions expected for part 11 of the Version 4.0 blueprint. By their very
nature, these topics require the application of the knowledge listed throughout the book.
This special section of questions provides a means to learn and practice these skills with a
proportionally larger set of questions added specifically for this purpose.

These questions will be available to you in the practice test engine database, whether you
take full exams or choose questions by category.



About the CCIE Routing and Switching Official Exam
Certification Guide, Fourth Edition

This section provides a brief insight into the contents of the book, the major goals, and some
of the book features that you will encounter when using this book.

Book Organization
This book contains nine major parts. The book places the longer and the more long-lived
topics earlier in the book. For example, the most familiar topics, LAN switching and IPv4
routing, occupy the first three parts, and consume more than 400 pages of the book. QoS,
which has been a part of the blueprint for a long times, follows as part IV.

Beyond the chapters in the nine major parts of the book, you will find several useful
appendixes gathered in Part X.

Following is a description of each part’s coverage:

Part I, “LAN Switching” (Chapters 1-3)

This part focuses on LAN Layer 2 features, specifically Ethernet (Chapter 1), VLANs
and trunking (Chapter 2), and Spanning Tree Protocol (Chapter 3).

Part I, “IP” (Chapters 4-5)

This part is titled “IP” to match the blueprint, but it might be better titled “TCP/IP”
because it covers details across the spectrum of the TCP/IP protocol stack. It includes
IP addressing (Chapter 4) and IP services such as DHCP and ARP (Chapter 5).

Part III, “IP Routing” (Chapters 6-11)

This part covers some of the more important topics on the exam and is easily the largest
part of the book. It covers Layer 3 forwarding concepts (Chapter 6), followed by two
routing protocol chapters, one each about EIGRP and OSPF (Chapters 7 and 8,
respectively). (Note that while RIP Version 2 is listed in the blueprint, its role is
waning; therefore, that material exists in this book as CD-only Appendix E.) Following
that, Chapter 9 covers route redistribution between IGPs. At the end, Chapter 10 hits
the details of BGP, with Chapter 11 looking at BGP path attributes and how to
influence BGP’s choice of best path.

Part IV, “QoS” (Chapters 12—14)

This part covers the more popular QoS tools, including some MQC-based tools, as
well as several older tools, particularly FRTS. The chapters include coverage of
classification and marking (Chapter 12), queuing and congestion avoidance
(Chapter 13), plus shaping, policing, and link efficiency (Chapter 14).
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Part V, “Wide-Area Networks” (Chapter 15)

The WAN coverage has been shrinking over the last few revisions to the CCIE R&S
written exam. Chapter 15 includes some brief coverage of PPP and Frame Relay. Note
that the previous version (V3.0) and current version (V4.0) of the blueprint includes
another WAN topic, MPLS, which is covered in Part VIII, Chapter 19.

Part VI, “IP Multicast” (Chapters 16—17)

Chapter 16 covers multicast on LANSs, including IGMP and how hosts join multicast
groups. Chapter 17 covers multicast WAN topics.

Part VII, “Security” (Chapter 18)

Given the CCIE tracks for both Security and Voice, Cisco has a small dilemma
regarding whether to cover those topics on CCIE Routing and Switching, and if so,
in how much detail. This part covers a variety of security topics appropriate for CCIE
Routing and Switching, in a single chapter. This chapter focuses on switch and router
security.

Part VIII, “MPLS” (Chapter 19)

As mentioned in the WAN section, the CCIE R&S exam’s coverage of MPLS has been
growing over the last two versions of the blueprint. This chapter focuses on enterprise-
related topics such as core MPLS concepts and MPLS VPN, including basic
configuration.

Part IX, “IP Version 6 (Chapter 20)

Chapter 20 examines a wide variety of IPv6 topics, including addressing, routing
protocols, redistribution, and coexistence.

Part X, “Appendixes”

Appendix A, “Answers to the ‘Do I Know This Already?’ Quizzes”

This appendix lists answers and explanations for the questions at
the beginning of each chapter.

Appendix B, “Decimal to Binary Conversion Table”

This appendix lists the decimal values O through 255, with their
binary equivalents.

Appendix C, “CCIE Routing and Switching Exam Updates: Version 1.0”

As of the first printing of the book, this appendix contains only
a few words that reference the web page for this book at
http://www.ciscopress.com/title/9781587059803. As the blueprint


http://www.ciscopress.com/title/9781587059803

evolves over time, the authors will post new materials at the
website. Any future printings of the book will include the latest
newly added materials in printed form inside Appendix C. If Cisco
releases a major exam update, changes to the book will be available
only in a new edition of the book and not on this site.

NOTE Appendixes D through H and the Glossary are in printable, PDF format on

the CD.

(CD-only) Appendix D, “IP Addressing Practice”

This appendix lists several practice problems for IP subnetting and
finding summary routes. The explanations to the answers use the
shortcuts described in the book.

(CD-only) Appendix E, “RIP Version 2”

This appendix lists a copy of the RIP Version 2 chapter from the
previous edition of this book.

(CD-only) Appendix F, “IGMP”

This short appendix contains background information on Internet
Group Management Protocol (IGMP) that was in the previous
edition’s first multicast chapter. It is included in case the
background information might be useful to some readers.

(CD-only) Appendix G, “Key Tables for CCIE Study”

This appendix lists the most important tables from the core chapters
of the book. The tables have much of the content removed so that
you can use them as an exercise. You can print the PDF and then fill
in the table from memory, checking your answers against the
completed tables in Appendix H.

(CD-only) Glossary

The Glossary contains the key terms listed in the book.

Book Features

The core chapters of this book have several features that help you make the best use of your

time:

m  “Do I Know This Already?”” Quizzes—Each chapter begins with a quiz that helps
you to determine the amount of time you need to spend studying that chapter. If you
score yourself strictly, and you miss only one question, you may want to skip the core
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of the chapter and move on to the “Foundation Summary” section at the end of the
chapter, which lets you review facts and spend time on other topics. If you miss more
than one, you may want to spend some time reading the chapter or at least reading
sections that cover topics about which you know you are weaker.

Foundation Topics—These are the core sections of each chapter. They explain the
protocols, concepts, and configuration for the topics in that chapter.

Foundation Summary—The “Foundation Summary” section of this book

departs from the typical features of the “Foundation Summary” section of other
Cisco Press Exam Certification Guides. This section does not repeat any details from
the “Foundation Topics” section; instead, it simply summarizes and lists facts
related to the chapter but for which a longer or more detailed explanation is not
warranted.

Key topics—Throughout the “Foundation Topics” section, a Key Topic icon has
been placed beside the most important areas for review. After reading a chapter, when
doing your final preparation for the exam, take the time to flip through the chapters,
looking for the Key Topic icons, and review those paragraphs, tables, figures,

and lists.

Fill In Key Tables from Memory—The more important tables from the chapters have
been copied to PDF files available on the CD as Appendix G. The tables have most of
the information removed. After printing these mostly empty tables, you can use them
to improve your memory of the facts in the table by trying to fill them out. This tool
should be useful for memorizing key facts. That same CD-only appendix contains the
completed tables so you can check your work.

CD-based practice exam—The companion CD contains multiple-choice questions
and a testing engine. The CD includes 200 questions unique to the CD. As part of your
final preparation, you should practice with these questions to help you get used to the
exam-taking process, as well as help refine and prove your knowledge of the exam
topics.

Special question section for the “Implement Proposed Changes to a Network”
section of the Blueprint—To provide practice and perspectives on these exam topics,
a special section of questions has been developed to help you both prepare for these
new types of questions.



Key terms and Glossary—The more important terms mentioned in each chapter are
listed at the end of each chapter under the heading “Definitions.” The Glossary, found
on the CD that comes with this book, lists all the terms from the chapters. When
studying each chapter, you should review the key terms, and for those terms about
which you are unsure of the definition, you can review the short definitions from the
Glossary.

Further Reading—Most chapters include a suggested set of books and websites for
additional study on the same topics covered in that chapter. Often, these references will
be useful tools for preparation for the CCIE Routing and Switching lab exam.
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Blueprint topics covered in
this chapter:

This chapter covers the following subtopics from
the Cisco CCIE Routing and Switching written
exam blueprint. Refer to the full blueprint in
Table I-1 in the Introduction for more details on
the topics covered in each chapter and their
context within the blueprint.

m Ethernet
m Speed
m Duplex

m Fast Ethernet

Gigabit Ethernet

m SPAN and RSPAN



CHAPTER 1

Ethernet Basics

It’s no surprise that the concepts, protocols, and commands related to Ethernet are a key part
of the CCIE Routing and Switching written exam. Almost all campus networks today are
built using Ethernet technology. Also, Ethernet technology is moving into the WAN with the
emergence of metro Ethernet. Even in an IT world, where technology changes rapidly, you can
expect that ten years from now, Ethernet will still be an important part of the CCIE Routing and
Switching written and lab exams.

For this chapter, if I had to venture a guess, probably 100 percent of you reading this book
know a fair amount about Ethernet basics already. I must admit, I was tempted to leave it out.
However, I would also venture a guess that at least some of you have forgotten a few facts about
Ethernet. So you can read the whole chapter if your Ethernet recollections are a bit fuzzy—
or you could just hit the highlights. For exam preparation, it is typically useful to use all the
refresher tools: take the “Do I Know This Already?” quiz, complete the definitions of the terms
listed at the end of the chapter, print and complete the tables in Appendix G, “Key Tables for
CCIE Study,” and certainly answer all the CD-ROM questions concerning Ethernet.

“Do | Know This Already?” Quiz

Table 1-1

Table 1-1 outlines the major headings in this chapter and the corresponding “Do I Know This
Already?” quiz questions.

“Do I Know This Already?” Foundation Topics Section-to-Question Mapping

Questions Covered
Foundation Topics Section in This Section Score
Ethernet Layer 1: Wiring, Speed, and Duplex 1-5
Ethernet Layer 2: Framing and Addressing 6-7
Switching and Bridging Logic 8
SPAN and RSPAN 9-10
Total Score
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In order to best use this pre-chapter assessment, remember to score yourself strictly. You can find
the answers in Appendix A, “Answers to the ‘Do I Know This Already?’ Quizzes.”

1.  Which of the following denotes the correct usage of pins on the RJ-45 connectors at the
opposite ends of an Ethernet cross-over cable?

a. ltol
b. 1to2
c. 1to3
d 6tol
e. 6to2
f. 6t03

2.  Which of the following denotes the correct usage of pins on the RJ-45 connectors at the
opposite ends of an Ethernet straight-through cable?

a. ltol
b. 1to2
c. 1to3
d 6tol
e. 6t02
f. 6t03

3. Which of the following commands must be configured on a Cisco IOS switch interface to
disable Ethernet auto-negotiation?

a. no auto-negotiate

b. no auto

c. Both speed and duplex
d. duplex

e. speed

4. Consider an Ethernet cross-over cable between two 10/100 ports on Cisco switches. One
switch has been configured for 100-Mbps full duplex. Which of the following is true about
the other switch?

a. It will use a speed of 10 Mbps.

b. It will use a speed of 100 Mbps.

c. It will use a duplex setting of half duplex.
d. It will use a duplex setting of full duplex.



“Do | Know This Already?” Quiz 5

Consider an Ethernet cross-over cable between two 10/100/1000 ports on Cisco switches.
One switch has been configured for half duplex, and the other for full duplex. The ports
successfully negotiate a speed of 1 Gbps. Which of the following could occur as a result of
the duplex mismatch?

a. No frames can be received by the half-duplex switch without it believing an FCS error
has occurred.

b. CDP would detect the mismatch and change the full-duplex switch to half duplex.
c. CDP would detect the mismatch and issue a log message to that effect.
d. The half-duplex switch will erroneously believe collisions have occurred.

Which of the following Ethernet header type fields is a 2-byte field?

a. DSAP
b. Type (in SNAP header)
c. Type (in Ethernet V2 header)
d. LLC Control
Which of the following standards defines a Fast Ethernet standard?

a. IEEE 802.1Q
b. IEEE 802.3U
c. IEEE 802.1X
d. IEEE 802.3Z
e. IEEE 802.3AB
f. IEEE 802.1AD

Suppose a brand-new Cisco [OS-based switch has just been taken out of the box and cabled
to several devices. One of the devices sends a frame. For which of the following destinations
would a switch flood the frames out all ports (except the port upon which the frame was
received)?

a. Broadcasts
b. Unknown unicasts
c¢. Known unicasts
d. Multicasts
Which of the following configuration issues will keep a SPAN session from becoming active?
a. Misconfigured destination port
b. Destination port configured as a trunk
c. Destination port shutdown

d. Source port configured as a trunk
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10. Which of the following are rules for SPAN configuration?

a.

b.

SPAN source and destination ports must be configured for the same speed and duplex.

If the SPAN source port is configured for 100 Mbps, the destination port must be config-
ured for 100 Mbps or more.

In a SPAN session, sources must consist of either physical interfaces or VLANS, but not
a mix of these.

Remote SPAN VLANSs must be in the range of VLAN 1-66.

Only three SPAN sessions may be configured on one switch.
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Foundation Topics

Ethernet Layer 1: Wiring, Speed, and Duplex

Before making an Ethernet LAN functional, end-user devices, routers, and switches must be cabled
correctly. To run with fewer transmission errors at higher speeds, and to support longer cable
distances, variations of copper and optical cabling can be used. The different Ethernet specifications,
cable types, and cable lengths per the various specifications are important for the exam, and are
listed in the “Foundation Summary” section.

RJ-45 Pinouts and Category 5 Wiring
You should know the details of cross-over and straight-through Category 5 (Cat 5) or Cat Se
cabling for most any networking job. The EIA/TTA defines the cabling specifications for Ethernet
LANS (http://www.eia.org and http://www.tiaonline.org), including the pinouts for the RJ-45
connects, as shown in Figure 1-1.

Figure 1-1 RJ-45 Pinouts with Four-Pair UTP Cabling

Pair 2 Pair 3
{ Key
% Topic
iy P Pair 3| Pair 1| Pair 4 Pair 2 PKH PAirJl
12345678 12345678
T568A T568B

The most popular Ethernet standards (10BASE-T and 100BASE-TX) each use two twisted pairs
(specifically pairs 2 and 3 shown in Figure 1-1), with one pair used for transmission in each
direction. Depending on which pair a device uses to transmit and receive, either a straight-through
or cross-over cable is required. Table 1-2 summarizes how the cabling and pinouts work.

Table 1-2 Ethernet Cabling Types

K Type of Cable Pinouts Key Pins Connected
{ Key

i Topic

Straight-through T568A (both ends) or T568B (both ends) 1-1;2-2;3-3,6-6

Cross-over T568A on one end, T568B on the other 1-3;2-6;3-1;6-2
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Many Ethernet standards use two twisted pairs, with one pair being used for transmission in each
direction. For instance, a PC network interface card (NIC) transmits on pair 1,2 and receives on
pair 3,6; switch ports do the opposite. So, a straight-through cable works well, connecting pair 1,2
on the PC (PC transmit pair) to the switch port’s pair 1,2, on which the switch receives. When the
two devices on the ends of the cable both transmit using the same pins, a cross-over cable is
required. For instance, if two connected switches send using the pair at pins 3,6 and receive on
pins 1,2, then the cable needs to connect the pair at 3,6 on one end to pins 1,2 at the other end, and
vice versa.

NOTE Cross-over cables can also be used between a pair of PCs, swapping the transmit pair
on one end (1,2) with the receive pins at the other end (3,6).

Cisco also supports a switch feature that lets the switch figure out if the wrong cable is installed:
Auto-MDIX (automatic medium-dependent interface crossover) detects the wrong cable and
causes the switch to swap the pair it uses for transmitting and receiving, which solves the cabling
problem. (As of publication, this feature is not supported on all Cisco switch models.)

Auto-negotiation, Speed, and Duplex

By default, each Cisco switch port uses Ethernet auto-negotiation to determine the speed and
duplex setting (half or full). The switches can also set their duplex setting with the duplex
interface subcommand, and their speed with—you guessed it—the speed interface subcommand.

Switches can dynamically detect the speed setting on a particular Ethernet segment by using a few
different methods. Cisco switches (and many other devices) can sense the speed using the Fast
Link Pulses (FLP) of the auto-negotiation process. However, if auto-negotiation is disabled on
either end of the cable, the switch detects the speed anyway based on the incoming electrical
signal. You can force a speed mismatch by statically configuring different speeds on either end of
the cable, causing the link to no longer function.

Switches detect duplex settings through auto-negotiation only. If both ends have auto-
negotiation enabled, the duplex is negotiated. However, if either device on the cable disables
auto-negotiation, the devices without a configured duplex setting must assume a default. Cisco
switches use a default duplex setting of half duplex (HDX) (for 10-Mbps and 100-Mbps
interfaces) or full duplex (FDX) (for 1000-Mbps interfaces). To disable auto-negotiation on a
Cisco switch port, you simply need to statically configure the speed and the duplex settings.

Ethernet devices can use FDX only when collisions cannot occur on the attached cable; a
collision-free link can be guaranteed only when a shared hub is not in use. The next few topics
review how Ethernet deals with collisions when they do occur, as well as what is different with
Ethernet logic in cases where collisions cannot occur and FDX is allowed.



Ethernet Layer 1: Wiring, Speed, and Duplex 9

CSMA/CD

{ Key
i Topic

The original Ethernet specifications expected collisions to occur on the LAN. The media was
shared, creating a literal electrical bus. Any electrical signal induced onto the wire could collide
with a signal induced by another device. When two or more Ethernet frames overlap on the
transmission medium at the same instant in time, a collision occurs; the collision results in bit
errors and lost frames.

The original Ethernet specifications defined the Carrier Sense Multiple Access with Collision
Detection (CSMA/CD) algorithm to deal with the inevitable collisions. CSMA/CD minimizes the
number of collisions, but when they occur, CSMA/CD defines how the sending stations can
recognize the collisions and retransmit the frame. The following list outlines the steps in the
CSMA/CD process:

1. A device with a frame to send listens until the Ethernet is not busy (in other words, the device
cannot sense a carrier signal on the Ethernet segment).

2.  When the Ethernet is not busy, the sender begins sending the frame.

3. The sender listens to make sure that no collision occurred.

4. [If there was a collision, all stations that sent a frame send a jamming signal to ensure that all
stations recognize the collision.

5. After the jamming is complete, each sender of one of the original collided frames randomizes
a timer and waits that long before resending. (Other stations that did not create the collision
do not have to wait to send.)

6. After all timers expire, the original senders can begin again with Step 1.

Collision Domains and Switch Buffering

{ Key
i Topic

A collision domain is a set of devices that can send frames that collide with frames sent by another
device in that same set of devices. Before the advent of LAN switches, Ethernets were either
physically shared (10BASE2 and 10BASES) or shared by virtue of shared hubs and their Layer 1
“repeat out all other ports” logic. Ethernet switches greatly reduce the number of possible
collisions, both through frame buffering and through their more complete Layer 2 logic.

By definition of the term, Ethernet hubs:

m  Operate solely at Ethernet Layer 1
m Repeat (regenerate) electrical signals to improve cabling distances
m  Forward signals received on a port out all other ports (no buffering)

As aresult of a hub’s logic, a hub creates a single collision domain. Switches, however, create a
different collision domain per switch port, as shown in Figure 1-2.
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Figure 1-2 Collision Domains with Hubs and Switches

{ Key
i Topic

1 Collision Domain Multiple Collision Domain
10BASE-T, using Shared hub 10BASE-T, using Switch

Archie

Solid Lines Represent Bob
Twisted Pair Cabling

Switches have the same cabling and signal regeneration benefits as hubs, but switches do a lot
more—including sometimes reducing or even eliminating collisions by buffering frames. When
switches receive multiple frames on different switch ports, they store the frames in memory
buffers to prevent collisions.

For instance, imagine that a switch receives three frames at the same time, entering three different
ports, and they all must exit the same switch port. The switch simply stores two of the frames in
memory, forwarding the frames sequentially. As a result, in Figure 1-2, the switch prevents any
frame sent by Larry from colliding with a frame sent by Archie or Bob—which by definition puts
each of the PCs attached to the switch in Figure 1-2 in different collision domains.

When a switch port connects via cable to a single other non-hub device—for instance, like the
three PCs in Figure 1-2—mno collisions can possibly occur. The only devices that could create a
collision are the switch port and the one connected device—and they each have a separate twisted
pair on which to transmit. Because collisions cannot occur, such segments can use full-duplex
logic.

When a switch port connects to a hub, it needs to operate in HDX mode, because collisions might
occur due to the logic used by the hub.

NOTE NICs operating in HDX mode use loopback circuitry when transmitting a frame. This
circuitry loops the transmitted frame back to the receive side of the NIC, so that when the NIC
receives a frame over the cable, the combined looped-back signal and received signal allows the
NIC to notice that a collision has occurred.
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Basic Switch Port Configuration
The three key configuration elements on a Cisco switch port are auto-negotiation, speed, and
duplex. Cisco switches use auto-negotiation by default; it is then disabled if both the speed and
duplex are manually configured. You can set the speed using the speed {auto | 10 | 100 | 1000}
interface subcommand, assuming the interface supports multiple speeds. You configure the duplex
setting using the duplex {auto | half | full} interface subcommand.

Example 1-1 shows the manual configuration of the speed and duplex on the link between Switch1
and Switch4 from Figure 1-3, and the results of having mismatched duplex settings. (The book
refers to specific switch commands used on IOS-based switches, referred to as “Catalyst IOS” by
the Cisco CCIE blueprint.)

Figure 1-3 Simple Switched Network with Trunk
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Example 1-1 Manual Setting for Duplex and Speed, with Mismatched Duplex

switch1# show interface fa 0/13
FastEthernet@/13 is up, line protocol is up
Hardware is Fast Ethernet, address is 000a.b7dc.b78d (bia 000a.b7dc.b78d)
MTU 1500 bytes, BW 100000 Kbit, DLY 100 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
Keepalive set (10 sec)
Full-duplex, 100Mb/s
remaining lines omitted for brevity
Below, Switch1's interface connecting to Switch4 is configured for 100 Mbps,
HDX. Note that IOS rejects the first duplex command; you cannot set duplex until
the speed is manually configured.
switch1# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch1(config)# int fa 0/13
switcht(config-if)# duplex half
Duplex will not be set until speed is set to non-auto value
switch1(config-if)# speed 100

continues
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Example 1-1 Manual Setting for Duplex and Speed, with Mismatched Duplex (Continued)

05:08:41: %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet®/13, changed
state to down

05:08:46: %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet®/13, changed
state to up

switch1(config-if)# duplex half
R R RN R RN RN R RN RN RN RN RN RN RN RN RN RN R R RN RN R R R R R R RN RN RN RN N

! NOT SHOWN: Configuration for 10@/half on Switch4's int fa 0/13.
| A A A A A A A A A A O A A

! Now with both switches manually configured for speed and duplex, neither will be
! using Ethernet auto-negotiation. As a result, below the duplex setting on Switcht
! can be changed to FDX with Switch4 remaining configured to use HDX.

switch1# conf t

Enter configuration commands, one per line. End with CNTL/Z.

switch1(config)# int fa 0/13

switch1(config-if)# duplex full

05:13:03: %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet®/13, changed
state to down

05:13:08: %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet®/13, changed
state to up

switch1(config-if)#°Z
switch1# sh int fa /13
FastEthernet0/13 is up, line protocol is up
! Lines omitted for brevity
Full-duplex, 100Mb/s
! remaining lines omitted for brevity
! Below, Switch4 is shown to be HDX. Note
! the collisions counters at the end of the show interface command.
switch4# sh int fa /13
FastEthernet@/13 is up, line protocol is up (connected)
Hardware is Fast Ethernet, address is 000f.2343.87cd (bia 000f.2343.87cd)
MTU 1500 bytes, BW 100000 Kbit, DLY 1000 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
Keepalive set (10 sec)
Half-duplex, 100Mb/s
! Lines omitted for brevity
5 minute output rate 583000 bits/sec, 117 packets/sec
25654 packets input, 19935915 bytes, @ no buffer
Received 173 broadcasts (@ multicast)
0 runts, 0 giants, 0 throttles
0 input errors, @ CRC, 0 frame, @ overrun, 0 ignored
0 watchdog, 173 multicast, @ pause input
0 input packets with dribble condition detected
26151 packets output, 19608901 bytes, @ underruns
54 output errors, 5 collisions, @ interface resets
0 babbles, 54 late collision, 59 deferred
0 lost carrier, 0 no carrier, @ PAUSE output
0 output buffer failures, @ output buffers swapped out
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Example 1-1 Manual Setting for Duplex and Speed, with Mismatched Duplex (Continued)

{ Key
i Topic

02:40:49: %CDP-4-DUPLEX_MISMATCH: duplex mismatch discovered on FastEthernet0/13
(not full duplex), with Switch1 FastEthernet0/13 (full duplex).

! Above, CDP messages have been exchanged over the link between switches. CDP

! exchanges information about Duplex on the link, and can notice (but not fix)

! the mismatch.

The statistics on switch4 near the end of the example show collisions (detected in the time during
which the first 64 bytes were being transmitted) and late collisions (after the first 64 bytes were
transmitted). In an Ethernet that follows cabling length restrictions, collisions should be detected
while the first 64 bytes are being transmitted. In this case, Switchl is using FDX logic, meaning
it sends frames anytime—including when Switch4 is sending frames. As a result, Switch4 receives
frames anytime, and if sending at the time, it believes a collision has occurred. Switch4 has
deferred 59 frames, meaning that it chose to wait before sending frames because it was currently
receiving a frame. Also, the retransmission of the frames that Switch4 thought were destroyed due
to a collision, but may not have been, causes duplicate frames to be received, occasionally causing
application connections to fail and routers to lose neighbor relationships.

Ethernet Layer 2: Framing and Addressing

In this book, as in many Cisco courses and documents, the word frame refers to the bits and bytes
that include the Layer 2 header and trailer, along with the data encapsulated by that header and
trailer. The term packet is most often used to describe the Layer 3 header and data, without a Layer
2 header or trailer. Ethernet’s Layer 2 specifications relate to the creation, forwarding, reception,
and interpretation of Ethernet frames.

The original Ethernet specifications were owned by the combination of Digital Equipment Corp.,
Intel, and Xerox—hence the name “Ethernet (DIX).” Later, in the early 1980s, the IEEE
standardized Ethernet, defining parts (Layer 1 and some of Layer 2) in the 802.3 Media Access
Control (MAC) standard, and other parts of Layer 2 in the 802.2 Logical Link Control (LLC)
standard. Later, the IEEE realized that the

1-byte DSAP field in the 802.2 LLC header was too small. As a result, the IEEE introduced a new
frame format with a Sub-Network Access Protocol (SNAP) header after the 802.2 header, as shown
in the third style of header in Figure 1-4. Finally, in 1997, the IEEE added the original DIX V2
framing to the 802.3 standard as well as shown in the top frame in Figure 1-40.

Table 1-3 lists the header fields, along with a brief explanation. The more important fields are
explained in more detail after the table.
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Figure 1-4 Ethernet Framing Options
Ethernet (DIX) and Revised (1997) IEEE 802.3
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Ethernet Header Fields
Field Description
Preamble (DIX) Provides synchronization and signal transitions to allow proper clocking

of the transmitted signal. Consists of 62 alternating 1s and Os, and ends
with a pair of 1s.

Preamble and Start of

Same purpose and binary value as DIX preamble; 802.3 simply renames

Frame Delimiter (802.3) the 8-byte DIX preamble as a 7-byte preamble and a 1-byte Start of
Frame Delimiter (SFD).

Type (or Protocol Type) 2-byte field that identifies the type of protocol or protocol header that

(DIX) follows the header. Allows the receiver of the frame to know how to
process a received frame.

Length (802.3) Describes the length, in bytes, of the data following the Length field, up

to the Ethernet trailer. Allows an Ethernet receiver to predict the end of
the received frame.

Destination Service Access
Point (802.2)

DSAP; 1-byte protocol type field. The size limitations, along with other
uses of the low-order bits, required the later addition of SNAP headers.

Source Service Access
Point (802.2)

SSAP; 1-byte protocol type field that describes the upper-layer protocol
that created the frame.
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Ethernet Header Fields (Continued)
Field Description
Control (802.2) 1- or 2-byte field that provides mechanisms for both connectionless and

connection-oriented operation. Generally used only for connectionless
operation by modern protocols, with a 1-byte value of 0x03.

Organizationally Unique OUI 3-byte field, generally unused today, providing a place for the

Identifier (SNAP) sender of the frame to code the OUI representing the manufacturer of the
Ethernet NIC.

Type (SNAP) 2-byte Type field, using same values as the DIX Type field, overcoming

deficiencies with size and use of the DSAP field.

of Ethernet Addresses
Ethernet addresses, also frequently called MAC addresses, are 6 bytes in length, typically listed in
hexadecimal form. There are three main types of Ethernet address, as listed in Table 1-4.

Three Types of Ethernet/MAC Address

Type of Ethernet/MAC
Address Description and Notes

Unicast Fancy term for an address that represents a single LAN interface. The
I/G bit, the most significant bit in the most significant byte, is set to 0.

Broadcast An address that means “all devices that reside on this LAN right
now.” Always a value of hex FFFFFFFFFFFE.

Multicast A MAC address that implies some subset of all devices currently on
the LAN. By definition, the I/G bit is set to 1.

Most engineers instinctively know how unicast and broadcast addresses are used in a typical
network. When an Ethernet NIC needs to send a frame, it puts its own unicast address in the Source
Address field of the header. If it wants to send the frame to a particular device on the LAN, the
sender puts the other device’s MAC address in the Ethernet header’s Destination Address field.
If the sender wants to send the frame to every device on the LAN, it sends the frame to the
FFFF.FFFE.FFFF broadcast destination address. (A frame sent to the broadcast address is named
a broadcast or broadcast frame, and frames sent to unicast MAC addresses are called unicasts or
unicast frames.)

Multicast Ethernet frames are used to communicate with a possibly dynamic subset of the devices
on a LAN. The most common use for Ethernet multicast addresses involves the use of IP multicast.
For example, if only 3 of 100 users on a LAN want to watch the same video stream using an IP
multicast—based video application, the application can send a single multicast frame. The three
interested devices prepare by listening for frames sent to a particular multicast Ethernet address,
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processing frames destined for that address. Other devices may receive the frame, but they ignore
its contents. Because the concept of Ethernet multicast is most often used today with IP multicast,
most of the rest of the details of Ethernet multicast will be covered in Chapter 16, “Introduction
to IP Multicasting.”

Ethernet Address Formats

The IEEE intends for unicast addresses to be unique in the universe by administering the
assignment of MAC addresses. The IEEE assigns each vendor a code to use as the first 3 bytes of
its MAC addresses; that first half of the addresses is called the Organizationally Unique Identifier
(OUI). The IEEE expects each manufacturer to use its OUI for the first 3 bytes of the MAC
assigned to any Ethernet product created by that vendor. The vendor then assigns a unique value
in the low-order 3 bytes for each Ethernet card that it manufactures—thereby ensuring global
uniqueness of MAC addresses. Figure 1-5 shows the basic Ethernet address format, along with
some additional details.

Figure 1-5 Ethernet Address Format

{ Key

Most Least

Significant Byte Significant Byte
"«, TOPiC — —
15t Byte | 2" Byte | 3" Byte | 4™ Byte | 5" Byte | 6" Byte
oul Vendor-Assigned
UL I/G
Bit Bit
18t Byte
Least Most
Significant Significant

Bit

Bit

Note that Figure 1-5 shows the location of the most significant byte and most significant bit in each
byte. IEEE documentation lists Ethernet addresses with the most significant byte on the left. However,
inside each byte, the leftmost bit is the least significant bit, and the rightmost bit is the most
significant bit. Many documents refer to the bit order as canonical; other documents refer to it as
little-endian. Regardless of the term, the bit order inside each byte is important for understanding the
meaning of the two most significant bits in an Ethernet address:

m  The Individual/Group (I/G) bit
m  The Universal/Local (U/L) bit

Table 1-5 summarizes the meaning of each bit.
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1I/G and U/L Bits

Field Meaning

/G Binary 0 means the address is a unicast; Binary 1 means the address is a multicast or
broadcast.
U/L Binary 0 means the address is vendor assigned; Binary 1 means the address has been

administratively assigned, overriding the vendor-assigned address.

The I/G bit signifies whether the address represents an individual device or a group of devices, and
the U/L bit identifies locally configured addresses. For instance, the Ethernet multicast addresses used
by IP multicast implementations always start with 0x01005E. Hex 01 (the first byte of the address)
converts to binary 00000001, with the most significant bit being 1, confirming the use of the I/G bit.

NOTE Often, when overriding the MAC address to use a local address, the device or device
driver does not enforce the setting of the U/L bit to a value of 1.

Protocol Types and the 802.3 Length Field

Table 1-6

Each of the three types of Ethernet header shown in Figure 1-4 has a field identifying the format
of the Data field in the frame. Generically called a Type field, these fields allow the receiver of an
Ethernet frame to know how to interpret the data in the received frame. For instance, a router might
want to know whether the frame contains an IP packet, an IPX packet, and so on.

DIX and the revised IEEE framing use the Type field, also called the Protocol Type field. The
originally-defined IEEE framing uses those same 2 bytes as a Length field. To distinguish the style
of Ethernet header, the Ethernet Type field values begin at 1536, and the length of the Data field
in an IEEE frame is limited to decimal 1500 or less. That way, an Ethernet NIC can easily
determine whether the frame follows the DIX or original IEEE format.

The original IEEE frame used a 1-byte Protocol Type field (DSAP) for the 802.2 LLC standard type
field. It also reserved the high-order 2 bits for other uses, similar to the I/G and U/L bits in MAC

addresses. As a result, there were not enough possible combinations in the DSAP field for the needs
of the market—so the IEEE had to define yet another type field, this one inside an additional IEEE
SNAP header. Table 1-6 summarizes the meaning of the three main Type field options with Ethernet.

Ethernet Type Fields

Type Field Description

Protocol Type DIX V2 Type field; 2 bytes; registered values now administered by the IEEE

DSAP 802.2 LLC; 1 byte, with 2 high-order bits reserved for other purposes; registered
values now administered by the IEEE

SNAP SNAP header; 2 bytes; uses same values as Ethernet Protocol Type; signified by
an 802.2 DSAP of OxAA
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Switching and Bridging Logic

Table 1-7
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In this chapter so far, you have been reminded about the cabling details for Ethernet along with
the formats and meanings of the fields inside Ethernet frames. A switch’s ultimate goal is to deliver
those frames to the appropriate destination(s) based on the destination MAC address in the frame
header. Table 1-7 summarizes the logic used by switches when forwarding frames, which differs
based on the type of destination Ethernet address and on whether the destination address has been
added to its MAC address table.

LAN Switch Forwarding Behavior

Type of
Address Switch Action
Known unicast Forwards frame out the single interface associated with the destination address

Unknown unicast | Floods frame out all interfaces, except the interface on which the frame was

received

Broadcast Floods frame identically to unknown unicasts

Multicast Floods frame identically to unknown unicasts, unless multicast optimizations are
configured

For unicast forwarding to work most efficiently, switches need to know about all the unicast MAC
addresses and out which interface the switch should forward frames sent to each MAC address.
Switches learn MAC addresses, and the port to associate with them, by reading the source MAC
address of received frames. You can see the learning process in Example 1-2, along with several
other details of switch operation. Figure 1-6 lists the devices in the network associated with
Example 1-2, along with their MAC addresses.

Figure 1-6 Sample Network with MAC Addresses Shown

VLAN 1:
’\};; 0200.3333.3333  0/3 Ao, IP Address  10.1.1.1
. : ‘—d MAG Address 000a.b7dc.b78d
R3
0/13
000a.b7dc.b78d

000f.2343.87cd
0/13

el 02004444.4444 014 A4 VLANT:
. IP Address 10.1.1.4
R4 MAG Address 000f.2343.87¢0

0/6

0010.a49b.6111

e—
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Switch1# show mac-address-table dynamic
Mac Address Table

Vlan Mac Address Type Ports
1 000f.2343.87cd DYNAMIC Fa0/13
1 0200.3333.3333 DYNAMIC Fa0/3
1 0200.4444.4444 DYNAMIC Fad/13

Total Mac Addresses for this criterion: 3

! Above, Switch1's MAC address table lists three dynamically learned addresses,
! including Switch4's FA 0/13 MAC.

! Below, Switch1 pings Switch4's management IP address.

Switch1# ping 10.1.1.4

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.1.1.4, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
! Below Switch1 now knows the MAC address associated with Switch4's management IP
! address. Each switch has a range of reserved MAC addresses, with the first MAC
! being used by the switch IP address, and the rest being assigned in sequence to
! the switch interfaces - note Oxcd (last byte of 2" address in the table above)
! is for Switch4's FA 0/13 interface, and is 13 (decimal) larger than Switch4's
! base MAC address.
Switch1# show mac-address-table dynamic

Mac Address Table

Vlan Mac Address Type Ports
1 000f.2343.87c0 DYNAMIC Fa0/13
1 000f.2343.87cd DYNAMIC Fa0/13
1 0200.3333.3333 DYNAMIC Fa0/3
1 0200.4444.4444 DYNAMIC Fa0/13

Total Mac Addresses for this criterion: 4
! Not shown: PC1 ping 10.1.1.23 (R3) PC1's MAC in its MAC address table

Vlan Mac Address Type Ports
1 000f.2343.87c0 DYNAMIC Fa0/13
1 000f.2343.87cd DYNAMIC Fa0/13
1 0010.a49b.6111 DYNAMIC Fa0/13

continues
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Example 1-2 Command Output Showing MAC Address Table Learning (Continued)

1 0200.3333.3333 DYNAMIC Fa0/3

1 0200.4444.4444 DYNAMIC Fa0/13
Total Mac Addresses for this criterion: 5
! Above, Switch1 learned the PC's MAC address, associated with FA 0/13,
! because the frames sent by the PC came into Switchi1 over its FA 0/13.
! Below, Switch4's MAC address table shows PC1's MAC off its FA 0/6
switch4# show mac-address-table dynamic

Mac Address Table

Vlan Mac Address Type Ports
1 000a.b7dc.b780 DYNAMIC Fa0/13
1 000a.b7dc.b78d DYNAMIC Fa0/13
1 0010.a49b.6111 DYNAMIC Fad/6
1 0200.3333.3333 DYNAMIC Fa0/13
1 0200.4444.4444 DYNAMIC Fa0/4

Total Mac Addresses for this criterion: 5
! Below, for example, the aging timeout (default 300 seconds) is shown, followed
! by a command just listing the mac address table entry for a single address.
switch4# show mac-address-table aging-time
Vlan Aging Time

1 300
switch4# show mac-address-table address 0200.3333.3333

Mac Address Table

Vlan Mac Address Type Ports

1 0200.3333.3333 DYNAMIC Fa0/13
Total Mac Addresses for this criterion: 1

SPAN and RSPAN

Cisco Catalyst switches support a method of directing all traffic from a source port or source
VLAN to a single port. This feature, called SPAN (for Switch Port Analyzer) in the Cisco
documentation and sometimes referred to as session monitoring because of the commands used to
configure it, is useful for many applications. These include monitoring traffic for compliance
reasons, data collection purposes, or to support a particular application. For example, all traffic
from a voice VLAN can be delivered to a single switch port to facilitate call recording in a VoIP
network. Another common use of this feature is to support intrusion detection/prevention system
(IDS/IPS) security solutions.
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SPAN sessions can be sourced from a port or ports, or from a VLAN. This provides great
flexibility in collecting or monitoring traffic from a particular source device or an entire VLAN.

The destination port for a SPAN session can be on the local switch, as in SPAN operation. Or it
can be a port on another switch in the network. This mode is known as Remote SPAN, or RSPAN.
In RSPAN, a specific VLAN must be configured across the entire switching path from the source
port or VLAN to the RSPAN destination port. This requires that the RSPAN VLAN be included

in any trunks in that path, too. See Figure 1-7 for the topology of SPAN, and Figure 1-8 for that
of RSPAN.

Figure 1-7  SPAN Topology

Catalyst Switch
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SPAN Source VLAN
or Port

SPAN Destination Port

Figure 1-8 RSPAN Topology

Switched Network

RSPAN Source VLAN(s)
or Port(s)

RSPAN Destination Port

RSPAN VLAN — - —-—=-—

The information in this section applies specifically to the Cisco 3560 switching platform; the
Cisco 3750 and many other platforms use identical or similar rules and configuration commands.
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Core Concepts of SPAN and RSPAN
To understand SPAN and RSPAN, it helps to break them down into their fundamental elements.
This also helps you understand configuring these features.

In SPAN, you create a SPAN source that consists of at least one port or at least one VLAN on a
switch. On the same switch, you configure a destination port. The SPAN source data is then
gathered and delivered to the SPAN destination.

In RSPAN, you create the same source type—at least one port or at least one VLAN. The
destination for this session is the RSPAN VLAN, rather than a single port on the switch. At the
switch that contains an RSPAN destination port, the RSPAN VLAN data is delivered to the
RSPAN port.

A SPAN source port can be any type of port—a routed port, a physical switch port, an access port,
a trunk port, an EtherChannel port (either one physical port or the entire port-channel interface),
and so on. On a SPAN source VLAN, all active ports in that VLAN are monitored. As you add or
remove ports from that VLAN, the sources are dynamically updated to include new ports or
exclude removed ports. Also, a port configured as a SPAN destination cannot be part of a SPAN
source VLAN.

Restrictions and Conditions
Destination ports in SPAN and RSPAN have multiple restrictions. The key restrictions include the
following:

m  When you configure a destination port, its original configuration is overwritten. If the SPAN
configuration is removed, the original configuration on that port is restored.

m  When you configure a destination port, the port is removed from any EtherChannel bundle if
it were part of one. If it were a routed port, the SPAN destination configuration overrides the
routed port configuration.

m  Destination ports do not support port security, 802.1x authentication, or private VLANSs. In
general, SPAN/RSPAN and 802.1x are incompatible.

m Destination ports do not support any Layer 2 protocols, including CDP, Spanning Tree, VTP,
DTP, and so on.

A set of similar restrictions for RSPAN destination VLANS also exists. See the references in the
“Further Reading” section at the end of this chapter for more information about those
restrictions.
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SPAN and RSPAN require compliance with a number of specific conditions to work. For SPAN,
the key restrictions include the following:

The source can be either one or more ports or a VLAN, but not a mix of these.
Up to 64 SPAN destination ports can be configured on a switch.
Switched or routed ports can be configured as SPAN source ports or SPAN destination ports.

Be careful to avoid overloading the SPAN destination port. A 100-Mbps source port can easily
overload a 10-Mbps destination port; it’s even easier to overload a 100-Mbps destination port
when the source is a VLAN.

Within a single SPAN session, you cannot deliver traffic to a destination port when it is
sourced by a mix of SPAN and RSPAN source ports or VLANSs. This restriction comes into
play when you want to mirror traffic to both a local port on a switch (in SPAN) and a remote
port on another switch (in RSPAN mode).

A SPAN destination port cannot be a source port, and a source port cannot be a destination
port.

Only one SPAN/RSPAN session can send traffic to a single destination port.

A SPAN destination port ceases to act as a normal switchport. That is, it passes only SPAN-
related traffic.

It’s possible to configure a trunk port as the source of a SPAN or RSPAN session. In this case,
all VLANS on the trunk are monitored by default; the filter vlan command option can be
configured to limit the VLANSs being monitored in this situation.

Traffic that is routed from another VLAN to a source VLAN cannot be monitored with SPAN.
An easy way to understand this concept is that only traffic that enters or exits the switch in a
source port or VLAN is forwarded in a SPAN session. In other words, if the traffic comes from
another source within the switch (by routing from another VLAN, for example), that traffic
isn’t forwarded via SPAN.

SPAN and RSPAN support two types of traffic: transmitted and received. By default, SPAN is
enabled for traffic both entering and exiting the source port or VLAN. However, SPAN can be
configured to monitor just transmitted traffic or just received traffic. Some additional conditions
apply to these traffic types, as detailed in this list:

For Receive (RX) SPAN, the goal is to deliver all traffic received to the SPAN destination. As
aresult, each frame to be transported across a SPAN connection is copied and sent before any
modification (for example, VACL or ACL filtering, QoS modification, or even ingress or
egress policing).
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Basic SPAN Configuration

For Transmit (TX) SPAN, all relevant filtering or modification by ACLs, VACLs, QoS, or
policing actions are taken before the switch forwards the traffic to the SPAN/RSPAN
destination. As a result, not all transmit traffic necessarily makes it to a SPAN destination.
Also, the frames that are delivered do not necessarily match the original frames exactly,
depending on policies applied before they are forwarded to the SPAN destination.

A special case applies to certain types of Layer 2 frames. SPAN/RSPAN usually ignores CDP,
spanning-tree BPDUs, VTP, DTP, and PagP frames. However, these traffic types can be
forwarded along with the normal SPAN traffic if the encapsulation replicate command is

configured.

The goal for the configuration in Example 1-3 is to mirror traffic sent or received from interface
fa0/12 to interface fa0/24. All traffic sent or received on fa0/12 is sent to fa0/24. This configuration
is typical of a basic traffic monitoring application.

Example 1-3 Basic SPAN Configuration Example

MDF -ROC1# configure terminal
MDF -ROC1 (config)# monitor session 1 source interface fa@/12
MDF -ROC1 (config)# monitor session 1 destination interface fa0/24

Complex SPAN Configuration
In Example 1-4, we configure a switch to send the following traffic to interface fa0/24, preserving
the encapsulation from the sources:

Received on interface fa0/18

Sent on interface fa0/9

Sent and received on interface fa0/19 (which is a trunk)

We also filter (remove) VLANS 1, 2, 3, and 229 from the traffic coming from the fa0/19 trunk port.

Example 1-4 Complex SPAN Configuration Example

MDF -
MDF -
MDF -
MDF -
MDF -
MDF -

ROC3# config term

ROC3 (config)# monitor
ROC3(config)# monitor
ROC3(config)# monitor
ROC3(config)# monitor
ROC3(config)# monitor

session
session
session
session
session

11
11
11
11
11

source interface fa@/18 rx

source interface fa@/9 tx

source interface fa@/19

filter vlan 1 - 3 , 229

destination interface fa@/24 encapsulation replicate
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RSPAN Configuration
In Example 1-5, we configure two switches, IDF-SYR1 and IDF-SYR?2, to send traffic to RSPAN
VLAN 199, which is delivered to port fa0/24 on switch MDF-SYR9 as follows:

m  From IDF-SYRI1, all traffic received on VLANSs 66-68
m  From IDF-SYR2, all traffic received on VLAN 9
m  From IDF-SYR2, all traffic sent and received on VLAN 11

Note that all three switches use a different session ID, which is permissible in RSPAN. The only
limitation on session numbering is that the session number must be 1 to 66.

Example 1-5 RSPAN Configuration Example

IDF-SYR1# config term

IDF-SYR1(config)# vlan 199

IDF-SYR1(config-vlan)# remote span

IDF-SYR1(config-vlan)# exit

IDF-SYR1(config)# monitor session 3 source vlan 66 - 68 rx
IDF-SYR1(config)# monitor session 3 destination remote vlan 199
INow moving to IDF -SYR2:

IDF-SYR2# config term

IDF-SYR2(config)# vlan 199

IDF-SYR2(config-vlan)# remote span

IDF-SYR2(config-vlan)# exit

IDF-SYR2(config)# monitor session 23 source vlan 9 rx
IDF-SYR2(config)# monitor session 23 source vlan 11 rx
IDF-SYR2(config)# monitor session 23 destination remote vlan 199

INow moving to MDF-SYR9

MDF -SYR9# config term

MDF -SYR9 (config)# vlan 199

MDF -SYR9 (config-vlan)# remote span

MDF -SYR9 (config-vlan)# exit

MDF -SYR9 (config)# monitor session 63 source remote vlan 199

MDF -SYR9 (config)# monitor session 63 destination interface fa0/24
MDF -SYR9 (config)# end

) You can verify SPAN or RSPAN operation using the show monitor session command. From a
f K . o . L .
%__-r:,z'ic troubleshooting standpoint, it’s important to note that if the destination port is shut down, the

| SPAN instance won’t come up. Once you bring the port up, the SPAN session will follow.
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Foundation Summary

Table 1-8

This section lists additional details and facts to round out the coverage of the topics in this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this “Foundation Summary” does not
repeat information presented in the “Foundation Topics” section of the chapter. Please take the
time to read and study the details in the “Foundation Topics” section of the chapter, as well as
review items noted with a Key Topic icon.

Table 1-8 lists the different types of Ethernet and some distinguishing characteristics of each type.

Ethernet Standards

Type of Ethernet

General Description

10BASES Commonly called “thick-net”; uses coaxial cabling

10BASE2 Commonly called “thin-net”’; uses coaxial cabling

10BASE-T First type of Ethernet to use twisted-pair cabling

DIX Ethernet Layer 1 and Layer 2 specifications for original Ethernet, from Digital/Intel/

Version 2 Xerox; typically called DIX V2

IEEE 802.3 Called MAC due to the name of the IEEE committee (Media Access Control);
original Layer 1 and 2 specifications, standardized using DIX V2 as a basis

IEEE 802.2 Called LLC due to the name of the IEEE committee (Logical Link Control);
Layer 2 specification for header common to multiple IEEE LAN specifications

IEEE 802.3u IEEE standard for Fast Ethernet (100 Mbps) over copper and optical cabling;
typically called FastE

IEEE 802.3z Gigabit Ethernet over optical cabling; typically called GigE

IEEE 802.3ab

Gigabit Ethernet over copper cabling

Switches forward frames when necessary, and do not forward when there is no need to do so, thus
reducing overhead. To accomplish this, switches perform three actions:

Learn MAC addresses by examining the source MAC address of each received frame

Decide when to forward a frame or when to filter (not forward) a frame, based on the

destination MAC address

Create a loop-free environment with other bridges by using the Spanning Tree Protocol

The internal processing algorithms used by switches vary among models and vendors; regardless,
the internal processing can be categorized as one of the methods listed in Table 1-9.
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Switch Internal Processing

Switching Method

Description

Store-and-forward

The switch fully receives all bits in the frame (store) before forwarding the
frame (forward). This allows the switch to check the FCS before forwarding the
frame, thus ensuring that errored frames are not forwarded.

Cut-through

The switch performs the address table lookup as soon as the Destination
Address field in the header is received. The first bits in the frame can be sent out
the outbound port before the final bits in the incoming frame are received. This
does not allow the switch to discard frames that fail the FCS check, but the
forwarding action is faster, resulting in lower latency.

Fragment-free

This performs like cut-through switching, but the switch waits for 64 bytes to be
received before forwarding the first bytes of the outgoing frame. According to

Ethernet specifications, collisions should be detected during the first 64 bytes of
the frame, so frames that are in error because of a collision will not be forwarded.

Table 1-10 lists some of the most popular Cisco IOS commands related to the topics in this chapter.

Table 1-10 Catalyst I0S Commands for Catalyst Switch Configuration

Command

Description

interface vlan 1

Global command; moves user to interface configuration mode for a
VLAN interface

interface fastethernet 0/x

Puts user in interface configuration mode for that interface

duplex {auto | full | half}

Used in interface configuration mode; sets duplex mode for the
interface

speed {10 1100 | 1000 | auto |
nonegotiate }

Used in interface configuration mode; sets speed for the interface

show mac address-table [aging-
time | count | dynamic | static]
[address hw-addr] [interface
interface-id] [vlan vian-id]

Displays the MAC address table; the security option displays
information about the restricted or static settings

show interface fastethernet 0/x

Displays interface status for a physical 10/100 interface

show interface vlan 1

Displays IP address configuration for VLAN

remote span

In VLAN configuration mode, specifies that the VLAN is
configured as a remote SPAN destination VLAN

monitor session /-66 source
[vlan vian-id | interface
interface-id] [rx | tx | both]

Configures a SPAN or RSPAN source, which can include one or
more physical interfaces or one or more VLANSs; optionally
specifies traffic entering (Rx) or leaving (Tx), or both, with respect
to the specified source

continues
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Table 1-10 Catalyst I0S Commands for Catalyst Switch Configuration (Continued)

Command

Description

interface-id)

monitor session 1-66 destination
[remote vlan vian-id] | interface

Configures the destination of a SPAN or RSPAN session to be
either a physical interface or a remote VLAN

monitor session /-66 filter vlan
[vian | vlan-range]

monitored traffic stream

Removes traffic from the specified VLAN or VLAN range from the

show monitor session session-id

Displays the status of a SPAN session

Table 1-11 outlines the types of UTP cabling.

UTP Cabling Reference

UTP Max Speed

Category Rating Description

1 — Used for telephones, and not for data

2 4 Mbps Originally intended to support Token Ring over UTP

3 10 Mbps Can be used for telephones as well; popular option for Ethernet in
years past, if Cat 3 cabling for phones was already in place

4 16 Mbps Intended for the fast Token Ring speed option

5 1 Gbps Very popular for cabling to the desktop

Se 1 Gbps Added mainly for the support of copper cabling for Gigabit Ethernet

6 1 Gbps+ Intended as a replacement for Cat Se, with capabilities to support
multigigabit speeds

Table 1-12 lists the pertinent details of the Ethernet standards and the related cabling.

Table 1-12  Ethernet Types and Cabling Standards

Maximum Single Cable
Standard Cabling Length
10BASES Thick coaxial 500 m
10BASE2 Thin coaxial 185 m
10BASE-T UTP Cat 3, 4, 5, Se, 6 100 m
100BASE-FX Two strands, multimode 400 m
100BASE-T UTP Cat 3, 4, 5, Se, 6, 2 pair 100 m
100BASE-T4 UTP Cat 3, 4, 5, Se, 6, 4 pair 100 m
100BASE-TX UTP Cat 3, 4, 5, Se, 6, or STP, 2 pair 100 m
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Standard

Cabling

Maximum Single Cable
Length

1000BASE-LX

Long-wavelength laser, MM or SM fiber

10 km (SM)

3 km (MM)

1000BASE-SX Short-wavelength laser, MM fiber 220 m with 62.5-micron fiber;
550 m with 50-micron fiber

1000BASE-ZX Extended wavelength, SM fiber 100 km

1000BASE-CS STP, 2 pair 25 m

1000BASE-T UTP Cat 5, Se, 6, 4 pair 100 m

Memory Builders

The CCIE Routing and Switching written exam, like all Cisco CCIE written exams, covers a fairly
broad set of topics. This section provides some basic tools to help you exercise your memory about
some of the broader topics covered in this chapter.

Fill In Key Tables from Memory
Appendix G, “Key Tables for CCIE Study,” on the CD in the back of this book contains empty sets
of some of the key summary tables in each chapter. Print Appendix G, refer to this chapter’s tables
in it, and fill in the tables from memory. Refer to Appendix H, “Solutions for Key Tables for CCIE
Study,” on the CD to check your answers.

Definitions

Next, take a few moments to write down the definitions for the following terms:

Auto-negotiation, half duplex, full duplex, cross-over cable, straight-through cable,
unicast address, multicast address, broadcast address, loopback circuitry, I/G bit, U/L bit,
CSMA/CD, SPAN, RSPAN, remote VLAN, monitor session, VLAN filtering,
encapsulation replication

Refer to the glossary to check your answers.

Further Reading

For a good reference for more information on the actual FLPs used by auto-negotiation, refer to
the Fast Ethernet web page of the University of New Hampshire Research Computing Center’s
InterOperability Laboratory, at http://www.iol.unh.edu/services/testing/fe/training/.

For information about configuring SPAN and RSPAN, and for a full set of restrictions (specific to
the 3560 and 3750), see http://www.ciscosystems.com/en/US/docs/switches/lan/catalyst3560/
software/release/12.2_50_se/configuration/guide/swspan.html.
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Blueprint topics covered in
this chapter:

This chapter covers the following subtopics from
the Cisco CCIE Routing and Switching written
exam blueprint. Refer to the full blueprint in
Table I-1 in the Introduction for more details on
the topics covered in each chapter and their
context within the blueprint.

m VLANSs
m VLAN Trunking Protocol (VTP)
m Etherchannel

m PPP over Ethernet (PPPoE)



CHAPTER

Virtual LANs and VLAN Trunking

This chapter continues with the coverage of some of the most fundamental and important LAN
topics with coverage of VLANs and VLAN trunking. As usual, for those of you current in

your knowledge of the topics in this chapter, review the items next to the Key Topic icons spread
throughout the chapter, plus the “Foundation Summary” and “Memory Builders” sections at

the end of the chapter.

“Do | Know This Already?” Quiz

Table 2-1 outlines the major headings in this chapter and the corresponding “Do I Know This
Already?” quiz questions.

Table 2-1  “Do I Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section Score
Virtual LANs 1-2

VLAN Trunking Protocol 3-5

VLAN Trunking: ISL and 802.1Q 6-9

Configuring PPPoE 10

Total Score

In order to best use this pre-chapter assessment, remember to score yourself strictly. You can
find the answers in Appendix A, “Answers to the ‘Do I Know This Already?’ Quizzes.”

1. Assume that VLAN 28 does not yet exist on Switchl. Which of the following commands,
issued from any part of global configuration mode (reached with the configure terminal
exec command) would cause the VLAN to be created?

a. vlan 28

b. vlan 28 name fred

c. switchport vlan 28

d. switchport access vlan 28

e. switchport access 28
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2. Which of the following are the two primary motivations for using private VLANSs?

a.

Better LAN security

IP subnet conservation

Better consistency in VLAN configuration details
Reducing the impact of broadcasts on end-user devices

Reducing the unnecessary flow of frames to switches that do not have any ports in the
VLAN to which the frame belongs

3. Which of the following VLANS can be pruned by VTP on an 802.1Q trunk?

a.
b.
c.
d.

e.

1-1023
1-1001
2-1001
1-1005
2-1005

4. An existing switched network has ten switches, with Switchl and Switch2 being the only
VTP servers in the network. The other switches are all VTP clients and have successfully
learned about the VLANS from the VTP servers. The only configured VTP parameter on all
switches is the VTP domain name (Larry). The VTP revision number is 201. What happens
when a new, already-running VTP client switch, named Switch11, with domain name Larry
and revision number 301, connects via a trunk to any of the other ten switches?

a.

No VLAN information changes; Switch11 ignores the VTP updates sent from the two
existing VTP servers until the revision number reaches 302.

The original ten switches replace their old VLAN configuration with the configuration
in Switch11.

Switch11 replaces its own VLAN configuration with the configuration sent to it by one
of the original VTP servers.

Switch11 merges its existing VLAN database with the database learned from the VTP
servers, because Switch11 had a higher revision number.
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An existing switched network has ten switches, with Switchl and Switch2 being the only
VTP servers in the network. The other switches are all VTP clients, and have successfully
learned about the VLANSs from the VTP server. The only configured VTP parameter is the
VTP domain name (Larry). The VTP revision number is 201. What happens when an already-
running VTP server switch, named Switch11, with domain name Larry and revision number
301, connects via a trunk to any of the other ten switches?

a. No VLAN information changes; all VTP updates between the original VTP domain and
the new switch are ignored.

b. The original ten switches replace their old VLAN configuration with the configuration
in Switchl11.

c. Switchl1 replaces its old VLAN configuration with the configuration sent to it by one of
the original VTP servers.

d. Switchl1 merges its existing VLAN database with the database learned from the VTP
servers, because Switch11 had a higher revision number.

e. None of the other answers is correct.

Assume that two brand-new Cisco switches were removed from their cardboard boxes. PC1
was attached to one switch, PC2 was attached to the other, and the two switches were
connected with a cross-over cable. The switch connection dynamically formed an 802.1Q
trunk. When PC1 sends a frame to PC2, how many additional bytes of header are added to the
frame before it passes over the trunk?

a. 0
b. 4
c. 8
d. 26

Assume that two brand-new Cisco Catalyst 3550 switches were connected with a cross-over
cable. Before attaching the cable, one switch interface was configured with the switchport
trunk encapsulation dotlq, switchport mode trunk, and switchport nonegotiate
subcommands. Which of the following must be configured on the other switch before
trunking will work between the switches?

a. switchport trunk encapsulation dotlq
b. switchport mode trunk
c. switchport nonegotiate

d. No configuration is required.
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8. When configuring trunking on a Cisco router fa0/l interface, under which configuration
modes could the IP address associated with the native VLAN (VLAN 1 in this case) be
configured?

a. Interface fa 0/1 configuration mode
b. Interface fa 0/1.1 configuration mode
c. Interface fa 0/1.2 configuration mode

d. None of the other answers is correct

9. Which of the following is false about 802.1Q?

a. Encapsulates the entire frame inside an 802.1Q header and trailer
b. Supports the use of a native VLAN

c. Allows VTP to operate only on extended-range VLANs

d. Is chosen over ISL by DTP

10. Which command enables PPPoE on the outside Ethernet interface on a Cisco router?

a. pppoe enable
b. pppoe-client enable
c. pppoe-client dialer-pool-number

d. pppoe-client dialer-number
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Foundation Topics

Virtual LANs

{ Key
i Topic

In an Ethernet LAN, a set of devices that receive a broadcast sent by any one of the devices in the
same set is called a broadcast domain. On switches that have no concept of virtual LANs (VLAN),
a switch simply forwards all broadcasts out all interfaces, except the interface on which it received
the frame. As a result, all the interfaces on an individual switch are in the same broadcast domain.
Also, if the switch connects to other switches and hubs, the interfaces on those switches and hubs
are also in the same broadcast domain.

A VLAN is simply an administratively defined subset of switch ports that are in the same broadcast
domain. Ports can be grouped into different VLANS on a single switch, and on multiple interconnected
switches as well. By creating multiple VLANS, the switches create multiple broadcast domains.
By doing so, a broadcast sent by a device in one VLAN is forwarded to the other devices in that
same VLAN; however, the broadcast is not forwarded to devices in the other VLANSs.

With VLANSs and IP, best practices dictate a one-to-one relationship between VLANSs and IP
subnets. Simply put, the devices in a single VLAN are typically also in the same single IP subnet.
Alternately, it is possible to put multiple subnets in one VLAN, and use secondary IP addresses on
routers to route between the VLANs and subnets. Also, although not typically done, you can
design a network to use one subnet on multiple VLANS, and use routers with proxy ARP enabled
to forward traffic between hosts in those VLANS. (Private VLANSs might be considered to consist
of one subnet over multiple VLANS as well, as covered later in this chapter.) Ultimately, the CCIE
written exams tend to focus more on the best use of technologies, so this book will assume that
one subnet sits on one VLAN, unless otherwise stated.

Layer 2 switches forward frames between devices in the same VLAN, but they do not forward
frames between two devices in different VLANSs. To forward data between two VLANSs, a
multilayer switch (MLS) or router is needed. Chapter 6, “IP Forwarding (Routing),” covers the
details of MLS.

VLAN Configuration

Configuring VLANS in a network of Cisco switches requires just a few simple steps:

Step 1 Create the VLAN itself.
Step 2 Associate the correct ports with that VLAN.
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The challenge relates to how some background tasks differ depending on how the Cisco VLAN
Trunking Protocol (VTP) is configured, and whether normal-range or extended-range VLANS are
being used.

Using VLAN Database Mode to Create VLANs
To begin, consider Example 2-1, which shows some of the basic mechanics of VLAN creation in
VLAN database configuration mode. VLAN database configuration mode allows the creation of
VLAN:S, basic administrative settings for each VLAN, and verification of VTP configuration
information. Only normal-range (VLANs 1-1005) VLANS can be configured in this mode, and
the VLAN configuration is stored in a Flash file called vlan.dat.

Example 2-1 demonstrates VLAN database configuration mode, showing the configuration on
Switch3 from Figure 2-1. The example shows VLANSs 21 and 22 being created.

Figure 2-1 Simple Access and Distribution

VLAN 21 VLAN 22
Subnet 10.1.21.x/24 Subnet 10.1.22.x/24

—~— Fa0/0 Fa0/1

Example 2-1 VLAN Creation in VLAN Database Mode—Switch3

! Below, note that FA 0/12 and FA®/24 missing from the list, because they have

! dynamically become trunks, supporting multiple VLANs.

Switch3# show vlan brief

VLAN Name Status Ports

1 default active Fa@/1, Fa0/2, Fa@/3, Fad/4
Fa0/5, Fa0/6, Fad/7, Fa0/8
Fa0/9, Fa®/10, Fa@/11, Fa0/13
Fa0/14, Fa@/15, Fa@/16, Fa0/17
Fa0/18, Fa®/19, Fa0@/20, Fa0/21
Fa0/22, Fa0/23
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Example 2-1 VLAN Creation in VLAN Database Mode—Switch3 (Continued)

! Below, "unsup" means that this 2950 switch does not support FDDI and TR

1002 fddi-default act/unsup
1003 token-ring-default act/unsup
1004 fddinet-default act/unsup
1005 trnet-default act/unsup

! Below, vlan database moves user to VLAN database configuration mode.
! The vlan 21 command defines the VLAN, as seen in the next command output
! (show current), VLAN 21 is not in the "current" VLAN list.
Switch3# vlan database
Switch3(vlan)# vlan 21
VLAN 21 added:
Name: VLANQO21
! The show current command lists the VLANs available to the IOS when the switch
! is in VTP Server mode. The command lists the VLANs in numeric order, with
! VLAN 21 missing.
Switch3(vlan)# show current
VLAN ISL Id: 1
Name: default
Media Type: Ethernet
VLAN 802.10 Id: 100001
State: Operational
MTU: 1500
Backup CRF Mode: Disabled
Remote SPAN VLAN: No

VLAN ISL Id: 1002
Name: fddi-default
Media Type: FDDI
VLAN 802.10 Id: 101002
State: Operational
MTU: 1500
Backup CRF Mode: Disabled
Remote SPAN VLAN: No
! Lines omitted for brevity
! Next, note that show proposed lists VLAN 21. The vlan 21 command
! creates the definition, but it must be "applied" before it is "current".
Switch3(vlan)# show proposed
VLAN ISL Id: 1
Name: default
Media Type: Ethernet
VLAN 802.10 Id: 100001
State: Operational
MTU: 1500
Backup CRF Mode: Disabled
Remote SPAN VLAN: No

continues
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Example 2-1 VLAN Creation in VLAN Database Mode—Switch3 (Continued)
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VLAN ISL Id: 21
Name: VLANQO21
Media Type: Ethernet
VLAN 802.10 Id: 100021
State: Operational
MTU: 1500
Backup CRF Mode: Disabled
Remote SPAN VLAN: No
Lines omitted for brevity
! Next, you could apply to complete the addition of VLAN 21,
! abort to not make the changes and exit VLAN database mode, or
! reset to not make the changes but stay in VLAN database mode.
Switch3(vlan)# ?
VLAN database editing buffer manipulation commands:
abort Exit mode without applying the changes
apply Apply current changes and bump revision number
exit  Apply changes, bump revision number, and exit mode
no Negate a command or set its defaults
reset Abandon current changes and reread current database
show  Show database information
vlan Add, delete, or modify values associated with a single VLAN

vtp Perform VTP administrative functions.
The apply command was used, making the addition of VLAN 21 complete.
Sw1tch3(v1an)# apply
APPLY completed.
! A show current now would list VLAN 21.
Switch3(vlan)# vlan 22 name ccie-vlan-22
VLAN 22 added:

Name: ccie-vlan-22
! Above and below, some variations on commands are shown, along with the
! creation of VLAN 22, with name ccie-vlan-22.
! Below, the vlan 22 option is used on show current and show proposed
! detailing the fact that the apply has not been done yet.
Switch3(vlan)# show current 22
VLAN 22 does not exist in current database
Switch3(vlan)# show proposed 22
VLAN ISL Id: 22
Lines omitted for brevity
Finally, the user exits VLAN database mode using CTRL-Z, which does
not inherently apply the change. CTRL-Z actually executes an abort.
Sw1tch3(vlan)# ~Z

Using Configuration Mode to Put Interfaces into VLANs

To make a VLAN operational, the VLAN must be created, and then switch ports must be assigned
to the VLAN. Example 2-2 shows how to associate the interfaces with the correct VLANS, once
again on Switch3.
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NOTE At the end of Example 2-1, VLAN 22 had not been successfully created. The
assumption for Example 2-2 is that VLAN 22 has been successfully created.

Example 2-2 Assigning Interfaces to VLANs—Switch3

! First, the switchport access command assigns the VLAN numbers to the
! respective interfaces.

Switch3# config t

Enter configuration commands, one per line. End with CNTL/Z.
Switch3(config)# int fa /3

Switch3(config-if)# switchport access vlan 22

Switch3(config-if)# int fa 0/7

Switch3(config-if)# switchport access vlan 21

Switch3(config-if)# *~Z

! Below, show vlan brief lists these same two interfaces as now being in
! VLANs 21 and 22, respectively.

Switch3# show vlan brief

VLAN Name Status Ports

1 default active Fa0/1, Fa@/2, Fa@/4, Fa0/5
Fa0/6, Fa0/8, Fad/9, Fa0d/10
Fa0/11, Fa@/13, Fa@/14, Fa0/15
Fa0/16, Fa0/17, Fa®/18, Fa0d/19
Fa0/20, Fa@/21, Fa®/22, Fa0/23

21 VLAN0QO21 active Fa0/7

22 ccie-vlan-22 active Fa0/3

! Lines omitted for brevity

! While the VLAN configuration is not shown in the running-config at this point,

! the switchport access command that assigns the VLAN for the interface is in the

! configuration, as seen with the show run int fa @/3 command.

Switch3# show run int fa 0/3

interface FastEthernet0/3

switchport access vlan 22

Using Configuration Mode to Create VLANSs
At this point, the two new VLANSs (21 and 22) have been created on Switch3, and the two
interfaces are now in the correct VLANSs. However, Cisco IOS switches support a different way to
create VLANS, using configuration mode, as shown in Example 2-3.

Example 2-3 Creating VLANs in Configuration Mode—Switch3

! First, VLAN 31 did not exist when the switchport access vlan 31 command was
! issued. As a result, the switch both created the VLAN and put interface fa@/8
! into that VLAN. Then, the vlan 32 global command was used to create a

continues
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Example 2-3 Creating VLANSs in Configuration Mode—Switch3 (Continued)

! VLAN from configuration mode, and the name subcommand was used to assign a
! non-default name.

Switch3# conf t

Enter configuration commands, one per line. End with CNTL/Z.
Switch3(config)# int fa 0/8

Switch3(config-if)# switchport access vlan 31

% Access VLAN does not exist. Creating vlan 31
Switch3(config-if)# exit

Switch3(config)# vlan 32

Switch3(config-vlan)# name ccie-vlan-32
Switch3(config-vlan)# ~Z

Switch3# show vlan brief

VLAN Name Status Ports

1 default active Fao/1, Fa0/2, Fa@/4, Fa0/5
Fa0/6, Fa0®/9, Fa0/10, Fao/11
Fa0/13, Fa@/14, Fa@/15, Fa0/16
Fa0®/17, Fa@/18, Fa0@/19, Fa0/20
Fa0/21, Fa@/22, Fa@/23

21 VLANQO21 active Fao/7
22 ccie-vlan-22 active Fao/3
3il VLANQO31 active Fao/8
32 ccie-vlan-32 active

! Portions omitted for brevity

Example 2-3 shows how the switchport access vlan subcommand creates the VLAN, as needed,
and assigns the interface to that VLAN. Note that in Example 2-3, the show vlan brief output lists
fa0/8 as being in VLAN 31. Because no ports have been assigned to VLAN 32 as of yet, the final
line in Example 2-3 simply does not list any interfaces.

The VLAN creation process is simple but laborious in a large network. If many VLANS exist, and
they exist on multiple switches, instead of manually configuring the VLANSs on each switch, you
can use VTP to distribute the VLAN configuration of a VLAN to the rest of the switches. VTP will
be discussed after a brief discussion of private VLANS.

Private VLANs
Engineers may design VLANs with many goals in mind. In many cases today, devices end up in
the same VLAN just based on the physical locations of the wiring drops. Security is another
motivating factor in VLAN design: devices in different VLANs do not overhear each other’s
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broadcasts. Additionally, the separation of hosts into different VLANs and subnets requires an
intervening router or multilayer switch between the subnets, and these types of devices typically
provide more robust security features.

Regardless of the design motivations behind grouping devices into VLANSs, good design practices
typically call for the use of a single IP subnet per VLAN. In some cases, however, the need to
increase security by separating devices into many small VLANSs conflicts with the design goal of
conserving the use of the available IP subnets. The Cisco private VLAN feature addresses this
issue. Private VLANSs allow a switch to separate ports as if they were on different VLANS, while
consuming only a single subnet.

A common place to implement private VLANS is in the multitenant offerings of a service provider
(SP). The SP can install a single router and a single switch. Then, the SP attaches devices from
multiple customers to the switch. Private VLANSs then allow the SP to use only a single subnet for
the whole building, separating different customers’ switch ports so that they cannot communicate
directly, while supporting all customers with a single router and switch.

Conceptually, a private VLAN includes the following general characterizations of how ports
communicate:

m  Ports that need to communicate with all devices
m  Ports that need to communicate with each other, and with shared devices, typically routers
m  Ports that need to communicate only with shared devices

To support each category of allowed communications, a single private VLAN features a
primary VLAN and one or more secondary VLANs. The ports in the primary VLAN are
promiscuous in that they can send and receive frames with any other port, including ports
assigned to secondary VLANs. Commonly accessed devices, such as routers and servers, are
placed into the primary VLAN. Other ports, such as customer ports in the SP multitenant
model, attach to one of the secondary VLANSs.

Secondary VLANS are either community VLANSs or isolated VLANs. The engineer picks the type
based on whether the device is part of a set of ports that should be allowed to send frames back
and forth (community VLAN ports), or whether the device port should not be allowed to talk to
any other ports besides those on the primary VLAN (isolated VLAN). Table 2-2 summarizes the
behavior of private VLAN communications between ports.
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Table 2-2
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Private VLAN Communications Between Ports

Description of Who Can Talk Primary Community Isolated

to Whom VLAN Ports VLAN Ports’ VLAN Ports'
Talk to ports in primary VLAN Yes Yes Yes
(promiscuous ports)

Talk to ports in the same N/A? Yes No

secondary VLAN (host ports)

Talks to ports in another N/A? No No

secondary VLAN

1Community and isolated VLANSs are secondary VLANS.

Promiscuous ports, by definition in the primary VLAN, can talk to all other ports.

VLAN Trunking Protocol

VTP advertises VLAN configuration information to neighboring switches so that the VLAN
configuration can be made on one switch, with all the other switches in the network learning the
VLAN information dynamically. VTP advertises the VLAN ID, VLAN name, and VLAN type for
each VLAN. However, VTP does not advertise any information about which ports (interfaces)
should be in each VLAN, so the configuration to associate a switch interface with a particular
VLAN (using the switchport access vlan command) must still be configured on each individual
switch. Also, the existence of the VLAN IDs used for private VLANS is advertised, but the rest of
the detailed private VLAN configuration is not advertised by VTP.

Table 2-3
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Each Cisco switch uses one of three VTP modes, as outlined in Table 2-3.

VTP Modes and Features*

Server Client Transparent
Function Mode Mode Mode
Originates VTP advertisements Yes Yes No
Processes received advertisements to update its VLAN Yes Yes No
configuration
Forwards received VTP advertisements Yes Yes Yes
Saves VLAN configuration in NVRAM or vlan.dat Yes Yes Yes
Can create, modify, or delete VLANSs using Yes No Yes
configuration commands

“CatOS switches support a fourth VTP mode (off), meaning that the switch does not create, listen to, or forward VTP

updates.
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VTP Process and Revision Numbers
The VTP update process begins when a switch administrator, from a VTP server switch, adds,
deletes, or updates the configuration for a VLAN. When the new configuration occurs, the VTP
server increments the old VTP revision number by 1, and advertises the entire VLAN
configuration database along with the new revision number.

The VTP revision number concept allows switches to know when VLAN database changes have
occurred. Upon receiving a VTP update, if the revision number in a received VTP update is larger
than a switch’s current revision number, it believes that there is a new version of the VLAN
database. Figure 2-2 shows an example in which the old VTP revision number was 3, the server
adds a new VLAN, incrementing the revision number to 4, and then propagates the VTP database
to the other switches.

Figure 2-2 VTP Revision Number Basic Operation

(1)Add New VLAN
i Key

3, Topic @ Rev 3—>Rev 4

—
o —

@Send VTP Advertisement

@Send VTP Advertisement

VIP L — —— 4 v
client Client

(49)Rev3—>Rev 4 (4) Rev 3—>Rev 4
(5)Sync New VLAN Info (5)Sync New VLAN Info

Cisco switches default to use VTP server mode, but they do not start sending VTP updates until
the switch has been configured with a VTP domain name. At that point, the server begins to send
its VTP updates, with a different database and revision number each time its VLAN configuration
changes. However, the VTP clients in Figure 2-2 actually do not have to have the VTP domain
name configured. If not configured, the client will assume it should use the VTP domain name in
the first received VTP update. However, the client does need one small bit of configuration,
namely, the VTP mode, as configured with the vtp mode global configuration command.

Server

VTP clients and servers alike will accept VTP updates from other VTP server switches. When
using VTP, for better availability, a switched network using VTP needs at least two VTP server
switches. Under normal operations, a VLAN change could be made on one server switch, and the
other VTP server (plus all the clients) would learn about the changes to the VLAN database. Once
learned, both VTP servers and clients store the VLAN configuration in their respective vlan.dat
files in flash memory; they do not store the VLAN configuration in NVRAM.



44 Chapter 2: Virtual LANs and VLAN Trunking

{ Key

With multiple VTP servers installed in a LAN, it is possible to accidentally overwrite the VTP
configuration in the network. If trunks fail and then changes are made on more than one VTP server,
the VTP configuration databases could differ, with different configuration revision numbers. When the
formerly-separated parts of the LAN reconnect using trunks, the VTP database with a higher revision
number is propagated throughout the VTP domain, replacing some switches’ VTP databases. Note also
that because VTP clients can actually originate VTP updates, under the right circumstances, a VTP
client can update the VTP database on another VTP client or server. See http://www.ciscopress.com/
1587201968 and look for downloads, to download a document that describes how a client could update
the VLAN database on another VTP client or server. In summary, for a newly-connected VTP server or
client to change another switch’s VTP database, the following must be true:

m  The new link connecting the new switch is trunking.
m  The new switch has the same VTP domain name as the other switches.

m  The new switch’s revision number is larger than that of the existing switches.

The new switch must have the same password, if configured on the existing switches.

yJople The revision number and VTP domain name can be easily seen with a Sniffer trace; to prevent DoS
attacks with VTP, set VTP passwords, which are encoded as message digests (MDS5) in the VTP
updates. Also, some installations simply use VTP transparent mode on all switches, which
prevents switches from ever listening to other switch VTP updates and erroneously deleting their
VLAN configuration databases.

VTP Configuration

VTP sends updates out all active trunk interfaces (ISL or 802.1Q). However, with all default
settings from Cisco, switches are in server mode, with no VTP domain name configured, and they
do not send any VTP updates. Before any switches can learn VLAN information from another
switch, at least one switch must have a bare-minimum VTP server configuration—specifically,

a domain name.

Example 2-4 shows Switch3 configuring a VTP domain name to become a VTP server and
advertise the VLANS it has configured. The example also lists several key VTP show commands.
(Note that the example begins with VLANs 21 and 22 configured on Switch3, and all default
settings for VTP on all four switches.)

Example 2-4 VTP Configuration and show Command Example

! First, Switch3 is configured with a VTP domain ID of CCIE-domain.
Switch3# conf t

Enter configuration commands, one per line. End with CNTL/Z.
Switch3(config)# vtp domain CCIE-domain

Changing VTP domain name from NULL to CCIE-domain

Switch3(config)# ~Z

! Next, on Switch1, the VTP status shows the same revision as Switch3, and it

! learned the VTP domain name CCIE-domain. Note that Switch1 has no VTP-related
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Example 2-4 VTP Configuration and show Command Example (Continued)

Table 2-4

{Key
i Topic

! configuration, so it is a VTP server; it learned the VTP domain name from.

! Sw
Swit
VTP
Conf
Maxi
Numb
VTP
VTP
VTP
VTP
VTP
MD5

itch3.

chi# sh vtp status
Version

iguration Revision

12
2

mum VLANs supported locally :
17

: Server

: CCIE-domain
: Disabled

: Disabled

: Disabled

er of existing VLANs
Operating Mode
Domain Name

Pruning Mode

V2 Mode

Traps Generation
digest

1005

: OXQE 0x07 Ox9D Ox9A 0x27 0x10 0x6C 0x0B

Configuration last modified by 10.1.1.3 at 3-1-93 00:02:55
Local updater ID is 10.1.1.1 on interface V11 (lowest numbered VLAN interface found)
! The show vlan brief command lists the VLANs learned from Switch3.

Swit
VLAN

21
22
1002
1003
1004

chi1# show vlan brief
Name

default

VLAN0QO21
ccie-vlan-22
fddi-default
token-ring-default
fddinet-default

1005 trnet-default

Status Ports

active Fa@/1, Fa0/2, Fa@/3, Fad/4
Fa0/5, Fa0/6, Fad/7, Fa0/10
Fa0/11, Fa@/13, Fa@/14, Fa0/15
Fa0/16, Fad/17, Fa0/18, Fa0/19
Fa0/20, Fa0/21, Fa®/22, Fa0/23
Gio/2

active

active

active

active

active

active
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list, along with explanations.

Example 2-4 shows examples of a few VTP configuration options. Table 2-4 provides a complete

VTP Configuration Options
Option Meaning
domain Sends domain name in VTP updates. Received VTP update is ignored if it does not

match a switch’s domain name. One VTP domain name per switch is allowed.

password Used to generate an MDS5 hash that is included in VTP updates. Received VTP updates
are ignored if the passwords on the sending and receiving switch do not match.
mode Sets server, client, or transparent mode on the switch.

continues
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Table 2-4 VTP Configuration Options (Continued)

Option Meaning

version Sets version 1 or 2. Servers and clients must match version to exchange VLAN
configuration data. Transparent mode switches at version 2 forward version 1 or
version 2 VTP updates.

pruning Enables VTP pruning, which prevents flooding on a per-VLAN basis to switches that
do not have any ports configured as members of that VLAN.

interface Specifies the interface whose IP address is used to identify this switch in VTP updates.

Normal-Range and Extended-Range VLANs

Some VLAN numbers are considered to be normal, whereas some others are considered to be extended.
Normal-range VLANs are VLANs 1-1005, and can be advertised via VTP versions 1 and 2. These
VLANS can be configured in VLAN database mode, with the details being stored in the vlan.dat file in
Flash.

Extended-range VLANS range from 1006—4094, inclusive. However, these additional VLANSs
cannot be configured in VLAN database mode, nor stored in the vlan.dat file, nor advertised via
VTP. In fact, to configure them, the switch must be in VTP transparent mode. (Also, you should
take care to avoid using VLANs 1006-1024 for compatibility with CatOS-based switches.)

Both ISL and 802.1Q support extended-range VLANS today. Originally, ISL began life only
supporting normal-range VLANS, using only 10 of the 15 bits reserved in the ISL header to
identify the VLAN ID. The later-defined 802.1Q used a 12-bit VLAN ID field, thereby allowing
support of the extended range. Following that, Cisco changed ISL to use 12 of its reserved 15 bits
in the VLAN ID field, thereby supporting the extended range.

Table 2-5 summarizes VLAN numbers and provides some additional notes.

Table 2-5 Valid VLAN Numbers, Normal and Extended

{ Key
i Topic

Can Be Advertised

VLAN Normal or and Pruned by VTP

Number Extended? Versions 1 and 2? Comments

0 Reserved — Not available for use

1 Normal No On Cisco switches, the default VLAN
for all access ports; cannot be deleted
or changed

2-1001 Normal Yes
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Valid VLAN Numbers, Normal and Extended (Continued)

Can Be Advertised
VLAN Normal or and Pruned by VTP
Number Extended? Versions 1 and 2? Comments
1002-1005 Normal No Defined specifically for use with FDDI
and TR translational bridging
10064094 Extended No

Storing VLAN Configuration

Catalyst I0S stores VLAN and VTP configuration in one of two places—either in a Flash file
called vlan.dat or in the running configuration. (Remember that the term “Catalyst IOS” refers to
a switch that uses IOS, not the Catalyst OS, which is often called CatOS.) IOS chooses the storage
location in part based on the VTP mode, and in part based on whether the VLANs are normal-
range VLANS or extended-range VLANSs. Table 2-6 describes what happens based on what
configuration mode is used to configure the VLANS, the VTP mode, and the VLAN range. (Note
that VTP clients also store the VLAN configuration in vlan.dat, and they do not understand
extended range VL ANSs.)

Table 2-6 VLAN Configuration and Storage

{ Key
§ Topic

When in VTP
Function When in VTP Server Mode Transparent Mode
Normal-range VLANSs can be Both VLAN database and Both VLAN database and
configured from configuration modes configuration modes
Extended-range VLANSs can be Nowhere—cannot be configured Configuration mode only
configured from
VTP and normal-range VLAN vlan.dat in Flash Both vlan.dat in Flash and
configuration commands are running conﬁgurationl
stored in
Extended-range VLAN Nowhere—extended range not Running configuration only
configuration commands stored in | allowed in VTP server mode

"'When a switch reloads, if the VTP mode or domain name in the vlan.dat file and the startup-config file differ, the
switch uses only the vlan.dat file’s contents for VLAN configuration.

NOTE The configuration characteristics referenced in Table 2-6 do not include the interface
configuration command switchport access vlan; it includes the commands that create a VLAN
(vlan command) and VTP configuration commands.

Of particular interest for those of you stronger with CatOS configuration skills is that when
you erase the startup-config file, and reload the Cisco IOS switch, you do not actually erase the
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normal-range VLAN and VTP configuration information. To erase the VLAN and VTP
configuration, you must use the delete flash:vlan.dat exec command. Also note that if multiple
switches are in VTP server mode, if you delete vlan.dat on one switch and then reload it, as soon
as the switch comes back up and brings up a trunk, it learns the old VLAN database via a VTP
update from the other VTP server.

VLAN Trunking: ISL and 802.1Q

VLAN trunking allows switches, routers, and even PCs with the appropriate NICs to send traffic
for multiple VLANS across a single link. In order to know to which VLAN a frame belongs, the
sending switch, router, or PC adds a header to the original Ethernet frame, with that header having
a field in which to place the VLAN ID of the associated VLAN. This section describes the protocol
details for the two trunking protocols, followed by the details of how to configure trunking.

ISL and 802.1Q Concepts

Table 2-7

{ Key
i Topic

If two devices are to perform trunking, they must agree to use either ISL or 802.1Q, because there
are several differences between the two, as summarized in Table 2-7.

Comparing ISL and 802.1Q

Feature ISL 802.1Q

VLAN:S supported Normal and extended range1 Normal and extended range
Protocol defined by Cisco IEEE

Encapsulates original frame or inserts tag | Encapsulates Inserts tag

Supports native VLAN No Yes

s originally supported only normal-range VLANSs, but was later improved to support extended-range VLANs as well.

ISL and 802.1Q differ in how they add a header to the Ethernet frame before sending it over

a trunk. ISL adds a new 26-byte header, plus a new trailer (to allow for the new FCS value),
encapsulating the original frame. This encapsulating header uses the source address (listed as SA
in Figure 2-3) of the device doing the trunking, instead of the source MAC of the original frame.
ISL uses a multicast destination address (listed as DA in Figure 2-3) of either 0100.0C00.0000 or
0300.0C00.0000.

802.1Q inserts a 4-byte header, called a tag, into the original frame (right after the Source Address
field). The original frame’s addresses are left intact. Normally, an Ethernet controller would expect
to find either an Ethernet Type field or 802.3 Length field right after the Source Address field. With
an 802.1Q tag, the first 2 bytes after the Address fields holds a registered Ethernet type value of
0x8100, which implies that the frame includes an 802.1Q header. Because 802.1Q does not
actually encapsulate the original frame, it is often called frame tagging. Figure 2-3 shows the
contents of the headers used by both ISL and 802.1Q.
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Figure 2-3 ISL and 802.1Q Frame Marking Methods

i Key
i Topic

ISL Header CRC
26 bytes Encapsulated Ethernet Frame 4 bytes

|DA | Type | User | sA | LEN | AAAA03 | HSA | vLAN | BPDU | INDEX | RES |

VLAN BPDU
Dest | Src Len/Etype Data Original
Frame
Tagged
Dest | Src | Etype | Tag Len/Etype Data FCS Frame
[Priomy| | L AP

Finally, the last row from Table 2-7 refers to the native VLAN. 802.1Q does not tag frames sent
inside the native VLAN. The native VLAN feature allows a switch to attempt to use 802.1Q
trunking on an interface, but if the other device does not support trunking, the traffic for that one
native VLAN can still be sent over the link. By default, the native VLAN is VLAN 1.

ISL and 802.1Q Configuration

Cisco switches use the Dynamic Trunk Protocol (DTP) to dynamically learn whether the device
on the other end of the cable wants to perform trunking and, if so, which trunking protocol to use.
DTP learns whether to trunk based on the DTP mode defined for an interface. Cisco switches
default to use the DTP desirable mode, which means that the switch initiates sending DTP
messages, hoping that the device on the other end of the segment replies with another DTP message.
If a reply is received, DTP can detect whether both switches can trunk and, if so, which type of
trunking to use. If both switches support both types of trunking, they choose to use ISL. (An
upcoming section, “Trunk Configuration Compatibility,” covers the different DTP modes and how
they work.)

With the DTP mode set to desirable, switches can simply be connected, and they should
dynamically form a trunk. You can, however, configure trunking details and verify the results with
show commands. Table 2-8 lists some of the key Catalyst IOS commands related to trunking.
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Table 2-8

VLAN Trunking—Related Commands

Command Function

% Topic

switchport | no switchport Toggle defining whether to treat the interface as a switch
interface (switchport) or as a router interface (no switchport)

switchport mode Sets DTP negotiation parameters

switchport trunk Sets trunking parameters if the interface is trunking

switchport access Sets nontrunking-related parameters if the interface is not
trunking

show interface trunk Summary of trunk-related information

show interface type number trunk Lists trunking details for a particular interface

show interface type number Lists nontrunking details for a particular interface
switchport

F
E

a
S

igure 2-4 lists several details regarding Switch1’s trunking configuration and status, as shown in
xample 2-5. R1 is not configured to trunk, so Switch1 will fail to negotiate trunking. Switch2 is
Catalyst 3550, which supports both ISL and 802.1Q), so they will negotiate trunking and use ISL.
witch3 and Switch4 are Catalyst 2950s, which support only 802.1Q; as a result, Switchl

negotiates trunking, but picks 802.1Q as the trunking protocol.

Figure 2-4

Example 2-

Trunking Configuration Reference for Example 2-5

Not Configured
to Trunk

—~
7 =

o — Fa0/1 =
Ch

=

Defaults to DTP Desirable
Supports ISL or .1Q
Fa0/12

Defaults to DTP Desirable T =——=< M4 Defaults to DTP Desirable
Does Not Support ISL (2950) Does Not Support ISL (2950)

5 Trunking Configuration and show Command Example—Switchl

The administrative mode of dynamic desirable (trunking) and negotiate (trunking
encapsulation) means that Switch1 attempted to negotiate to trunk, but the
operational mode of static access means that trunking negotiation failed.

The reference to "operational trunking encapsulation" of native means that

no tagging occurs.
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Switch1# show int fa @/1 switchport

Name: Fa0/1

Switchport: Enabled

Administrative Mode: dynamic desirable
Operational Mode: static access

Administrative Trunking Encapsulation: negotiate
Operational Trunking Encapsulation: native
Negotiation of Trunking: On

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 1 (default)
Administrative private-vlan host-association: none
Administrative private-vlan mapping: none
Operational private-vlan: none

Trunking VLANs Enabled: ALL

Pruning VLANs Enabled: 2-1001

Protected: false
Unknown unicast blocked: disabled
Unknown multicast blocked: disabled

Voice VLAN: none (Inactive)
Appliance trust: none
! Next, the show int gig 0/1 trunk command shows the configured mode

! (desirable), and the current status (N-ISL), meaning negotiated ISL.

! that the trunk supports the extended VLAN range as well.
Switch1# show int gig @/1 trunk

Port Mode Encapsulation Status Native vlan
Gio/1 desirable n-isl trunking 1

Port Vlans allowed on trunk

Gio/1 1-4094

Port Vlans allowed and active in management domain

Gio/1 1,21-22

Port Vlans in spanning tree forwarding state and not pruned
Gio/1 1,21-22

Example 2-5 Trunking Configuration and show Command Example—Switchl (Continued)

Note

! Next, Switch1 lists all three trunks - the segments connecting to the other

! three switches - along with the type of encapsulation.
Switch1# show int trunk

Port Mode Encapsulation Status Native vlan
Fao/12 desirable n-802.1q trunking 1

Fa0/24 desirable n-802.1q trunking 1

Gio/1 desirable n-isl trunking 1

Port Vlans allowed on trunk

Fa@/12 1-4094

continues
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Example 2-5 Trunking Configuration and show Command Example—Switchl (Continued)

Fa0/24 1-4094
Gio/1 1-4094

Port Vlans allowed and active in management domain
Fa0/12 1,21-22
Fa0/24 1,21-22
Gio/1 1,21-22

Port Vlans in spanning tree forwarding state and not pruned
Fa@/12 1,21-22
Fa0/24 1,21-22
Gio/1 1,21-22

Allowed, Active, and Pruned VLANSs

{ Key
i Topic

Although a trunk can support VLANs 1-4094, several mechanisms reduce the actual number of
VLANSs whose traffic flows over the trunk. First, VLANSs can be administratively forbidden from
existing over the trunk using the switchport trunk allowed interface subcommand. Also, any
allowed VLANSs must be configured on the switch before they are considered active on the trunk.
Finally, VTP can prune VLANSs from the trunk, with the switch simply ceasing to forward frames
from that VLAN over the trunk.

The show interface trunk command lists the VLANS that fall into each category, as shown in the
last command in Example 2-5. The categories are summarized as follows:

m  Allowed VLANs—Each trunk allows all VLANS by default. However, VLANSs can be
removed or added to the list of allowed VLANSs by using the switchport trunk allowed
command.

m  Allowed and active—To be active, a VLAN must be in the allowed list for the trunk (based
on trunk configuration), and the VLAN must exist in the VLAN configuration on the switch.
With PVST+, an STP instance is actively running on this trunk for the VLANS in this list.

m  Active and not pruned—This list is a subset of the “allowed and active” list, with any
VTP-pruned VLANSs removed.

Trunk Configuration Compatibility

In most production networks, switch trunks are configured using the same standard throughout the
network. For instance, rather than allow DTP to negotiate trunking,, many engineers configure
trunk interfaces to always trunk (switchport mode trunk) and disable DTP on ports that should
not trunk. IOS includes several commands that impact whether a particular segment becomes a
trunk. Because many enterprises use a typical standard, it is easy to forget the nuances of how the
related commands work. This section covers those small details.
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Two IOS configuration commands impact if and when two switches form a trunk. The switchport
mode and switchport nonegotiate interface subcommands define whether DTP even attempts to
negotiate a trunk, and what rules it uses when the attempt is made. Additionally, the settings on
the switch ports on either side of the segment dictate whether a trunk forms or not.

Table 2-9 summarizes the trunk configuration options. The first column suggests the configuration
on one switch, with the last column listing the configuration options on the other switch that would
result in a working trunk between the two switches.

Table 2-9 Trunking Configuration Options That Lead to a Working Trunk

Key To Trunk,
i Topic Configuration Command | Short Other Side
- on One Side' Name Meaning Must Be
switchport mode trunk Trunk Always trunks on this end; sends On, desirable,
DTP to help other side choose to auto
trunk
switchport mode trunk; Nonegotiate Always trunks on this end; doesnot | On
switchport nonegotiate send DTP messages (good when
other switch is a non-Cisco switch)
switchport mode dynamic Desirable Sends DTP messages, and trunks On, desirable,
desirable if negotiation succeeds auto
switchport mode dynamic Auto Replies to DTP messages, and On, desirable
auto trunks if negotiation succeeds
switchport mode access Access Never trunks; sends DTP to help (Never trunks)
other side reach same conclusion
switchport mode access; Access (with Never trunks; does not send DTP (Never trunks)
switchport nonegotiate nonegotiate) messages

"When the switchport nonegotiate command is not listed in the first column, the default (DTP negotiation is active)
is assumed.

NOTE If an interface trunks, then the type of trunking (ISL or 802.1Q) is controlled by the
setting on the switchport trunk encapsulation command. This command includes an option
for dynamically negotiating the type (using DTP) or configuring one of the two types. See
Example 2-5 for a sample of the syntax.

Configuring Trunking on Routers
VLAN trunking can be used on routers and hosts as well as on switches. However, routers do not
support DTP, so you must manually configure them to support trunking. Additionally, you must
manually configure a switch on the other end of the segment to trunk, because the router does not
participate in DTP.
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The majority of router trunking configurations use subinterfaces, with each subinterface being
associated with one VLAN. The subinterface number does not have to match the VLAN ID; rather,
the encapsulation command sits under each subinterface, with the associated VLAN ID being
part of the encapsulation command. Also, because good design calls for one IP subnet per VLAN,
if the router wants to forward IP packets between the VLANSs, the router needs to have an IP
address associated with each trunking subinterface.

You can configure 802.1Q native VLANSs under a subinterface or under the physical interface
on a router. If configured under a subinterface, you use the encapsulation dotlq vian-id native
subcommand, with the inclusion of the native keyword meaning that frames exiting this
subinterface should not be tagged. As with other router trunking configurations, the associated
IP address would be configured on that same subinterface. Alternately, if not configured on a
subinterface, the router assumes that the native VLAN is associated with the physical
interface. In this case, the encapsulation command is not needed under the physical interface;
the associated IP address, however, would need to be configured under the physical interface.

Example 2-6 shows an example configuration for Router! in Figure 2-1, both for ISL and 802.1Q. In
this case, Router1 needs to forward packets between the subnets on VLANs 21 and 22. The first part
of the example shows ISL configuration, with no native VLANSs, and therefore only a subinterface
being used for each VLAN. The second part of the example shows an alternative 802.1Q configuration,
using the option of placing the native VLAN (VLAN 21) configuration on the physical interface.

Example 2-6 Trunking Configuration on Routerl

i Topic

! Note the subinterface on the fa 0/0 interface, with the encapsulation
! command noting the type of trunking, as well as the VLAN number. The
! subinterface does not have to be the VLAN ID. Also note the IP addresses for
! each interface, allowing Routeri to route between VLANs.
interface fastethernet 0/0.1
ip address 10.1.21.1 255.255.,255.0
encapsulation isl 21
!
interface fastethernet 0/0.2
ip address 10.1.22.1 255.255.255.0
encapsulation isl 22
Next, an alternative 802.1Q configuration is shown. Note that this 802.1Q configuration
places the IP address
for VLAN 21 on the physical interface; the router simply associates the
physical interface with the native VLAN. Alternatively, a subinterface could be
! used, with the encapsulation dotiq 21 native command specifying that the router
should treat this VLAN as the native VLAN.
interface fastethernet 0/0
ip address 10.1.21.1 255.255.255.0

!

interface fastethernet 0/0.2
ip address 10.1.22.1 255.255.255.0
encapsulation dot1q 22
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Note also that the router does not have an explicitly defined allowed VLAN list. However, the
allowed VLAN list is implied based on the configured VLANS. For instance, in this example,
Routerl allows VLAN 1 (because it cannot be deleted), VLAN 21, and VLAN 22. A show
interface trunk command on Switchl would show only 1, 21, and 22 as the allowed VLANs
on FAO/1.

802.1Q-in-Q Tunneling

Traditionally, VLANSs have not extended beyond the WAN boundary. VLANS in one campus
extend to a WAN edge router, but VLAN protocols are not used on the WAN.

Today, several emerging alternatives exist for the passage of VLAN traffic across a WAN,
including 802.1Q-in-Q, Ethernet over MPLS (EoMPLS), and VLAN MPLS (VMPLS). While
these topics are more applicable to the CCIE Service Provider certification, you should at least
know the concept of 802.1 Q-in-Q tunneling.

Also known as Q-in-Q or Layer 2 protocol tunneling, 802.1Q-in-Q allows an SP to preserve
802.1Q VLAN tags across a WAN service. By doing so, VLANSs actually span multiple
geographically dispersed sites. Figure 2-5 shows the basic idea.

Figure 2-5 Q-in-Q: Basic Operation

{ Key
i Topic

SP:
Customeri1: VLAN 5
Customer2: VLAN 6

Eth. VLAN Data Eth. VLAN Data
Header | ID 100 Header | ID 100
_— > _— >
—_—>
—— Eth. VLAN | VLAN

Data

Header

Eth. Data

Header| ID6 |ID 100
VLANs 100-500 _—
—_—> —_—>
Eth. VLAN Data Eth. VLAN Data
Header | ID 100 Header | ID 100
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The ingress SP switch takes the 802.1Q frame, and then tags each frame entering the interface with
an additional 802.1Q header. In this case, all of Customer1’s frames are tagged as VLAN 5 as they
pass over the WAN; Customer2’s frames are tagged with VLAN 6. After removing the tag at
egress, the customer switch sees the original 802.1Q frame, and can interpret the VLAN ID
correctly. The receiving SP switch (SP-SW2 in this case) can keep the various customers’ traffic
separate based on the additional VLAN tags.

Using Q-in-Q, an SP can offer VLAN services, even when the customers use overlapping VLAN
IDs. Customers get more flexibility for network design options, particularly with metro Ethernet
services. Plus, CDP and VTP traffic passes transparently over the Q-in-Q service.

Configuring PPPoE

Although it might seem out of place in this chapter on VLANs and VLAN trunking, Point-to-Point
Protocol over Ethernet (PPPoE) fits best here because it’s an Ethernet encapsulation protocol.
PPPoE is widely used for digital subscriber line (DSL) Internet access because the public
telephone network uses ATM for its transport protocol; therefore, Ethernet frames must be
encapsulated in a protocol supported over both Ethernet and ATM. PPP is the natural choice. The
PPP Client feature permits a Cisco IOS router, rather than an endpoint host, to serve as the client
in a network. This permits multiple hosts to connect over a single PPPoE connection.

In a DSL environment, PPP interface IP addresses are derived from an upstream DHCP server
using IP Configuration Protocol (IPCP). Therefore, IP address negotiation must be enabled on the
router’s dialer interface. This is done using the ip address negotiated command in the dialer
interface configuration.

Because of the 8-byte PPP header, the MTU for PPPoE is usually set to 1492 bytes so that the
entire encapsulated frame fits within the 1500-byte Ethernet frame. A maximum transmission unit
(MTU) mismatch prevents a PPPoE connection from coming up. Checking the MTU setting is a
good first step when troubleshooting PPPoE connections.

Those familiar with ISDN BRI configuration will recognize the dialer interface configuration and
related commands in Example 2-7. The key difference between ISDN BRI configuration and
PPPoE is the pppoe-client dial-pool-number command.

Configuring an Ethernet edge router for PPPoE Client mode is the focus of this section. This task
requires configuring the Ethernet interface (physical or subinterface) and a corresponding dialer
interface. The information in this section applies to Cisco IOS Release 12.2(13)T and later, and
12.3 and 12.4 releases.
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Figure 2-6 shows the topology. Example 2-7 shows the configuration steps. The first step is to
configure the outside Ethernet interface as a PPPoE client and assign it a dialer interface number.
The second step is to configure the corresponding dialer interface. Additional steps, including
Network Address Translation (NAT) configuration, are also shown.

Figure 2-6 PPPoE Topology for Example 2-7
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Example 2-7 Configuring PPPoE on EdgeRouter

EdgeRouter# conf t

EdgeRouter(config)# interface fa0/1

EdgeRouter(config-if)# ip address 192.168.100.1 255.255.255.0
EdgeRouter(config-if)# ip nat inside

EdgeRouter(config)# interface fa0/1

EdgeRouter(config-if)# pppoe-client dial-pool-number 1
EdgeRouter(config-if)# exit

EdgeRouter(config)# interface dialeri
EdgeRouter(config-if)# mtu 1492

EdgeRouter(config-if)# encapsulation ppp
EdgeRouter(config-if)# ip address negotiated
EdgeRouter(config-if)# ppp authentication chap

!The remaining CHAP commands have been omitted for brevity.
EdgeRouter(config-if)# ip nat outside
EdgeRouter(config-if)# dialer pool 1

continues
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Example 2-7 Configuring PPPoE on EdgeRouter (Continued)

EdgeRouter(config-if)# dialer-group 1

EdgeRouter(config-if)# exit

EdgeRouter(config)# dialer-list 1 protocol ip permit

EdgeRouter(config)# ip nat inside source list 1 interface dialieri overload
EdgeRouter(config)# access-list 1 permit 192.168.100.0 0.0.0.255
EdgeRouter(config)# ip route 0.0.0.0 0.0.0.0 dialeri

You can verify PPPoE connectivity using the command show pppoe session. Cisco IOS includes
debug functionality for PPPoE through the debug pppoe [data | errors | events | packets]
command.
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Foundation Summary

This section lists additional details and facts to round out the coverage of the topics in this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this “Foundation Summary” does not
repeat information presented in the “Foundation Topics” section of the chapter. Please take the
time to read and study the details in the “Foundation Topics” section of the chapter, as well as

review items noted with a Key Topic icon.

Table 2-10 lists some of the most popular IOS commands related to the topics in this chapter.
(The command syntax was copied from the Catalyst 3550 Multilayer Switch Command
Reference, 12.1(20)EA2. Note that some switch platforms may have differences in the

command syntax.)

Table 2-10 Catalyst I0S Commands Related to Chapter 2

Command

Description

show mac address-table [aging-time |
count | dynamic | static] [address hw-addr]
[interface interface-id] [vlan vian-id]

Displays the MAC address table; the security
option displays information about the restricted or
static settings

show interfaces [interface-id | vlan vian-id)
switchport | trunk]

Displays detailed information about an interface
operating as an access port or a trunk

show vlan [brief | id vian-id |
name vilan-name | summary)

EXEC command that lists information about
VLAN

show vlan [vian]

Displays VLAN information

show vtp status

Lists VTP configuration and status information

switchport mode {access | dotlq-tunnel |
dynamic {auto | desirable} | trunk}

Configuration command setting nontrunking
(access), trunking, and dynamic trunking (auto
and desirable) parameters

switchport nonegotiate

Interface subcommand that disables DTP
messages; interface must be configured as trunk or
access port

switchport trunk {allowed vlan vian-list} |
{encapsulation {dotlq | isl | negotiate} } |
{native vlan vian-id} |

{pruning vlan vian-list}

Interface subcommand used to set parameters used
when the port is trunking

switchport access vlan vian-id

Interface subcommand that statically configures
the interface as a member of that one VLAN
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Table 2-11 lists the commands related to VLAN creation—both the VL AN database mode
configuration commands (reached with the vlan database privileged mode command) and the

normal configuration mode commands.

NOTE Some command parameters may not be listed in Table 2-11.

Table 2-11  Catalyst 3550 VLAN Database and Configuration Mode Command List

VLAN Database

Configuration

vtp {domain domain-name | password
password | pruning | v2-mode |
{server | client | transparent} }

vtp {domain domain-name | file filename |
interface name | mode {client | server |
transparent} | password password | pruning |
version number}

vlan vian-id [backupcrf {enable | disable}]
[mtu mru-size] [name vian-name] [parent
parent-vlan-id] [state {suspend | active}]

vlan vian-id"

show {current | proposed | difference}

No equivalent

apply | abort | reset

No equivalent

!Creates the VLAN and places the user in VLAN configuration mode, where commands matching the VLAN database
mode options of the vlan command are used to set the same parameters.

Table 2-12 Cisco 10S PPPoE Client Commands

Command

Description

pppoe enable

Enables PPPoE operation on an Ethernet
interface or subinterface

pppoe-client dial-pool-number number

Configures the outside Ethernet interface on a
router for PPPoE operation and ties it to a dialer
interface

debug pppoe [data | errors | events | packets]

Enables debugging for PPPoE troubleshooting

Memory Builders

The CCIE Routing and Switching written exam, like all Cisco CCIE written exams, covers a fairly
broad set of topics. This section provides some basic tools to help you exercise your memory about
some of the broader topics covered in this chapter.
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Fill In Key Tables from Memory
Appendix G, “Key Tables for CCIE Study,” on the CD in the back of this book contains empty sets
of some of the key summary tables in each chapter. Print Appendix G, refer to this chapter’s tables
in it, and fill in the tables from memory. Refer to Appendix H, “Solutions for Key Tables for CCIE
Study,” on the CD to check your answers.

Definitions
Next, take a few moments to write down the definitions for the following terms:

VLAN, broadcast domain, DTP, VTP pruning, 802.1Q, ISL, native VLAN,
encapsulation, private VLAN, promiscuous port, community VLAN, isolated
VLAN, 802.1Q-in-Q, Layer 2 protocol tunneling, PPPoE, DSL.

Refer to the glossary to check your answers.

Further Reading
The topics in this chapter tend to be covered in slightly more detail in CCNP Switching exam
preparation books. For more details on these topics, refer to the Cisco Press CCNP preparation
books found at www.ciscopress.com/ccnp.

Cisco LAN Switching, by Kennedy Clark and Kevin Hamilton, is an excellent reference for
LAN-related topics in general, and certainly very useful for CCIE written and lab exam
preparation.


www.ciscopress.com/ccnp

Blueprint topics covered in
this chapter:

This chapter covers the following subtopics from
the Cisco CCIE Routing and Switching written
exam blueprint. Refer to the full blueprint in
Table I-1 in the Introduction for more details on
the topics covered in each chapter and their
context within the blueprint.

m Spanning Tree Protocol

—802.1d

—802.1w

—802.1s

— Loop Guard

— Root Guard

— Bridge Protocol Data Unit (BPDU) Guard
— Storm Control

— Unicast Flooding

— STP Port Roles, Failure Propagation, and Loop
Guard Operation

m Troubleshooting Complex Layer 2 Issues




CHAPTER

Spanning Tree Protocol

Spanning Tree Protocol (STP) is probably one of the most widely known protocols covered on
the CCIE Routing and Switching written exam. STP has been around a long time, is used in
most every campus network today, and is covered extensively on the CCNP BCMSN exam. This
chapter covers a broad range of topics related to STP.

“Do | Know This Already?” Quiz

Table 3-1 outlines the major headings in this chapter and the corresponding “Do I Know This
Already?” quiz questions.

Table 3-1  “Do I Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section | Score
802.1d Spanning Tree Protocol 1-6

Optimizing Spanning Tree 7-9

Protecting STP 10

Troubleshooting Complex Layer 2 11

Issues

Total Score

To best use this pre-chapter assessment, remember to score yourself strictly. You can find the
answers in Appendix A, “Answers to the ‘Do I Know This Already?’ Quizzes.”

1. Assume that a nonroot 802.1d switch has ceased to receive Hello BPDUs. Which STP setting
determines how long a nonroot switch waits before trying to choose a new Root Port?

a. Hello timer setting on the Root

b. Maxage timer setting on the Root

c. Forward Delay timer setting on the Root

d. Hello timer setting on the nonroot switch

e. Maxage timer setting on the nonroot switch

f. Forward Delay timer setting on the nonroot switch
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2. Assume that a nonroot 802.1d switch receives a Hello BPDU with the TCN flag set. Which
STP setting determines how long the nonroot switch waits before timing out CAM entries?

a.

b.

Hello timer setting on the Root

Maxage timer setting on the Root

Forward Delay timer setting on the Root
Hello timer setting on the nonroot switch
Maxage timer setting on the nonroot switch

Forward Delay timer setting on the nonroot switch

3. Assume that nonroot Switchl (SW1) is blocking on a 802.1Q trunk connected to Switch2
(SW2). Both switches are in the same MST region. SW1 ceases to receive Hellos from SW2.
What timers have an impact on how long Switchl takes to both become the Designated Port
on that link and reach forwarding state?

a.

b.

Hello timer setting on the Root
Maxage timer setting on the Root
Forward Delay timer on the Root
Hello timer setting on SW1
Maxage timer setting on SW1
Forward Delay timer on SW1

4. Which of the following statements are true regarding support of multiple spanning trees over
an 802.1Q trunk?

a.
b.
c.

d.

Only one common spanning tree can be supported.
Cisco PVST+ supports multiple spanning trees if the switches are Cisco switches.
802.1Q supports multiple spanning trees when using IEEE 802.1s MST.

Two PVST+ domains can pass over a region of non-Cisco switches using 802.1Q trunks
by encapsulating non-native VLAN Hellos inside the native VLAN Hellos.

5. When a switch notices a failure, and the failure requires STP convergence, it notifies the Root
by sending a TCN BPDU. Which of the following best describes why the notification is
needed?

a.
b.

C.

To speed STP convergence by having the Root converge quickly.

To allow the Root to keep accurate count of the number of topology changes.

To trigger the process that causes all switches to use a short timer to help flush the CAM.
There is no need for TCN today; it is a holdover from DEC’s STP specification.
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6. Two switches have four parallel Ethernet segments, none of which forms into an EtherChannel.
Assuming 802.1d is in use, what is the maximum number of the eight ports (four on each
switch) that stabilize into a forwarding state?

a. 1
b. 3
c. 4
d 5
e. 7

7. Two switches have four Ethernet segments connecting them, with the intention of using an
EtherChannel. Port fa 0/1 on one switch is connected to port fa0/1 on the other switch; port
fa0/2 is connected to the other switch’s port fa0/2; and so on. An EtherChannel can still form
using these four segments, even though some configuration settings do not match on the
corresponding ports on each switch. Which settings do not have to match?

a. DTP negotiation settings (auto/desirable/on)

b. Allowed VLAN list

c. STP per-VLAN port cost on the ports on a single switch
d. If 802.1Q, native VLAN

8. IEEE 802.1w does not use the exact same port states as does 802.1d. Which of the following
are valid 802.1w port states?

a. Blocking
b. Listening
c. Learning
d. Forwarding
e. Disabled
f. Discarding

9. What STP tools or protocols supply a “Maxage optimization,” allowing a switch to bypass the
wait for Maxage to expire when its Root Port stops receiving Hellos?

a. Loop Guard
b. UDLD

c. UplinkFast
d. BackboneFast
e. IEEE 802.1w
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10. A trunk between switches lost its physical transmit path in one direction only. Which of the
following features protect against the STP problems caused by such an event?

a. Loop Guard
b. UDLD
c. UplinkFast
d. PortFast
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Foundation Topics

802.1d Spanning Tree Protocol

Although many CCIE candidates already know STP well, the details are easily forgotten. For
instance, you can install a campus LAN, possibly turn on a few STP optimizations and security
features out of habit, and have a working LAN using STP—without ever really contemplating
how STP does what it does. And in a network that makes good use of Layer 3 switching, each STP
instance might span only three to four switches, making the STP issues much more manageable—
but more forgettable in terms of helping you remember things you need to know for the exam.
This chapter reviews the details of IEEE 802.1d STP, and then goes on to related topics—802.1w
RSTP, multiple spanning trees, STP optimizations, and STP security features.

STP uses messaging between switches to stabilize the network into a logical, loop-free topology.
To do so, STP causes some interfaces (popularly called ports when discussing STP) to simply not
forward or receive traffic—in other words, the ports are in a blocking state. The remaining ports,
in an STP forwarding state, together provide a loop-free path to every Ethernet segment in the
network.

Choosing Which Ports Forward: Choosing Root
Ports and Designated Ports

To determine which ports forward and block, STP follows a three-step process, as listed in
Table 3-2. Following the table, each of the three steps is explained in more detail.

Table 3-2 Three Major 802.1d STP Process Steps

{ Key
i Topic

Major Step Description

Elect the root switch The switch with the lowest bridge ID wins; the standard bridge ID
is 2-byte priority followed by a MAC address unique to that
switch.

Determine each switch’s Root The one port on each switch with the least cost path back to the root.
Port

Determine the Designated Port | When multiple switches connect to the same segment, this is the
for each segment switch that forwards the least cost Hello onto a segment.

Electing a Root Switch

Only one switch can be the root of the spanning tree; to select the root, the switches hold an
election. Each switch begins its STP logic by creating and sending an STP Hello bridge protocol
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data unit (BPDU) message, claiming to be the root switch. If a switch hears a superior Hello—a
Hello with a lower bridge ID—it stops claiming to be root by ceasing to originate and send Hellos.
Instead, the switch starts forwarding the superior Hellos received from the superior candidate.
Eventually, all switches except the switch with the best bridge ID cease to originate Hellos; that
one switch wins the election and becomes the root switch.

The original IEEE 802.1d bridge ID held two fields:

m  The 2-byte Priority field, which was designed to be configured on the various switches to
affect the results of the STP election process.

m A 6-byte MAC Address field, which was included as a tiebreaker, because each switch’s
bridge ID includes a MAC address value that should be unique to each switch. As a result,
some switch must win the root election.

The format of the original 802.1d bridge ID has been redefined. Figure 3-1 shows the original and
new format of the bridge IDs.

Figure 3-1 [EEE 802.1d STP Bridge ID Formats

2 Bytes 6 Bytes
Priority System ID Original Format
(0—65,535) (MAC Address) Bridge ID
/Priorit i System ID
Multi I){a System ID Extension System ID Extension
P (Typically Holds VLAN ID) (MAC Address) (MAC Address
of 4096 -
Reduction)
4 Bits 12 Bits 6 Bytes

The format was changed mainly due to the advent of multiple spanning trees as supported by Per
VLAN Spanning Tree Plus (PVST+) and IEEE 802.1s Multiple Spanning Trees (MST). With the
old-style bridge ID format, a switch’s bridge ID for each STP instance (possibly one per VLAN)
was identical if the switch used a single MAC address when building the bridge ID. Having
multiple STP instances with the same bridge ID was confusing, so vendors such as Cisco Systems
used a different Ethernet BIA for each VLAN when creating the old-style bridge IDs. This
provided a different bridge ID per VLAN, but it consumed a large number of reserved BIAs in
each switch.

The System ID Extension allows a network to use multiple instances of STP, even one per VLAN,
but without the need to consume a separate BIA on each switch for each STP instance. The System
ID Extension field allows the VLAN ID to be placed into what was formerly the last 12 bits of the
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Priority field. A switch can use a single MAC address to build bridge IDs, and with the VLAN
number in the System ID Extension field still have a unique bridge ID in each VLAN. The use of
the System ID Extension field is also called MAC address reduction, because of the need for many
fewer reserved MAC addresses on each switch.

Determining the Root Port
Once the root is elected, the rest of the switches now need to determine their Root Port (RP). The
process proceeds as described in the following list:

1. The root creates and sends a Hello every Hello timer (2 seconds default).

2. Each switch that receives a Hello forwards the Hello after updating the following fields in the
Hello: the cost, the forwarding switch’s bridge ID, forwarder’s port priority, and forwarder’s
port number.

3. Switches do not forward Hellos out ports that stabilize into a blocking state.

4. Of all the ports in which a switch receives Hellos, the port with the least calculated cost to the
root is the RP.

A switch must examine the cost value in each Hello, plus the switch’s STP port costs, in order to
determine its least cost path to reach the root. To do so, the switch adds the cost listed in the Hello
message to the switch’s port cost of the port on which the Hello was received. For example,
Figure 3-2 shows the loop network design and details several STP cost circulations.

Figure 3-2 Calculating STP Costs to Determine RPs
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In Figure 3-2, SW1 happened to become root, and is originating Hellos of cost 0. SW3 receives
two Hellos, one with cost O and one with cost 38. However, SW3 must then calculate its cost to
reach the root, which is the advertised cost (0 and 38, respectively) plus SW3’s port costs (100 and
19, respectively). As a result, although SW3 has a direct link to SW1, the calculated cost is lower
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Table 3-3

{ Key
i Topic

out interface fa0/4 (cost 57) than it is out interface fa0/1 (cost 100), so SW3 chooses its fa0/4
interface as its RP.

NOTE Many people think of STP costs as being associated with a segment; however, the cost
is actually associated with interfaces. Good design practices dictate using the same STP cost on
each end of a point-to-point Ethernet segment, but the values can be different.

While the costs shown in Figure 3-2 might seem a bit contrived, the same result would happen
with default port costs if the link from SW1 to SW3 were Fast Ethernet (default cost 19), and the
other links were Gigabit Ethernet (default cost 4). Table 3-3 lists the default port costs according
to IEEE 802.1d. Note that the IEEE updated 802.1d in the late 1990s, changing the suggested
default port costs.

Default Port Costs According to IEEE 802.1d

Speed of Ethernet Original IEEE Cost Revised IEEE Cost
10 Mbps 100 100

100 Mbps 10 19

1 Gbps 1 4

10 Gbps 1 2

When a switch receives multiple Hellos with equal calculated cost, it uses the following
tiebreakers:

1. Pick the lowest value of the forwarding switch’s bridge ID.

2. Use the lowest port priority of the neighboring switch. The neighboring switch added its own
port priority to the Hello before forwarding it.

3. Use the lowest internal port number (of the forwarding switch) as listed inside the received
Hellos.

Note that if the first tiebreaker in this list fails to produce an RP, this switch must have multiple
links to the same neighboring switch. The last two tiebreakers simply help decide which of the
multiple parallel links to use.

Determining the Designated Port

A converged STP topology results in only one switch forwarding Hellos onto each LAN segment.
The switch that forwards onto a LAN segment is called the designated switch for that segment, and
the port that it uses to forward frames onto that segment is called the Designated Port (DP).
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To win the right to be the DP, a switch must send the Hello with the lowest advertised cost onto
the segment. For instance, consider the segment between SW3 and SW4 in Figure 3-2 before the
DP has been determined on that segment. SW3 would get Hellos directly from SW1, compute its
cost to the root over that path, and then forward the Hello out its fa 0/4 interface to SW4, with cost
100. Similarly, SW4 will forward a Hello with cost 38, as shown in Figure 3-2. SW4’s fa 0/3 port
becomes the DP due to its lower advertised cost.

Only the DP forwards Hellos onto a LAN segment as well. In the same example, SW4 keeps
sending the cost-38 Hellos out the port, but SW3 stops sending its inferior Hellos.

When the cost is a tie, STP uses the same tiebreakers to choose the DP as when choosing an RP:
lowest forwarder’s bridge ID, lowest forwarder’s port priority, and lowest forwarder’s port
number.

Converging to a New STP Topology
STP logic monitors the normal ongoing Hello process when the network topology is stable; when
the Hello process changes, STP then needs to react and converge to a new STP topology. When
STP has a stable topology, the following occurs:

1. The root switch generates a Hello regularly based on the Hello timer.

2. Each nonroot switch regularly (based on the Hello timer) receives a copy of the root’s
Hello on its RP.

3. Each switch updates and forwards the Hello out its Designated Ports.

4. For each blocking port, the switch regularly receives a copy of the Hello from the DP on that
segment. (The switches do not forward Hellos out blocking interfaces.)

When some deviation from these events occurs, STP knows that the topology has changed and that
convergence needs to take place. For instance, one simple case might be that the root switch loses
power; the rest of the switches will not hear any Hello messages, and after the Maxage timer
expires (default 10 times Hello, or 20 seconds), the switches elect a new root based on the logic
described earlier in this chapter.

For a more subtle example, consider Figure 3-3, which shows the same loop network as in
Figure 3-2. In this case, however, the link from SW1 to SW2 has just failed.
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Figure 3-3 Reacting to Loss of Link Between SW1 and SW2
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The following list describes some of the key steps from Figure 3-3:

1. SW2 ceases to receive Hellos on its RP.

2. Because SW2 is not receiving Hellos over any other path, it begins a new root election by
claiming to be root and flooding Hellos out every port.

3.  SWi4 notices that the latest Hello implies a new root switch, but SW4 ends up with the same
RP (for now). SW4 forwards the Hello out toward SW3 after updating the appropriate fields
in the Hello.

4. SW3 receives the Hello from SW4, but it is inferior to the one SW3 receives from SW1. So,
SW3 becomes the DP on the segment between itself and SW4, and starts forwarding the
superior Hello on that port.

Remember, SW1 had won the earlier election; as of Steps 3 and 4, the Hellos from SW1 and
SW2 are competing, and the one claiming SW1 as root will again win. The rest of the process
results with SW2’s fa0/4 as DP, SW4’s fa 0/3 as RP, SW4’s fa 0/2 as DP, and SW2’s fa 0/4

as RP.

Topology Change Notification and Updating the CAM
When STP reconvergence occurs, some Content Addressable Memory (CAM) entries might
be invalid (CAM is the Cisco term for what’s more generically called the MAC address table,
switching table, or bridging table on a switch). For instance, before the link failure shown in
Figure 3-3, SW3’s CAM might have had an entry for 0200.1111.1111 (Routerl’s MAC address)
pointing out fa0/4 to SW4. (Remember, at the beginning of the scenario described in Figure 3-3,
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SW3 was blocking on its fa0/1 interface back to SW1.) When the link between SW1 and SW2
failed, SW3 would need to change its CAM entry for 0200.1111.111 to point out port fa0/1.

To update the CAMs, two things need to occur:

m  All switches need to be notified to time out their CAM entries.

m  Each switch needs to use a short timer, equivalent to the Forward Delay timer (default 15
seconds), to time out the CAM entries.

Because some switches might not directly notice a change in the STP topology, any switch that
detects a change in the STP topology has a responsibility to notify the rest of the switches. To do
s0, a switch simply notifies the root switch in the form of a Topology Change Notification (TCN)
BPDU. The TCN goes up the tree to the root. After that, the root notifies all the rest of the switches.
The process runs as follows:

1. A switch experiencing the STP port state change sends a TCN BPDU out its Root Port; it
repeats this message every Hello time until it is acknowledged.

2. The next switch receiving that TCN BPDU sends back an acknowledgment via its next
forwarded Hello BPDU by marking the Topology Change Acknowledgment (TCA) bit in
the Hello.

3. The switch that was the DP on the segment in the first two steps repeats the first two steps,
sending a TCN BPDU out its Root Port, and awaiting acknowledgment from the DP on that
segment.

By each successive switch repeating Steps 1 and 2, eventually the root receives a TCN BPDU.
Once received, the root sets the TC flag on the next several Hellos, which are forwarded to all
switches in the network, notifying them that a change has occurred. A switch receiving a Hello
BPDU with the TC flag set uses the short (Forward Delay time) timer to time out entries in

the CAM.

Transitioning from Blocking to Forwarding
When STP reconverges to a new, stable topology, some ports that were blocking might have been
designated as DP or RP, so these ports need to be in a forwarding state. However, the transition
from blocking to forwarding state cannot be made immediately without the risk of causing loops.

To transition to forwarding state but also prevent temporary loops, a switch first puts a formerly
blocking port into listening state, and then into learning state, with each state lasting for the length
of time defined by the forward delay timer (by default, 15 seconds). Table 3-4 summarizes the key
points about all of the 802.1d STP port states.
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Table 3-4

{ Key
% Topic

IEEE 802.1d Spanning Tree Interface States

Forwards Learn Source MACs of Transitory or
State Data Frames? | Received Frames? Stable State?
Blocking No No Stable
Listening No No Transitory
Learning No Yes Transitory
Forwarding Yes Yes Stable
Disabled No No Stable

In summary, when STP logic senses a change in the topology, it converges, possibly picking
different ports as RP, DP, or neither. Any switch changing its RPs or DPs sends a TCN BPDU

to the root at this point. For the ports newly designated as RP or DP, 802.1d STP first uses the
listening and learning states before reaching the forwarding state. (The transition from forwarding
to blocking can be made immediately.)

Per-VLAN Spanning Tree and STP over Trunks

If only one instance of STP was used for a switched network with redundant links but with
multiple VLANS, several ports would be in a blocking state, unused under stable conditions. The
redundant links would essentially be used for backup purposes.

The Cisco Per VLAN Spanning Tree Plus (PVST+) feature creates an STP instance for each
VLAN. By tuning STP configuration per VLAN, each STP instance can use a different root
switch and have different interfaces block. As a result, the traffic load can be balanced across the
available links. For instance, in the common building design with distribution and access links in
Figure 3-4, focus on the left side of the figure. In this case, the access layer switches block on
different ports on VLANSs 1 and 2, with different root switches.

Figure 3-4 Operation of PVST+ for Better Load Balancing
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With different root switches and with default port costs, the access layer switches end up sending
VLANTI traffic over one uplink and VLAN?2 traffic over another uplink.
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Using 802.1Q with STP requires some extra thought as to how it works. 802.1Q does not support
PVST+ natively; however, Cisco switches do support PVST+ over 802.1Q trunks. So, with all
Cisco switches, and PVST+ (which is enabled by default), PVST+ works fine.

When using 802.1Q with non-Cisco switches, the switches must follow the IEEE standard
completely, so the trunks support only a Common Spanning Tree (CST). With standard 802.1Q,
only one instance of STP runs only over VLAN 1, and that one STP topology is used

for all VLANSs. Although using only one STP instance reduces the STP messaging overhead, it
does not allow load balancing by using multiple STP instances, as was shown with PVST+ in
Figure 3-4.

When building networks using a mix of Cisco and non-Cisco switches, along with 802.1Q
trunking, you can still take advantage of multiple STP instances in the Cisco portion of the
network. Figure 3-5 shows two general options in which two CST regions of non-Cisco switches
connect to two regions of Cisco PVST+ supporting switches.

Figure 3-5 Combining Standard IEEE 802.1Q and CST with PVST+
CST Region 1

STP Only Over
Native VLAN

Non-native VLAN STP
BPDUs trunked, sent to
0100.0CCC.CCCD

The left side of Figure 3-5 shows an example in which the CST region is not used for transit
between multiple PVST+ regions. In this case, none of the PVST+ per-VLAN STP information
needs to pass over the CST region. The PVST+ region maps the single CST instance to each of
the PVST+ STP instances.
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The rest of Figure 3-5 shows two PVST+ regions, separated by a single CST region (CST
Region 2). In this case, the PVST+ per-VLAN STP information needs to pass through the CST
region. To do so, PVST+ treats the CST region as a single link and tunnels the PVST+ BPDUs
across the CST region. The tunnel is created by sending the BPDUs using a multicast destination
MAC of 0100.0CCC.CCCD, with the BPDUs being VLAN tagged with the correct VLAN ID. As
aresult, the non-Cisco switches forward the BPDUs as a multicast, and do not interpret the frames
as BPDUs. When a forwarded BPDU reaches the first Cisco PVST+ switch in the other PVST+
region, the switch, listening for multicasts to 0100.0CCC.CCCD, reads and interprets the BPDU.

NOTE 802.1Q, along with 802.1s Multiple-instance Spanning Tree (MST), allows 802.1Q
trunks for support multiple STP instances. MST is covered later in this chapter.

STP Configuration and Analysis
Example 3-1, based on Figure 3-6, shows some of the basic STP configuration and show commands.
Take care to note that many of the upcoming commands allow the parameters to be set for all
VLANSs by omitting the VLAN parameter, or set per VLAN by including a VLAN parameter.
Example 3-1 begins with SW1 coincidentally becoming the root switch. After that, SW2 is configured
to become root, and SW3 changes its Root Port as a result of a configured port cost in VLAN 1.

Figure 3-6 Network Used with Example 3-1

Core Design

e o
> Fa0/l e —

Example 3-1 STP Basic Configuration and show Commands

! First, note the Root ID column lists the root's bridge ID as two parts,
! first the priority, followed by the MAC address of the root. The root cost of
! 0 implies that SW1 (where the command is executed) is the root.
SW1# sh spanning-tree root
Root Hello Max Fwd

Vlan Root ID Cost Time Age Dly Root Port
VLANOQOO1 32769 000a.b7dc.b780 0 2 20 15
VLANOQO11 32779 000a.b7dc.b780 0 2 20 15
VLANQO12 32780 000a.b7dc.b780 0 2 20 15
VLANQO21 32789 000a.b7dc.b780 0 2 20 15
VLANQOQ22 32790 000a.b7dc.b780 0 2 20 15
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Example 3-1 STP Basic Configuration and show Commands (Continued)

! The next command confirms that SW1 believes that it is the root of VLAN 1.
SW1# sh spanning-tree vlan 1 root detail
Root ID Priority 32769

Address 000a.b7dc.b780

This bridge is the root

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Next, SW2 is configured with a lower (better) priority than SW1,
so it becomes the root. Note that because SW2 is defaulting to use
the system ID extension, the actual priority must be configured as a
! multiple of 4096.
sw2# conf t
Enter configuration commands, one per line. End with CNTL/Z.
SW2(config)# spanning-tree vlan 1 priority ?

<0-61440> bridge priority in increments of 4096

SW2(config)# spanning-tree vlan 1 priority 28672
SW2(config)# ~Z
Sw2# sh spanning-tree vlan 1 root detail
VLAN0OO1
Root ID Priority 28673
Address 0011.92b0.f500
This bridge is the root
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
! The System ID Extension field of the bridge ID is implied next. The output
does not separate the 4-bit Priority field from the System ID field. The output
! actually shows the first 2 bytes of the bridge ID, in decimal. For VLAN1,
! the priority is 28,763, which is the configured 28,672 plus the VLAN ID,
because the VLAN ID value is used in the System ID field in order to implement
! the MAC address reduction feature. The other VLANs have a base priority
! of 32768, plus the VLAN ID - for example, VLAN11 has priority 32779,
! (priority 32,768 plus VLAN 11), VLAN12 has 32780, and so on.
SwW2# sh spanning-tree root priority

VLANQOO1 28673
VLANQO11 32779
VLANQO12 32780
VLANQO21 32789
VLAN0QO22 32790

! Below, SW3 shows a Root Port of Fa ©0/2, with cost 19. SW3 gets Hellos
! directly from the root (SW2) with cost 0, and adds its default cost (19).
! This next command also details the breakdown of the priority and system ID.
SW3# sh spanning-tree vlan 1
VLAN0QOO1
Spanning tree enabled protocol ieee
Root ID Priority 28673
Address 0011.92b0.f500
Cost 19

continues
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Example 3-1 STP Basic Configuration and show Commands (Continued)

Port 2 (FastEtherneto/2)
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 32769 (priority 32768 sys-id-ext 1)
Address 000e.837b.3100
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Aging Time 300

Interface Role Sts Cost Prio.Nbr Type
Fao/1 Altn BLK 19 128.1 P2p
Fa0/2 Root FWD 19 128.2 P2p
Fa0/4 Desg FWD 19 128.4 P2p
Fa0/13 Desg FWD 100 128.13  Shr

! Above, the port state of BLK and FWD for each port is shown, as well as the
! Root port and the Designated Ports.
! Below, Switch3's VLAN 1 port cost is changed on its Root Port (fa@/2),
! causing SW3 to reconverge, and pick a new RP.
SW3# conf t
Enter configuration commands, one per line. End with CNTL/Z.
SW3(config)# int fa @/2
SW3(config-if)# spanning-tree vlan 1 cost 100
SW3(config-if)# ~Z
! The next command was done immediately after changing the port cost on
! SW3. Note the state listed as "LIS," meaning listen. STP has already
! chosen fa @/1 as the new RP, but it must now transition through listening
! and learning states.
SW3# sh spanning-tree vlan 1
VLANQQO1
Spanning tree enabled protocol ieee
Root ID Priority 28673

Address 0011.92b0.f500
Cost 38
Port 1 (FastEthernet@/1)

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 32769 (priority 32768 sys-id-ext 1)
Address 000e.837b.3100
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Aging Time 15

Interface Role Sts Cost Prio.Nbr Type
Fa0/1 Root LIS 19 128.1 P2p
Fao/2 Altn BLK 100 128.2 P2p
Fa0/4 Desg FWD 19 128.4 P2p

Fa0/13 Desg FWD 100 128.13 Shr
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The preceding example shows one way to configure the priority to a lower value to become

the root. Optionally, the spanning-tree vlan vian-id root {primary | secondary} [diameter
diameter] command could be used. This command causes the switch to set the priority lower. The
optional diameter parameter causes this command to lower the Hello, Forward Delay, and
Maxage timers. (This command does not get placed into the configuration, but rather it acts as a
macro, being expanded into the commands to set priority and the timers.)

NOTE When using the primary option, the spanning-tree vlan command sets the priority
to 24,576 if the current root has a priority larger than 24,576. If the current root’s priority is
24,576 or less, this command sets this switch’s priority to 4096 less than the current root. With
the secondary keyword, this switch’s priority is set to 28,672. Also note that this logic applies
to when the configuration command is executed; it does not dynamically change the priority if
another switch later advertises a better priority.

Optimizing Spanning Tree

Left to default settings, IEEE 802.1d STP works, but convergence might take up to a minute or
more for the entire network. For instance, when the root fails, a switch must wait on the 20-second
Maxage timer to expire. Then, newly forwarding ports spend 15 seconds each in listening and
learning states, which makes convergence take 50 seconds for that one switch.

Over the years, Cisco added features to its STP code, and later the IEEE made improvements as
well. This section covers the key optimizations to STP.

PortFast, UplinkFast, and BackboneFast

Table 3-5

{ Key
§ Topic

The Cisco-proprietary PortFast, UplinkFast, and BackboneFast features each solve specific STP
problems. Table 3-5 summarizes when each is most useful, and the short version of how they
improve convergence time.

PortFast, UplinkFast, and BackboneFast
Feature Requirements for Use How Convergence Is Optimized
PortFast Used on access ports that are not Immediately puts the port into forwarding
connected to other switches or hubs state once the port is physically working
UplinkFast Used on access layer switches that Immediately replaces a lost RP with an
have multiple uplinks to alternate RP, immediately forwards on the
distribution/core switches RP, and triggers updates of all switches’
CAMs
BackboneFast Used to detect indirect link failures, Avoids waiting for Maxage to expire when
typically in the network core its RP ceases to receive Hellos; does so by
querying the switch attached to its RP
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PortFast
PortFast optimizes convergence by simply ignoring listening and learning states on ports. In
effect, convergence happens instantly on ports with PortFast enabled. Of course, if another switch
is connected to a port on which PortFast is enabled, loops may occur. So, PortFast is intended for
access links attached to single end-user devices. To be safe, you should also enable the BPDU
Guard and Root Guard features when using PortFast, as covered later in this chapter.

UplinkFast
UplinkFast optimizes convergence when an uplink fails on an access layer switch. For good STP

design, access layer switches should not become root or become transit switches. (A transit switch
is a switch that forwards frames between other switches.) Figure 3-7 shows the actions taken when
UplinkFast is enabled on access layer switch SW3, and then when the Root Port fails.

Figure 3-7 UplinkFast Operations
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Moves to forwarding state immediately
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Upon enabling UplinkFast globally in a switch, the switch takes three actions:

m Increases the root priority to 49,152
m  Sets the post costs to 3000
m  Tracks alternate RPs, which are ports in which root Hellos are being received

As a result of these steps, SW3 can become root if necessary, but it is unlikely to do so given the
large root priority value. Also, the very large costs on each link make the switch unlikely to be used
as a transit switch. When the RP port does fail, SW3 can fail over to an alternate uplink as the new
RP and forward immediately.
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The final step in Uplink Fast logic causes the switches to time-out the correct entries in their
CAMs, but it does not use the TCN process. Instead, the access switch finds all the MAC addresses
of local devices and sends one multicast frame with each local MAC address as the source MAC—
causing all the other switches to update their CAMs. The access switch also clears out the rest of
the entries in its own CAM.

BackboneFast

BackboneFast optimizes convergence for any generalized topological case, improving
convergence when an indirect failure occurs. When some direct failures occur (for instance, a
switch’s RP interface fails), the switch does not have to wait for Maxage to expire. However, when
another switch’s direct link fails, resulting in lost Hellos for other switches, the downstream
switches indirectly learn of the failure because they cease to receive Hellos. Any time a switch
learns of an STP failure indirectly, the switch must wait for Maxage to expire before trying to
change the STP topology.

BackboneFast simply causes switches that indirectly learn of a potential STP failure to ask their
upstream neighbors if they know about the failure. To do so, when the first Hello goes missing, a
BackboneFast switch sends a Root Link Query (RLQ) BPDU out the port in which the missing
Hello should have arrived. The RLQ asks the neighboring switch if that neighboring switch is still
receiving Hellos from the root. If that neighboring switch had a direct link failure, it can tell the
original switch (via another RLQ) that this path to the root is lost. Once known, the switch
experiencing the indirect link failure can go ahead and converge without waiting for Maxage

to expire.

NOTE All switches must have BackboneFast configured for it to work correctly.

PortFast, UplinkFast, and BackboneFast Configuration

Table 3-6

i Key
i Topic

Configuration of these three STP optimizing tools is relatively easy, as summarized in Table 3-6.

PortFast, UplinkFast, and BackboneFast Configuration
Feature Configuration Command
PortFast spanning-tree portfast (interface subcommand)

spanning-tree portfast default (global)

UplinkFast spanning-tree uplinkfast [max-update-rate rare] (global)

BackboneFast spanning-tree backbonefast (global)
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PortChannels
When a network design includes multiple parallel segments between the same pair of switches,
one switch ends up in a forwarding state on all the links, but the other switch blocks all but one of
the ports of those parallel segments. As a result, only one of the links can be used at any point
in time. Using Fast EtherChannel (FEC) (using FastE segments) and Gigabit EtherChannel
(GEC) (using GigE segments) allows the combined links to be treated as one link from an STP
perspective, so that all the parallel physical segments are used. (When configuring a Cisco switch,
a group of segments comprising an FEC or GEC is called a PortChannel.) Most campus designs
today use a minimum of two segments per trunk, in a PortChannel, for better availability. That
way, as long as at least one of the links in the EtherChannel is up, the STP path cannot fail, and no
STP convergence is required.

Load Balancing Across PortChannels
When a switch decides to forward a frame out a PortChannel, the switch must also decide which
physical link to use to send each frame. To use the multiple links, Cisco switches load balance
the traffic over the links in an EtherChannel based on the switch’s global load-balancing
configuration.

Load-balancing methods differ depending on the model of switch and software revision. Generally,
load balancing is based on the contents of the Layer 2, 3, and/or 4 headers. If load balancing is
based on only one header field in the frame, a bitmap of the low-order bits is used; if more than
one header field is used, an XOR of the low-order bits is used.

For the best balancing effect, the header fields on which balancing is based need to vary among
the mix of frames sent over the PortChannel. For instance, for a Layer 2 PortChannel connected
to an access layer switch, most of the traffic going from the access layer switch to the
distribution layer switch is probably going from clients to the default router. So most of the
frames have different source MAC addresses, but the same destination MAC address. For
packets coming back from a distribution switch toward the access layer switch, many of the
frames might have a source address of that same router, with differing destination MAC
addresses. So, you could balance based on source MAC at the access layer switch, and based
on destination MAC at the distribution layer switch—or balance based on both fields on

both switches. The goal is simply to use a balancing method for which the fields in the
frames vary.

The port-channel load-balance fype command sets the type of load balancing. The fype options
include using source and destination MAC, IP addresses, and TCP and UDP ports—either a single
field or both the source and destination.
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PortChannel Discovery and Configuration

Table 3-7

{ Key
i Topic

You can explicitly configure interfaces to be in a PortChannel by using the channel-group number
mode on interface subcommand. You would simply put the same command under each of the
physical interfaces inside the PortChannel, using the same PortChannel number.

You can also use dynamic protocols to allow neighboring switches to figure out which ports should
be part of the same PortChannel. Those protocols are the Cisco-proprietary Port Aggregation
Protocol (PAgP) and the IEEE 802.1AD Link Aggregation Control Protocol (LACP). To dynami-
cally form a PortChannel using PAgP, you still use the channel-group command, with a mode of
auto or desirable. To use LACP to dynamically create a PortChannel, use a mode of active or
passive. Table 3-7 lists and describes the modes and their meanings.

PAgP and LACP Configuration Settings and Recommendations

PAgP LACP 802.1AD

Setting Setting Action

on on Disables PAgP or LACP, and forces the port into the PortChannel

off off Disables PAgP or LACP, and prevents the port from being part of a
PortChannel

auto passive Uses PAgP or LACP, but waits on other side to send first PAgP or
LACP message

desirable | active Uses PAgP or LACP, and initiates the negotiation

NOTE Using auto (PAgP) or passive (LACP) on both switches prevents a PortChannel from
forming dynamically. Cisco recommends the use of desirable mode (PAgP) or active mode
(LACP) on ports that you intend to be part of a PortChannel.

When PAgP or LACP negotiate to form a PortChannel, the messages include the exchange

of some key configuration information. As you might imagine, they exchange a system ID to
determine which ports connect to the same two switches. The two switches then exchange other
information about the candidate links for a PortChannel; several items must be identical on the
links for them to be dynamically added to the PortChannel, as follows:

m  Same speed and duplex settings.
m If not trunking, same access VLAN.
m If trunking, same trunk type, allowed VLANS, and native VLAN.

m  On asingle switch, each port in a PortChannel must have the same STP cost per VLAN on all
links in the PortChannel.

m  No ports can have SPAN configured.



84 Chapter 3: Spanning Tree Protocol

Rapid

Table 3-8
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When PAgP or LACP completes the process, a new PortChannel interface exists, and is used as if
it were a single port for STP purposes, with balancing taking place based on the global load-
balancing method configured on each switch.

Spanning Tree Protocol

IEEE 802.1w Rapid Spanning Tree Protocol (RSTP) enhances the 802.1d standard with one goal
in mind: improving STP convergence. To do so, RSTP defines new variations on BPDUs between
switches, new port states, and new port roles, all with the capability to operate backwardly
compatible with 802.1d switches. The key components of speeding convergence with 802.1w
are as follows:

m  Waiting for only three missed Hellos on an RP before reacting (versus ten missed Hellos via
the Maxage timer with 802.1d)

m  New processes that allow transition from the disabled state (replaces the blocking state in
802.1d) to learning state, bypassing the concept of an 802.1d listening state

m  Standardization of features like Cisco PortFast, UplinkFast, and BackboneFast

B An additional feature to allow a backup DP when a switch has multiple ports connected to the
same shared LAN segment

To support these new processes, RSTP uses the same familiar Hello BPDUs, using some previously
undefined bits to create the new features. For instance, RSTP defines a Hello message option for the
same purpose as the Cisco proprietary RLQ used by the Cisco BackboneFast feature.

RSTP takes advantage of a switched network topology by categorizing ports, using a different link
type to describe each. RSTP takes advantage of the fact that STP logic can be simplified in some
cases, based on what is attached to each port, thereby allowing faster convergence. Table 3-8 lists
the three RSTP link types.

RSTP Link Types

Link Type Description

Point-to-point Connects a switch to one other switch; Cisco switches treat FDX links in which Hellos
are received as point-to-point links.

Shared Connects a switch to a hub; the important factor is that switches are reachable off that
port.

Edge Connects a switch to a single end-user device.
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In most modern LAN designs with no shared hubs, all links would be either the point-to-point
(alink between two switches) or edge link type. RSTP knows that link-type edge means the port
is cabled to one device, and the device is not a switch. So, RSTP treats edge links with the same
logic as Cisco PortFast—in fact, the same spanning-tree portfast command defines a port as
link-type edge to RSTP. In other words, RSTP puts edge links into forwarding state
immediately.

RSTP takes advantage of point-to-point links (which by definition connect a switch to another
switch) by asking the other switch about its status. For instance, if one switch fails to receive its
periodic Hello on a point-to-point link, it will query the neighbor. The neighbor will reply, stating
whether it also lost its path to the root. It is the same logic as BackboneFast, but using [IEEE
standard messages to achieve the same goal.

RSTP also redefines the port states used with 802.1d, in part because the listening state is no longer
needed. Table 3-9 compares the port states defined by each protocol.

RSTP and STP Port States

Administrative State STP State (802.1d) RSTP State (802.1w)
Disabled Disabled Discarding

Enabled Blocking Discarding

Enabled Listening Discarding

Enabled Learning Learning

Enabled Forwarding Forwarding

In RSTP, a discarding state means that the port does not forward frames, receive frames, or
learn source MAC addresses, regardless of whether the port was shut down, failed, or simply
does not have a reason to forward. Once RSTP decides to transition from discarding to forwarding
state (for example, a newly selected RP), it goes immediately to the learning state. From
that point on, the process continues just as it does with 802.1d. RSTP no longer needs the
listening state because of its active querying to neighbors, which guarantees no loops during
convergence.

RSTP uses the term port role to refer to whether a port acts as an RP or a DP. RSTP uses the
RP and DP port roles just as 802.1d does; however, RSTP adds several other roles, as listed in
Table 3-10.
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Table 3-10 RSTP and STP Port Roles
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RSTP Role Definition

Root Port Same as 802.1d Root Port.

Designated Port Same as 802.1d Designated Port.

Alternate Port Same as the Alternate Port concept in UplinkFast; an alternate Root Port.

Backup Port A port that is attached to the same link-type shared link as another port on the
same switch, but the other port is the DP for that segment. The Backup Port is
ready to take over if the DP fails.

The Alternate Port concept is like the UplinkFast concept—it offers protection against the loss of
a switch’s RP by keeping track of the Alternate Ports with a path to the root. The concept and
general operation is identical to UplinkFast, although RSTP might converge more quickly via its
active messaging between switches.

The Backup Port role has no equivalent with Cisco-proprietary features; it simply provides
protection against losing the DP attached to a shared link when the switch has another physical
port attached to the same shared LAN.

You can enable RSTP in a Cisco switch by using the spanning-tree mode rapid-pvst global
command. Alternatively, you can simply enable 802.1s MST, which by definition uses 802.1w
RSTP.

Rapid Per-VLAN Spanning Tree Plus (RPVST+)

RPVST+ is a combination of PVST+ and RSTP. This combination provides the subsecond
convergence of RSTP with the advantages of PVST+ described in the previous section. Thus,
RPVST+ and PVST+ share the same characteristics such as convergence time, Hello behavior, the
election process, port states, and so forth. RPVST+ is compatible with MSTP and PVST+.

Configuring RPVST+ is straightforward. In global configuration mode, issue the spanning-tree
mode rapid-pvst command. Then, optionally, on an interface (VLAN, physical, or PortChannel),
configure the spanning-tree link-type point-to-point command. This configures the port for fast
changeover to the forwarding state.

See the “Further Reading” section for a source of more information on RPVST+.
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Multiple Spanning Trees: IEEE 802.1s
IEEE 802.1s Multiple Spanning Trees (MST), sometimes referred to as Multiple Instance STP
(MISTP) or Multiple STP (MSTP), defines a way to use multiple instances of STP in a network
that uses 802.1Q trunking. The following are some of the main benefits of 802.1s:

m Like PVSTH+, it allows the tuning of STP parameters so that while some ports block for one
VLAN, the same port can forward in another VLAN.

m  Always uses 802.1w RSTP, for faster convergence.

m  Does not require an STP instance for each VLAN; rather, the best designs use one STP
instance per redundant path.

If the network consists of all MST-capable switches, MST is relatively simple to understand. A
group of switches that together uses MST is called an MST region; to create an MST region, the
switches need to be configured as follows:

1. Globally enable MST, and enter MST configuration mode by using the spanning-tree mode
mst command.

2. From MST configuration mode, create an MST region name (up to 32 characters) by using
the name subcommand.

3. From MST configuration mode, create an MST revision number by using the revision
command.

4. From MST configuration mode, map VLANSs to an MST STP instance by using the instance
command.

The key to MST configuration is to configure the same parameters on all the switches in the region.
For instance, if you match VLANs 1-4 to MST instance 1 on one switch, and VLANs 5-8 to
MST instance 1 on another switch, the two switches will not consider themselves to be in the same
MST region, even though their region names and revision numbers are identical.

For example, in Figure 3-8, an MST region has been defined, along with connections to non-
MST switches. Focusing on the left side of the figure, inside the MST region, you really need
only two instances of STP—one each for roughly half of the VLANs. With two instances,

the access layer switches will forward on their links to SW1 for one set of VLANSs using one MST
instance, and forward on their links to SW2 for the other set of VLANS using the second
MST instance.
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Figure 3-8 MST Operations
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One of the key benefits of MST versus PVST+ is that it requires only one MST instance for a group
of VLANS. If this MST region had hundreds of VLANs, and used PVST+, hundreds of sets of STP
messages would be used. With MST, only one set of STP messages is needed for each MST
instance.

When connecting an MST region to a non-MST region or to a different MST region, MST makes
the entire MST region appear to be a single switch, as shown on the right side of Figure 3-8. An
MST region can guarantee loop-free behavior inside the MST region. To prevent loops over the
CST links connecting the MST region to a non-MST region, MST participates in an STP instance
with the switches outside the MST region. This additional STP instance is called the Internal
Spanning Tree (IST). When participating in STP with the external switches, the MST region is
made to appear as if it is a single switch; the right side of Figure 3-8 depicts the STP view of the
left side of the figure, as seen by the external switches.

Protecting STP

This section covers four switch configuration tools that protect STP from different types of
problems or attacks, depending on whether a port is a trunk or an access port.
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Root Guard and BPDU Guard: Protecting Access Ports
Network designers probably do not intend for end users to connect a switch to an access port that
is intended for attaching end-user devices. However, it happens—for instance, someone just may
need a few more ports in the meeting room down the hall, so they figure they could just plug a
small, cheap switch into the wall socket.

The STP topology can be changed based on one of these unexpected and undesired switches being
added to the network. For instance, this newly added and unexpected switch might have the lowest
bridge ID and become the root. To prevent such problems, BPDU Guard and Root Guard can be
enabled on these access ports to monitor for incoming BPDUs—BPDUSs that should not enter
those ports, because they are intended for single end-user devices. Both features can be used
together. Their base operations are as follows:

m  BPDU Guard—Enabled per port; error disables the port upon receipt of any BPDU.

m  Root Guard—Enabled per port; ignores any received superior BPDUs to prevent a switch
connected to this port from becoming root. Upon receipt of superior BPDUs, this switch puts
the port in a loop-inconsistent state, ceasing forwarding and receiving frames until the
superior BPDUs cease.

With BPDU Guard, the port does not recover from the err-disabled state unless additional
configuration is added. You can tell the switch to change from err-disabled state back to an up state
after a certain amount of time. With Root Guard, the port recovers when the undesired superior
BPDUs are no longer received.

UDLD and Loop Guard: Protecting Trunks
Both UniDirectional Link Detection (UDLD) and Loop Guard protect a switch trunk port from
causing loops. Both features prevent switch ports from errantly moving from a blocking to a
forwarding state when a unidirectional link exists in the network.

Unidirectional links are simply links for which one of the two transmission paths on the link has
failed, but not both. This can happen as a result of miscabling, cutting one fiber cable, unplugging
one fiber, GBIC problems, or other reasons. Although UDLD was developed for fiber links
because of the unidirectional nature of fiber optic cabling—and therefore the much greater
likelihood of a unidirectional link failure in a fiber cable—this feature also supports copper links.
Because STP monitors incoming BPDUSs to know when to reconverge the network, adjacent
switches on a unidirectional link could both become forwarding, causing a loop, as shown in
Figure 3-9.
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Figure 3-9 STP Problems with Unidirectional Links
One Trunk, Two Fiber Cables
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Figure 3-9 shows the fiber link between SW1 and SW2 with both cables. SW2 starts in a blocking
state, but as a result of the failure on SW1’s transmit path, SW2 ceases to hear Hellos from SW1.
SW2 then transitions to forwarding state, and now all trunks on all switches are forwarding.
Even with the failure of SW1’s transmit cable, frames will now loop counter-clockwise in the
network.

UDLD uses two modes to attack the unidirectional link problem. As described next, both modes,
along with Loop Guard, solve the STP problem shown in Figure 3-9:

m  UDLD—Uses Layer 2 messaging to decide when a switch can no longer receive frames from
a neighbor. The switch whose transmit interface did not fail is placed into an err-disabled
State.

m  UDLD aggressive mode—Attempts to reconnect with the other switch (eight times) after
realizing no messages have been received. If the other switch does not reply to the repeated
additional messages, both sides become err-disabled.

m  Loop Guard—When normal BPDUs are no longer received, the port does not go through
normal STP convergence, but rather falls into an STP loop-inconsistent state.

In all cases, the formerly blocking port that would now cause a loop is prevented from migrating
to a forwarding state. With both types of UDLD, the switch can be configured to automatically
transition out of err-disabled state. With Loop Guard, the switch automatically puts the port back
into its former STP state when the original Hellos are received again.
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Troubleshooting Complex Layer 2 Issues

Troubleshooting is one of the most challenging aspects of CCIE study. The truth is, we can’t teach
you to troubleshoot in the pages of a book; only time and experience bring strong troubleshooting
skills. We can, however, provide you with two things that are indispensable in learning to
troubleshoot effectively and efficiently: process and tools. The focus of this section is to provide you
with a set of Cisco IOS—based tools, beyond the more common ones that you already know, as well
as some guidance on the troubleshooting process for Layer 2 issues that you might encounter.

In the CCIE Routing and Switching lab exam, you will encounter an array of troubleshooting
situations that require you to have mastered fast, efficient, and thorough troubleshooting skills. In
the written exam, you’ll need a different set of skills—mainly, the knowledge of troubleshooting
techniques that are specific to Cisco routers and switches, and the ability to interpret the output of
various show commands and possibly debug output. You can also expect to be given an example
along with a problem statement. You will need to quickly narrow the question down to possible
solutions, and then pinpoint the final solution. This requires a different set of skills than what the
lab exam requires, but spending time on fundamentals as you prepare for the qualification exam
will provide a good foundation for the lab exam environment.

As in all CCIE exams, you should expect that the easiest or most direct ways to a solution might
be unavailable to you. In troubleshooting, perhaps the easiest way to the source of most problems
is through the show run command or variations on it. Therefore, we’ll institute a simple “no show
run” rule in this section that will force you to use your knowledge of more in-depth
troubleshooting commands in the Cisco IOS portion of this section.

In addition, you can expect that the issues you’ll face in this part of the written exam will need
more than one command or step to isolate and resolve.

Layer 2 Troubleshooting Process
From the standpoint of troubleshooting techniques, two basic stack-based approaches come into
play depending on what type of issue you’re facing. The first of these is the climb-the-stack
approach, where you begin at Layer 1 and work your way up until you find the problem.
Alternatively, you can start at Layer 7 and work your way down; however, in the context of the
CCIE Routing and Switching exams, the climb-the-stack approach generally makes more sense.

The second approach is often referred to as the divide-and-conquer method. With this technique,
you start in the middle of the stack (usually where you see the problem) and work your way down
or up the stack from there until you find the problem. In the interest of time, which is paramount
in an exam environment, the divide-and-conquer approach usually provides the best results.
Because this section deals with Layer 2 issues, it starts at the bottom and works up.



92 Chapter 3: Spanning Tree Protocol

Some lower-level issues that might affect Layer 2 connectivity include the following:

m  Cabling—Check the physical soundness of the cable as well as the use of a correctly pinned
cable. If the switch does not support Automatic Medium-Dependent Interface Crossover
(Auto-MDIX), the correct choice of either crossover or straight-through cable must be made.

m  Speed or duplex mismatch—Most Cisco devices will correctly sense speed and duplex
when both sides of the link are set to Auto, but a mismatch will cause the line protocol on the
link to stay down.

m  Device physical interface—It is possible for a physical port to break.

Layer 2 Protocol Troubleshooting and Commands
In addition to the protocol-specific troubleshooting commands that you have learned so far, this
section addresses commands that can help you isolate problems through a solid understanding of
the information they present. We will use a variety of examples of command output to illustrate
the key parameters you should understand.

Troubleshooting Using Basic Interface Statistics
The command show interfaces is a good place to start troubleshooting interface issues. It will
tell you whether the interface has a physical connection and whether it was able to form a
logical connection. The link duplex and bandwidth are shown, along with errors and collisions.
Example 3-2 shows output from this command, with important statistics highlighted.

Example 3-2 Troubleshooting with the show interface Command

sw4# show int fa@/21
!Shows a physical and logical connection
FastEthernet@/21 is up, line protocol is up (connected)
Hardware is Fast Ethernet, address is 001b.d4b3.8717 (bia 001b.d4b3.8717)
MTU 1500 bytes, BW 100000 Kbit, DLY 100 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
!Interval for Layer 2 keepalives. This should match on both sides of the link
Keep alive set (10 sec)
INegotiated or configured speed and duplex
Full-duplex, 100Mb/s, media type is 10/100BaseTX
input flow-control is off, output flow-control is unsupported
ARP type: ARPA, ARP Timeout 04:00:00
Last input 00:00:01, output 00:00:08, output hang never
Last clearing of "show interface" counters never
Input queue: 0/75/0/0 (size/max/drops/flushes); Total output drops: 0
Queueing strategy: fifo
Output queue: 0/40 (size/max)
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Example 3-2 Troubleshooting with the show interface Command (Continued)

5 minute input rate @ bits/sec, @ packets/sec
5 minute output rate @ bits/sec, @ packets/sec
16206564 packets input, 1124307496 bytes, 0 no buffer
Received 14953512 broadcasts (7428112 multicasts)
ICRC errors, runts, frames, collisions or late collisions
!may indicated a duplex mismatch
0 runts, 0 giants, 0 throttles
0@ input errors, @ CRC, @ frame, @ overrun, @ ignored
0 watchdog, 7428112 multicast, @ pause input
0 input packets with dribble condition detected
2296477 packets output, 228824856 bytes, @ underruns
0 output errors, @ collisions, 1 interface resets
0 babbles, @ late collision, @ deferred
0 lost carrier, 0 no carrier, @ PAUSE output
0 output buffer failures, @ output buffers swapped out

If an interface shows as up/up, you know that a physical and logical connection has been made,
and you can move on up the stack in troubleshooting. If it shows as up/down, you have some
Layer 2 troubleshooting to do. An interface status of err-disable could be caused by many different
problems, some of which are discussed later in this chapter. Common causes include a security
violation or detection of a unidirectional link. Occasionally, a duplex mismatch will cause this
state.

Chapter 1, “Ethernet Basics,” showed examples of a duplex mismatch, but the topic is important
enough to include here. Duplex mismatch might be caused by hard-coding one side of the link to
full duplex but leaving the other side to autonegotiate duplex. A 10/100 interface will default to
half duplex if the other side is 10/100 and does not negotiate. It could also be caused by an
incorrect manual configuration on both sides of the link. A duplex mismatch usually does not bring
the link down; it just creates suboptimal performance.

You would suspect a duplex mismatch if you saw collisions on a full-duplex link, because a full-
duplex link should never have collisions. A link that is half duplex on both sides will show some
interface errors. But more than about 1 percent to 2 percent of the total traffic is cause for a second
look. Watch for the following types of errors:

m  Runts—Runts are frames smaller than 64 bytes.

m  CRC errors—The frame’s cyclic redundancy checksum value does not match the one
calculated by the switch or router.

m  Frames—Frame errors have a CRC error and contain a noninteger number of octets.
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m  Alignment—Alignment errors have a CRC error and an odd number of octets.

m  Collisions—Look for collisions on a full-duplex interface, or excessive collisions on a half-
duplex interface.

m Late collisions on a half-duplex interface—A late collision occurs after the first 64 bytes of
a frame.

Another command to display helpful interface statistics is show controllers, shown in

Example 3-3. The very long output from this command is another place to find the number of
frames with bad Frame Checks, CRC errors, collisions, and late collisions. In addition, it tells you
the size breakdown of frames received and transmitted. A preponderance of one-size frames on an
interface that is performing poorly can be a clue to the application sending the frames. Another
useful source of information is the interface autonegotiation status and the speed/duplex
capabilities of it and its neighbor, shown at the bottom of Example 3-3.

Example 3-3 Troubleshooting with the show controllers Command

R1# show controllers fastEthernet 0/0

Interface FastEthernet0/0

Hardware is MV96340

HWIDB: 46F92948, INSTANCE: 46F939F0, FASTSEND: 4374CB14, MCI_INDEX: 0
Aggregate MIB Counters

Rx Good Bytes: 27658728 Rx Good Frames: 398637

Rx Bad Bytes: 0 Rx Bad Frames: 0

Rx Broadcast Frames: 185810 Rx Multicast Frames: 181353

Tx Good Bytes: 3869662 Tx Good Frames: 36667

Tx Broadcast Frames: 0 Tx Multicast Frames: 5684

Rx+Tx Min-64B Frames: 412313 Rx+Tx 65-127B Frames: 12658

Rx+Tx 128-255B Frames: 0 Rx+Tx 256-511B Frames: 10333

Rx+Tx 512-1023B Frames: @ Rx+Tx 1024 -MaxB Frames: @

Rx Unrecog MAC Ctrl Frames: 0

Rx Good FC Frames: 0 Rx Bad FC Frames: 0

Rx Undersize Frames: 0 Rx Fragment Frames: 0

Rx Oversize Frames: 0 Rx Jabber Frames: 0

Rx MAC Errors: 0 Rx Bad CRCs: 0

Tx Collisions: 0 Tx Late Collisions: 0
!Toutput omitted]

AUTONEG_EN

PHY Status (0x01):
AUTONEG_DONE LINK_UP
Auto-Negotiation Advertisement (0x04):
100FD 100HD 10FD 1@HD
Link Partner Ability (0x05):
100FD 10@HD 10FD 1@HD
loutput omitted
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Troubleshooting Spanning Tree Protocol
Spanning-tree issues are possible in a network that has not been properly configured. Previous
sections of this chapter discussed ways to secure STP. One common STP problem is a change in
the root bridge. If the root bridge is not deterministically configured, a change in the root can cause
a flood of BPDUs and affect network connectivity. To lessen the chance of this, use Rapid STP
and all the tools necessary to secure the root and user ports. Example 3-1 showed commands to
check the root bridge and other STP parameters, including the following:

show spanning-tree root [priority]
show spanning-tree vlan number [root detail]

Keep in mind that when BPDU Guard is enabled, a port is error-disabled if it receives a BPDU.
You can check this with the command show interfaces status err-disabled. In addition, switching
loops can result if BPDU Guard is enabled on a trunk port or an interface has a duplex mismatch.
One symptom of a loop is flapping MAC addresses. A port with Root Guard or Loop Guard
configured is put in an inconsistent state if it receives a superior BPDU. You can check this with
the command show spanning-tree inconsistentports. Whether an interface is error-disabled or
put into an inconsistent state, the port is effectively shut down to user traffic.

Troubleshooting Trunking
Trunks that fail to form may result from several causes. With an 802.1Q trunk, a native VLAN
mismatch is usually the first thing troubleshooters look at. You should additionally check the
Dynamic Trunking Protocol (DTP) negotiation mode of each side of the trunk. Table 2-9 in
Chapter 2, “Virtual LANs and VLAN Trunking,” lists the combinations of DTP configurations that
will lead to successful trunking.

A VLAN Trunking Protocol (VTP) domain mismatch has been known to prevent trunk formation,
even in switches that are in VTP Transparent mode. The switch’s logging output will help you
greatly. This is shown in Example 3-4, along with some commands that will help you troubleshoot
trunking problems. In Example 3-4, two switches are configured with 802.1Q native VLANs 10
and 99, and DTP mode desirable. Both are VTP transparent and have different VTP domain
names. Some output irrelevant to the example is omitted.

Example 3-4 Troubleshooting Trunking

!These errors messages were logged by the switch

%CDP -4 -NATIVE_VLAN_MISMATCH: Native VLAN mismatch discovered on FastEtherneti1/0/21 (10),
with sw4 FastEthernet@/21 (99)

%SPANTREE -2-RECV_PVID_ERR: Received BPDU with inconsistent peer vlan id 99 on
FastEthernet1/0/21 VLAN10

%DTP -5 -DOMAINMISMATCH: Unable to perform trunk negotiation on port Fal1/@/21 because of VTP
domain mismatch.

!
!This command shows that the port is configured to trunk
(Administrative Mode) but is not performing as a trunk

continues
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Example 3-4 Troubleshooting Trunking (Continued)

! (Operational Mode)

sw2# show int fa 1/0/1 switchport

Name: Fal/0/1

Switchport: Enabled

Administrative Mode: dynamic desirable

Operational Mode: static access

Administrative Trunking Encapsulation: negotiate

Operational Trunking Encapsulation: native

Negotiation of Trunking: On

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 10 (NATIVE_10)

Administrative Native VLAN tagging: enabled

loutput omitted

! Trunking VLANs Enabled: 3,99

!

!The port is shown as inconsistent due to native VLAN mismatch
sw4# show spanning-tree inconsistentports

Name Interface Inconsistency

VLANQOQ99 FastEthernet@/21 Port VLAN ID Mismatch
Number of inconsistent ports (segments) in the system : 1

|

!Once the errors are corrected, the interface shows as a trunk
sw4# show interfaces trunk

Port Mode Encapsulation Status Native vlan
Fao/21 desirable 802.1q trunking 99

loutput omitted

If your trunks are connected and operating, but user connectivity is not working, check the VLANs
allowed on each trunk. Make sure that the allowed VLANSs match on each side of the trunk, and
that the users’ VLAN is on the allowed list (assuming it should be). Either look at the interface
configuration or use the show interfaces switchport command shown in Example 3-4 to find that
information.

Troubleshooting VTP
If you choose to use anything other than VTP Transparent mode in your network, you should be
aware of the ways to break it. VTP will fail to negotiate a neighbor status if the following items do
not match:

m VTP version
m VTP domain

m VTP password
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In addition, recall that VTP runs over trunk links only, so you must have an operational trunk
before it will update. To prevent your VLAN database from being altered when adding a switch to

the VTP domain, follow these steps:

Step 1

revision number to 0.
Step 2
Step 3 Reboot the switch.
Step 4
Step 5 Configure trunking.
Step 6

Change the VTP mode to Transparent, which will reset the configuration

Delete the vlan.dat file from the switch’s flash.

Configure the appropriate VTP parameters.

Connect the switch to the network.

The first part of Example 3-5 shows a VTP client with a password that doesn’t match its neighbor
(note the error message). The switch does not show an IP address in the last line because it has not
been able to negotiate a VTP relationship with its neighbor. In the second part of the example, the
configuration has been corrected. Now the neighbor’s IP address is listed as the VTP updater.

Example 3-5 Troubleshooting VTP

!Wrong password is configured
sw4# show vtp status

VTP Version

Configuration Revision

Number of existing VLANs
VTP Operating Mode

VTP Domain Name

VTP Pruning Mode

VTP V2 Mode

VTP Traps Generation

MD5 digest

!
sw4# show vtp status
VTP Version

Configuration Revision

Number of existing VLANs

VTP Operating Mode

: running VTP1
H)

Maximum VLANs supported locally :
5 B

: Client

1 CCIE

: Disabled

: Disabled

: Disabled

: OxA1 0x7C OxE8 Ox7E 0x4C OxF5 OxE3 0xC8
*** \D5 digest checksum mismatch on trunk: Fa@/23 ***

*** MD5 digest checksum mismatch on trunk:
Configuration last modified by 0.0.0.0 at 7-24-09 03:12:27

Maximum VLANs supported locally :
: 9
: Client

(VTP2 capable)

1005

Fa@/24 ***

!Command output after the misconfiguration was corrected

: running VTP2
S

1005

continues
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Example 3-5 Troubleshooting VTP (Continued)

VTP Domain Name : CCIE

VTP Pruning Mode : Disabled

VTP V2 Mode : Enabled

VTP Traps Generation : Disabled

MD5 digest : OxDD Ox6C 0x64 OxF5 @xD2 OXFE 0x9B 0x62

Configuration last modified by 192.168.250.254 at 7-24-09 11:02:43

Troubleshooting EtherChannels
Table 3-7 listed the LACP and PAgP settings. If your EtherChannel is not coming up, check these
settings. If you are using LACP, at least one side of each link must be set to “active.” If you are
using PagP, at least one side of the link must be set to “desirable.” If you are not using a channel
negotiation protocol, make sure that both sides of the links are set to “on.”

Remember that the following rules apply to all ports within an EtherChannel:

m  Speed and duplex must match.
m Interface type—access, trunk, or routed—must match.

m  Trunk configuration—encapsulation, allowed VLANSs, native VLAN, and DTP mode—must
match.

m If a Layer 2 EtherChannel is not a trunk, all ports must be assigned to the same VLAN.
m  No port in the EtherChannel can be a Switched Port Analyzer (SPAN) port.

m  Ona Layer 3 EtherChannel, the IP address must be on the PortChannel interface, not a
physical interface.

To troubleshoot an EtherChannel problem, check all the parameters in the preceding list. Example
3-6 shows some commands to verify the logical and physical port configuration for an
EtherChannel. QoS configuration must match and must be configured on the physical ports, not
the logical one.

Example 3-6 Troubleshooting EtherChannels

!The show etherchannel summary command gives an overview of the
!channels configured, whether they are Layer 2 or Layer 3, the
linterfaces assigned to each, and the protocol used if any
L3Sw4# show etherchannel summary
Flags: D - down P - bundled in port-channel

I - stand-alone s - suspended

H - Hot-standby (LACP only)
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Example 3-6 Troubleshooting EtherChannels (Continued)

- Layer3 S - Layer2
- in use f - failed to allocate aggregator
- not in use, minimum links not met
- unsuitable for bundling
- waiting to be aggregated
d - default port
Number of channel-groups in use: 3

s c =CcCc >

Number of aggregators: 3

Group Port-channel Protocol Ports

------ T T e
14 Po14(SU) LACP Fa@/3(P)

24 Po24 (RU) - Fa®/7(P) Fa@/8(P) Fa@/9(P) Fad/10(P)

34 Po34 (RU) PAgP Fa@/1(P) Fa@/2(P)

}

!The show interface etherchannel command lets you verify that the
interface is configured with the right channel group and
Iprotocol settings

! L3SW3# show int fa@/1 etherchannel

Port state = Up Mstr In-Bndl

Channel group = 34 Mode = On Gcchange = -

Port-channel = Po34 GC = - Pseudo port-channel = P034
Port index =0 Load = 0x00 Protocol = PAgP

Age of the port in the current state: 1d:07h:28m:19s

!

!The show interface portchannel command produces output similar
!to a physical interface. It allows you to verify the ports
lassigned to the channel and the type of QoS used

L3SW3# show int port-channel 23

Port-channel23 is up, line protocol is up (connected)

Hardware is EtherChannel, address is 001f.2721.8643 (bia 001f.2721.8643)
Internet address is 10.1.253.13/30

MTU 1500 bytes, BW 200000 Kbit, DLY 100 usec,

reliability 255/255, txload 1/255, rxload 1/255

Encapsulation ARPA, loopback not set

Keepalive set (10 sec)

Full-duplex, 100Mb/s, link type is auto, media type is unknown
input flow-control is off, output flow-control is unsupported
Members in this channel: Fa0/3 Fa0/4

ARP type: ARPA, ARP Timeout 04:00:00

Last input 00:00:02, output 00:00:00, output hang never

Last clearing of "show interface" counters never

Input queue: 0/75/0/0 (size/max/drops/flushes); Total output drops: 0
Queueing strategy: fifo

99
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Approaches to Resolving Layer 2 Issues
In this final section of the chapter, Table 3-11 presents some generalized types of Layer 2 issues
and ways of approaching them, including the relevant Cisco IOS commands.

Table 3-11 Layer 2 Troubleshooting Approach and Commands

Problem

Approach

Helpful I0S Commands

Lack of reachability to
devices in the same VLAN

Eliminate Layer 1 issues with show
interface commands.

Verify that the VLAN exists on the
switch.

Verify that the interface is assigned to
the correct VLAN.

Verify that the VLAN is allowed on
the trunk.

show interface
show vlan
show interface switchport

traceroute mac source-mac
destination-mac

show interface trunk

Intermittent reachability to
devices in the same VLAN

Check for excessive interface traffic.
Check for unidirectional links.
Check for spanning-tree problems

such as BPDU floods or flapping
MAC addresses.

show interface
show spanning-tree
show spanning-tree root

show mac-address-table

No connectivity between
switches

Check for interfaces shut down.

Verify that trunk links and
EtherChannels are active.

Verify that BPDU Guard is not
enabled on a trunk interface.

show interfaces status
err-disabled

show interface trunk
show etherchannel summary

show spanning-tree detail

Poor performance across
a link

Check for a duplex mismatch.

show interface

In summary, when troubleshooting Layer 2 issues check for interface physical problems or
configuration mismatches. Verify that STP is working as expected. If you are using VTP, make

sure that it is configured properly on each switch. For trunking problems, check native VLAN and
DTP configuration. When troubleshooting port channels, verify that the interface parameters are
the same on both sides.
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Foundation Summary

This section lists additional details and facts to round out the coverage of the topics in this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this “Foundation Summary”” does not
repeat information presented in the “Foundation Topics” section of the chapter. Please take the
time to read and study the details in the “Foundation Topics” section of the chapter, as well as
review items noted with a Key Topic icon.

Table 3-12 lists the protocols mentioned in this chapter and their respective standards documents.

Table 3-12 Protocols and Standards for Chapter 3

{ Key
i Topic

Table 3-13 [EEE 802.1d STP Timers

{ Key
i Topic

Name Standards Body
RSTP IEEE 802.1w
MST IEEE 802.1s

STP IEEE 802.1d
LACP IEEE 802.1AD
Dot1Q trunking 1IEEE 802.1Q
PVST+ Cisco

RPVST+ Cisco

PagP Cisco

Table 3-13 lists the three key timers that impact STP convergence.

Timer Default Purpose

Hello 2 sec Interval at which the root sends Hellos

Forward 15 sec Time that switch leaves a port in listening state and learning state; also
Delay used as the short CAM timeout timer

Maxage 20 sec Time without hearing a Hello before believing that the root has failed

Table 3-14 lists some of the key IOS commands related to the topics in this chapter. (The command
syntax for switch commands was taken from the Catalyst 3560 Switch Command Reference,

12.2(44)SE).
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Table 3-14 Command Reference for Chapter 3

Command

Description

spanning-tree mode {mst | pvst |
rapid-pvst}

Global config command that sets the STP mode

[no] spanning-tree vlan x

Enables or disables STP inside a particular VLAN when
using PVST+

spanning-tree vlan vian-id {forward-
time seconds | hello-time seconds |
max-age seconds | priority priority |
{root { primary | secondary} [diameter
net-diameter [hello-time seconds]]}}

Global config command to set a variety of STP parameters

spanning-tree vlan x cost y

Interface subcommand used to set interface costs, per VLAN

spanning-tree vlan x port-priority y

Interface subcommand used to set port priority, per VLAN

channel-group channel-group-number
mode {auto [non-silent] | desirable
[non-silent] | on | active | passive}

Interface subcommand that places the interface into a port
channel, and sets the negotiation parameters

channel-protocol {lacp | pagp}

Interface subcommand to define which protocol to use for
EtherChannel negotiation

interface port-channel port-channel-
number

Global command that allows configuration of parameters for
the EtherChannel

spanning-tree portfast

Interface subcommand that enables PortFast on the interface

spanning-tree bpduguard {enable |
disable

Interface command that enables or disables BPDU Guard on
the interface

spanning-tree uplinkfast

Global command that enables UplinkFast

spanning-tree backbonefast

Global command that enables BackboneFast

spanning-tree mst instance-id priority
priority

Global command used to set the priority of an MST instance

spanning-tree mst configuration

Global command that puts user in MST configuration mode

show spanning-tree root | brief |
summary

EXEC command to show various details about STP
operation

show spanning-tree uplinkfast |
backbonefast

EXEC command to show various details about UplinkFast
and BackboneFast

show interface

Displays Layer 1 and 2 information about an interface

show interface trunk

Displays the interface trunk configuration

show etherchannel [summary]

Lists EtherChannels configured and their status

show interface switchport

Displays the interface trunking and VLAN configuration
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Table 3-14 Command Reference for Chapter 3 (Continued)

Command Description

show vtp status Displays the VTP configuration

show controllers Displays physical interface characteristics as well as traffic
and error types

Memory Builders

The CCIE Routing and Switching written exam, like all Cisco CCIE written exams, covers a fairly
broad set of topics. This section provides some basic tools to help you exercise your memory about
some of the broader topics covered in this chapter.

Fill in Key Tables from Memory
Appendix G, “Key Tables for CCIE Study,” on the CD in the back of this book contains empty sets
of some of the key summary tables in each chapter. Print Appendix G, refer to this chapter’s tables
in it, and fill in the tables from memory. Refer to Appendix H, “Solutions for Key Tables for CCIE
Study,” on the CD to check your answers.

Definitions
Next, take a few moments to write down the definitions for the following terms:

CST, STP, MST, RSTP, Hello timer, Maxage timer, Forward Delay timer, blocking state,
forwarding state, listening state, learning state, disabled state, alternate state, discarding
state, backup state, Root Port, Designated Port, superior BPDU, PVST+, RPVST+,
UplinkFast, BackboneFast, PortFast, Root Guard, BPDU Guard, UDLD, Loop Guard,
LACP, PAgP

Refer to the glossary to check your answers.

Further Reading
The topics in this chapter tend to be covered in slightly more detail in CCNP Switching exam
preparation books. For more details on these topics, refer to the Cisco Press CCNP preparation
books found at www.ciscopress.com/ccnp.

Cisco LAN Switching, by Kennedy Clark and Kevin Hamilton, covers STP logic and operations
in detail.

MSTP, PVST+, and Rapid PVST+ (RPVST+) configuration are covered in the “Configuring STP”
document at http://www.cisco.com/en/US/docs/switches/lan/catalyst3560/software/release/
12.2_44_se/configuration/guide/swstp.html.
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Blueprint topics covered in
this chapter:

This chapter covers the following subtopics from
the Cisco CCIE Routing and Switching written
exam blueprint. Refer to the full blueprint in
Table I-1 in the Introduction for more details on
the topics covered in each chapter and their
context within the blueprint.

m [Pv4 Addressing

m [Pv4 Subnetting

m [Pv4 VLSM

m Route Summarization

m NAT



CHAPTER 4

IP Addressing

Complete mastery of IP addressing and subnetting is required for any candidate to have a
reasonable chance at passing both the CCIE written and lab exam. In fact, even the CCNA exam
has fairly rigorous coverage of IP addressing and the related protocols. For the CCIE exam,
understanding these topics is required to answer much deeper questions—for instance, a question
might ask for the interpretation of the output of a show ip bgp command and a configuration
snippet to decide what routes would be summarized into a new prefix. To answer such questions,
the basic concepts and math behind subnetting need to be very familiar.

“Do | Know This Already?” Quiz

Table 4-1 outlines the major headings in this chapter and the corresponding “Do I Know This
Already?” quiz questions.

Table 4-1 “Do I Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section Score
IP Addressing and Subnetting 14

CIDR, Private Addresses, and NAT 5-8

Total Score

In order to best use this pre-chapter assessment, remember to score yourself strictly. You can
find the answers in Appendix A, “Answers to the ‘Do I Know This Already?’ Quizzes.”

1. In what subnet does address 192.168.23.197/27 reside?

a. 192.168.23.0

b. 192.168.23.128
c. 192.168.23.160
d. 192.168.23.192
e. 192.168.23.196
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2. Routerl has four LAN interfaces, with IP addresses 10.1.1.1/24, 10.1.2.1/24, 10.1.3.1/24, and
10.1.4.1/24. What is the smallest summary route that could be advertised out a WAN link
connecting Routerl to the rest of the network, if subnets not listed here were allowed to be
included in the summary?

a. 10.1.2.0/22
b. 10.1.0.0/22
c. 10.1.0.0/21
d. 10.1.0.0/16

3. Routerl has four LAN interfaces, with IP addresses 10.22.14.1/23,10.22.18.1/23,10.22.12.1/23,
and 10.22.16.1/23. Which one of the answers lists the smallest summary route(s) that could
be advertised by R1 without also including subnets not listed in this question?

a. 10.22.12.0/21

b. 10.22.8.0/21

c. 10.22.8.0/21 and 10.22.16.0/21
d. 10.22.12.0/22 and 10.22.16.0/22

4. Which two of the following VLSM subnets, when taken as a pair, overlap?
a. 10.22.21.128/26
b. 10.22.22.128/26
c. 10.22.22.0/27
d. 10.22.20.0/23
e. 10.22.16.0/22

5.  Which of the following protocols or tools includes a feature like route summarization, plus
administrative rules for global address assignment, with a goal of reducing the size of Internet
routing tables?

a. Classless interdomain routing
b. Route summarization
c. Supernetting

d. Private IP addressing
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6. Which of the following terms refers to a NAT feature that allows for significantly fewer
IP addresses in the enterprise network as compared with the required public registered
IP addresses?

a. Static NAT

b. Dynamic NAT

c. Dynamic NAT with overloading
d. PAT

e. VAT

7. Consider an enterprise network using private class A network 10.0.0.0, and using NAT to
translate to IP addresses in registered class C network 205.1.1.0. Host 10.1.1.1 has an open
www session to Internet web server 198.133.219.25. Which of the following terms refers to
the destination address of a packet, sent by the web server back to the client, when the packet
has not yet made it back to the enterprise’s NAT router?

a. Inside Local
b. Inside Global
c. Outside Local
d. Outside Global

8. Routerl has its fa0/0 interface, address 10.1.2.3/24, connected to an enterprise network.
Router1’s S0/1 interface connects to an ISP, with the interface using a publicly-registered
IP address of 171.1.1.1/30,. Which of the following commands could be part of a valid NAT
overload configuration, with 171.1.1.1 used as the public IP address?

a. ip nat inside source list 1 int s0/1 overload
b. ip nat inside source list 1 pool fred overload
c. ip nat inside source list 1 171.1.1.1 overload

d. None of the answers is correct.
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Foundation Topics

IP Addressing and Subnetting

You need a postal address to receive letters; similarly, computers must use an IP address to be able
to send and receive data using the TCP/IP protocols. Just as the postal service dictates the format
and meaning of a postal address to aid the efficient delivery of mail, the TCP/IP protocol suite
imposes some rules about IP address assignment so that routers can efficiently forward packets
between IP hosts. This chapter begins with coverage of the format and meaning of IP addresses,
with required consideration for how they are grouped to aid the routing process.

IP Addressing and Subnetting Review
First, here’s a quick review of some of the core facts about [Pv4 addresses that should be fairly
familiar to you:

m  32-bit binary number.

m  Written in “dotted decimal” notation (for example, 1.2.3.4), with each decimal octet
representing 8 bits.

m  Addresses are assigned to network interfaces, so computers or routers with multiple interfaces
have multiple IP addresses.

m A computer with an IP address assigned to an interface is an IP host.

m A group of IP hosts that are not separated from each other by an IP router are in the same
grouping.

m  These groupings are called networks, subnets, or prefixes, depending on the context.

m [P hosts separated from another set of IP hosts by a router must be in separate groupings
(network/subnet/prefix).

IP addresses may be analyzed using classful or classless logic, depending on the situation.
Classful logic simply means that the main class A, B, and C rules from RFC 791 are considered.
The next several pages present a classful view of IP addresses, as reviewed in Table 4-2.

With classful addressing, class A, B, and C networks can be identified as such by their first several
bits (shown in the last column of Table 4-1) or by the range of decimal values for their first octets.
Also, each class A, B, or C address has two parts (when not subnetted): a network part and a host
part. The size of each is implied by the class, and can be stated explicitly using the default mask



IP Addressing and Subnetting 109

for that class of network. For instance, mask 255.0.0.0, the default mask for class A networks, has
8 binary 1s and 24 binary Os, representing the size of the network and host parts, respectively.

Table 4-2 Classful Network Review

‘I.(ey_ Size of Network Range of Default Mask Identifying Bits
Topic | Class of and Host Parts First Octet for Each Class at Beginning of

Address of the Addresses Values of Network Address

A 8/24 1-126 255.0.0.0 0

B 16/16 128-191 255.255.0.0 10

C 24/8 192-223 255.255.255.0 110

D — 224-239 — 1110

E — 240-255 — 1111

Subnetting a Classful Network Number

With classful addressing, and no subnetting, an entire class A, B, or C network is needed on each
individual instance of a data link. For example, Figure 4-1 shows a sample internetwork, with

dashed-line circles representing the set of hosts that must be in the same IP network—in this case
requiring three networks. Figure 4-1 shows two options for how IP addresses may be assigned and
grouped together for this internetwork topology.

Figure 4-1 Sample Internetwork with Two Alternatives for Address Assignment—Without and With Subnetting
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Option 1 uses three classful networks; however, it wastes a lot of IP addresses. For example, all
hosts in class A network 8.0.0.0 must reside on the LAN on the right side of the figure.

Of course, the much more reasonable alternative is to reserve one classful IP network
number, and use subnerting to subdivide that network into at least three subdivisions, called
subnets. Option 2 (bottom of Figure 4-1) shows how to subdivide a class A, B, or C network into
subnets.

To create subnets, the IP addresses must have three fields instead of just two—the network, subnet,
and host. When using classful logic to interpret IP addresses, the size of the network part is still
defined by classful rules—either 8, 16, or 24 bits based on class. To create the subnet field, the host
field is shortened, as shown in Figure 4-2.

Figure 4-2 Formats of IP Addresses when Subnetting

{ Key
i Topic

Table 4-3

{ Key
i Topic

8 24 — x X
| Network | Subnet Host | Class A
16 16 — X X
| Network | Subnet Host | Class B
24 8-x X
| Network |Subnet Host| Class C

NOTE The term infernetwork refers to a collection of computers and networking hardware;
because TCP/IP discussions frequently use the term network to refer to a classful class A, B, or C
IP network, this book uses the term internetwork to refer to an entire network topology, as shown
in Figure 4-1.

To determine the size of each field in a subnetted IP address, you can follow the three easy steps
shown in Table 4-3. Note that Figure 4-1 also showed alternative addressing for using subnets,
with the last column in Table 4-3 showing the size of each field for that particular example, which
used class B network 172.31.0.0, mask 255.255.255.0.

Finding the Size of the Network, Subnet, and Host Fields in an IP Address

Name of Part of

the Address Process to Find Its Size Size per Figure 4-1 Example
Network 8, 16, or 24 bits based on class rules 16
Subnet 32 minus network and host bits 8

Host Equal to the number of binary Os in the mask 8
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Comments on Classless Addressing
The terms classless and classful can be applied to three popular topics that are all related to IP.
This chapter explains classful and classless IP addressing, which are relatively simple concepts. Two
other chapters explain the other uses of the terms classless and classful: Chapter 6, “IP Forwarding
(Routing),” describes classless/classful routing, and Appendix E, “RIP Version 2,” covers
classless/classful routing protocols.

Classless IP addressing, simply put, means that class A, B, and C rules are ignored. Each address
is viewed as a two-part address, formally called the prefix and the host parts of the address. The
prefix simply states how many of the beginning bits of an IP address identify or define the group.
It is the same idea as using the combined network and subnet parts of an address to identify a
subnet. All the hosts with identical prefixes are in effect in the same group, which can be called a
subnet or a prefix.

Just as a classful subnet must be listed with the subnet mask to know exactly which addresses
are in the subnet, a prefix must be listed with its prefix length. The prefix itself is a dotted-
decimal number. It is typically followed by a / symbol, after which the prefix length is listed.
The prefix length is a decimal number that denotes the length (in bits) of the prefix. For example,
172.31.13.0/24 means a prefix of 172.31.13.0 and a prefix length of 24 bits. Also, the prefix can
be implied by a subnet mask, with the number of 1s in the binary version of the mask implying
the prefix length.

Classless and classful addressing are mainly just two ways to think about IP address formats. For
the exam, make sure to understand both perspectives and the terminology used by each.

Subnetting Math
Knowing how to interpret the meaning of addresses and masks, routes and masks in the routing
table, addresses and masks in ACLs, and configure route-filtering are all very important topics
for the CCIE Routing and Switching written and lab exams. This section covers the binary math
briefly, with coverage of some tricks to do the math quickly without binary math. Several subsequent
chapters cover the configuration details of features that require this math.

Dissecting the Component Parts of an IP Address
First, deducing the size of the three parts (classful view) or two parts (classless view) of an IP
address is important, because it allows you to analyze information about that subnet and other
subnets. Every internetwork requires some number of subnets, and some number of hosts per
subnet. Analyzing the format of an existing address, based on the mask or prefix length, allows
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you to determine whether enough hosts per subnet exist, or whether enough subnets exist to
support the number of hosts. The following list summarizes some of the common math facts about
subnetting related to the format of IP addresses:

i Key

i Topic
]
]
]
u

If a subnet has been defined with y host bits, there are 2” — 2 valid usable IP addresses in the
subnet, because two numeric values are reserved.

One reserved IP address in each subnet is the subnet number itself. This number, by definition,
has binary Os for all host bits. This number represents the subnet, and is typically seen in
routing tables.

The other reserved IP address in the subnet is the subnet broadcast address, which by definition
has binary 1s for all host bits. This number can be used as a destination IP address to send
a packet to all hosts in the subnet.

When you are thinking classfully, if the mask implies x subnet bits, then 2* possible
subnets exist for that classful network, assuming the same mask is used throughout the
network.

Although there are no truly reserved values for the subnet numbers, two (lowest and highest
values) may be discouraged from use in some cases:

— Zero subnet—The subnet field is all binary Os; in decimal, each zero subnet is the
exact same dotted-decimal number as the classful network number, potentially
causing confusion.

— Broadcast subnet—The subnet field is all binary 1s; in decimal, this subnet’s
broadcast address is the same as the network-wide broadcast address, potentially
causing confusion.

In Cisco routers, by default, zero subnets and broadcast subnets work fine. You can disable the use
of the zero subnet with the no ip subnet-zero global command. The only time that using the zero
subnet typically causes problems is when classful routing protocols are used.

Finding Subnet Numbers and Valid Range of IP Addresses—Binary
When examining an IP address and mask, the process of finding the subnet number, the broadcast
address, and the range of valid IP addresses is as fundamental to networking as is addition and
subtraction for advanced math. Possibly more so for the CCIE Routing and Switching lab exam,

mastery of the math behind subnetting, which is the same basic math behind route summarization
and filtering, will improve your speed completing complex configurations on the exam.

The range of valid IP addresses in a subnet begins with the number that is one larger than the
subnet number, and ends with the address that is one smaller than the broadcast address for the
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Table 4-4

IP Addressing and Subnetting 113

subnet. So, to determine the range of valid addresses, just calculate the subnet number and
broadcast address, which can be done as follows:

m To derive the subnet number—Perform a bit-wise Boolean AND between the IP address
and mask

m  To derive the broadcast address—Change all host bits in the subnet number from Os to 1s

A bitwise Boolean AND means that you place two long binary numbers on top of each other,
and then AND the two bits that line up vertically. (A Boolean AND results in a binary 1 only if
both bits are 1; otherwise, the result is 0.) Table 4-4 shows an easy example based on subnet
172.31.103.0/24 from Figure 4-1.

Binary Math to Calculate the Subnet Number and Broadcast Address

Address 172.31.103.41 1010 1100 0001 1111 01100111 0010 1001

Mask 255.255.255.0 1111 1111 1111 1111 1111 1111 0000 0000

Subnet Number (Result of 172.31.103.0 1010 1100 0001 1111 0110 0111 0000 0000
AND)

Broadcast 172.31.103.255 | 1010 1100 0001 1111 01100111 1111 1111

Probably most everyone reading this already knew that the decimal subnet number and broadcast
addresses shown in Table 4-4 were correct, even without looking at the binary math. The important
part is to recall the binary process, and practice until you can confidently and consistently find the
answer without using any binary math at all. The only parts of the math that typically trip people
up are the binary to decimal and decimal to binary conversions. When working in binary, keep in mind
that you will not have a calculator for the written exam, and that when converting to decimal,
you always convert 8 bits at a time—even if an octet contains some prefix bits and some host bits.
(Appendix B, “Decimal to Binary Conversion Table,” contains a conversion table for your reference.)

Decimal Shortcuts to Find the Subnet Number and Valid Range of IP Addresses

Many of the IP addressing and routing related problems on the exam come back to the ability to
solve a couple of classic basic problems. One of those problems runs as follows:

Given an IP address and mask (or prefix length), determine the subnet number/prefix, broad-
cast address, and range of valid IP addresses.

If you personally can already solve such problems with only a few seconds’ thought, even with
tricky masks, then you can skip this section of the chapter. If you cannot solve such questions
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easily and quickly, this section can help you learn some math shortcuts that allow you to find the
answers without needing to use any Boolean math.

NOTE The next several pages of this chapter describe some algorithms you can use to find
many important details related to IP addressing, without needing to convert to and from binary.
In my experience, some people simply work better performing the math in binary until the
answers simply start popping into their heads. Others find that the decimal shortcuts are more
effective.

If you use the decimal shortcuts, it is best to practice them until you no longer really use the
exact steps listed in this book; rather, the processes should become second nature. To that end,
CD-only Appendix D, “IP Addressing Practice,” lists several practice problems for each of the
algorithms presented in this chapter.

To solve the “find the subnet/broadcast/range of addresses” type of problem, at least three of the
four octets should have pretty simple math. For example, with a nice, easy mask like 255.255.255.0,
the logic used to find the subnet number and broadcast address is intuitive to most people. The
more challenging cases occur when the mask or prefix does not divide the host field at a byte
boundary. For instance, the same IP address 172.31.103.41, with mask 255.255.252.0 (prefix /22),
is actually in subnet 172.31.100.0. Working with the third octet in this example is the hard part,
because the mask value for that octet is not 0 or 255; for the upcoming process, this octet is called
the interesting octet. The following process finds the subnet number, using decimal math, even
with a challenging mask:

Step 1 Find the mask octets of value 255; copy down the same octets from the IP
address.

Step 2 Find the mask octets of value 0; write down Os for the same octets.

Step 3 If one octet has not yet been filled in, that octet is the interesting octet. Find

the subnet mask’s value in the interesting octet, and subtract it from 256.
Call this number the “magic number.”

Step 4 Find the integer multiple of the magic number that is closest to, but not
larger than, the interesting octet’s value.

An example certainly helps, as shown in Table 4-5, with 172.31.103.41, mask 255.255.252.0.
The table separates the address into its four component octets. In this example, the first, second,
and fourth octets of the subnet number are easily found from Steps 1 and 2 in the process. Because
the interesting octet is the third octet, the magic number is 256 — 252, or 4. The integer multiple
of 4, closest to 103 but not exceeding 103, is 100—making 100 the subnet number’s value in the
third octet. (Note that you can use this same process even with an easy mask, and Steps 1 and 2
will give you the complete subnet number.)
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Table 4-5 Quick Math to Find the Subnet Number—172.31.103.41, 255.255.252.0

Octet Comments

1 2 3 4

Address 172 | 31 | 103 | 41

Mask 255 | 255 | 252 0 Equivalent to /22.

Subnet number results after 172 | 31 0 Magic number will be 256 — 252 =4.
Steps 1 and 2

Subnet number after 172 31 100 0 100 is the multiple of 4 closest to, but
completing the interesting octet not exceeding, 103.

A similar process can be used to determine the subnet broadcast address. This process assumes
that the mask is tricky. The detailed steps are as follows:

Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

Start with the subnet number.

Decide which octet is interesting, based on which octet of the mask does
not have a 0 or 255.

For octets to the left of the interesting octet, copy down the subnet number’s
values into the place where you are writing down the broadcast address.

For any octets to the right of the interesting octet, write down 255 for the
broadcast address.

Calculate the magic number: find the subnet mask’s value in the interesting
octet and subtract it from 256.

Take the subnet number’s interesting octet value, add the magic number to it,
and subtract 1. Fill in the broadcast address’s interesting octet with this number.

Table 4-6 shows the 172.31.103.41/22 example again, using this process to find the subnet
broadcast address.

Table 4-6 Quick Math to Find the Broadcast Address—172.31.103.41, 255.255.252.0

Octet Comments

1 2 3 4

Subnet number (per Step 1) 172 | 31 100 0

Mask (for reference) 255 | 255 | 252 0 Equivalent to /22
Results after Steps 1 to 4 172 | 31 255 | Magic number will be 256 — 252 =4
Subnet number after 172 | 31 | 103 | 255 | Subnet’s third octet (100), plus magic

completing the empty octet number (4), minus 1 is 103
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NOTE If you have read the last few pages to improve your speed at dissecting a subnet without
requiring binary math, it is probably a good time to pull out the CD in the back of the book. CD-
only Appendix D, “IP Addressing Practice,” contains several practice problems for finding the
subnet and broadcast address, as well as for many other math related to IP addressing.

Determining All Subnets of a Network—Binary

{ Key
i Topic

Another common question, typically simply a portion of a more challenging question on the CCIE
written exam, relates to finding all subnets of a network. The base underlying question might be
as follows:

Given a particular class A, B, or C network, and a mask/prefix length used on all subnets of
that network, what are the actual subnet numbers?

The answers can be found using binary or using a simple decimal algorithm. This section first
shows how to answer the question using binary, using the following steps. Note that the steps
include details that are not really necessary for the math part of the problem; these steps are mainly
helpful for practicing the process.

Step 1 Write down the binary version of the classful network number; that value
is actually the zero subnet as well.

Step 2 Draw two vertical lines through the number, one separating the network
and subnet parts of the number, the other separating the subnet and host
part.

Step 3 Calculate the number of subnets, including the zero and broadcast subnet,

based on 2”, where y is the number of subnet bits.

Step 4 Write down y-1 copies of the binary network number below the first one,
but leave the subnet field blank.

Step 5 Using the subnet field as a binary counter, write down values, top to bottom,
in which the next value is 1 greater than the previous.

Step 6 Convert the binary numbers, 8 bits at a time, back to decimal.
This process takes advantage of a couple of facts about the binary form of IP subnet numbers:

m  All subnets of a classful network have the same value in the network portion of the subnet
number.

m  All subnets of any classful network have binary Os in the host portion of the subnet number.

Step 4 in the process simply makes you write down the network and host parts of each subnet
number, because those values are easily predicted. To find the different subnet numbers, you then
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just need to discover all possible different combinations of binary digits in the subnet field, because
that is the only part of the subnet numbers that differs from subnet to subnet.

For example, consider the same class B network 172.31.0.0, with static length subnet masking
(SLSM) assumed, and a mask of 255.255.224.0. Note that this example uses 3 subnet bits, so there
will be 23 subnets. Table 4-7 lists the example.

Table 4-7 Binary Method to Find All Subnets—Steps 1 Through 4

Octet

Subnet 1 2 3 4

Network number/zero subnet 10101100 000 11111 000 | 00000 | 00000000
2nd subnet 10101100 000 11111 00000 | 00000000
3rd subnet 10101100 000 11111 00000 | 00000000
4th subnet 10101100 000 11111 00000 | 00000000
5th subnet 10101100 000 11111 00000 | 00000000
6th subnet 10101100 000 11111 00000 | 00000000
7th subnet 10101100 000 11111 00000 | 00000000
8th subnet (2’ = 8); broadcast subnet 10101100 000 11111 00000 00000000

At this point, you have the zero subnet recorded at the top, and you are ready to use the subnet field
(the missing bits in the table) as a counter to find all possible values. Table 4-8 completes the process.

Table 4-8 Binary Method to Find All Subnets—Step 5

Octet

Subnet 1 2 3 4

Network number/zero subnet 10101100 00011111 000 | 00000 | 00000000
2nd subnet 10101100 00011111 001 § 00000 | 00000000
3rd subnet 10101100 00011111 010 § 00000 | 00000000
4th subnet 10101100 00011111 011 § 00000 | 00000000
5th subnet 10101100 00011111 100 | 00000 00000000
6th subnet 10101100 00011111 101 § 00000 | 00000000
7th subnet 10101100 00011111 110 § 00000 | 00000000
8th subnet (2’ =8); broadcast subnet 10101100 00011111 111 | 00000 | 00000000
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The final step to determine all subnets is simply to convert the values back to decimal. Take care
to always convert 8 bits at a time. In this case, you end up with the following subnets: 172.31.0.0,
172.31.32.0, 172.31.64.0, 172.31.96.0, 172.31.128.0, 172.31.160.0, 172.31.192.0, and 172.31.224.0.

Determining All Subnets of a Network—Decimal

{ Key
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You may have noticed the trend in the third octet values in the subnets listed in the previous
paragraph. When assuming SLSM, the subnet numbers in decimal do have a regular increment
value, which turns out to be the value of the magic number. For example, instead of the binary
math in the previous section, you could have thought the following:

m The interesting octet is the third octet.

m  The magic number is 256 — 224 = 32.

m  172.31.0.0 is the zero subnet, because it is the same number as the network number.

m  The other subnet numbers are increments of the magic number inside the interesting octet.

If that logic already clicks in your head, you can skip to the next section in this chapter. If not, the
rest of this section outlines an decimal algorithm that takes a little longer pass at the same general
logic. First, the question and the algorithm assume that the same subnet mask is used on all subnets
of this one classful network—a feature sometimes called static length subnet masking (SLSM). In
contrast, variable length subnet masking (VLSM) means that different masks are used in the same
classful network. The algorithm assumes a subnet field of 8 bits or less just to keep the steps
uncluttered; for longer subnet fields, the algorithm can be easily extrapolated.

Step 1 Write down the classful network number in decimal.

Step 2 For the first (lowest numeric) subnet number, copy the entire network
number. That is the first subnet number, and is also the zero subnet.

Step 3 Decide which octet contains the entire subnet field; call this octet the
interesting octet. (Remember, this algorithm assumes 8 subnet bits or less,
so the entire subnet field will be in a single interesting octet.)

Step 4 Calculate the magic number by subtracting the mask’s interesting octet
value from 256.

Step 5 Copy down the previous subnet number’s noninteresting octets onto the
next line as the next subnet number; only one octet is missing at this point.

Step 6 Add the magic number to the previous subnet’s interesting octet, and write

that down as the next subnet number’s interesting octet, completing the next
subnet number.
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Step 7 Repeat Steps 5 and 6 until the new interesting octet is 256. That subnet is
not valid. The previously calculated subnet is the last valid subnet, and also
the broadcast subnet.

For example, consider the same class B network 172.31.0.0, with SLSM assumed, and a mask of
255.255.224.0. Table 4-9 lists the example.

Table 4-9 Subnet List Chart—172.31.0.0/255.255.224.0

Octet Comments

1 2 3 4

Network number 172 | 31 0 0 Step 1 from the process.

Mask 255 | 255 | 224 0 Magic number is 256 — 224 = 32.

Subnet zero 172 | 31 0 0 Step 2 from the process.

First subnet 172 | 31 32 0 Steps 5 and 6; previous interesting octet 0,

plus magic number (32).

Next subnet 172 | 31 64 0 32 plus magic number is 64.
Next subnet 172 | 31 96 0 64 plus magic number is 96.
Next subnet 172 | 31 128 0 96 plus magic number is 128.
Next subnet 172 | 31 160 0 128 plus magic number is 160.
Next subnet 172 | 31 192 0 160 plus magic number is 192.

Last subnet (broadcast) 172 | 31 224 0 The broadcast subnet in this case.

Invalid; easy-to-recognize | 172 | 31 | 256 0 256 is out of range; when writing this one
stopping point down, note that it is invalid, and that the
previous one is the last valid subnet.

You can use this process repeatedly as needed until the answers start jumping out at you without
the table and step-wise algorithm. For more practice, refer to CD-only Appendix D.

VLSM Subnet Allocation
So far in this chapter, most of the discussion has been about examining existing addresses and
subnets. Before deploying new networks, or new parts of a network, you must give some thought
to the ranges of IP addresses to be allocated. Also, when assigning subnets for different locations,
you should assign the subnets with thought for how routes could then be summarized. This section
covers some of the key concepts related to subnet allocation and summarization. (This section
focuses on the concepts behind summarization; the configuration of route summarization
is routing protocol-specific and thus is covered in the individual chapters covering routing
protocols.)
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{ Key
i Topic

Many organizations purposefully use SLSM to simplify operations. Additionally, many internetworks
also use private IP network 10.0.0.0, with an SLSM prefix length of /24, and use NAT for connecting
to the Internet. By using SLSM, particularly with a nice, easy prefix like /24, operations and
troubleshooting can be a lot easier.

In some cases, VLSM is required or preferred when allocating addresses. VLSM is typically
chosen when the address space is constrained to some degree. The VLSM subnet assignment
strategy covered here complies with the strategy you may remember from the Cisco BSCI course
or from reading the Cisco Press CCNP Routing certification books.

Similar to when assigning subnets with SLSM, you should use an easily summarized block of
addresses for a new part of the network. Because VLSM network addresses are likely constrained
to some degree, you should choose the specific subnets wisely. The general rules for choosing
wisely are as follows:

Step 1 Determine the shortest prefix length (in other words, the largest block)
required.
Step 2 Divide the available address block into equal-sized prefixes based on the

shortest prefix from Step 1.

Step 3 Allocate the largest required subnets/prefixes from the beginning of the IP
address block, leaving some equal-sized unallocated address blocks at the
end of the original large address block.

Step 4 Choose an unallocated block that you will further subdivide by repeating
the first three steps, using the shortest required prefix length (largest
address block) for the remaining subnets.

Step 5 When allocating very small address blocks for use on links between
routers, consider using subnets at the end of the address range. This leaves
the largest consecutive blocks available in case future requirements change.

For instance, imagine that a network engineer plans a new site installation. He allocates

the 172.31.28.0/23 address block for the new site, expecting to use the block as a single
summarized route. When planning, the engineer then subdivides 172.31.28.0/23 per the subnet
requirements for the new installation, as shown in Figure 4-3. The figure shows three iterations
through the VLSM subnet assignment process, because the requirements call for three different
subnet sizes. Each iteration divides a remaining block into equal sizes, based on the prefix
requirements of the subnets allocated at that step. Note that the small /30 prefixes were allocated
from the end of the address range, leaving the largest possible consecutive address range for
future growth.
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Figure 4-3 Example of VLSM Subnet Allocation Process
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172.31.28.0.0/23 (172.31.28.0 Through 172.31.29.255)
Requirements:

3/25’s

2/27’s

3/30’s

Pass 1: /25 prefixes
Block 172.31.28.0/23

Allocated Allocated Allocated Unallocated
| 17231280125 | 172.31.28.128/25 | 172.31.20.0/25 | 172.31.20.128/25 |
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- - \

-
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- \
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Block 172.31.29.128/25 -
[ 172.31.29.128/27 | 172.31.29.160/27 | 172.31.29.192/27 | 172.31.29.224/27]

I I | _

-

Step 3: /30 prefixes __ ~-nallocated Allocated

Allocate High End: r’ | | | | | | |
172.31.29.252/30,
172.31.29.248/30, | | | | | | | |
172.31.29.244/30

Route Summarization Concepts

The ability to recognize and define how to most efficiently summarize existing address ranges is
an important skill on both the written and lab exams. For the written exam, the question may not
be as straightforward as, “What is the most efficient summarization of the following subnets?”
Rather, the math required for such a question might simply be part of a larger question. Certainly,
such math is required for the lab exam. This section looks at the math behind finding the best
summarization; other chapters cover specific configuration commands.

Good IP address assignment practices should always consider the capabilities for route summarization.
For instance, if a division of a company needs 15 subnets, an engineer needs to allocate those 15 subnets
from the unused portions of the address block available to that internetwork. However, assigning
subnets 10.1.101.0/24 through 10.1.115.0/24 would be a poor choice, because those do not easily
summarize. Rather, allocate a range of addresses that can be easily summarized into a single route.
For instance, subnets 10.1.96.0/24 through 10.1.110.0/24 can be summarized as a single 10.1.96.0/20
route, making those routes a better choice.

There are two main ways to think of the word “best” when you are looking for the “best summarization’”:
m Inclusive summary routes—A single summarized route that is as small a range of addresses

as possible, while including all routes/subnets shown, and possibly including subnets that do
not currently exist.
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m  Exclusive summary routes—As few as possible summarized routes that include all to-be-
summarized address ranges, but excluding all other routes/subnets.

NOTE The terms inclusive summary, exclusive summary, and candidate summary are simply
terms I invented for this book and will continue to use later in the chapter.

For instance, with the VLSM example in Figure 4-3, the network engineer purposefully planned
so that an inclusive summary of 172.31.28.0/23 could be used. Even though not all subnets are
yet allocated from that address range, the engineer is likely saving the rest of that address range
for future subnets at that site, so summarizing using an inclusive summary is reasonable. In other
cases, typically when trying to summarize routes in an internetwork for which summarization was
not planned, the summarization must exclude routes that are not explicitly listed, because those
address ranges may actually be used in another part of the internetwork.

Finding Inclusive Summary Routes—Binary
Finding the best inclusive summary lends itself to a formal binary process, as well as to a formal
decimal process. The binary process runs as follows:

Step 1 Write down the binary version of each component subnet, one on top of the other.

Step 2 Inspect the binary values to find how many consecutive bits have the exact
same value in all component subnets. That number of bits is the prefix length.

Step 3 Write a new 32-bit number at the bottom of the list by copying y bits from
the prior number, y being the prefix length. Write binary Os for the remaining
bits. This is the inclusive summary.

Step 4 Convert the new number to decimal, 8 bits at a time.

Table 4-10 shows an example of this process, using four routes, 172.31.20.0, .21.0, .22.0, and .23.0,
all with prefix /24. The second example adds 172.31.24.0 to that same list.

Table 4-10 Example of Finding the Best Inclusive Summary—Binary

Octet 1 Octet 2 Octet 3 Octet 4
172.31.20.0/24 10101100 00011111 000101 | 00 00000000
172.31.21.0/24 10101100 00011111 000101 | O1 00000000
172.31.22.0/24 10101100 00011111 000101 10 00000000
172.31.23.0/24 10101100 00011111 000101 11 00000000
Prefix length: 22
Inclusive summary 10101100 00011111 000101 00 00000000
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The trickiest part is Step 2, in which you have to simply look at the binary values and find the point at
which the bits are no longer equal. You can shorten the process by, in this case, noticing that all
component subnets begin with 172.31, meaning that the first 16 bits will certainly have the same values.

Finding Inclusive Summary Routes—Decimal
To find the same inclusive summary using only decimal math, use the following process. The
process works just fine with variable prefix lengths and nonconsecutive subnets.

Step 1

Step 2

Step 3

Step 4

Step b

Count the number of subnets; then, find the smallest value of y, such that
2Y => that number of subnets.

For the next step, use a prefix length based on the longest prefix length of
the component subnets, minus y.

Pretend that the lowest numeric subnet number in the list of component
subnets is an IP address. Using the new, smaller prefix from Step 2,
calculate the subnet number in which this pretend address resides.

Repeat Step 3 for the largest numeric component subnet number and the
same prefix. If it is the same subnet derived as in Step 3, the resulting subnet
is the best summarized route, using the new prefix.

If Steps 3 and 4 do not yield the same resulting subnet, repeat Steps 3 and
4 with another new prefix length of 1 less than the last prefix length.

Table 4-11 shows two examples of the process. The first example has four routes, 172.31.20.0,
.21.0, .22.0, and .23.0, all with prefix /24. The second example adds 172.31.24.0 to that same list.

Table 4-11  Example of Finding the Best Summarizations

Range of .20.0, .21.0, .22.0,

Step and .23.0, /24 Same Range, Plus 172.31.24.0

Step 1 22=4,y=2 23=8,y=3

Step 2 24-2=22 24 -3=21

Step 3 Smallest subnet 172.31.20.0, with /22, Smallest subnet 172.31.20.0, with /21,
yields 172.31.20.0/22 yields 172.31.16.0/21

Step 4 Largest subnet 172.31.23.0, with /22, Largest subnet 172.31.24.0, with /21,
yields 172.31.20.0/22 yields 172.31.24.0/21

Step 5 — 21 -1 =20; new prefix

Step 3, 2" time | — 172.31.16.0/20

Step 4, 2" time | — 172.31.16.0/20; the same as prior step,

so that is the answer
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With the first example, Steps 3 and 4 yielded the same answer, which means that the best inclusive
summary had been found. With the second example, a second pass through the process was
required. CD-only Appendix D contains several practice problems to help you develop speed and
make this process second nature.

Finding Exclusive Summary Routes—Binary
A similar process, listed next, can be used to find the exclusive summary. Keep in mind that the
best exclusive summary can be comprised of multiple summary routes. Once again, to keep it
simple, the process assumes SLSM.

Step 1 Find the best exclusive summary route; call it a candidate exclusive
summary route.

Step 2 Determine if the candidate summary includes any address ranges it should
not. To do so, compare the summary’s implied address range with the implied
address ranges of the component subnets.

Step 3 If the candidate summary only includes addresses in the ranges implied by
the component subnets, the candidate summary is part of the best exclusive
summarization of the original component subnets.

Step 4 If instead the candidate summary includes some addresses that match the
candidate summary routes and some addresses that do not, split the current
candidate summary in half, into two new candidate summary routes, each
with a prefix 1 longer than before.

Step 5 If the candidate summary only includes addresses outside the ranges implied
by the component subnets, the candidate summary is not part of the best
exclusive summarization, and it should not be split further.

Step 6 Repeat Steps 2 through 4 for each of the two possible candidate summary
routes created at Step 4.

For example, take the same five subnets used with the inclusive example—172.31.20.0/24, .21.0,
.22.0,.23.0, and .24.0. The best inclusive summary is 172.31.16.0/20, which implies an address range
of 172.31.16.0to 172.31.31.255—-<clearly, it includes more addresses than the original five subnets.
So, repeat the process of splitting the summary in half, and repeating, until summaries are found that
do not include any unnecessary address ranges. Figure 4-4 shows the idea behind the logic.

The process starts with one candidate summary. If it includes some addresses that need to be
summarized and some addresses it should not summarize, split it in half, and try again with each
half. Eventually, the best exclusive summary routes are found, or the splitting keeps happening
until you get back to the original routes. In fact, in this case, after a few more splits (not shown),
the process ends up splitting to 172.31.24.0/24, which is one of the original routes—meaning that
172.31.24.0/24 cannot be summarized any further in this example.
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Figure 4-4 Example of Process to Find Exclusive Summary Routes

Routes to Summarize:
172.31.20.0/24 (20.0 thru 20.255)
172.31.21.0/24 (21.0 thru 21.255)

(

172.31.22.0/24 (22.0 thru 22.255) .

172.3123.0/24 (23.0 thru 23.255) 172.31.16.0/20: 16.0 Thru 31.255
(

172.31.24.0/24 (24.0 thru 24.255) Too Inclusive:
Split!

172.31.16.0/21: 16.0 thru 23.255 172.31.24.0/21: 24.0 thru 31.255
Too Inclusive: Too Inclusive:
Split! Split!
172.31.16.0/22: 172.31.20.0/22: 172.31.24.0/22: 172.31.28.0/22:
16.0 Thru 19.255 20.0 Thru 23.255 24.0 Thru 27.255 28.0 Thru 31.255
Range completely Range is Too inclusive: Range completely
outside range to exclusively from keep splitting! outside range to
be summarized; target range — (Details not be summarized;
stop splitting. keep this as part shown.) stop splitting.
of best exclusive
summary! i

CIDR, Private Addresses, and NAT

The sky was falling in the early 1990s in that the commercialization of the Internet was rapidly
depleting the IP Version 4 address space. Also, Internet routers’ routing tables were doubling
annually (at least). Without some changes, the incredible growth of the Internet in the 1990s would
have been stifled.

To solve the problems associated with this rapid growth, several short-term solutions were created,
as well as an ultimate long-term solution. The short-term solutions included classless interdomain
routing (CIDR), which helps reduce the size of routing tables by aggregating routes, and Network
Address Translation (NAT), which reduces the number of required public IP addresses used by
each organization or company. This section covers the details of CIDR and NAT, plus a few related
features. The long-term solution to this problem, IPv6, is covered in Chapter 20, “IP Version 6.”

Classless Interdomain Routing

CIDR is a convention defined in RFCs 1517 through 1520 that calls for aggregating routes for
multiple classful network numbers into a single routing table entry. The primary goal of CIDR is
to improve the scalability of Internet routers’ routing tables. Imagine the implications of an Internet
router being burdened by carrying a route to every class A, B, and C network on the planet!

CIDR uses both technical tools and administrative strategies to reduce the size of the Internet
routing tables. Technically, CIDR uses route summarization, but with Internet scale in mind.
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For instance, CIDR might be used to allow a large ISP to control a range of IP addresses from
198.0.0.0 to 198.255.255.255, with the improvements to routing shown in Figure 4-5.

Figure 4-5 Typical Use of CIDR
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255.0.0.0 Points to ISP #1

255.0.0.0 Points to ISP #1

255.0.0.0 Points to ISP #1

Route to 198.0.0.0 Mask

Customer #1
198.8.3.0/24

ISP #1
198.0.0.0 -
198.255.255.0

— Z 0
Customer #2

198.4.2.0/24
198.4.3.0/24

Route to 198.0.0.0 Mask

Route to 198.0.0.0 Mask

—
e
Customer #3
198.1.0.0
ISPs 2, 3, and 4 need only one route (198.0.0.0/8) in their routing tables to be able to forward
packets to all destinations that begin with 198. Note that this summary actually summarizes
multiple class C networks—a typical feature of CIDR. ISP 1’s routers contain more detailed
routing entries for addresses beginning with 198, based on where they allocate IP addresses for
their customers. ISP 1 would reduce its routing tables similarly with large ranges used by the
other ISPs.

CIDR attacks the problem of large routing tables via administrative means as well. As shown in
Figure 4-5, ISPs are assigned contiguous blocks of addresses to use when assigning addresses for
their customers. Likewise, regional authorities are assigned large address blocks, so when individual
companies ask for registered public IP addresses, they ask their regional registry to assign them an
address block. As a result, addresses assigned by the regional agency will at least be aggregatable
into one large geographic region of the world. For instance, the Latin American and Caribbean
Internet Addresses Registry (LACNIC, http://www.lacnic.net) administers the IP address space of
the Latin American and Caribbean region (LAC) on behalf of the Internet community.

In some cases, the term CIDR is used a little more generally than the original intent of the RFCs.
Some texts use the term CIDR synonymously with the term route summarization. Others use the
term CIDR to refer to the process of summarizing multiple classful networks together. In other
cases, when an ISP assigns subsets of a classful network to a customer who does not need an entire
class C network, the ISP is essentially performing subnetting; once again, this idea sometimes
gets categorized as CIDR. But CIDR itself refers to the administrative assignment of large address
blocks, and the related summarized routes, for the purpose of reducing the size of the Internet
routing tables.
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NOTE Because CIDR defines how to combine routes for multiple classful networks into a
single route, some people think of this process as being the opposite of subnetting. As a result,
many people refer to CIDR’s summarization results as supernetting.

Private Addressing

One of the issues with Internet growth was the assignment of all possible network numbers to
a small number of companies or organizations. Private IP addressing helps to mitigate this
problem by allowing computers that will never be directly connected to the Internet to not use
public, Internet-routable addresses. For IP hosts that will purposefully have no direct Internet
connectivity, you can use several reserved network numbers, as defined in RFC 1918 and listed
in Table 4-12.

Table 4-12 RFC 1918 Private Address Space

{ Key
i Topic

Class of Number of
Range of IP Addresses Networks Networks
10.0.0.0 to 10.255.255.255 A 1
172.16.0.0 to 172.31.255.255 B 16
192.168.0.0 to 192.168.255.255 C 256

In other words, any organization can use these network numbers. However, no organization is
allowed to advertise these networks using a routing protocol on the Internet. Furthermore, all
Internet routers should be configured to reject these routes.

Network Address Translation

NAT, defined in RFC 1631, allows a host that does not have a valid registered IP address to
communicate with other hosts on the Internet. NAT has gained such wide-spread acceptance
that the majority of enterprise IP networks today use private IP addresses for most hosts
on the network and use a small block of public IP addresses, with NAT translating between
the two.

NAT translates, or changes, one or both IP addresses inside a packet as it passes through a router.
(Many firewalls also perform NAT; for the CCIE Routing and Switching exam, you do not need
to know NAT implementation details on firewalls.) In most cases, NAT changes the (typically
private range) addresses used inside an enterprise network into address from the public IP address
space. For instance, Figure 4-6 shows static NAT in operation; the enterprise has registered
class C network 200.1.1.0/24, and uses private class A network 10.0.0.0/8 for the hosts inside
its network.
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Figure 4-6 Basic NAT Concept
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Beginning with the packets sent from a PC on the left to the server on the right, the private IP
source address 10.1.1.1 is translated to a public IP address of 200.1.1.1. The client sends a
packet with source address 10.1.1.1, but the NAT router changes the source to 200.1.1.1—a
registered public IP address. Once the server receives a packet with source IP address 200.1.1.1,
the server thinks it is talking to host 200.1.1.1, so it replies with a packet sent to

destination 200.1.1.1. The NAT router then translates the destination address (200.1.1.1)

back to 10.1.1.1.

Figure 4-6 provides a good backdrop for the introduction of a couple of key terms, Inside

Local and Inside Global. Both terms take the perspective of the owner of the enterprise network.
In Figure 4-6, address 10.1.1.1 is the Inside Local address, and 200.1.1.1 is the Inside

Global address. Both addresses represent the client PC on the left, which is inside the enterprise
network. Address 10.1.1.1 is from the enterprise’s IP address space, which is only locally
routable inside the enterprise—hence the term Inside Local. Address 200.1.1.1 represents the
local host, but the address is from the globally routable public IP address space—hence the name
Inside Global. Table 4-13 lists and describes the four main NAT address terms.

Static NAT
Static NAT works just like the example in Figure 4-6, but with the IP addresses statically mapped
to each other via configuration commands. With static NAT:

m A particular Inside Local address always maps to the same Inside Global (public)
IP address.
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Table 4-13 NAT Terminology

ey
i Topic

Location of Host Represented IP Address Space in Which Address

Name by Address Exists

Inside Local Inside the enterprise network Part of the enterprise IP address space;
address typically a private IP address

Inside Global Inside the enterprise network Part of the public IP address space
address

Outside Local | In the public Internet; or, outside the Part of the enterprise IP address space;
address enterprise network typically a private IP address

Outside Global | In the public Internet; or, outside the Part of the public IP address space
address enterprise network

m If used, each Outside Local address always maps to the same Outside Global (public)
IP address.

m  Static NAT does not conserve public IP addresses.

Although static NAT does not help with IP address conservation, static NAT does allow an
engineer to make an inside server host available to clients on the Internet, because the inside server
will always use the same public IP address.

Example 4-1 shows a basic static NAT configuration based on Figure 4-6. Conceptually, the NAT
router has to identify which interfaces are inside (attach to the enterprise’s IP address space)

or outside (attach to the public IP address space). Also, the mapping between each Inside Local
and Inside Global IP address must be made. (Although not needed for this example,

outside addresses can also be statically mapped.)

Example 4-1 Static NAT Configuration

trrrrrrrrrrrrrrrrrrrrrrrrrrrrprrrrrrrrrrrr e e rrnd

| EQ/0 attaches to the internal Private IP space, so it is configured as an inside
! interface.
interface Ethernet0/0

ip address 10.1.1.3 255.255.255.0

ip nat inside

! S0/0 is attached to the public Internet, so it is defined as an outside

| interface.

interface Serial0o/0

ip address 200.1.1.251 255.255.255.0

ip nat outside

continues
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Example 4-1 Static NAT Configuration (Continued)

! Next, two inside addresses are mapped, with the first address stating the

! Inside Local address, and the next stating the Inside Global address.

ip nat inside source static 10.1.1.2 200.1.1.2

ip nat inside source static 10.1.1.1 200.1.1.1

! Below, the NAT table lists the permanent static entries from the configuration.
NAT# show ip nat translations

Pro Inside global Inside local Outside local Outside global
- 200.1.1.1 10.1.1.1 --
- 200.1.1.2 10.1.1.2

The router is performing NAT only for inside addresses. As a result, the router processes packets
entering EO/0—packets that could be sent by inside hosts—by examining the source IP address.
Any packets with a source IP address listed in the Inside Local column of the show ip nat
translations command output (10.1.1.1 or 10.1.1.2) will be translated to source address
200.1.1.1 or 200.1.1.2, respectively, per the NAT table. Likewise, the router examines the
destination IP address of packets entering S0/0, because those packets would be destined for
inside hosts. Any such packets with a destination of 200.1.1.1 or .2 will be translated to 10.1.1.1
or .2, respectively.

In cases with static outside addresses being configured, the router also looks at the destination
IP address of packets sent from the inside to the outside interfaces, and the source IP address of
packets sent from outside interfaces to inside interfaces.

Dynamic NAT Without PAT
Dynamic NAT (without PAT), like static NAT, creates a one-to-one mapping between an Inside
Local and Inside Global address. However, unlike static NAT, it does so by defining a set or pool
of Inside Local and Inside Global addresses, and dynamically mapping pairs of addresses as
needed. For example, Figure 4-7 shows a pool of five Inside Global IP addresses—200.1.1.1
through 200.1.1.5. NAT has also been configured to translate any Inside Local addresses whose
address starts with 10.1.1.

The numbers 1, 2, and 3 in Figure 4-7 refer to the following sequence of events:

1. Host 10.1.1.2 starts by sending its first packet to the server at 170.1.1.1.

2. As the packet enters the NAT router, the router applies some matching logic to decide if the
packet should have NAT applied. Because the logic has been configured to mean “translate
Inside Local addresses that start with 10.1.1,” the router dynamically adds an entry in the NAT
table for 10.1.1.2 as an Inside Local address.
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Figure 4-7 Dynamic NAT
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3. The NAT router needs to allocate a corresponding IP address from the pool of valid Inside
Global addresses. It picks the first one available (200.1.1.1 in this case) and adds it to the NAT
table to complete the entry.

With the completion of step 3, the NAT router can actually translate the source IP address, and
forward the packet. Note that as long as the dynamic NAT entry exists in the NAT table, only host
10.1.1.2 can use Inside Global IP address 200.1.1.1.

Overloading NAT with Port Address Translation
As mentioned earlier, NAT is one of the key features that helped to reduce the speed at which the
IPv4 address space was being depleted. NAT overloading, also known as Port Address Translation
(PAT), is the NAT feature that actually provides the significant savings of IP addresses. The key to
understanding how PAT works is to consider the following: From a server’s perspective, there is
no significant difference between 100 different TCP connections, each from a different host, and
100 different TCP connections all from the same host.

PAT works by making large numbers of TCP or UDP flows from many Inside Local hosts appear
to be the same number of large flows from one (or a few) host’s Inside Global addresses. With PAT,
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instead of just translating the IP address, NAT also translates the port numbers as necessary. And
because the port number fields are 16 bits in length, each Inside Global IP address can support over
65,000 concurrent TCP and UDP flows. For instance, in a network with 1000 hosts, a single public
IP address used as the only Inside Global address could handle an average of six concurrent flows
from each host to and from hosts on the Internet.

Dynamic NAT and PAT Configuration

Like static NAT, dynamic NAT configuration begins with identifying the inside and outside
interfaces. Additionally, the set of Inside Local addresses is configured with the ip nat inside
global command. If you are using a pool of public Inside Global addresses, the set of addresses is
defined by the ip nat pool command. Example 4-2 shows a dynamic NAT configuration based on
the internetwork shown in Figure 4-7. The example defines 256 Inside Local addresses and two
Inside Global addresses.

Example 4-2 Dynamic NAT Configuration

i Key
i Topic

! First, the ip nat pool fred command lists a range of IP addresses. The ip nat
! inside source list 1 pool fred command points to ACL 1 as the list of Inside
! Local addresses, with a cross-reference to the pool name.

interface Ethernet0/0

ip address 10.1.1.3 255.255.255.0

ip nat inside

!

interface Serialo/0

ip address 200.1.1.251 255.255.255.0

ip nat outside

1

ip nat pool fred 200.1.1.1 200.1.1.2 netmask 255.255.255.252

ip nat inside source list 1 pool fred

1

access-list 1 permit 10.1.1.0 0.0.0.255

! Next, the NAT table begins as an empty table, because no dynamic entries had
! been created at that point.

NAT# show ip nat translations

! The NAT statistics show that no hits or misses have occurred. Hits occur when
! NAT looks for a mapping, and finds one. Misses occur when NAT looks for a NAT
! table entry, does not find one, and then needs to dynamically add one.
NAT# show ip nat statistics
Total active translations: @ (@ static, @ dynamic; @ extended)
Outside interfaces:
Serial@/0
Inside interfaces:
Ethernet0/0
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Example 4-2 Dynamic NAT Configuration (Continued)

Hits: @ Misses: 0
Expired translations: 0
Dynamic mappings:
- Inside Source
access-list 1 pool fred refcount 0
pool fred: netmask 255.255.255.252
start 200.1.1.1 end 200.1.1.2
type generic, total addresses 2, allocated 0 (0%), misses 0
At this point, a Telnet session from 10.1.1.1 to 170.1.1.1 started.
Below, the 1 "miss" means that the first packet from 10.1.1.2 did not have a
matching entry in the table, but that packet triggered NAT to add an entry to the
NAT table. Host 10.1.1.2 has then sent 69 more packets, noted as "hits" because
! there was an entry in the table.
NAT# show ip nat statistics
Total active translations: 1 (@ static, 1 dynamic; @ extended)
Outside interfaces:
Serial0/0
Inside interfaces:
Ethernet0/0
Hits: 69 Misses: 1
Expired translations: 0
Dynamic mappings:
- Inside Source
access-list 1 pool fred refcount 1
pool fred: netmask 255.255.255.252
start 200.1.1.1 end 200.1.1.2
type generic, total addresses 2, allocated 1 (50%), misses 0
! The dynamic NAT entry is now displayed in the table.
NAT# show ip nat translations
Pro Inside global Inside local Outside local Outside global
- 200.1.1.1 10.1.1.2
! Below, the configuration uses PAT via the overload parameter. Could have used the
! ip nat inside source list 1 int s@/@ overload command instead, using a single
! IP Inside Global IP address.
NAT (config)# no ip nat inside source list 1 pool fred
NAT (config)# ip nat inside source list 1 pool fred overload
! To test, the dynamic NAT entries were cleared after changing the NAT
! configuration. Before the next command was issued, host 10.1.1.1 had created two
! Telnet connections, and host 10.1.1.2 created 1 more TCP connection.
NAT# clear ip nat translations *
| Before the next command was issued, host 10.1.1.1 had created two
! Telnet connections, and host 10.1.1.2 created 1 more TCP connection. Note that
! all three dynamically mapped flows use common Inside Global 200.1.1.1.

continues
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Example 4-2 Dynamic NAT Configuration (Continued)

NAT# show ip nat translations

Pro Inside global Inside local Outside local
tcp 200.1.1.1:3212 10.1.1.1:3212 170.1.1.1:23
tcp 200.1.1.1:3213 10.1.1.1:3213 170.1.1.1:283

tcp 200.1.1.1:38913 10.1.1.2:38913 170.1.1.1:23

Outside global
170.1.1.1:23
170.1.1.1:28
170.1.1.1:28
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Foundation Summary

Table 4-14 Variations on NAT

{ Key
% Topic

This section lists additional details and facts to round out the coverage of the topics in this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this “Foundation Summary”” does not
repeat information presented in the “Foundation Topics” section of the chapter. Please take the
time to read and study the details in the “Foundation Topics” section of the chapter, as well as
review items noted with a Key Topic icon.

Table 4-14 lists and briefly explains several variations on NAT.

Name Function

Static NAT Statically correlates the same public IP address for use by the same local host
every time. Does not conserve IP addresses.

Dynamic NAT Pools the available public IP addresses, shared among a group of local hosts, but
with only one local host at a time using a public IP address. Does not conserve
IP addresses.

Dynamic NAT with Like dynamic NAT, but multiple local hosts share a single public IP address by

overload (PAT) multiplexing using TCP and UDP port numbers. Conserves IP addresses.

NAT for overlapping | Can be done with any of the first three types. Translates both source and

address destination addresses, instead of just the source (for packets going from
enterprise to the Internet).

Table 4-15 lists the protocols mentioned in this chapter and their respective standards documents.

Table 4-15 Protocols and Standards for Chapter 4

{ Key
i Topic

Name Standardized In
1P RFC 791
Subnetting RFC 950

NAT RFC 1631

Private addressing RFC 1918

CIDR

RFCs 1517-1520
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Table 4-16 lists and describes some of the most commonly used IOS commands related to the
topics in this chapter.

Table 4-16 Command Reference for Chapter 4

Command Description
ip address ip-address mask [secondary] Interface subcommand to assign an IPv4 address
ip nat {inside | outside} Interface subcommand; identifies inside or outside

part of network

ip nat inside source {list {access-list-number | Global command that defines the set of inside
access-list-name} | route-map name} {interface addresses for which NAT will be performed, and
type number | pool pool-name} [overload] corresponding outside addresses

ip nat inside destination list {access-list- Global command used with destination NAT

number | name} pool name

ip nat outside source {list {access-list-number| | Global command used with both destination and
access-list-name} | route-map name} pool pool- | dynamic NAT
name [add-route]

ip nat pool name start-ip end-ip {netmask Global command to create a pool of addresses for
netmask | prefix-length prefix-length}[type dynamic NAT

rotary]

show ip nat statistics Lists counters for packets and for NAT table entries,

as well as basic configuration information

show ip nat translations [verbose] Displays the NAT table

clear ip nat translation {* | [inside global-ip Clears all or some of the dynamic entries in the NAT
local-ip] [outside local-ip global-ip]} table, depending on which parameters are used
debug ip nat Issues log messages describing each packet whose

IP address is translated with NAT

show ip interface [type number] [brief] Lists information about IPv4 on interfaces
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Figure 4-8 shows the IP header format.

Figure 4-8 [P Header

0 8 16 24 32
Version Header DS Field Packet Length
Length
Identification Flags (3) Fragment Offset (13)
Time to Live Protocol Header Checksum

Source IP Address

Destination IP Address

Optional Header
Fields and Padding

Table 4-17 lists the terms and meanings of the fields inside the IP header.

Table 4-17 IP Header Fields

Field Meaning

Version Version of the IP protocol. Most networks use IPv4 today, with IPv6 becoming more
popular. The header format reflects IPv4.

Header Length Defines the length of the IP header, including optional fields. Because the length of
the IP header must always be a multiple of 4, the IP header length (IHL) is multiplied
by 4 to give the actual number of bytes.

DS Field Differentiated Services Field. This byte was originally called the Type of Service (ToS)
byte, but was redefined by RFC 2474 as the DS Field. It is used for marking packets for
the purpose of applying different quality of service (QoS) levels to different packets.

Packet Length Identifies the entire length of the IP packet, including the data.

Identification Used by the IP packet fragmentation process. If a single packet is fragmented into
multiple packets, all fragments of the original packet contain the same identifier, so
that the original packet can be reassembled.

Flags 3 bits used by the IP packet fragmentation process.

Fragment Offset | A number set in a fragment of a larger packet that identifies the fragment’s location
in the larger original packet.

Time to Live A value used to prevent routing loops. Routers decrement this field by 1 each time

(TTL) the packet is forwarded; once it decrements to 0, the packet is discarded.

continues
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Table 4-17 [P Header Fields (Continued)

Field Meaning

Protocol A field that identifies the contents of the data portion of the IP packet. For example,
protocol 6 implies a TCP header is the first thing in the IP packet data field.

Header A value used to store a frame check sequence (FCS) value, whose purpose is

Checksum to determine if any bit errors occurred in the IP header (not the data) during
transmission.

Source IP The 32-bit IP address of the sender of the packet.

Address

Destination IP The 32-bit IP address of the intended recipient of the packet.

Address

Optional Header | IP supports additional header fields for future expansion via optional headers. Also,

Fields and if these optional headers do not use a multiple of 4 bytes, padding bytes are added,

Padding comprised of all binary Os, so that the header is a multiple of 4 bytes in length.

Table 4-18 lists some of the more common IP protocol field values.

Table 4-18 [P Protocol Field Values

,-"".Key Protocol Name Protocol Number
Topic
) ICMP 1
TCP 6
UDP 17
EIGRP 88
OSPF 89
PIM 103

Memory Builders

The CCIE Routing and Switching written exam, like all Cisco CCIE written exams, covers a fairly
broad set of topics. This section provides some basic tools to help you exercise your memory about
some of the broader topics covered in this chapter.

Fill in Key Tables from Memory
Appendix G, “Key Tables for CCIE Study,” on the CD in the back of this book contains empty sets
of some of the key summary tables in each chapter. Print Appendix G, refer to this chapter’s tables
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in it, and fill in the tables from memory. Refer to Appendix H, “Solutions for Key Tables for CCIE
Study,” on the CD to check your answers.

Definitions
Next, take a few moments to write down the definitions for the following terms:

subnet, prefix, classless IP addressing, classful IP addressing, CIDR, NAT, IPv4,
subnet broadcast address, subnet number, subnet zero, broadcast subnet, subnet
mask, private addresses, SLSM, VLSM, Inside Local address, Inside Global address,
Outside Local address, Outside Global address, PAT, overloading, quartet

Refer to the glossary to check your answers.

Further Reading
All topics in this chapter are covered to varying depth for the CCNP Routing exam. For more
details on these topics, look for the CCNP routing study guides at www.ciscopress.com/ccnp.


www.ciscopress.com/ccnp

Blueprint topics covered in
this chapter:

This chapter covers the following subtopics from the
Cisco CCIE Routing and Switching written exam
blueprint. Refer to the full blueprint in Table I-1 in the
Introduction for more details on the topics covered in
each chapter and their context within the blueprint.
Hot Standby Router Protocol (HSRP)

Gateway Load Balancing Protocol (GLBP)

Virtual Router Redundancy Protocol (VRRP)
Dynamic Host Configuration Protocol (DHCP)
Network Time Protocol (NTP)

Web Cache Communication Protocol (WCCP)
Network Management

Logging and Syslog

Troubleshoot Network Services

Implement IP Service Level Agreement (IP SLA)
Implement NetFlow

Implement Router IP Traffic Export (RITE)
Implement SNMP

Implement Cisco IOS Embedded Event Manager
(EEM)

Implement Remote Monitoring (RMON)

Implement FTP

Implement TFTP

Implement TFTP Server on Router
Implement Secure Copy Protocol (SCP)
Implement HTTP and HTTPS

Implement Telnet

Implement SSH




CHAPTER

IP Services

IP relies on several protocols to perform a variety of tasks related to the process of routing
packets. This chapter provides a reference for the most popular of these protocols. In addition,
this chapter covers a number of management-related protocols and other blueprint topics related
to IP services.

“Do | Know This Already?” Quiz

Table 5-1 outlines the major headings in this chapter and the corresponding “Do I Know This
Already?” quiz questions.

Table 5-1 “Do I Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section Score
ARP, Proxy ARP, Reverse ARP, BOOTP, 1-3
and DHCP

HSRP, VRRP, and GLBP 4-6
Network Time Protocol 7
SNMP 8-9
Web Cache Communication Protocol 10-11
Implement SSH 12
Implement SSH, HTTPS, FTP, SCP, 13
TFTP

Implement RMON 14
Implement IP SLA, NetFlow, RITE, 15
EEM

Total Score

To best use this pre-chapter assessment, remember to score yourself strictly. You can find the
answers in Appendix A, “Answers to the ‘Do I Know This Already?’ Quizzes.”

1. Two hosts, named PC1 and PC2, sit on subnet 172.16.1.0/24, along with router R1. A web
server sits on subnet 172.16.2.0/24, which is connected to another interface of R1. At some
point, both PC1 and PC2 send an ARP request before they successfully send packets to the
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web server. With PC1, R1 makes a normal ARP reply, but for PC2, R1 uses a proxy ARP reply.
Which two of the following answers could be true given the stated behavior in this network?

a. PC2 set the proxy flag in the ARP request.

b. PC2 encapsulated the ARP request inside an IP packet.

c. PC2’s ARP broadcast implied that PC2 was looking for the web server’s MAC address.
d. PC2 has a subnet mask of 255.255.0.0.

e. R1’s proxy ARP reply contains the web server’s MAC address.

2. Host PC3is using DHCP to discover its IP address. Only one router attaches to PC3’s subnet,
using its fa0/0 interface, with an ip helper-address 10.5.5.5 command on that same interface.
That same router interface has an ip address 10.4.5.6 255.255.252.0 command configured as
well. Which of the following are true about PC3’s DHCP request?

a. The destination IP address of the DHCP request packet is set to 10.5.5.5 by the router.
b. The DHCP request packet’s source IP address is unchanged by the router.

c. The DHCP request is encapsulated inside a new IP packet, with source IP address
10.4.5.6 and destination 10.5.5.5.

d. The DHCP request’s source IP address is changed to 10.4.5.255.
e. The DHCP request’s source IP address is changed to 10.4.7.255.
3. Which of the following statements are true about BOOTP, but not true about RARP?

a. The client can be assigned a different IP address on different occasions, because the
server can allocate a pool of IP addresses for allocation to a set of clients.

b. The server can be on a different subnet from the client.

c. The client’s MAC address must be configured on the server, with a one-to-one mapping
to the IP address to be assigned to the client with that MAC address.

d. The client can discover its IP address, subnet mask, and default gateway IP address.

4. RI1 is HSRP active for virtual IP address 172.16.1.1, with HSRP priority set to 115. R1 is
tracking three separate interfaces. An engineer configures the same HSRP group on R2, also
connected to the same subnet, only using the standby 1 ip 172.16.1.1 command, and no other
HSRP-related commands. Which of the following would cause R2 to take over as HSRP
active?

a. RI experiences failures on tracked interfaces, totaling 16 or more lost points.
b. R1 experiences failures on tracked interfaces, totaling 15 or more lost points.
c. R2 could configure a priority of 116 or greater.

d. R1’s fa0/0 interface fails.

e. R2 would take over immediately.
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Which Cisco IOS feature does HSRP, GLBP, and VRRP use to determine when an interface
fails for active switching purposes?

a. Each protocol has a built-in method of tracking interfaces.

b. When a physical interface goes down, the redundancy protocol uses this automatically
as a basis for switching.

c. Each protocol uses its own hello mechanism for determining which interfaces are up or
down.

d. The Cisco IOS object tracking feature.

Which is the correct term for using more than one HSRP group to provide load balancing for
HSRP?

a. LBHSRP
b. LSHSRP
c. RHSRP
d. MHSRP
e. None of these. HSRP does not support load balancing.

Which of the following NTP modes in a Cisco router requires a predefinition of the IP address
of an NTP server?

a. Server mode

b. Static client mode

c. Broadcast client mode
d. Symmetric active mode

Which of the following are true about SNMP security?

a. SNMP Version 1 calls for the use of community strings that are passed as clear text.

b. SNMP Version 2c calls for the use of community strings that are passed as MDS5 mes-
sage digests generated with private keys.

c¢. SNMP Version 3 allows for authentication using MDS5 message digests generated with
private keys.

d. SNMP Version 3 authentication also requires concurrent use of encryption, typically
done with DES.

Which of the following statements are true regarding features of SNMP based on the SNMP
version?

a. SNMP Version 2 added the GetNext protocol message to SNMP.
b. SNMP Version 3 added the Inform protocol message to SNMP.
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c. SNMP Version 2 added the Inform protocol message to SNMP.

d. SNMP Version 3 expanded the SNMP Response protocol message so that it must be
used by managers in response to Traps sent by agents.

e. SNMP Version 3 enhanced SNMP Version 2 security features but not other features.

10. 'WCCP uses what protocol and port for communication between content engines and WCCP
routers?

a. UDP 2048
b. TCP 2048
c. UDP 4082
d. TCP 4082

11. In a WCCP cluster, which content engine becomes the lead engine after the cluster stabilizes?

a. The content engine with the lowest IP address.
b. The content engine with the highest IP address.

c. There is no such thing as a lead content engine; the correct term is designated content
engine.

d. All content engines have equal precedence for redundancy and the fastest possible load
sharing.

12. Which configuration commands are required to enable SSH on a router?
a. hostname
b. ip domain-name
c. ipssh
d. crypto key generate rsa
e. http secure-server

13.  Which protocol is the most secure choice, natively, for transferring files from a router?

a. SSH

b. HTTPS
c. FTP

d. TFTP
e. SCP



14.

15.
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In RMON, which type of configured option includes rising and falling thresholds, either
relative or absolute, and is monitored by another type of RMON option?

a. Event
b. Alert
c. Notification
d. Port
e. Probe

Which Cisco 10S feature permits end-to-end network performance monitoring with
configuration on devices at each end of the network?

a. Flexible NetFlow
b. IPSLA

c. EEM

d. RITE
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Foundation Topics

ARP, Proxy ARP, Reverse ARP, BOOTP, and DHCP

The heading for this section may seem like a laundry list of a lot of different protocols. However,
these five protocols do have one central theme, namely that they help a host learn information so
that it can successfully send and receive IP packets. Specifically, ARP and proxy ARP define
methods for a host to learn another host’s MAC address, whereas the core functions of RARP,
BOOTP, and DHCP define how a host can discover its own IP address, plus additional related
information.

ARP and Proxy ARP

You would imagine that anyone getting this far in their CCIE study would already have a solid
understanding of the Address Resolution Protocol (ARP, RFC 826). However, proxy ARP (RFC
1027) is often ignored, in part because of its lack of use today. To see how they both work, Figure
5-1 shows an example of each, with Fred and Barney both trying to reach the web server at IP
address 10.1.2.200.

Figure 5-1 Comparing ARP and Proxy ARP

ARP Request
Fred: 10.1.1.101 Target = 10.1.1.1
Mask: /24
GW =10.1.1.1 ARP Reply
Source = R1-E1-MAC _D Web Server:

Interface: E1 10.1.2.200/24

MAC: R1-E1-MAC GW =10.1.2.1

10.1.1.1/24

~—
. R1 ’ | l DHCP Server:

a—_
D Interface: E2 10.1.2.202/24
a7

MAC: R1-E2-MAC [
10.1.2.1/24

ARP Request
. Target = 10.1.2.200 DNS Server:
322‘;",;0‘1'1'102 10.1.2.203/24
Source = R1-E1-MAC| \;5ed by R1!
Fred follows a normal ARP process, broadcasting an ARP request, with R1’s E1 IP address as the

target. The ARP message has a Target field of all Os for the MAC address that needs to be learned,
and a target IP address of the IP address whose MAC address it is searching, namely 10.1.1.1 in
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this case. The ARP reply lists the MAC address associated with the IP address, in this case, the
MAC address of R1’s E1 interface.

NOTE The ARP message itself does not include an IP header, although it does have
destination and source IP addresses in the same relative position as an IP header. The ARP
request lists an IP destination of 255.255.255.255. The ARP Ethernet protocol type is 0x0806,
whereas IP packets have an Ethernet protocol type of 0x0800.

Proxy ARP uses the exact same ARP message as ARP, but the ARP request is actually requesting
a MAC address that is not on the local subnet. Because the ARP request is broadcast on the local
subnet, it will not be heard by the target host—so if a router can route packets to that target host,
the router issues a proxy ARP reply on behalf of that target.

For instance, Barney places the web server’s IP address (10.1.2.200) in the Target field, because
Barney thinks that he is on the same subnet as the web server due to Barney’s mask of 255.0.0.0.
The ARP request is a LAN broadcast, so R1, being a well-behaved router, does not forward the
ARP broadcast. However, knowing that the ARP request will never get to the subnet where
10.1.2.200 resides, R1 saves the day by replying to the ARP on behalf of the web server. R1 takes
the web server’s place in the ARP process, hence the name proxy ARP. Also, note that R1’s ARP
reply contains R1°s E1 MAC address, so that Barney will forward frames to R1 when Barney
wants to send a packet to the web server.

Before the advent of DHCP, many networks relied on proxy ARP, configuring hosts to use the
default masks in their respective networks. Regardless of whether the proxy version is used, the
end result is that the host learns a router’s MAC address to forward packets to another subnet.

RARP, BOOTP, and DHCP
The ARP and proxy ARP processes both occur after a host knows its IP address and subnet mask.
RARP, BOOTP, and DHCP represent the evolution of protocols defined to help a host dynamically
learn its IP address. All three protocols require the client host to send a broadcast to begin
discovery, and all three rely on a server to hear the request and supply an IP address to the client.
Figure 5-2 shows the basic processes with RARP and BOOTP.
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Figure 5-2 RARP and BOOTP—Basic Processes
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A RARP request is a host’s attempt to find its own IP address. So RARP uses the same old ARP
message, but the ARP request lists a MAC address target of its own MAC address and a target IP
address of 0.0.0.0. A preconfigured RARP server, which must be on the same subnet as the client,
receives the request and performs a table lookup in its configuration. If that target MAC address
listed in the ARP request is configured on the RARP server, the RARP server sends an ARP reply,
after entering the configured IP address in the Source IP address field.

BOOTP was defined in part to improve IP address assignment features of RARP. BOOTP uses a
completely different set of messages, defined by RFC 951, with the commands encapsulated
inside an IP and UDP header. With the correct router configuration, a router can forward the
BOQOTP packets to other subnets—allowing the deployment of a centrally located BOOTP server.
Also, BOOTP supports the assignment of many other tidbits of information, including the subnet
mask, default gateway, DNS addresses, and its namesake, the IP address of a boot (or image)
server. However, BOOTP does not solve the configuration burden of RARP, still requiring that the
server be preconfigured with the MAC addresses and IP addresses of each client.

DHCEP represents the next step in the evolution of dynamic IP address assignment. Building on the
format of BOOTP protocols, DHCP focuses on dynamically assigning a variety of information
and provides flexible messaging to allow for future changes, without requiring predefinition of
MAC addresses for each client. DHCP also includes temporary leasing of IP addresses, enabling
address reclamation, pooling of IP addresses, and, recently, dynamic registration of client DNS
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fully qualified domain names (FQDNS). (See http://www.ietf.org for more information on FQDN
registration.)

DHCP servers typically reside in a centralized location, with remote routers forwarding the LAN-
broadcast DHCP requests to the DHCP server by changing the request’s destination address to
match the DHCP server. This feature is called DHCP relay agent. For instance, in Figure 5-1, if
Fred and Barney were to use DHCP, with the DHCP server at 10.1.2.202, R1 would change Fred’s
DHCP request from a destination of 255.255.255.255 to a destination of 10.1.2.202. R1 would
also list its own IP address in the message, in the gateway IP address (giaddr) field, notifying the
DHCEP server the IP address to which the response should be sent. After receiving the next DHCP
message from the server, R1 would change the destination IP address to a LAN broadcast, and
forward the packet onto the client’s LAN. The only configuration requirement on the router is an
ip helper-address 10.1.2.202 interface subcommand on its E1 interface.

Alternatively, R1 could be configured as a DHCP server—a feature that is not often configured on
routers in production networks but is certainly fair game for the CCIE written and lab exams.
Configuring DHCP on a router consists of several required steps:

Step 1 Configure a DHCP pool.
Step 2 Configure the router to exclude its own IP address from the DHCP pool.
Step 3 Disable DHCP conflict logging or configure a DHCP database agent.

The DHCP pool includes key items such as the subnet (using the network command within DHCP
pool configuration), default gateway (default-router), and the length of time for which the DHCP
lease is valid (lease). Other items, including the DNS domain name and any DHCP options, are
also defined within the DHCP pool.

Although not strictly necessary in DHCP configuration, it is certainly a best practice to configure
the router to make its own IP address in the DHCP pool subnet unavailable for allocation via
DHCP. The same is true for any other static IP addresses within the DHCP pool range, such as
those of servers and other routers. Exclude host IP addresses from the DHCP process using the ip
dhcp excluded-address command.

NOTE The ip dhep excluded-address command is one of the relatively few Cisco I0S ip
commands that is a global configuration command rather than an interface command.

The Cisco IOS DHCP server also provides a mechanism for logging DHCP address conflicts to a
central server called a DHCP database agent. IOS requires that you either disable conflict logging
by using the no ip dhep conflict-logging command or configure a DHCP database agent on a
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server by using the ip dhcp database command. Example 5-1 shows R1’s configuration for a
DHCEP relay agent, as well as an alternative for R1 to provide DNS services for subnet 10.1.1.0/24.

Example 5-1 DHCP Configuration Options—R1, Figure 5-1

! UDP broadcasts coming in E@ will be forwarded as unicasts to 10.1.2.202.
! The source IP will be changed to 10.1.1.255, so that the reply packets will be
! broadcast back out EO.
interface Etherneti
ip address 10.1.1.1 255.255.255.0
ip helper-address 10.1.2.202
! Below, an alternative configuration, with R1 as the DHCP server. R1 assigns IP
| addresses other than the excluded first 20 IP addresses in the subnet, and informs the
! clients of their IP addresses, mask, DNS, and default router. Leases are for 0 days,
! @ hours, and 20 minutes.
ip dhcp excluded-address 10.1.1.0 10.1.1.20
!
ip dhcp pool subnet1
network 10.1.1.0 255.255.255.0
dns-server 10.1.2.203
default-router 10.1.1.1
lease 0 0 20

Table 5-2 summarizes some of the key comparison points with RARP, BOOTP, and DHCP.

Table 5-2 Comparing RARP, BOOTP, and DHCP

{ Key
i Topic

Feature RARP |BOOTP |DHCP
Relies on server to allocate IP addresses Yes Yes Yes
Encapsulates messages inside IP and UDP, so they can be No Yes Yes
forwarded to a remote server

Client can discover its own mask, gateway, DNS, and download No Yes Yes
server

Dynamic address assignment from a pool of IP addresses, No No Yes
without requiring knowledge of client MACs

Allows temporary lease of IP address No No Yes
Includes extensions for registering client’s FQDN with a DNS No No Yes

HSRP, VRRP, and GLBP

IP hosts can use several methods of deciding which default router or default gateway to use—
DHCP, BOOTP, ICMP Router Discovery Protocol (IRDP), manual configuration, or even by
running a routing protocol (although having hosts run a routing protocol is not common today).
The most typical methods—using DHCP or manual configuration—result in the host knowing a
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single IP address of its default gateway. Hot Standby Router Protocol (HSRP), Virtual Router
Redundancy Protocol (VRRP), and Gateway Load Balancing Protocol (GLBP) represent a
chronological list of some of the best tools for overcoming the issues related to a host knowing a
single IP address as its path to get outside the subnet.

HSRP allows multiple routers to share a virtual IP and MAC address so that the end-user hosts do
not realize when a failure occurs. Some of the key HSRP features are as follows:

m  Virtual IP address and virtual MAC active on the Master router

m  Standby routers listen for Hellos from the Active router, defaulting to a 3-second hello interval
and 10-second dead interval

m  Highest priority (IOS default 100, range 1-255) determines the Active router, with pre-
emption disabled by default

m  Supports tracking, whereby a router’s priority is decreased when a tracked object (interface
or route) fails

m  Up to 255 HSRP groups per interface, enabling an administrative form of load balancing
m  Virtual MAC of 0000.0C07.ACxx, where xx is the hex HSRP group

m  Virtual IP address must be in the same subnet as the routers’ interfaces on the same LAN
m  Virtual IP address must be different from any of routers’ individual interface IP addresses
m  Supports clear-text and MD5 authentication (through a key chain)

Example 5-2 shows a typical HSRP configuration, with two groups configured. Routers R1 and
R2 are attached to the same subnet, 10.1.1.0/24, both with WAN links (S0/0.1) connecting them
to the rest of an enterprise network. Cisco IOS provides the tracking mechanism shown in
Example 5-2 to permit many processes, including HSRP, VRRP, and GLBP, to track interface
states. A tracking object can track based on the line protocol (shown here) or the IP routing table.
The example contains the details and explanation of the configuration.

Example 5-2 HSRP Configuration

{ Key
i Topic

! First, on Router R1, a tracking object must be configured so that
! HSRP can track the interface state.
track 13 interface Serial@/0.1 line-protocol
! Next, on Router R1, two HSRP groups are configured. R1 has a higher priority
! in group 21, with R2 having a higher priority in group 22. R1 is set to preempt
! in group 21, as well as to track interface s@0/0.1 for both groups.
interface FastEthernet0/0
ip address 10.1.1.2 255.255.255.0
standby 21 ip 10.1.1.21

continues
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Example 5-2 HSRP Configuration (Continued)

standby 21 priority 105

standby 21 preempt

standby 21 track 13

standby 22 ip 10.1.1.22

standby 22 track 13

! Next, R2 is configured with a higher priority for HSRP group 22, and with
! HSRP tracking enabled in both groups. The tracking "decrement" used by R2,
! when S0/0.1 fails, is set to 9 (instead of the default of 10).

! A tracking object must be configured first, as on R1.
track 23 interface Serial@/0.1 line-protocol

interface FastEthernet0/0

ip address 10.1.1.1 255.255.255.0

standby 21 ip 10.1.1.21

standby 21 track 23

standby 22 ip 10.1.1.22

standby 22 priority 105

standby 22 track 23 decrement 9

! On R1 below, for group 21, the output shows that R1 is active, with R2
! (10.1.1.2) as standby.
! R1 is tracking s@/0.1, with a default "decrement" of 10, meaning that the
! configured priority of 105 will be decremented by 10 if s@/0.1 fails.
Routeri# sh standby fa0/0
FastEthernet@/0 - Group 21
State is Active
2 state changes, last state change 00:00:45
Virtual IP address is 10.1.1.21
Active virtual MAC address is 0000.0c07.ac15
Local virtual MAC address is 0000.0c07.ac15 (v1 default)
Hello time 3 sec, hold time 10 sec
Next hello sent in 2.900 secs
Preemption enabled
Active router is local
Standby router is 10.1.1.2, priority 100 (expires in 7.897 sec)
Priority 105 (configured 105)
Track object 13 state Up decrement 10
IP redundancy name is "hsrp-Fa@/0-21" (default)
output omitted
NOT SHOWN—R1 shuts down S0.0.1, lowering its priority in group 21 by 10.
The debug below shows the reduced priority value. However, R2 does not become
! active, because R2's configuration did not include a standby 21 preempt command.
Router1# debug standby
*Mar 1 00:24:04.122: HSRP: Fa@/@ Grp 21 Hello out 10.1.1.1 Active pri 95 vIP 10.1.1.21
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Because HSRP uses only one Active router at a time, any other HSRP routers are idle. To provide
load sharing in an HSRP configuration, the concept of Multiple HSRP, or MHSRP, was developed.
In MHSRP, two or more HSRP groups are configured on each HSRP LAN interface, where the
configured priority determines which router will be active for each HSRP group.

MHSRP requires that each DHCP client and statically configured host is issued a default gateway
corresponding to one of the HSRP groups and requires that they’re distributed appropriately. Thus,
in an MHSRP configuration with two routers and two groups, all other things being equal, half of
the hosts should have one HSRP group address as its default gateway, and the other half of the
hosts should use the other HSRP group address. If you now revisit Example 5-2, you will see that
it is an MHSRP configuration.

HSRP is Cisco proprietary, has been out a long time, and is widely popular. VRRP (RFC 3768)
provides a standardized protocol to perform almost the exact same function. The Cisco VRRP
implementation has the same goals in mind as HSRP but with these differences:

m  VRRP uses a multicast virtual MAC address (0000.5E00.01xx, where xx is the hex VRRP
group number).

m  VRRP uses the IOS object tracking feature, rather than its own internal tracking mechanism,
to track interface states for failover purposes.

m  VRRP defaults to use pre-emption, but HSRP defaults to not use pre-emption. Both can be
configured to either use pre-emption or not.

m  The VRRP term Master means the same thing as the HSRP term Active.
m In VRRP, the VRRP group IP address is the interface IP address of one of the VRRP routers.

GLBP is a newer Cisco-proprietary tool that adds load-balancing features in addition to gateway-
redundancy features. Hosts still point to a default gateway IP address, but GLBP causes different
hosts to send their traffic to one of up to four routers in a GLBP group. To do so, the GLBP Active
Virtual Gateway (AVG) assigns each router in the group a unique virtual MAC address, following
the format 0007.B400.xxyy, where xx is the GLBP group number, and yy is a different number for
each router (01, 02, 03, or 04). When a client ARPs for the (virtual) IP address of its default
gateway, the GLBP AVG replies with one of the four possible virtual MACs. By replying to ARP
requests with different virtual MACs, the hosts in that subnet will in effect balance the traffic
across the routers, rather than send all traffic to the one active router.

Cisco I0S devices with GLBP support permit configuring up to 1024 GLBP groups per physical
interface and up to four hosts per GLBP group.
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Network Time Protocol

NTP Version 3 (RFC 1305) allows IP hosts to synchronize their time-of-day clocks with a
common source clock. For instance, routers and switches can synchronize their clocks to make
event correlation from an SNMP management station more meaningful, by ensuring that any
events and traps have accurate time stamps.

By design, most routers and switches use NTP client mode, adjusting their clocks based on the
time as known by an NTP server. NTP defines the messages that flow between client and server,
and the algorithms a client uses to adjust its clock. Routers and switches can also be configured as
NTP servers, as well as using NTP symmetric active mode—a mode in which the router or switch
mutually synchronizes with another NTP host.

NTP servers may reference other NTP servers to obtain a more accurate clock source as defined
by the stratum level of the ultimate source clock. For instance, atomic clocks and Global
Positioning System (GPS) satellite transmissions provide a source of stratum 1 (lowest/best
possible stratum level). For an enterprise network, the routers and switches can refer to a low-
stratum NTP source on the Internet, or purpose-built rack-mounted NTP servers, with built-in
GPS capabilities, can be deployed.

Example 5-3 shows a sample NTP configuration on four routers, all sharing the same 10.1.1.0/24
Ethernet subnet. Router R1 will be configured as an NTP server. R2 acts as an NTP static client
by virtue of the static configuration referencing R1’s IP address. R3 acts as an NTP broadcast
client by listening for R1’s NTP broadcasts on the Ethernet. Finally, R4 acts in NTP symmetric
active mode, configured with the ntp peer command.

Example 5-3 NTP Configuration

{ Key
i Topic

! First, R1's configuration, the ntp broadcast command under interface fa0/0

! causes NTP to broadcast NTP updates on that interface. The first three of the
four global NTP commands configure authentication; these commands are identical
! on all the routers.

R1# show running-config

interface FastEthernet0/0

ntp broadcast

!

ntp authentication-key 1 md5 1514190900 7

ntp authenticate

ntp trusted-key 1

ntp master 7

! Below, the "127.127.7.1" notation implies that this router is the NTP clock

! source. The clock is synchronized, with stratum level 7, as configured on the
! ntp master 7 command above.

R1# show ntp associations
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Example 5-3 NTP Configuration (Continued)

address ref clock st when poll reach delay offset disp
*~127.127.7 .1 127.127.7.1 6 22 64 377 0.0 0.00 0.0
* master (synced), # master (unsynced), + selected, - candidate, ~ configured

R1# show ntp status

Clock is synchronized, stratum 7, reference is 127.127.7.1

nominal freq is 249.5901 Hz, actual freq is 249.5901 Hz, precision is 2**16
reference time is C54483CC.E26EE853 (13:49:00.884 UTC Tue Nov 16 2004)

clock offset is 0.0000 msec, root delay is 0.00 msec

root dispersion is 0.02 msec, peer dispersion is 0.02 msec

! R2 is configured below as an NTP static client. Note that the ntp clock-period
! command is automatically generated as part of the synchronization process, and
! should not be added to the configuration manually.

R2# show run | begin ntp

ntp authentication-key 1 md5 1514190900 7

ntp authenticate

ntp trusted-key 1

ntp clock-period 17208144

ntp server 10.1.1.1

end

! Next, R3 has been configured as an NTP broadcast client. The ntp broadcast client
! command on R3 tells it to listen for the broadcasts from R1. This configuration
! relies on the ntp broadcast subcommand on R1's Fa@/0@ interface, as shown at the
! beginning of this example.

R3# show run

interface Ethernet0/0

ntp broadcast client

! R4's configuration is listed, with the ntp peer

! command implying the use of symmetric active mode.

R4# show run | beg ntp

ntp authentication-key 1 md5 0002010300 7

ntp authenticate

ntp trusted-key 1

ntp clock-period 17208233

ntp peer 10.1.1.1

SNMP

This section of the chapter summarizes some of the core Simple Network Management Protocol
(SNMP) concepts and details, particularly with regard to features of different SNMP versions.
SNMP or, more formally, the Internet Standard Management Framework, uses a structure in
which the device being managed (the SNMP agent) has information that the management software
(the SNMP manager) wants to display to someone operating the network. Each SNMP agent keeps
a database, called a Management Information Base (MIB), that holds a large variety of data about
the operation of the device on which the agent resides. The manager collects the data by using
SNMP.
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SNMP has been defined with four major functional areas to support the core function of allowing
managers to manage agents:

m  Data Definition—The syntax conventions for how to define the data to an agent or manager.
These specifications are called the Structure of Management Information (SMI).

m  MIBs—Over 100 Internet standards define different MIBs, each for a different technology
area, with countless vendor-proprietary MIBs as well. The MIB definitions conform to the
appropriate SMI version.

m  Protocols—The messages used by agents and managers to exchange management data.

m  Security and Administration—Definitions for how to secure the exchange of data between
agents and managers.

Interestingly, by separating SNMP into these major functional areas, each part has been improved
and expanded independently over the years. However, it is important to know a few of the main
features added for each official SNMP version, as well as for a pseudo-version called SNMPv2c,
as summarized in Table 5-3.

Table 5-3 SNMP Version Summaries

{ Key
i Topic

SNIMP Version |Description

1 Uses SMIv1, simple authentication with communities, but used MIB-I
originally.
2 Uses SMIv2, removed requirement for communities, added GetBulk and

Inform messages, but began with MIB-II originally.

2¢ Pseudo-release (RFC 1905) that allowed SNMPv1-style communities with
SNMPvV2; otherwise, equivalent to SNMPv2.

3 Mostly identical to SNMPv2, but adds significantly better security, although it
supports communities for backward compatibility. Uses MIB-I1.

Table 5-3 hits the highlights of the comparison points between the various SNMP versions. As you
might expect, each release builds on the previous one. For example, SNMPv1 defined community
strings for use as simple clear-text passwords. SNMPv2 removed the requirement for community
strings—however, backward compatibility for SNMP communities was defined via an optional
RFC (1901). Even SNMPv3, with much better security, supports communities to allow backward
compatibility.

NOTE The use of SNMPv1 communities with SNMPv2, based on RFC 1901, has popularly
been called SNMP Version 2c, with ¢ referring to “communities,” although it is arguably not a
legitimate full version of SNMP.
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The next few sections provide a bit more depth about the SNMP protocol, with additional details
about some of the version differences.

SNMP Protocol Messages

The SNMPv1 and SNMPv2 protocol messages (RFC 3416) define how a manager and agent, or
even two managers, can communicate information. For instance, a manager can use three different
messages to get MIB variable data from agents, with an SNMP Response message returned by the
agent to the manager supplying the MIB data. SNMP uses UDP exclusively for transport, using
the SNMP Response message to both acknowledge receipt of other protocol messages and supply
SNMP information.

Table 5-4 summarizes the key information about each of the SNMP protocol messages, including
the SNMP version in which the message first appeared.

Table 5-4 SNMP Protocol Messages (RFCs 1157 and 1905)

{ Key
i Topic

Initial Response | Typically
Message |Version Message Sent By Main Purpose
Get 1 Response Manager A request for a single variable’s value.
GetNext 1 Response Manager A request for the next single MIB leaf

variable in the MIB tree.

GetBulk 2 Response Manager A request for multiple consecutive MIB
variables with one request. Useful for
getting complex structures, for example,
an IP routing table.

Response 1 None Agent Used to respond with the information in
Get and Set requests.

Set 1 Response Manager Sent by a manager to an agent to tell the
agent to set a variable to a particular
value. The agent replies with a Response
message.

Trap 1 None Agent Allows agents to send unsolicited
information to an SNMP manager. The
manager does not reply with any SNMP
message.

Inform 2 Response Manager A message used between SNMP
managers to allow MIB data to be
exchanged.

The three variations of the SNMP Get message, and the SNMP Response message, are typically
used when someone is actively using an SNMP manager. When a user of the SNMP manager asks
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for information, the manager sends one of the three types of Get commands to the agent. The agent
replies with an SNMP Response message. The different variations of the Get command are useful,
particularly when the manager wants to view large portions of the MIB. An agent’s entire MIB—
whose structure can vary from agent to agent—can be discovered with successive GetNext
requests, or with GetBulk requests, using a process called a MIB walk.

The SNMP Set command allows the manager to change something on the agent. For example, the
user of the management software can specify that a router interface should be shut down; the
management station can then issue a Set command for a MIB variable on the agent. The agent sets
the variable, which tells Cisco IOS Software to shut down the interface.

SNMP Traps are unsolicited messages sent by the agent to the management station. For example,
when an interface fails, a router’s SNMP agent could send a Trap to the SNMP manager. The
management software could then highlight the failure information on a screen, e-mail first-level
support personnel, page support, and so on. Also of note, there is no specific message in response
to the receipt of a Trap; technically, of the messages in Table 5-4, only the Trap and Response
messages do not expect to receive any kind of acknowledging message.

Finally, the Inform message allows two SNMP managers to exchange MIB information about
agents that they both manage.

SNMP MiBs
SNMP Versions 1 and 2 included a standard generic MIB, with initial MIB-I (version 1, RFC
1156) and MIB-II (version 2, RFC 1213). MIB-II was actually created in between the release of
SNMPv1 and v2, with SNMPv1 supporting MIB-II as well. After the creation of the MIB-II
specification, the IETF SNMP working group changed the strategy for MIB definition. Instead of
the SNMP working group creating standard MIBs, other working groups, in many different
technology areas, were tasked with creating MIB definitions for their respective technologies. As
a result, hundreds of standardized MIBs are defined. Additionally, vendors create their own
vendor-proprietary MIBs.

The Remote Monitoring MIB (RMON, RFC 2819) is a particularly important standardized MIB
outside MIB-II. An SNMP agent that supports the RMON MIB can be programmed, through
SNMP Set commands, to capture packets, calculate statistics, monitor thresholds for specific MIB
variables, report back to the management station when thresholds are reached, and perform other
tasks. With RMON, a network can be populated with a number of monitoring probes, with SNMP
messaging used to gather the information as needed.
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SNMP Security
SNMPv3 added solid security to the existing SNMPv2 and SNMPv2c specifications. SNMPv3
adds two main branches of security to SNMPv2: authentication and encryption. SNMPv3
specifies the use of MD5 and SHA to create a message digest for each SNMPv3 protocol message.
Doing so enables authentication of endpoints and prevents data modification and masquerade
types of attacks. Additionally, SNMPv3 managers and agents can use Digital Encryption Standard
(DES) to encrypt the messages, providing better privacy. (SNMPv3 suggests future support of
Advanced Encryption Standard [AES] as well, but that is not a part of the original SNMPv3
specifications.) The encryption feature remains separate due to the U.S. government export
restrictions on DES technology.

Example 5-4 shows a typical SNMP configuration with the following goals:

m  Enable SNMP and send traps to 192.168.1.100.

m  Send traps for a variety of events to the SNMP manager.

m  Set optional information to identify the router chassis, contact information, and location.

m  Set read-write access to the router from the 192.168.1.0/24 subnet (filtered by access list 33).

Example 5-4 Configuring SNMP

access-list 33 permit 192.168.1.0 0.0.0.255
snmp-server community public RW 33
snmp-server location B1

snmp-server contact routerhelpdesk@mail.local
snmp-server chassis-id 2511_AccessServer_Canadice
snmp-server enable traps snmp

snmp-server enable traps hsrp

snmp-server enable traps config

snmp-server enable traps entity

snmp-server enable traps bgp

snmp-server enable traps rsvp

snmp-server enable traps frame-relay
snmp-server enable traps rtr

snmp-server host 192.168.1.100 public

Syslog
Event logging is nothing new to most CCIE candidates. Routers and switches, among other
devices, maintain event logs that reveal a great deal about the operating conditions of that device,
along with valuable time-stamp information to help troubleshoot problems or chains of events that
take place.
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By default, Cisco routers and switches do not log events to nonvolatile memory. They can be
configured to do so using the logging buffered command, with an additional argument to specify
the size of the log buffer. Configuring a router, for example, for SNMP management provides a
means of passing critical events from the event log, as they occur, to a network management
station in the form of traps. SNMP is, however, fairly involved to configure. Furthermore, if it’s
not secured properly, SNMP also opens attack vectors to the device. However, disabling SNMP
and watching event logs manually is at best tedious, and this approach simply does not scale.

Syslog, described in RFC 5424, is a lightweight event-notification protocol that provides a middle
ground between manually monitoring event logs and a full-blown SNMP implementation. It
provides real-time event notification by sending messages that enter the event log to a Syslog
server that you specify. Syslog uses UDP port 514 by default.

Cisco IOS devices configured for Syslog, by default, send all events that enter the event log to the
Syslog server. You can also configure Syslog to send only specific classes of events to the server.

Syslog is a clear-text protocol that provides event notifications without requiring difficult, time-
intensive configuration or opening attack vectors. In fact, it’s quite simple to configure basic
Syslog operation:

Step 1 Install a Syslog server on a workstation with a fixed IP address.

Step 2 Configure the logging process to send events to the Syslog server’s IP
address using the logging host command.

Step 3 Configure any options, such as which severity levels (0—7) you want to send
to the Syslog server using the logging trap command.

Web Cache Communication Protocol

To ease pressure on congested WAN links in networks with many hosts, Cisco developed WCCP
to coordinate the work of edge routers and content engines (also known as cache engines). Content
engines collect frequently accessed data, usually HTTP traffic, locally, so that when hosts access
the same pages the content can be delivered from the cache engine rather than crossing the WAN.
WCCEP differs from web proxy operation in that the hosts accessing the content have no know-
ledge that the content engine is involved in a given transaction.

WCCP works by allowing edge routers to communicate with content engines to make each aware
of the other’s presence and to permit the router to redirect traffic to the content engine as
appropriate. Figure 5-3 shows how WCCP functions between a router and a content engine when
a user requests a web object using HTTP.
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Figure 5-3 WCCP Operations Between a Router and a Content Engine
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The figure shows the following steps, with the main decision point on the content engine coming

at Step 4:

Step 1

Step 2

Step 3

Step 4A

Step 4B

Step 5

The client sends an HTTP Get request with a destination address of the web
server, as normal.

The router’s WCCP function notices the HTTP Get request and redirects
the packet to the content engine.

The content engine looks at its disk storage cache to discover if the
requested object is cached.

If the object is cached, the content engine sends an HTTP response, which
includes the object, back to the client.

If the object is not cached, the content engine sends the original HTTP Get
request on to the original server.

If Step 4B was taken, the server replies to the client, with no knowledge that
the packet was ever redirected to a content engine.

Using WCCP, which uses UDP port 2048, a router and a content engine, or a pool of content
engines (known as a cluster), become aware of each other. In a cluster of content engines, the
content engines also communicate with each other using WCCP. Up to 32 content engines can
communicate with a single router using WCCPv1. If more than one content engine is present, the
one with the lowest IP address is elected as the lead engine.

WCCEP also provides a means for content engines within a cluster to become aware of each other.
content engines request information on the cluster members from the WCCP router, which replies
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with a list. This permits the lead content engine to determine how traffic should be distributed to
the cluster.

In WCCPv1, only one router can redirect traffic to a content engine or a cluster of content engines.
In WCCPv2, multiple routers and multiple content engines can be configured as a WCCP service
group. This expansion permits much better scalability in content caching. Furthermore, WCCPv1
supports only HTTP traffic (TCP port 80, specifically). WCCPv2 supports several other traffic
types and has other benefits compared to WCCPv1:

m  Supports TCP and UDP traffic other than TCP port 80, including FTP caching, FTP proxy
handling, web caching for ports other than 80, Real Audio, video, and telephony.

m Permits segmenting caching services provided by a caching cluster to a particular protocol or
protocols, and uses a priority system for deciding which cluster to use for a particular cached
protocol.

m  Supports multicast to simplify configuration.

m  Supports multiple routers (up to 32 per cluster) for redundancy and load distribution. (All
content engines in a cluster must be configured to communicate with all routers in that
cluster.)

m  Provides for MDS5 security in WCCP communication using the global configuration
command ip weep password password.

m  Provides load distribution.
m  Supports transparent error handling.

When you enable WCCP globally on a router, the default version used is WCCPv2. Because the
WCCEP version is configured globally for a router, the version number affects all interfaces.
However, multiple services can run on a router at the same time. Routers and content engines can
also simultaneously participate in more than one service group. These WCCP settings are
configured on a per-interface basis.

Configuring WCCP on a router is not difficult because a lot of the configuration in a caching
scenario takes place on the content engines; the routers need only minimal configuration. Example
5-5 shows a WCCPvV2 configuration using MD5 authentication and multicast for WCCP
communication.

Example 5-5 WCCP Configuration Example
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! First we enable WCCP globally on the router,
! specifying a service (web caching), a multicast address for
! the WCCP communication, and an MD5 password:
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Example 5-5 WCCP Configuration Example (Continued)
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ip wccp web-cache group-address 239.128.1.100 password cisco

! Next we configure an interface to redirect WCCP web-cache

! traffic outbound to a content engine:

int fa0/0

ip wccp web-cache redirect out

! Finally, inbound traffic on interface fa@/1 is excluded from redirection:
int fa0/1

ip wccp redirect exclude in

Finally, WCCP can make use of access lists to filter traffic only for certain clients (or to exclude
WCCEP use for certain clients) using the ip weep web-cache redirect-list access-list global
command. WCCP can also use ACLs to determine which types of redirected traffic the router
should accept from content engines, using the global command ip weep web-cache group-list
access-list.

Implementing the Cisco I0S IP Service Level Agreement (IP SLA) Feature

The Cisco IOS IP SLA feature, formerly known as the Service Assurance Agent (SAA), and prior
to that simply the Response Time Reporter (RTR) feature, is designed to provide a means of
actively probing a network to gather performance information from it. Whereas most of the tools
described in the following sections are designed to monitor and collect information, IP SLA is
based on the concept of generating traffic at a specified interval, with specifically configured
options, and measuring the results. It is built around a source-responder model, where one device
(the source) generates traffic and either waits for a response from another device (the responder)
or another device configured as a responder captures the sender’s traffic and does something with
it. This model provides the ability to analyze actual network performance over time, under very
specific conditions, to measure performance, avert outages, evaluate quality of service (QoS)
performance, identify problems, verify SLAs, and reduce network outages. The IP SLA feature is
extensively documented at http://www.cisco.com/go/ipsla.

The IP SLA feature allows measuring the following parameters in network performance:

m Delay (one way and round trip)
m Jitter (directional)

m  Packet loss (directional)

m  Packet sequencing

m  Path (per hop)
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m  Connectivity (through the UDP Echo, ICMP Echo, ICMP Path Echo, and TCP Connect
functions)

m  Server or website download time
m  Voice-quality metrics (MOS)

Implementing the IP SLA feature requires these steps:

Step 1 Configure the SLA operation type, including any required options.
Step 2 Configure any desired threshold conditions.
Step 3 Configure the responder(s), if appropriate.

Step 4 Schedule or start the operation and monitor the results for a sufficient
period of time to meet your requirements.

Step 5 Review and interpret the results. You can use the Cisco IOS CLI or an
SNMP manager to do this.

After IP SLA monitors have been configured, they cannot be edited or modified. You must delete
an existing IP SLA monitor to reconfigure any of its options. Also, when you delete an IP SLA
monitor to reconfigure it, the associated schedule for that IP SLA monitor is deleted, too.

IP SLAs can use MD5 authentication. These are configured using the ip sla key-chain command.

Example 5-6 shows a basic IP SLA configuration with the UDP Echo function. On the responding
router, the only required command is global config ip sla monitor responder. On the originating
router, the configuration shown in the example sets the source router to send UDP echo packets
every 5 seconds for one day to 200.1.200.9 on port 1330.

Example 5-6 [P SLA Basic Configuration

SLAdemo# config term

SLAdemo (config)# ip sla monitor 1

SLAdemo (config-sla-monitor)# type udpEcho dest-ipaddr 200.1.200.9 dest-port 1330
SLAdemo (config-sla-monitor)# frequency 5

SLAdemo (config-sla-monitor)# exit

SLAdemo (config)# ip sla monitor schedule 1 life 86400 start-time now

A number of show commands come in handy in verifying IP SLA performance. On the source
router, the most useful commands are show ip sla monitor statistics and show ip sla monitor
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configuration. Here’s a sample of the show ip sla monitor statistics command for the sending
router in the configuration in Example 5-6:

SLAdemo# show ip sla monitor statistics
Round trip time (RTT) Index 1
Latest RTT: 26 ms
Latest operation start time: 19:42:44.799 EDT Tue Jun 9 2009
Latest operation return code: OK
Number of successes: 228
Number of failures: 0
Operation time to live: 78863 sec

Implementing NetFlow

NetFlow is a software feature set in Cisco IOS that is designed to provide network administrators
information about what is happening in the network, so that those responsible for the network can
make appropriate design and configuration changes and monitor for network attacks. NetFlow has
been included in Cisco IOS for a long time, and has evolved through several versions (currently
version 9). Cisco has renamed the feature Cisco Flexible NetFlow. It is more than just a renaming,
however. The original NetFlow implementation included a fixed, seven tuple that identified a flow.
Flexible NetFlow allows a user to configure the number of tuples to more specifically target a
particular flow to monitor.

The components of NetFlow are

m  Records—A set of predefined and user-defined key fields (such as source IP address,
destination IP address, source port, and so on) for network monitoring.

m  Flow monitors—Applied to an interface, flow monitors include records, a cache, and
optionally a flow exporter. The flow monitor cache collects information about flows.

m  Flow exporters—These export the cached flow information to outside systems (typically a
server running a NetFlow collector).

m  Flow samplers—Designed to reduce the load on NetFlow-enabled devices, flow samplers
allow specifying the sample size of traffic NetFlow analyzes to a ratio of 1:2 through 1:32768
packets. That is, the number of packets analyzed is configurable from 1/2 to 1/32768 of the
packets flowing across the interface.

Configuring NetFlow in its most basic form uses predefined flow records, configured for collection
by a flow monitor, and at least one flow exporter. Example 5-7 shows a basic NetFlow
configuration for collecting information and statistics on IPv4 traffic using the predefined IPv4
record, and for configuring some timer settings to show their structure. An exporter is configured
to send the collected information to a server at 192.168.1.110 on UDP port 1333, and with a DSCP
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of 8 on the exported packets. The process consists of three steps: configuring the NetFlow monitor,
applying it to an interface, and configuring an exporter.

Example 5-7 Basic NetFlow Monitor and Exporter Configuration

EastEdge# show run | begin flow
flow exporter ipv4flowexport
destination 192.168.1.110

dscp 8

transport udp 1333

!
flow monitor ipv4flow

description Monitors all IPv4 traffic
record netflow ipv4 original-input
cache timeout inactive 600

cache timeout active 180

cache entries 5000

statistics packet protocol

!

interface FastEthernet0/0

ip address 192.168.39.9 255.255.255.0
ip flow monitor ipv4flow input

! output omitted

You can verify NetFlow configuration using these commands:

m  show flow record
m  show flow monitor
m  show flow exporter

m  show flow interface

Implementing Router IP Traffic Export
IP Traffic Export, or Router IP Traffic Export (RITE), exports IP packets to a VLAN or
LAN interface for analysis. RITE does this only for traffic received on multiple WAN or LAN
interfaces simultaneously as would typically take place only if the device were being targeted in a
denial-of-service attack. The primary application for RITE is in intrusion detection (IDS)
implementations, where duplicated traffic may indicate an attack on the network or device. In case
of actual attacks where identical traffic is received simultaneously on multiple ports of a router, it’s
useful to have the router send that traffic to an IDS for alerting and analysis—that’s what RITE does.

When configuring RITE, you enable it and configure it to direct copied packets to the MAC
address of the IDS host or protocol analyzer. You can configure forwarding of inbound traffic (the
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default), outbound traffic, or both, and filtering on the number of packets forwarded. Filtering can
be performed with access lists and based on one-in-n packets.

In Example 5-8, a router is configured with a RITE profile that’s applied to the fa0/0 interface and
exports traffic to a host with the MAC address 0018.0fad.df30. The router is configured for
bidirectional RITE, and to send one in every 20 inbound packets and one in every 100 outbound
packets to this MAC address. The egress interface (toward the IDS host) is fa0/1. For simplicity,
Example 5-8 shows only one ingress interface. Configuration for other ingress interfaces uses the
same steps shown here for the fa0/0 interface.

Example 5-8 Router IP Traffic Export Example

Edge# config term

Edge(config)# ip traffic-export profile export-this
Edge(config-rite)# interface fa0/0

Edge(config-rite)# bidirectional

Edge (config-rite)# mac-address 0018.0fad.df30
Edge(config-rite)# incoming sample one-in-every 20
Edge(config-rite)# outgoing sample one-in-every 100
Edge (config-rite)# exit

Edge(config)# interface fa0/1

Edge(config-if)# ip traffic-export apply export-this
Edge(config-if)# end

Edge#

%RITE-5-ACTIVATE: Activated IP traffic export on interface FastEthernet 0/1.

Implementing Cisco 10S Embedded Event Manager
The Embedded Event Manager is a software component of Cisco IOS that is designed to make
life easier for administrators by tracking and classifying events that take place on a router and
providing notification options for those events. Cisco’s motivation for including EEM was to
reduce downtime, thus improving availability, by reducing the mean time to recover from various
system events that previously required a manual troubleshooting and remediation process.

In some ways, EEM overlaps with RMON functionality, but EEM is considerably more powerful
and flexible. EEM uses event detectors and actions to provide notifications of those events. Event
detectors that EEM supports include the following:

m  Monitoring SNMP objects

m  Screening Syslog messages for a pattern match (using regular expressions)
®  Monitoring counters

m  Timers (absolute time-of-day, countdown, watchdog, and CRON)

m  Screening CLI input for a regular expression match
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Hardware insertion and removal

Routing table changes

IP SLA and NetFlow events

Generic On-Line Diagnostics (GOLD) events

Many others, including redundant switchover events, inbound SNMP messages, and others

Event actions that EEM provides include the following:

Generating prioritized Syslog messages

Reloading the router

Switching to a secondary processor in a redundant platform
Generating SNMP traps

Setting or modifying a counter

Executing a Cisco IOS command

Sending a brief email message

Requesting system information when an event occurs

Reading or setting the state of a tracked object

EEM policies can be written using either the Cisco IOS CLI or using the Tcl command
interpreter language. For the purposes of the CCIE Routing and Switching qualification exam,

you’

re more likely to encounter CLI-related configuration than Tcl, but both are very well

documented at http://www.cisco.com/go/eem. Here’s a brief example configuration that shows
the CLI configuration of an EEM event that detects and then sends a notification that a console
user has issued the wr command, as well as the associated console output when the command
is issued.

Example 5-9

EEM Configuration Example

RO#
Jun

R9(config)# event manager applet CLI-cp-run-st

R9(config-applet)# event cli pattern "wr" sync yes

R9(config-applet)# action 1.0 syslog msg "$_cli_msg Command Executed"
R9(config-applet)# set 2.0 _exit_status 1

R9(config-applet)# end

wr
9 19:23:21.989: %HA_EM-6-L0G: CLI-cp-run-st: write Command Executed
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The Cisco I0S EEM has such vast capability that an entire book on the subject is easily
conceivable, but considering the scope of the CCIE Routing and Switching qualifying exam, these
fundamental concepts should provide you with enough working knowledge to interpret questions
you may encounter.

Implementing Remote Monitoring
Remote Monitoring, or RMON, is an event-notification extension of the SNMP capability on a
Cisco router or switch. RMON enables you to configure thresholds for alerting based on SNMP
objects, so that you can monitor device performance and take appropriate action to any deviations
from the normal range of performance indications.

RMON is divided into two classes: alarms and events. An event is a numbered, user-configured
threshold for a particular SNMP object. You configure events to track, for example, CPU
utilization or errors on a particular interface, or anything else you can do with an SNMP object.
You set the rising and falling thresholds for these events, and then tell RMON which RMON
alarm to trigger when those rising or falling thresholds are crossed. For example, you might want
to have the router watch CPU utilization and trigger an SNMP trap or log an event when the
CPU utilization rises faster than, say, 20 percent per minute. Or you may configure it to trigger an
alarm when the CPU utilization rises to some absolute level, such as 80 percent. Both types of
thresholds (relative, or “delta,” and absolute) are supported. Then, you can configure a different
alarm notification as the CPU utilization falls, again at some delta or to an absolute level

you specify.

The alarm that corresponds to each event is also configurable in terms of what it does (logs the
event or sends a trap). If you configure an RMON alarm to send a trap, you also need to supply
the SNMP community string for the SNMP server.

Event and alarm numbering are locally significant. Alarm numbering provides a pointer to the
corresponding event. That is, the configured events each point to specific alarm numbers, which
you must also define.

Here is an example of the configuration required to identify two pairs of events, and the four
corresponding alarm notifications. The events being monitored are the interface error counter on
the FastEthernet 0/0 interface (SNMP object ifInErrors.1) and the Serial 0/0 interface (SNMP
object ifInErrors.2). In the first case, the RMON event looks for a delta (relative) rise in interface
errors in a 60-second period, and a falling threshold of 5 errors per 60 seconds. In the second case,
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the numbers are different and the thresholds are absolute, but the idea is the same. In each case,
the RMON events drive RMON alarms 1, 2, 3, or 4, depending on which threshold is crossed.

Example 5-10 RMON Configuration Example

rmon event 1 log trap public description Fa@.@RisingErrors owner config
rmon event 2 log trap public description Fa@.@FallingErrors owner config
rmon event 3 log trap public description Se@.0QRisingErrors owner config
rmon event 4 log trap public description Se@.0QFallingErrors owner config
rmon alarm 11 ifInErrors.1 60 delta rising-threshold 10 1 falling-threshold 5 2 owner config

rmon alarm 20 ifInErrors.2 60 absolute rising-threshold 20 3 falling-threshold 10 4 owner
config

To monitor RMON activity and to see the configured alarms and events, use the show rmon alarm
and show rmon event commands. Here’s an example of the console events that take place when
the events configured above trigger the corresponding alarms:

Jun 9 12:54:14.787: %RMON-5-FALLINGTRAP: Falling trap is generated because the value
of ifInErrors.1 has fallen below the falling-threshold value 5

Jun 9 12:55:40.732: %RMON-5-FALLINGTRAP: Falling trap is generated because the value
of ifInErrors.2 has fallen below the falling-threshold value 10

Implementing and Using FTP on a Router
You can use the Cisco IOS FTP client to send or receive files from the CLI. Cisco IOS does not
support configuration as an FTP server, but you can configure a TFTP server (see the next section
of this chapter for details).

To transfer files using FTP from the CLI, use the command ip ftp with the appropriate options.
You can specify the username and password to use for an FTP transfer using the ip ftp username
and ip ftp password commands. You can also specify the source interface used for FTP transfers
using the ip ftp source-interface command.

To initiate an FTP transfer, use the copy command with the ftp keyword in either the source or
destination argument. For example, to send the startup configuration file on a router to an FTP
server at 10.10.200.1, where it will be stored as r8-startup-config, the transaction is shown in
Example 5-11.

Example 5-11 Using FTP to Copy a Configuration File

R8# copy startup-config ftp:

Address or name of remote host []? 10.10.200.1
Destination filename [r8-confg]? r8-startup-config
Writing r8-startup-config !

3525 bytes copied in 0.732 secs
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FTP can also be used to send an exception dump to an FTP server in the event of a crash.
Example 5-12 shows a router configured to send an exception dump of 65536 bytes to
172.30.19.63 using the username JoeAdmin and password clsco:

Example 5-12 Using FTP to Send an Exception Dump

ip ftp username JoeAdmin

ip ftp password cisco

!

exception protocol ftp
exception region-size 65536
exception dump 172.30.19.63

Lastly, you can set the router for passive-mode FTP connections by configuring the ip ftp passive
command.

Implementing a TFTP Server on a Router
TFTP is commonly used for IOS and configuration file transfers on routers and switches. Cisco
IOS supports configuring a TFTP server on a router, and the process is straightforward.

To enable TFTP, issue the tftp-server command, which has several arguments. You can specify
the memory region where the file resides (typically flash, but other regions are supported), the
filename, and an access list for controlling which hosts can access the file. Here’s an example that
shows the commands to permit TFTP access to flash:c1700-advipservicesk9-mz.124-23.bin to
hosts that are identified by access list 11. This example also shows how the alias command-line
option can be used to make the file available with a name other than the one that it has natively in
flash, specifically supersecretfile.bin:

tftp-server flash:c1700-advipservicesk9-mz.124-23.bin alias supersecretfile.bin 11

Implementing Secure Copy Protocol
Secure Copy Protocol (SCP) is a service you can enable on a Cisco IOS router or switch to provide
file copy services. SCP uses SSL (TCP port 443) for its transport protocol. It enables file transfer
using the IOS copy command.

SCP requires AAA for user authentication and authorization. Therefore, you must enable AAA
before turning on SCP. In particular, because copy is an exec command, you must configure the
aaa authorization command with the exec option. After you’ve enabled AAA, use the command
ip scp server enable to turn on the SCP server.
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Implementing HTTP and HTTPS Access
Cisco I0OS routers and switches support web access for administration, through both HTTP and
HTTPS. Enabling HTTP access requires the ip http server global configuration command.
HTTP access defaults to TCP port 80. You can change the port used for HTTP by configuring the
ip http port command. You can restrict HTTP access to a router using the ip http access-class
command, which applies an extended access list to connection requests. You can also specify a
unique username and password for HTTP access using the ip http client username and ip http
client password commands. If you choose, you can also configure HTTP access to use a variety
of other access-control methods, including AAA, using ip http authentication [aaa | local |
enable | tacacs]

You can also configure a Cisco IOS router or switch for Secure Sockets Layer (SSL) access. By
default, HTTPS uses TCP port 443, and the port is configurable in much the same way as it is with
HTTP access. Enabling HTTPS access requires the http secure-server command. When you
configure HTTPS access in most 12.4 TIOS versions, the router or switch automatically disable
HTTP access, if it has been configured. However, you should disable it manually if the router does
not do it for you.

HTTPS router access also gives you the option of specifying the cipher suite of your choice. This
is the combination of encryption methods that the router will enable for HTTPS access. By default,
all methods are enabled, as shown in this sample show command output.

Example 5-13 HTTPS Configuration Output on a Router

R8# sh ip http server secure status

HTTP secure server status: Enabled

HTTP secure server port: 443

HTTP secure server ciphersuite: 3des-ede-cbc-sha des-cbc-sha rc4-128-md5 rc4-128-sha
HTTP secure server client authentication: Disabled

HTTP secure server trustpoint:

HTTP secure server active session modules: ALL

R8#

Implementing Telnet Access
Telnet is such a ubiquitous method of access on Cisco IOS routers and switches that it needs little
coverage here. Still, a few basic points are in order.

Telnet requires a few configuration specifics to work. On the vty lines, the login command (or a
variation of it such as login local) must be configured. If a login command is not configured, the
router or switch will refuse all Telnet connection attempts.
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By default, Telnet uses TCP port 23. However, you can configure the vty lines to use rotary groups,
also known as rotaries, to open access on other ports. If you configure this option, you should use
an extended access list to enforce connection on the desired ports. By default, rotaries support
connections on a number of ports. For example, if you configure rotary 33 on the vty lines, the
router will accept Telnet connections on ports 3033, 5033, and 7033. Therefore, filtering undesired
ports is prudent. Remember that applying access lists to vty lines requires the access-class list in
command.

Implementing SSH Access
Secure Shell (SSH) is much more secure than Telnet because it uses SSL rather than clear text.
Therefore, today, nearly all Cisco router and switch deployments use SSH rather than Telnet for
secure access. Enabling SSH on a Cisco router is a four-step process. This is because SSH requires
a couple of items to be configured before you can enable SSH itself, and those prerequisites are
not intuitive. The steps in configuring SSH are as follows:

Step 1 Configure a hostname using the hostname command.
Step 2 Configure a domain name using the ip domain-name command.

Step 3 Configure RSA keys using the crypto key generate rsa command.

Step 4 Configure the terminal lines to permit SSH access using the transport
input ssh command.

SSH supports rotaries on vty lines just as Telnet does, so you can use rotaries to specify the port
or ports on which SSH access is permitted on vty lines.
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Foundation Summary

This section lists additional details and facts to round out the coverage of the topics in this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this “Foundation Summary” does not
repeat information presented in the “Foundation Topics” section of the chapter. Please take the
time to read and study the details in the “Foundation Topics” section of the chapter, as well as
review items noted with a Key Topic icon.

Table 5-5 lists the protocols mentioned in this chapter and their respective standards documents.

Table 5-5 Protocols and Standards for Chapter 5

Key Name Standardized In
T ope ARP RFC 826
Proxy ARP RFC 1027
RARP RFC 903
BOOTP RFC 951
DHCP RFC 2131
DHCP FQDN option Internet-Draft
HSRP Cisco proprietary
VRRP RFC 3768
GLBP Cisco proprietary
CDP Cisco proprietary
NTP RFC 1305
Syslog RFC 5424
SNMP Version 1 RFCs 1155, 1156, 1157, 1212, 1213, 1215
SNMP Version 2 RFCs 1902-1907, 3416
SNMP Version 2¢ RFC 1901
SNMP Version 3 RFCs 2578-2580, 3410-3415
Good Starting Point: RFC 3410

Table 5-6 lists some of the most popular Cisco IOS commands related to the topics in this chapter.
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Command

Description

ip dhcp pool name

Creates DHCP pool

default-router address [address2...address8)

DHCP pool subcommand to list the gateways

dns-server address [address2...address8)

DHCP pool subcommand to list DNS servers

lease {days [hours][minutes] | infinite }

DHCP pool subcommand to define the lease
length

network network-number [mask | prefix-length]

DHCP pool subcommand to define IP
addresses that can be assigned

ip dhcp excluded-address [low-address high-
address)

DHCP pool subcommand to disallow these
addresses from being assigned

host address [mask | prefix-length]

DHCP pool subcommand, used with
hardware-address or client-identifier, to
predefine a single host’s IP address

hardware-address hardware-address type

DHCP pool subcommand to define MAC
address; works with host command

show ip dhcp binding [ip-address]

Lists addresses allocated by DHCP

show ip dhcp server statistics

Lists stats for DHCP server operations

standby [group-number] ip [ip-address
[secondary]]

Interface subcommand to enable an HSRP
group and define the virtual IP address

track object-number interface type-number
{line-protocol | ip routing}

Configures a tracking object that can be used
by HSRP, VRRP, or GLBP to track the status
of an interface

standby [group-number] preempt [delay
{minimum delay | reload delay | sync delay}]

Interface subcommand to enable pre-emption
and set delay timers

show track [object-number [brief] | interface
[brief] | ip route [brief] | resolution | timers]

Displays status of tracked objects

standby [group-number] priority priority

Interface subcommand to set the HSRP group
priority for this router

standby [group-number] timers [msec] hellotime
[msec] holdtime

Interface subcommand to set HSRP group
timers

standby [group-number] track object-number

Interface subcommand to enable HSRP to
track defined objects, usually for the purpose
of switching active routers on an event related
to that object

show standby [rype number [group]] [brief | all]

Lists HSRP statistics

ntp peer ip-address [version number] [key keyid]
[source interface] [prefer]

Global command to enable symmetric active
mode NTP

continues
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Table 5-6 Command Reference for Chapter 5 (Continued)

Command

Description

ntp server ip-address [version number] [key
keyid] [source interface] [prefer]

Global command to enable static client mode
NTP

ntp broadcast [version number]

Interface subcommand on an NTP server to
cause NTP broadcasts on the interface

ntp broadcast client

Interface subcommand on an NTP client to
cause it to listen for NTP broadcasts

ntp master [stratum]

Global command to enable NTP server

show ntp associations

Lists associations with other NTP servers and
clients

show ntp status

Displays synchronization status, stratum
level, and other basic information

logging trap level

Sets the severity level for syslog messages;
arguments are 0—7, where O=emergencies,
1=alerts, 2=critical, 3=errors, 4=warnings,
S=notifications, 6=informational,
7=debugging (default)

logging host { {ip-address | hostname} | {ipv6
ipv6-address | hostname} } [transport {udp [port
port-number] | tep [port port-number]}] [alarm
[severity]]

Configures the IP or IPv6 address or
hostname to which to send syslog messages
and permits setting the transport protocol and
port number

ip weep {web-cache | service-number} [service-
list service-access-list] [mode {open | closed }]
[group-address multicast-address] [redirect-list
access-list] [group-list access-list] [password [0-
7] password]

Enables WCCP and configures filtering and
service parameters

ip weep {web-cache | service-number} redirect
{in | out}

Interface configuration command to enable
WCCP and configure it for outbound or
inbound service

show ip weep

Displays WCCP configuration settings and
statistics

snmp-server enable traps

Enables sending of all types of traps available
on the router or switch.

snmp-server host { hostname | ip-address} [vrf
vrf-name] [traps | informs] [version {112¢c |3
[auth | noauth | priv]}] community-string [udp-
port port] [notification-type]

Configures the SNMP server to send traps or
informs to a particular host, along with
options for setting the SNMP version for traps
and the UDP port (default is 162). The
notification-type field specifies the types of
traps to send; if no types are specified, all
available categories of traps will be sent.
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Command

Description

snmp-server community string [view view-
name] [ro | rw] [access-list-number]

Sets the read-only or read-write community
string and access list for host filtering for
access to SNMP reads and writes on the
router or switch.

show snmp mib ifmib ifindex interface-id

Shows the router’s interface ID for a
particular interface. Particularly useful for
RMON configuration.

ip sla monitor operation-index

Enters IP SLA monitor configuration mode
for an individual monitor function.

type [jitter | udp-echo | echo protocol icmpecho
| dns | ftp operation | http operation | mpls ping
ipv4 | pathecho | pathjitter | tcpconnect | voip
delay post-dial | udp-jitter | udp-jitter codec]

Configures the IP SLA monitor type with
options (not shown) including source and
destination IP address and source and
destination port number, plus other relevant
options to the particular type.

ip sla key-chain key-chain-name

Configures a keychain for MD5
authentication of IP SLA operations.

ip sla monitor schedule operation-number [life
{forever | seconds}] [start-time {hh:mm|:ss]
[month day | day month] | pending | now | after
hh:mm:ss}] [ageout seconds] [recurring]

Configures the schedule for a particular IP
SLA monitor. If the IP SLA monitor is
deleted from the configuration, the schedule
is also deleted.

ip sla monitor responder

Enables the IP SLA responder function
globally. More specific options for this
command may be configured for specific
responder types, ports, and so on.

show ip sla monitor statistics [operation] detail

Shows the statistics for a specified IP SLA
operation or all configured IP SLA
operations.

show ip sla responder

Shows currently configured IP SLA
responders and recent activity (source IP
address, and so forth).

ip ssh [timeout seconds | authentication-retries
integer]

Enables SSH access.

crypto key generate rsa

Generates RSA keys. Required for SSH
configuration.

transport input ssh

In vty configuration mode, permits SSH
connections.

ip http server

Enables HTTP server.

ip http secure-server

Enables HTTPS server.

continues
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Table 5-6 Command Reference for Chapter 5 (Continued)

Command Description

ip traffic-export profile profile-name Enables and enters configuration mode for a
RITE profile.

ip traffic-export apply profile-name Applies a RITE profile to an interface.

event manager applet applet-name [class class- Enters EEM applet configuration mode.

options] [trap]

event cli pattern regular-expression {[default] Configures EEM to match a CLI command
[enter] [questionmark] [tab]} [sync {yes | no string.

skip {yes | no}] [mode variable] [occurs num-
occurrences| [period period-value] [maxrun
maxruntime-number]

ip flow-top-talkers NetFlow aggregator. Aggregates traffic for
unclassified top talkers.

flow monitor flow-name Enters configuration mode for a NetFlow
monitor.

flow exporter exporter-name Configures a NetFlow exporter and the

destination server to which to send NetFlow
information for a particular flow monitor.

rmon event Configures an RMON event to monitor a
particular SNMP object, along with rising and
falling thresholds.

rmon alarm Configures an alarm action for an RMON

event’s rising or falling threshold.

copy With FTP option in the source or destination
field, copies a file to or from an FTP server.

tftp-server flash [partition-number:] filenamel Configures a TFTP server on the router to

lalias filename2] [access-list-number] serve a file, optionally with an alias, and

optionally through an ACL.

aaa new-model Enables AAA on the router.

aaa authentication Configures AAA authentication methods.
aaa authorization Configures AAA authorization methods.
ip scp server enable Enables the SCP server on the router.

Requires AAA authentication and AAA
authorization to be configured.




Memory Builders 179

Memory Builders

The CCIE Routing and Switching written exam, like all Cisco CCIE written exams, covers a fairly
broad set of topics. This section provides some basic tools to help you exercise your memory about
some of the broader topics covered in this chapter.

Fill In Key Tables from Memory
Appendix G, “Key Tables for CCIE Study,” on the CD in the back of this book contains empty sets
of some of the key summary tables in each chapter. Print Appendix G, refer to this chapter’s tables
in it, and fill in the tables from memory. Refer to Appendix H, “Solutions for Key Tables for CCIE
Study,” on the CD to check your answers.

Definitions
Next, take a few moments to write down the definitions for the following terms:

HSRP, VRRP, GLBP, ARP, RARP, proxy ARP, BOOTP, DHCP, NTP symmetric active

mode, NTP server mode, NTP client mode, NTP, virtual IP address, VRRP Master router,
SNMP agent, SNMP manager, Get, GetNext, GetBulk, MIB-I, MIB-II, Response, Trap,
Set, Inform, SMI, MIB, MIB walk, lead content engine

Refer to the glossary to check your answers.

Further Reading
More information about several of the topics in this chapter can be easily found in a large number
of books and online documentation. The RFCs listed in Table 5-5 of the “Foundation Summary”
section also provide a great deal of background information for this chapter. Here are a few
references for more information about some of the less popular topics covered in this chapter:

m  Proxy ARP—http://www.cisco.com/en/US/tech/tk648/tk361/
technologies_tech_note09186a0080094adb.shtml.

m  GLBP—http://www.cisco.com/en/US/docs/ios/12_2t/12_2t15/feature/guide/ft_glbp.html.

m  VRRP—http://www.cisco.com/en/US/docs/ios/12_0st/12_0st18/feature/guide/
st_vrrpx.html.

m  SNMP—Any further reading of SNMP-related RFCs should begin with RFC 3410, which
provides a great overview of the releases and points to the more important of the vast number
of SNMP-related RFCs.


http://www.cisco.com/en/US/tech/tk648/tk361/technologies_tech_note09186a0080094adb.shtml
http://www.cisco.com/en/US/tech/tk648/tk361/technologies_tech_note09186a0080094adb.shtml
http://www.cisco.com/en/US/docs/ios/12_2t/12_2t15/feature/guide/ft_glbp.html
http://www.cisco.com/en/US/docs/ios/12_0st/12_0st18/feature/guide/st_vrrpx.html
http://www.cisco.com/en/US/docs/ios/12_0st/12_0st18/feature/guide/st_vrrpx.html

Blueprint topics covered in
this chapter:

This chapter covers the following subtopics from
the Cisco CCIE Routing and Switching written
exam blueprint. Refer to the full blueprint in
Table I-1 in the Introduction for more details on
the topics covered in each chapter and their
context within the blueprint.

m Classful and Classless Routing Protocols
m Concepts of Policy Routing

m Performance Routing (PfR) and Optimized
Edge Routing (OER)

m [Pv4 Tunneling and GRE



CHAPTER

IP Forwarding (Routing)

Chapter 6 begins the largest part of the book. This part of the book, containing Chapters 7
through 11, focuses on the topics that are the most important and popular for both the CCIE
Routing and Switching written and practical (Iab) exams.

Chapter 6 begins with coverage of the details of the forwarding plane—the actual forwarding of
IP packets. This process of forwarding IP packets is often called /P routing, or simply routing.
Also, many people also refer to IP routing as the data plane, meaning the plane (topic) related
to the end-user data.

Chapters 7 through 11 cover the details of the IP control plane. In contrast to the term data
plane, the control plane relates to the communication of control information—in short, routing
protocols like OSPF and BGP. These chapters cover the routing protocols on the exam,

one chapter per routing protocol, plus an additional chapter on redistribution and route
summarization.

“Do | Know This Already?” Quiz

Table 6-1 outlines the major headings in this chapter and the corresponding “Do I Know This
Already?” quiz questions.

Table 6-1 “Do I Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section Score
IP Forwarding 1-6

Multilayer Switching 7-8

Policy Routing 9-10

Optimized Edge Routing and 11

Performance Routing

Total Score
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To best use this pre-chapter assessment, remember to score yourself strictly. You can find the
answers in Appendix A, “Answers to the ‘Do I Know This Already?’ Quizzes.”

1.  What command is used to enable CEF globally for IP packets?

a.
b.
c.
d.
e.

f.

enable cef
ip enable cef
ip cef

cef enable
cef enable ip

cef ip

2.  Which of the follow triggers an update to a CEF FIB?

Receipt of a Frame Relay InARP message with previously unknown information
Receipt of a LAN ARP reply message with previously unknown information
Addition of a new route to the IP routing table by EIGRP

Addition of a new route to the IP routing table by adding an ip route command

The removal of a route from the IP routing table by EIGRP

3. Routerl has a Frame Relay access link attached to its s0/0 interface. Routerl has a PVC
connecting it to Router3. What action triggers Router3 to send an InARP message over the
PVC to Router1?

a.
b.
c.

d.

Receipt of a CDP multicast on the PVC connected to Routerl
Receipt of an InARP request from Routerl
Receipt of a packet that needs to be routed to Router|

Receipt of a Frame Relay message stating the PVC to Routerl is up

4. Three routers are attached to the same Frame Relay network, have a full mesh of PVCs, and
use IP addresses 10.1.1.1/24 (R1), 10.1.1.2/24 (R2), and 10.1.1.3 (R3). R1 has its IP address
configured on its physical interface; R2 and R3 have their I[P addresses configured on multipoint
subinterfaces. Assuming all the Frame Relay PVCs are up and working, and the router
interfaces have been administratively enabled, which of the following is true?

a.
b.

C.

R1 can ping 10.1.1.2.

R2 cannot ping 10.1.1.3.

R3 can ping 10.1.1.2.

In this case, R1 must rely on mapping via InARP to be able to ping 10.1.1.3.
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5. Three routers are attached to the same Frame Relay network, with a partial mesh of PVCs:
R1-R2 and R1-R3. The routers use IP addresses 10.1.1.1/24 (R1), 10.1.1.2/24 (R2), and
10.1.1.3/24 (R3). R1 has its IP address configured on its physical interface; R2 has its IP address
configured on a multipoint subinterface; and R3 has its IP address configured on a point-to-
point subinterface. Assuming all the Frame Relay PVCs are up and working, and the router
interfaces have been administratively enabled, which of the following is true? Assume no
frame-relay map commands have been configured.

a. Rl canping 10.1.1.2.
b. R2 can ping 10.1.1.3.
c. R3can ping 10.1.1.1.
d. R3’s ping 10.1.1.2 command results in R3 not sending the ICMP Echo packet.
e. R2’s ping 10.1.1.3 command results in R2 not sending the ICMP Echo packet.

6. Routerl has an OSPF-learned route to 10.1.1.0/24 as its only route to a subnet on class A
network 10.0.0.0. It also has a default route. When Router! receives a packet destined for
10.1.2.3, it discards the packet. Which of the following commands would make Routerl
use the default route for those packets in the future?

a. ip classless subcommand of router ospf

b. no ip classful subcommand of router ospf
c. ip classless global command

d. no ip classless global command

e. no ip classful global command

7. Which of the following commands is used on a Cisco IOS Layer 3 switch to use the interface
as a routed interface instead of a switched interface?

a. ip routing global command

b. ip routing interface subcommand

c. ip address interface subcommand

d. switchport access layer-3 interface subcommand

e. no switchport interface subcommand
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8.

10.

On a Cisco 3550 switch with Enterprise Edition software, the first line of the output of a show
interface vlan 55 command lists the state as “Vlan 55 is down, line protocol is down down.”
Which of the following might be causing that state to occur?

a.
b.

C.

VLAN interface has not been no shut yet.
The ip routing global command is missing from the configuration.

On at least one interface in the VLAN, a cable that was previously plugged in has been
unplugged.

VTP mode is set to transparent.

The VLAN has not yet been created on this switch.

Imagine a route map used for policy routing, in which the route map has a set interface default
serial0/0 command. Serial0/0 is a point-to-point link to another router. A packet arrives at this
router, and the packet matches the policy routing route-map clause whose only set command
is the one just mentioned. Which of the following general characterizations is true?

a.

The packet will be routed out interface s0/0; if s0/0 is down, it will be routed using the
default route from the routing table.

The packet will be routed using the default route in the routing table; if there is no
default, the packet will be routed out s0/0.

The packet will be routed using the best match of the destination address with the
routing table; if no match is made, the packet will be routed out s0/0.

The packet will be routed out interface s0/0; if s0/0 is down, the packet will be
discarded.

Router1 has an fa0/0 interface and two point-to-point WAN links back to the core of the
network (s0/0 and s0/1, respectively). Router1 accepts routing information only over s0/0,
which Routerl uses as its primary link. When s0/0 fails, Router1 uses policy routing to
forward the traffic out the relatively slower s0/1 link. Which of the following set commands
in Router!’s policy routing route map could have been used to achieve this function?

a.
b.
c.

d.

set ip default next-hop
set ip next-hop
set ip default interface

set ip interface



“Do | Know This Already?” Quiz 185

11.  Which of the following are conditions or attributes of PfR?

a. Requires CEF to be enabled

b. Doesn’t support MPLS circuits

c. Operates automatically in Cisco IOS 12.4(9)T and later, with no configuration
d. Supports passive and active monitoring

e. Uses IP SLA and NetFlow to gather performance information
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Foundation Topics

IP Forwarding

IP forwarding, or IP routing, is simply the process of receiving an IP packet, making a decision
of where to send the packet next, and then forwarding the packet. The forwarding process needs
to be relatively simple, or at least streamlined, for a router to forward large volumes of packets.

Ignoring the details of several Cisco optimizations to the forwarding process for a moment, the

internal forwarding logic in a router works basically as shown in Figure 6-1.

Figure 6-1 Forwarding Process at Router3, Destination Serverl
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The following list summarizes the key steps shown in Figure 6-1.

1. A router receives the frame and checks the received frame check sequence (FCS); if errors

onl occurred, the frame is discarded. The router makes no attempt to recover the lost packet.

i Topic

2. If no errors occurred, the router checks the Ethernet Type field for the packet type, and extracts
the packet. The Data Link header and trailer can now be discarded.

3. Assuming an IP packet, the router checks its IP routing table for the most specific prefix match
of the packet’s destination IP address.
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4. The matched routing table entry includes the outgoing interface and next-hop router; this
information points the router to the adjacency information needed to build a new Data Link
frame.

5. Before creating a new frame, the router updates the IP header TTL field, requiring a
recomputation of the IP header checksum.

6. The router encapsulates the IP packet in a new Data Link header (including the destination
address) and trailer (including a new FCS) to create a new frame.

The preceding list is a generic view of the process; next, a few words on how Cisco routers can
optimize the routing process by using Cisco Express Forwarding (CEF).

Process Switching, Fast Switching, and Cisco Express Forwarding
Steps 3 and 4 from the generic routing logic shown in the preceding section are the most
computation-intensive tasks in the routing process. A router must find the best route to use for
every packet, requiring some form of table lookup of routing information. Also, a new Data Link
header and trailer must be created, and the information to put in the header (like the destination
Data Link address) must be found in another table.

Cisco has created several different methods to optimize the forwarding processing inside routers,
termed switching paths. This section examines the two most likely methods to exist in Cisco router
networks today: fast switching and CEF.

With fast switching, the first packet to a specific destination IP address is process switched, meaning
that it follows the same general algorithm as in Figure 6-1. With the first packet, the router adds an
entry to the fast-switching cache, sometimes called the route cache. The cache has the destination
IP address, the next-hop information, and the data link header information that needs to be added to
the packet before forwarding (as in Step 6 in Figure 6-1). Future packets to the same destination
address match the cache entry, so it takes the router less time to process and forward the packet.

Although it is much better than process switching, fast switching has a few drawbacks. The first
packet must be process switched. The cache entries are timed out relatively quickly, because

otherwise the cache could get overly large as it has an entry per each destination address, not per
destination subnet/prefix. Also, load balancing can only occur per destination with fast switching.

CEF overcomes the main shortcoming of fast switching. CEF optimizes the route lookup process
by using a construct called the Forwarding Information Base (FIB). The FIB contains information
about all the known routes in the routing table. Rather than use a table that is updated when new flows
appear, as did the Cisco earlier fast-switching technology, CEF loads FIB entries as routes are added
and removed from the routing table. CEF does not have to time out the entries in the FIB, does not
require the first packet to a destination to be process switched, and allows much more effective
load balancing over equal-cost routes.
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When a new packet arrives, CEF routers first search the FIB. Cisco designed the CEF FIB structure
as a special kind of tree, called an mtrie, that significantly reduces the time taken to match the
packet destination address to the right CEF FIB entry.

The matched FIB entry points to an entry in the CEF adjacency table. The adjacency table lists
the outgoing interface, along with all the information needed to build the Data Link header and
trailer before sending the packet. When a router forwards a packet using CEF, it easily and quickly
finds the corresponding CEF FIB entry, after which it has a pointer to the adjacency table entry—
which tells the router how to forward the packet.

Table 6-2 summarizes a few key points about the three main options for router switching paths.

Table 6-2 Matching Logic and Load-Balancing Options for Each Switching Path

{ Key
§ Topic

Tables that Hold the
Switching Path | Forwarding Information Load-Balancing Method
Process switching | Routing table Per packet
Fast switching Fast-switching cache (per flow route Per destination IP address
cache)
CEF FIB and adjacency tables Per a hash of the packet source and
destination, or per packet

The ip cef global configuration command enables CEF for all interfaces on a Cisco router. The
no ip route-cache cef interface subcommand can then be used to selectively disable CEF on an
interface. On many of the higher-end Cisco platforms, CEF processing can be distributed to the
linecards. Similarly, Cisco multilayer switches use CEF for Layer 3 forwarding, by loading CEF
tables into the forwarding ASICs.

Building Adjacency Information: ARP and Inverse ARP

The CEF adjacency table entries list an outgoing interface and a Layer 2 and Layer 3 address
reachable via that interface. The table also includes the entire data link header that should be used
to reach that next-hop (adjacent) device.

The CEF adjacency table must be built based on the IP routing table, plus other sources. The IP
routing table entries include the outgoing interfaces to use and the next-hop device’s IP address.
To complete the adjacency table entry for that next hop, the router needs to know the Data Link layer
address to use to reach the next device. Once known, the router can build the CEF adjacency table
entry for that next-hop router. For instance, for Router3 in Figure 6-1 to reach next-hop router
172.31.13.1 (Routerl), out interface s0/0.3333, Router3 needed to know the right Data-Link
connection identifier (DLCI) to use. So, to build the adjacency table entries, CEF uses the IP ARP
cache, Frame Relay mapping information, and other sources of Layer 3-to-Layer 2 mapping
information.
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First, a quick review of IP ARP. The ARP protocol dynamically learns the MAC address of another
IP host on the same LAN. The host that needs to learn the other host’s MAC address sends an ARP
request, sent to the LAN broadcast address, hoping to receive an ARP reply (a LAN unicast) from
the other host. The reply, of course, supplies the needed MAC address information.

Frame Relay Inverse ARP
IP ARP is widely understood and relatively simple. As a result, it is hard to ask difficult questions
about ARP on an exam. However, the topics of Frame Relay Inverse ARP (InARP), its use, defaults,
and when static mapping must be used lend themselves to being the source of tricky exam questions.
So, this section covers Frame Relay InARP to show some of the nuances of when and how it is used.

InARP discovers the DLCI to use to reach a particular adjacent IP address. However, as the term
Inverse ARP implies, the process differs from ARP on LANs; with InARP, routers already know
the Data Link address (DLCI), and need to learn the corresponding IP address. Figure 6-2 shows
an example InARP flow.

Figure 6-2 Frame Relay InARP
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Unlike on LANS, a packet does not need to arrive at the router to trigger the InARP protocol;
instead, an LMI status message triggers InARP. After receiving an LMI PVC Up message, each
router announces its own IP address over the VC, using an InARP message, as defined in RFC
1293. Interestingly, if you disable LMI, then the InARP process no longer works, because nothing
triggers a router to send an InARP message.

NOTE In production Frame Relay networks, the configuration details are chosen to purposefully
avoid some of the pitfalls that are covered in the next several pages of this chapter. For example,
when using mainly point-to-point subinterfaces, with a different subnet per VC, all the problems
described in the rest of the Frame Relay coverage in this chapter can be avoided.

While InARP itself is relatively simple, implementation details differ based on the type of
subinterface used in a router. For a closer look at implementation, Figure 6-3 shows an example
Frame Relay topology with a partial mesh and a single subnet, in which each router uses a different
interface type for its Frame Relay configuration. (You would not typically choose to configure
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Frame Relay on physical, point-to-point and multipoint subinterfaces in the same design—indeed,
it wreaks havoc with routing protocols if you do so. This example does so just to show in more
detail in the examples how InARP really works.) Example 6-1 points out some of the basic show
and debug commands related to Frame Relay InARP, and one of the oddities about InARP relating
to point-to-point subinterfaces.

Figure 6-3 Frame Relay Topology for Frame Relay INnARP Examples
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NOTE All figures with Frame Relay networks in this book use Global DLCI conventions
unless otherwise stated. For instance, in Figure 6-3, DLCI 300 listed beside Router3 means that,
due to Local DLCI assignment conventions by the service provider, all other routers (like
Router4) use DLCI 300 to address their respective VCs back to Router3.

Example 6-1 Frame Relay InARP show and debug Commands

! First, Router1 configures Frame Relay on a multipoint subinterface.
Routeri1# sh run
! Lines omitted for brevity
interface Serialo/0
encapsulation frame-relay
interface Serial®/0.11 multipoint
ip address 172.31.134.1 255.255.255.0
frame-relay interface-dlci 300
frame-relay interface-dlci 400
! Lines omitted for brevity
! Next, the serial interface is shut and no shut, and the earlier InARP entries
! are cleared, so the example can show the InARP process.
Routeri1# conf t
Enter configuration commands, one per line. End with CNTL/Z.
Router1(config)# int s 0/0
Router1(config-if)# do clear frame-relay inarp
Routeri(config-if)# shut
Router1(config-if)# no shut
) #

Routeri(config-if ~Z
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Example 6-1 Frame Relay InARP show and debug Commands (Continued)

§ Topic

{ Key
i Topic

Messages resulting from the debug frame-relay event command show the
received InARP messages on Routeri. Note the hex values @OxAC1F8603 and
0xAC1F8604, which in decimal are 172.31.134.3 and 172.31.134.4 (Router3
! and Router4, respectively).
Router1# debug frame-relay events
*Mar 1 00:09:45.334: Serial0/0.11: FR ARP input
*Mar 1 00:09:45.334: datagramstart = 0x392BAQE, datagramsize = 34
*Mar 1 00:09:45.334: FR encap = 0x48C10300
*Mar 1 00:09:45.334: 80 00 00 00 08 06 00 OF 08 00 02 04 00 09 00 00
*Mar 1 00:09:45.334: AC 1F 86 03 48 C1 AC 1F 86 01 01 02 00 00
*Mar 1 00:09:45.334:
*Mar 1 00:09:45.334: Serial0/0.11: FR ARP input

1

1

1

1

*Mar 00:09:45.334: datagramstart = 0x392B8CE, datagramsize = 34

*Mar 00:09:45.338: FR encap = 0x64010300

*Mar 00:09:45.338: 80 00 00 00 08 06 00 OF 08 00 02 04 00 09 00 00

*Mar 00:09:45.338: AC 1F 86 04 64 01 AC 1F 86 01 01 02 00 00

! Next, note the show frame-relay map command output does include a "dynamic"

! keyword, meaning that the entries were learned with InARP.

Router1# show frame-relay map

Serial®/@.11 (up): ip 172.31.134.3 dlci 300(0x12C,0x48C0), dynamic,
broadcast,, status defined, active

Serial®/0.11 (up): ip 172.81.134.4 dlci 400(0x190,0x6400), dynamic,
broadcast,, status defined, active

! On Router3, show frame-relay map only lists a single entry as well, but

! the format is different. Because Router3 uses a point-to-point subinterface,

! the entry was not learned with InARP, and the command output does not include

! the word "dynamic." Also note the absence of any Layer 3 addresses.

Router3# show frame-relay map

Serial®/©.3333 (up): point-to-point dlci, dlci 100(0x64,0x1840), broadcast

status defined, active

191

NOTE Example 6-1 included the use of the do command inside configuration mode. The

do command, followed by any exec command, can be used from inside configuration mode to

issue an exec command, without having to leave configuration mode.

The example show commands from Routerl detail the fact that InARP was used; however, the last
show command in Example 6-1 details how Router3 actually did not use the received InARP
information. Cisco IOS Software knows that only one VC is associated with a point-to-point
subinterface; any other IP hosts in the same subnet as a point-to-point subinterface can be reached
only by that single DLCI. So, any received InARP information related to that DLCI is unnecessary.

For instance, whenever Router3 needs to forward a packet to Routerl (172.31.134.1), or any other
host in subnet 172.31.134.0/24, Router3 already knows from its configuration to send the packet
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over the only possible DLCI on that point-to-point subinterface—namely, DLCI 100. So, although
all three types of interfaces used for Frame Relay configuration support InARP by default, point-
to-point subinterfaces ignore the received InARP information.

Static Configuration of Frame Relay Mapping Information
In Figure 6-3, Router3 already knows how to forward frames to Router4, but the reverse is not true.
Router3 uses logic like this: “For packets needing to get to a next-hop router that is in subnet
172.31.124.0/24, send them out the one DLCI on that point-to-point subinterface—DLCI 100.”
The packet then goes over that VC to Routerl, which in turn routes the packet to Router4.

In the admittedly poor design shown in Figure 6-3, however, Router4 cannot use the same kind of
logic as Router3, as its Frame Relay details are configured on its physical interface. To reach
Router3, Router4 needs to send frames over DLCI 100 back to Routerl, and let Router]l forward
the packet on to Router3. In this case, InARP does not help, because InARP messages only flow
across a VC, and are not forwarded; note that there is no VC between Router4 and Router3.

The solution is to add a frame-relay map command to Router4’s configuration, as shown in
Example 6-2. The example begins before Router4 has added the frame-relay map command, and
then shows the results after having added the command.

Example 6-2 Using the frame-relay map Command—Router4

! Router4 only lists a single entry in the show frame-relay map command

! output, because Router4 only has a single VC, which connects back to Routert.
! With only 1 VC, Router4 could only have learned of 1 other router via InARP.
Router4# sh run

! 1lines omitted for brevity

interface Serial0/0

ip address 172.31.134.4 255.255.255.0

encapsulation frame-relay
Router4# show frame-relay map
Serial@/@ (up): ip 172.31.134.1 dlci 100(0x64,0x1840), dynamic,

broadcast,, status defined, active

! Next, proof that Router4 cannot send packets to Router3's Frame Relay IP address.
Router4# ping 172.31.134.3

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.31.134.3, timeout is 2 seconds:

Success rate is @ percent (0/5)

! Next, static mapping information is added to Router4 using the frame-relay map
interface subcommand. Note that the command uses DLCI 100, so that any packets
sent by Router4 to 172.31.134.3 (Router3) will go over the VC to Router1, which
will then need to route the packet to Router3. The broadcast keyword tells
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Example 6-2 Using the frame-relay map Command—Router4 (Continued)

! Router4 to send copies of broadcasts over this VC.

Router4# conf t

Enter configuration commands, one per line. End with CNTL/Z.
Router4(config)# int s0/0

Router4(config-if)# frame-relay map ip 172.31.134.3 100 broadcast
Router4(config-if)# *~Z

Router4# ping 172.31.134.3

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.31.134.3, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 20/20/20 ms

NOTE Remember, Router3 did not need a frame-relay map command, due to the logic used
for a point-to-point subinterface.

Keep in mind that you probably would not choose to build a network like the one shown in
Figure 6-3 using different subinterface types on the remote routers, nor would you typically put
all three nonfully meshed routers into the same subnet unless you were seriously constrained in
your IP address space.

In cases where you do use a topology like that shown in Figure 6-3, you can use the configuration
described in the last few pages. Alternatively, if both Router3 and Router4 had used multipoint
subinterfaces, they would both have needed frame-relay map commands, because these two
routers could not have heard InARP messages from the other router. However, if both Router3 and
Router4 had used point-to-point subinterfaces, neither would have required a frame-relay map
command, due to the “use this VC to reach all addresses in this subnet” logic.

Disabling INARP
In most cases for production networks, using InARP makes sense. However, InARP can be
disabled on multipoint and physical interfaces using the no frame-relay inverse-arp interface
subcommand. InARP can be disabled for all VCs on the interface/subinterface, all VCs on the
interface/subinterface for a particular Layer 3 protocol, and even for a particular Layer 3 protocol
per DLCI.

Interestingly, the no frame-relay inverse-arp command not only tells the router to stop sending
InARP messages, but also tells the router to ignore received InARP messages. For instance, the
no frame-relay inverse-arp ip 400 subinterface subcommand on Routerl in Example 6-2 not
only prevents Router1 from sending InARP messages over DLCI 400 to Router4, but also causes
Router] to ignore the InARP received over DLCI 400.




194 Chapter 6: IP Forwarding (Routing)

Table 6-3

{ Key
i Topic

Table 6-3 summarizes some of the key details about Frame Relay Inverse ARP settings in 10S.

Facts and Behavior Related to INnARP

Fact/Behavior Point-to-Point Multipoint or Physical
Does InARP require LMI? Always Always

Is InARP enabled by default? Yes Yes

Can InARP be disabled? No Yes

Ignores received InARP messages? Always1 When InARP is disabled

IPoint—to—point interfaces ignore INARP messages because of their “send all packets for addresses in this subnet using
the only DLCI on the subinterface” logic.

Classless and Classful Routing

{ Key
i Topic

So far this chapter has reviewed the basic forwarding process for IP packets in a Cisco router. The
logic requires matching the packet destination with the routing table, or with the CEF FIB if CEF
is enabled, or with other tables for the other options Cisco uses for route table lookup. (Those
options include fast switching in routers and NetFlow switching in multilayer switches, both of
which populate an optimized forwarding table based on flows, but not on the contents of the
routing table.)

Classless routing and classful routing relate to the logic used to match the routing table, specifically
for when the default route is used. Regardless of the use of any optimized forwarding methods (for
instance, CEF), the following statements are true about classless and classful routing:

m  Classless routing—When a default route exists, and no specific match is made when comparing
the destination of the packet and the routing table, the default route is used.

m  Classful routing—When a default route exists, and the class A, B, or C network for the
destination IP address does not exist at all in the routing table, the default route is used. If any
part of that classful network exists in the routing table, but the packet does not match any
of the existing subnets of that classful network, the router does not use the default route and
thus discards the packet.

Typically, classful routing works well in enterprise networks only when all the enterprise routes are
known by all routers, and the default is used only to reach the Internet-facing routers. Conversely,
for enterprise routers that normally do not know all the routes—for instance, if a remote router has
only a few connected routes to network 10.0.0.0 and a default route pointing back to a core site—
classless routing is required. For instance, in an OSPF design using stubby areas, default routes
are injected into the non-backbone areas, instead of advertising all routes to specific subnets. As a
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result, classless routing is required in routers in the stubby area, because otherwise non-backbone
area routers would not be able to forward packets to all parts of the network.

Classless and classful routing logic is controlled by the ip classless global configuration command.
The ip classless command enables classless routing, and the no ip classless command enables
classful routing.

No single chapter in this book covers the details of the three uses of the terms classful and
classless. Table 6-4 summarizes and compares the three uses of these terms.

Table 6-4 Comparing the Use of the Terms Classless and Classful

As the Terms

(Chapters 7-10)

routing updates; supports VLSM and
discontiguous networks. Classless routing
protocols: RIPv2, EIGRP, OSPF, and IS-IS.

Pertain to ... |Meaning of “Classless” Meaning of “Classful”
Addressing Class A, B, and C rules are not used; Class A, B, and C rules are used; addresses have
(Chapter 4) addresses have two parts, the prefix and host. | three parts, the network, subnet, and host.
Routing If no specific routes are matched for a given | The router first attempts a match of the classful
(Chapter 6) packet, the router forwards based on the network. If found, but none of the routes in that
default route. classful network matches the destination of a
given packet, the default route is not used.
Routing Routing protocol does not need to assume Routing protocol does need to assume details
protocols details about the mask, as it is included in the | about the mask, as it is not included in the routing

updates; does not support VLSM and
discontiguous networks. Classful routing
protocols: RIPv1 and IGRP.

Multilayer Switching

Multilayer Switching (MLS) refers to the process by which a LAN switch, which operates at
least at Layer 2, also uses logic and protocols from layers other than Layer 2 to forward data.
The term Layer 3 switching refers specifically to the use of the Layer 3 destination address,
compared to the routing table (or equivalent), to make the forwarding decision. (The latest
switch hardware and software from Cisco uses CEF switching to optimize the forwarding of
packets at Layer 3.)

MLS Logic

Layer 3 switching configuration works similarly to router configuration—IP addresses are assigned
to interfaces, and routing protocols are defined. The routing protocol configuration works just like
a router; however, the interface configuration on MLS switches differs slightly from routers, using
VLAN interfaces, routed interfaces, and PortChannel interfaces.
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VLAN interfaces give a Layer 3 switch a Layer 3 interface attached to a VLAN. Cisco sometimes
refers to these interfaces as switched virtual interfaces (SVIs). To route between VLANS, a switch
simply needs a virtual interface attached to each VLAN, and each VLAN interface needs an
IP address in the respective subnets used on those VLANS.

NOTE Although it is not a requirement, the devices in a VLAN are typically configured in the
same single [P subnet. However, you can use secondary IP addresses on VLAN interfaces to
configure multiple subnets in one VLAN, just like on other router interfaces.

When using VLAN interfaces, the switch must take one noticeable but simple additional step
when routing a packet. Like typical routers, MLS makes a routing decision to forward a packet.
As with routers, the routes in an MLS routing table entry list an outgoing interface (a VLAN
interface in this case), as well as a next-hop layer 3 address. The adjacency information (for example,
the IP ARP table or the CEF adjacency table) lists the VLAN number and the next-hop device’s
MAC address to which the packet should be forwarded—again, typical of normal router operation.

At this point, a true router would know everything it needs to know to forward the packet. An MLS
switch, however, then also needs to use Layer 2 logic to decide out which physical interface to
physically forward the packet. The switch will simply find the next-hop device’s MAC address in
the CAM and forward the frame to that address based on the CAM.

Using Routed Ports and PortChannels with MLS

In some point-to-point topologies, VLAN interfaces are not required. For instance, when an
MLS switch connects to a router using a cable from a switch interface to a router’s LAN
interface, and the only two devices in that subnet are the router and that one physical interface
on the MLS switch, the MLS switch can be configured to treat that one interface as a routed
port. (Another typical topology for using router ports is when two MLS switches connect for
the purpose of routing between the switches, again creating a case with only two devices in the
VLAN/subnet.)

A routed port on an MLS switch has the following characteristics:

m The interface is not in any VLAN (not even VLAN 1).
m  The switch does not keep any Layer 2 switching table information for the interface.

m Layer 3 settings, such as the IP address, are configured under the physical interface—just like
a router.

m  The adjacency table lists the outgoing physical interface or PortChannel, which means that
Layer 2 switching logic is not required in these cases.



Multilayer Switching 197

Ethernet PortChannels can be used as routed interfaces as well. To do so, as on physical routed
interfaces, the no switchport command should be configured. (For PortChannels, the physical
interfaces in the PortChannel must also be configured with the no switchport command.) Also,
when using a PortChannel as a routed interface, PortChannel load balancing should be based on
Layer 3 addresses because the Layer 2 addresses will mostly be the MAC addresses of the two
MLS switches on either end of the PortChannel. PortChannels may also be used as Layer 2
interfaces when doing MLS. In that case, VLAN interfaces would be configured with IP address,
and the PortChannel would simply act as any other Layer 2 interface.

Table 6-5 lists some of the specifics about each type of Layer 3 interface.

Table 6-5 MLS Layer 3 Interfaces

{ Key

{ Topic Interface

Forwarding to Adjacent
Device

Configuration Requirements

VLAN interface

Uses Layer 2 logic and L2 MAC
address table

Create VLAN interface; VLAN
must also exist

Physical (routed) interface

Forwards out physical interface

Use no switchport command to
create a routed interface

PortChannel (switched)
interface

Not applicable; just used as
another Layer 2 forwarding path

No special configuration; useful
in conjunction with VLAN
interfaces

PortChannel (routed)
interface

Balances across links in
PortChannel

Needs no switchport command in
order to be used as a routed
interface; optionally change load-
balancing method

MLS Configuration

The upcoming MLS configuration example is designed to show all of the configuration options. The
network design is shown in Figures 6-4 and 6-5. In Figure 6-4, the physical topology is shown,
with routed ports, VLAN trunks, a routed PortChannel, and access links. Figure 6-5 shows the
same network, with a Layer 3 view of the subnets used in the network.
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Figure 6-4 Physical Topology: Example Using MLS
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Figure 6-5 Layer 3 Topology View: Example Using MLS
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A few design points bear discussion before jumping into the configuration. First, SW1 and SW2
need Layer 2 connectivity to support traffic in VLANSs 11 and 12. In other words, you need a Layer 2
trunk between SW1 and SW2, and for several reasons. Focusing on the Layer 2 portions of the
network on the right side of Figure 6-4, SW1 and SW2, both distribution MLS switches, connect
to SW3 and SW4, which are access layer switches. SW1 and SW2 are responsible for providing
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full connectivity in VLANS 11 and 12. To fully take advantage of the redundant links, SW1 and
SW2 need a Layer 2 path between each other. Additionally, this design uses SW1 and SW2 as
Layer 3 switches, so the hosts in VLANSs 11 and 12 will use SW1 or SW2 as their default gateway.
For better availability, the two switches should use HSRP, VRRP, or GLBP. Regardless of which
protocol is used, both SW1 and SW2 need to be in VLANs 11 and 12, with connectivity in those
VLAN:S, to be effective as default gateways.

In addition to a Layer 2 trunk between SW1 and SW2, to provide effective routing, it makes sense
for SW1 and SW2 to have a routed path between each other as well. Certainly, SW1 needs to be
able to route packets to router R1, and SW2 needs to be able to route packets to router R2. However,
routing between SW1 and SW2 allows for easy convergence if R1 or R2 fails.

Figure 6-4 shows two alternatives for routed connectivity between SW1 and SW2, and one option
for Layer 2 connectivity. For Layer 2 connectivity, a VLAN trunk needs to be used between the
two switches. Figure 6-4 shows a pair of trunks between SW1 and SW2 (labeled with a circled T)
as a Layer 2 PortChannel. The PortChannel would support the VLAN 11 and 12 traffic.

To support routed traffic, the figure shows two alternatives: simply route over the Layer 2
PortChannel using VLAN interfaces, or use a separate routed PortChannel. First, to use the Layer 2
PortChannel, SW1 and SW2 could simply configure VLAN interfaces in VLANs 11 and 12. The
alternative configuration uses a second PortChannel that will be used as a routed PortChannel.
However, the routed PortChannel does not function as a Layer 2 path between the switches, so the
original Layer 2 PortChannel must still be used for Layer 2 connectivity. Upcoming Example 6-3
shows both configurations.

Finally, a quick comment about PortChannels is needed. This design uses PortChannels between
the switches, but they are not required. Most links between switches today use at least two links
in a PortChannel, for the typical reasons—better availability, better convergence, and less STP
overhead. This design includes the PortChannel to point out a small difference between the routed
interface configuration and the routed PortChannel configuration.

Example 6-3 shows the configuration for SW1, with some details on SW2.

Example 6-3 MLS-Related Configuration on Switchl

! Below, note that the switch is in VTP transparent mode, and VLANs 11 and 12 are
! configured, as required. Also note the ip routing global command, without which
! the switch will not perform Layer 3 switching of IP packets.

vlan 11

!

vlan 12

! The ip routing global command is required before the MLS will perform

! Layer 3 forwarding.

ip routing

continues
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Example 6-3 MLS-Related Configuration on Switchl (Continued)

!
vtp domain CCIE-domain
vtp mode transparent

! Next the no switchport command makes PortChannel a routed port. On a routed
! port, an IP address can be added to the interface.

interface Port-channeli

no switchport

ip address 172.31.23.201 255.255.255.0

! Below, similar configuration on the interface connected to Routerit.
interface FastEtherneto/1

no switchport

ip address 172.31.21.201 255.255.255.0

! Next, the configuration shows basic PortChannel commands, with the

! no switchport command being required due to the same command on PortChannel.
interface GigabitEthernet0/1

no switchport

no ip address

channel-group 1 mode desirable

1

interface GigabitEthernet0/2

no switchport

no ip address

channel-group 1 mode desirable

! Next, interface VLAN 11 gives Switch1 an IP presence in VLAN11. Devices in VLAN
! 11 can use 172.31.11.201 as their default gateway. However, using HSRP is

! better, so Switch1 has been configured to be HSRP primary in VLAN11, and Switch2
! to be primary in VLAN12, with tracking so that if Switch1 loses its connection
! to Router1, HSRP will fail over to Switch2.

interface Vlanii

ip address 172.31.11.201 255.255.255.0

no ip redirects

standby 11 ip 172.31.11.254

standby 11 priority 90

standby 11 track FastEthernet@/1

! Below, VLAN12 has similar configuration settings, but with a higher (better)
! HSRP priority than Switch2's VLAN 12 interface.

interface Vlani2

ip address 172.31.12.201 255.255.255.0

no ip redirects

standby 12 ip 172.31.12.254

standby 12 priority 110

standby 12 track FastEthernet@/1
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NOTE For MLS switches to route using VLAN interfaces, two other actions are required: The
corresponding VLANs must be created, and the ip routing global command must have been
configured. (MLS switches will not perform Layer 3 routing without the ip routing command,
which is not enabled by default.) If the VLAN interface is created before either of those actions,
the VLAN interface sits in a “down and down” state. If the VL AN is created next, the VLAN
interface is in an “up and down” state. Finally, after adding the ip routing command, the interface
is in an “up and up” state.

As stated earlier, the routed PortChannel is not required in this topology. It was included to show
an example of the configuration, and to provide a backdrop from which to discuss the differences.
However, as configured, SW1 and SW2 are Layer 3 adjacent over the routed PortChannel as well
as via their VLAN 11 and 12 interfaces. So, they could exchange IGP routing updates over three
separate subnets. In such a design, the routed PortChannel was probably added so that it would be
the normal Layer 3 path between SW1 and SW2; care should be taken to tune the IGP implementation
so that this route is chosen instead of the routes over the VLAN interfaces.

Policy Routing

All the options for IP forwarding (routing) in this chapter had one thing in common: The destination
IP address in the packet header was the only thing in the packet that was used to determine how
the packet was forwarded. Policy routing allows a router to make routing decisions based on
information besides the destination IP address.

Policy routing’s logic begins with the ip policy command on an interface. This command tells IOS
to process incoming packets with different logic before the normal forwarding logic takes place.
(To be specific, policy routing intercepts the packet after Step 2, but before Step 3, in the routing
process shown in Figure 6-1.) IOS compares the received packets using the route map referenced
in the ip policy command. Figure 6-6 shows the basic logic.

Specifying the matching criteria for policy routing is relatively simple compared to defining the
routing instructions using the set command. The route maps used by policy routing must match
either based on referring to an ACL (numbered or named IP ACL, using the match ip address
command) or based on packet length (using the match length command). To specify the routing
instructions—in other words, where to forward the packet next—the set command is used.
Table 6-6 lists the set commands, and provides some insight into their differences.
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Figure 6-6 Basic Policy Routing Logic
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Table 6-6 Policy Routing Instructions (set Commands)
£ Key Command Comments
3, Topic
) set ip next-hop ip-address Next-hop addresses must be in a connected subnet; forwards to the
[...ip-address] first address in the list for which the associated interface is up.

set ip default next-hop ip-address | Same logic as previous command, except policy routing first
[...ip-address] attempts to route based on the routing table.

set interface interface-type Forwards packets using the first interface in the list that is up.
interface-number |. . . interface-
type interface-number]

set default interface interface-type | Same logic as previous command, except policy routing first
interface-number |. . . interface- attempts to route based on the routing table.
type interface-number]

set ip precedence number | name Sets IP precedence bits; can be decimal value or ASCII name.

set ip tos [number) Sets entire ToS byte; numeric value is in decimal.
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Key The first four set commands in Table 6-6 are the most important ones to consider. Essentially, you

i Topic  set either the next-hop IP address or the outgoing interface. Use the outgoing interface option only

’ when it is unambiguous—for instance, do not refer to a LAN interface or multipoint Frame Relay
subinterface. Most importantly, note the behavior of the default keyword in the set commands.
Use of the default keyword essentially means that policy routing tries the default (destination
based) routing first, and resorts to using the set command details only when the router finds no
matching route in the routing table.

The remaining set commands set the bits inside the ToS byte of the packet; refer to Chapter 12,
“Classification and Marking,” for more information about the ToS byte and QoS settings. Note that
you can have multiple set commands in the same route-map clause. For instance, you may want
to define the next-hop IP address and mark the packet’s ToS at the same time.

Figure 6-7 shows a variation on the same network used earlier in this chapter. Router3 and Router4
are now at the same site, connected to the same LAN, and each has PVCs connecting to Routerl
and Router?2.

Figure 6-7 Policy Routing Example on Router3
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Example 6-4 shows three separate policy routing configurations on Router3. The first
configuration forwards Telnet traffic over the PVC to Router2 (next hop 172.31.123.2). The next
configuration does the same thing, but this time using the set interface command. The final option
shows a nonworking case with Router3 specifying its LAN interface as an outgoing interface.

Example 6-4 Policy Routing Example on Router3

! Below, Router3 is configured with three route maps, one of which is enabled on
interface e0/0 with the ip policy route-map to-R2-nexthop command. The two
route maps that are not referenced in the ip policy command are used
! later in the configuration.
Router3# sh run
! Lines omitted for brevity
interface Ethernet0/0
mac-address 0200.3333.3333
ip address 172.31.103.3 255.255.255.0

continues



204 Chapter 6: IP Forwarding (Routing)

Example 6-4 Policy Routing Example on Router3 (Continued)

{ Key
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ip policy route-map to-R2-nexthop

!
interface Serial@/0.32 point-to-point

ip address 172.31.123.3 255.255.255.0

frame-relay interface-dlci 200

!
interface Serial®/0.134 point-to-point

ip address 172.31.134.3 255.255.255.0

frame-relay interface-dlci 100

!
access-list 111 permit tcp any any eq telnet

! This route-map matches all telnet, and picks a route through R2.
route-map to-R2-nexthop permit 10

match ip address 111

set ip next-hop 172.31.123.2

! This route-map matches all telnet, and picks a route out EQ/0.
route-map to-R4-outgoing permit 10

match ip address 111

set interface Ethernet0/0

! This route-map matches all telnet, and picks a route out S0/0.32.
route-map to-R2-outgoing permit 10

match ip address 111

set interface Serial0/0.32

! debugging is enabled to prove policy routing is working on Router3.
Router3# debug ip policy

Policy routing debugging is on

! Not shown, a Client3 tries to telnet to 172.31.11.201

! Below, a sample of the debug messages created for a single policy-routed packet.
06:21:57: IP: route map to-R2-nexthop, item 10, permit

06:21:57: IP: Ethernet0/0 to Serial0/0.32 172.31.123.2
RN R R R R R R R R R R RN R R NN R R R NN R R RN R R RN AR RN RN NN

! Next, Router3 uses a different route-map. This one sets the outgoing interface to
! S0/0.32. The Outgoing interface option works, because it is a point-to-point

! subinterface

Router3# conf t

Enter configuration commands, one per line. End with CNTL/Z.

Router3(config)# int e 0/0

Router3(config-if)# ip policy route-map to-R2-outgoing

Router3(config-if)# *~Z

! Not shown, the same user with default gateway of Router3 tries to telnet again.

! Below, the sample debug messages are identical as the previous set of messages.
| A A A A A A A A A A A A A A A A A A A A A A A A A O O O A O A A R A A A A A

06:40:51: IP: route map to-R2-outgoing, item 10, permit

06:40:51: IP: Ethernet0/0 to Serial®/0.32 172.31.123.2

! Next, switching to a third route-map that sets the outgoing interface to E0/0.
Router3# conf t

Enter configuration commands, one per line. End with CNTL/Z.
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Protocol
Internet
Internet
Internet

Router3(config)# int e 0/0

Router3(config-if)# ip policy route-map to-R4-outgoing
Router3(config-if)# *~Z
! Not shown, the same user with default gateway of Router3 tries to telnet again.
Router3 actually sends an ARP request out e@/0, looking for

the IP address in the destination of the packet - 172.31.11.201, the address
Also below, Router3 shows that the ARP table

Address
172.31.11.201
172.31.104.3
172.31.104.4

to which the user is telnetting.
! entry for 172.31.11.201 is incomplete.
Router3# sh ip arp

Age (min)
0

0

Hardware Addr
Incomplete

0200.3333.3333
0200.4444.4444

Type
ARPA
ARPA
ARPA

Policy Routing

Interface

Ethernet0/0
Ethernet0/0
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The first two route maps in the example were relatively simple, with the last route map showing
why specifying a multi-access outgoing interface is problematic. In the first two cases, the telnet
works fine; to verify that it was working, the debug ip policy command was required.

The third route map (to-R4-outgoing) sets the output interface to Router3’s E0/0 interface. Because
Router3 does not have an associated next-hop IP address, Router3 sends an ARP request asking
for 172.31.11.201°s MAC address. As shown in the show ip arp command output, Router3 never
completes its ARP entry. To work around the problem, assuming that the goal is to forward the
packets to Router4 next, the configuration in Router3 should refer to the next-hop IP address
instead of the outgoing interface E0/0.

NOTE Policy Routing for this particular topology fails due to a couple of tricky side effects
of ARP. At first glance, you might think that the only thing required to make the to-R4-outgoing
policy work is for R4 to enable proxy ARP. In fact, if R4 is then configured with an ip proxy-
arp interface subcommand, R4 does indeed reply to R3’s ARP for 172.31.11.201. R4 lists its

own MAC address in the ARP reply. However, R3 rejects the ARP reply, because of a basic
check performed on ARPs. R3’s only IP route matching address 172.31.11.201 points over

the WAN interface, and routers check ARP replies to make sure they list a sensible interface.
From R3’s perspective, the only sensible interface is one through which the destination might
possibly be reached. So, R3’s logic dictates that it should never hear an ARP reply regarding
172.31.11.201 coming in its fa0/0 interface, so R3 rejects the (proxy) ARP reply from R4. To

see all of this working in a lab, re-create the topology, and use the debug ip arp and debug

policy commands.
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Optimized Edge Routing and Performance Routing

Performance routing (PfR) and optimized edge routing (OER) were added to the CCIE R&S
qualification exam blueprint in 2009. OER came first, and Cisco has extended its functionality and
renamed it PfR. This approach is similar to Cisco’s change of nomenclature from Service
Assurance Agent (SAA) to IP service level agreement (IP SLA). (Incidentally, PfR uses the IP
SLA feature internally.) As you’ll see in the example later in this section, PfR uses commands that
begin with oer for configuration. According to the Cisco documentation, the OER configuration
commands may eventually be replaced and deprecated, but you should concentrate on the
concepts of PfR and the oer commands as you learn this material. Throughout this section, we
refer to this feature as PfR for clarity; but first, here’s a brief look at how OER came into existence.

OER was created to extend the capability of routers to more optimally route traffic than routing
protocols can provide on their own. To do this, OER takes into account the following information:

m  Packet loss

m  Response time

m  Path availability

m  Traffic load distribution

By adding this information into the routing decision process, OER can influence routing to avoid
links with unacceptable latency, packet loss, or network problems severe enough to cause serious
application performance problems, but not severe enough to trigger routing changes by the routing
protocols in use. Furthermore, taking into account that many modern networks use multiple
service provider circuits and typically do little or no load balancing between them, OER provides
for this functionality. OER performs these functions automatically, but also allows network
administrators to manually configure them in a highly granular way if desired.

OER uses a five-phase operational model:

m  Profile—Learn the flows of traffic that have high latency or high throughput.
B Measure—Passively/actively collect traffic performance metrics.

m  Apply policy—Create low and high thresholds to define in-policy and out-of-policy (OOP)
performance categories.

m  Control—Influence traffic by manipulating routing or by routing in conjunction with PBR.
m  Verify—Measure OOP event performance and adjust policy to bring performance in-policy.

OER and PfR influence traffic by collecting information (more on that later) and then injecting
new routes into the routing table with the appropriate routing information, tags, and other
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attributes (for BGP routes) to steer traffic in a desired direction. The new routes are redistributed
into the IGP. As conditions change, these new routes may be removed, or more may be added. To
provide for the required level of granularity, OER and PfR can split up subnets or extract part of a
subnet or prefix from the remainder of that prefix by injecting a longer match into the routing table.
Because the longest match is the first criteria in a Cisco router’s decision-making process about
where to send traffic, OER and PfR don’t require any deep changes in how routers make decisions.
You can think of this feature set as providing more information to the router to help it make better
routing decisions, on a flow-by-flow basis.

PfR officially stands for performance routing, but it’s also known as protocol-independent routing
optimization, or PIRO. From this point on, this section refers to this feature solely as PfR.

PfR learns about network performance using the IP SLA and NetFlow features (one or both) in
Cisco 10S.

PfR has the following requirements and conditions:

m  CEF must be enabled.
m [GP/BGP routing must be configured and working.

m  PfR does not support Multiprotocol Label Switching Provider Edge - Customer (MPLS PE-
CE) or any traffic within the MPLS network, because PfR does not recognize MPLS headers.

m  PfR uses redistribution of static routes into the routing table, with a tag to facilitate control.

PfR extends beyond OER’s original capability by providing routing optimization based on traffic
type, through application awareness. PfR lets a router select the best path across a network based
on the application traffic requirements. For example, voice traffic requires low latency, low jitter,
and low error rates. These are the fundamental attributes of PfR:

m  Optimizes traffic path based on application type, performance requirements, and network
performance

m  Controls outbound traffic using redistributed IGP routes

m  Controls inbound traffic (as of Cisco IOS 12.4(9)T) in BGP networks by prepending
autonomous systems or through BGP communities on selected BGP Network Layer
Reachability Information (NLRI), causing the neighboring BGP routers to take this
information into account

m  Provides logical link bundling
m  Can performs passive monitoring using the Cisco IOS NetFlow feature

m  Can perform active monitoring using the Cisco IOS IP SLA feature
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Can perform active and passive monitoring simultaneously

Can operate in monitor-only mode to collect information that helps network administrators
determine the benefit of implementing PfR

Performs dynamic load balancing

Can reroute traffic in as little as 3 seconds

Performs automatic path optimization

Offers “good” mode: finds an alternative route when a defined threshold is exceeded
Offers “best” mode: always switches traffic to the route with the best performance

Supports robust reporting for traffic analysis and path assessment and troubleshooting
purposes

Can split prefixes in the routing table to provide differentiated routing for a single host or a
subset of hosts compared to the prefixes in the original routing table

Allows prioritization of its decision criteria to arbitrate conflicts in applying policy.

PfR is supported across the Cisco 1800-3800 series ISR platforms and the ASR, 7200, and 7600
routers, and the Catalyst 6500 series. It requires the SP Services, Advanced IP Services, Enterprise
Services, or Advanced Enterprise Services feature set in Cisco 10S.

Device Roles in PfR
To deploy PfR, you must designate the router’s role in the PfR environment. The two roles are

Master Controller (MC)—Configured using the oer master command, enables PfR and
configures this router to be the decision maker in a cluster of PfR routers (typically 10 or
fewer routers). The MC learns specified information from the BRs and makes configuration
decisions for the network based on this information.

Border Router (BR)—Configured using the oer border command, this mode makes a router
subordinate to the MC. The BR accepts commands from the MC and provides information to
the MC in its role in the PfR environment.

A single router can act as both the MC and a BR. Typically, you’d configure a BR to be the MC if
there’s one edge router in the environment and it has two or more external WAN or Internet
connections. This is common in small network environments where there’s a primary Internet
connection and a backup. In larger deployments where multiple edge routers are present and each
one connects to one or more external links, one of the BR routers could also act as the MC, or the
MC could be a different, internal router. In a case where two edge routers, each with a WAN or
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Internet link, are present in the environment, choose one of them to be the MC. Both will also be
configured as BRs.

MC High Availability and Failure Considerations
BR and MC routers maintain communication with each other using keepalives. If keepalives from
the MC stop, the BRs remove any PfR-added routing information and the network returns to its
pre-PfR configuration. For PfR high availability, you can configure more than one MC in a PfR
deployment.

PfR traffic classes can be defined by IP address, protocol, port number, or differentiated services
code point (DSCP) setting. This is useful if you have specific traffic flows for which you want to
manually configure PfR optimization.

In active mode, PfR uses the IP SLA feature. BRs source probes to the MC for delay, jitter,
reachability, or mean opinion score (MOS). A MOS is calculated using voice-like packets
generated using the IP SLA feature to measure jitter, latency, and packet loss.

In passive mode, PfR uses NetFlow information based on traffic classes to make decisions.

To take advantage of PfR for iBGP routes, you must redistribute them into the IGP. PfR doesn’t
directly support iBGP.

PfR Configuration
Example 6-5 shows the configuration of a PfR MC router (PfR-MC) and two PfR BRs (PfR-BR-
East and PfR-BR-West). The goals for PfR in this configuration are as follows:

m  The MC (172.17.10.1) will learn prefixes with the longest delay.

m  The monitoring period is 5 minutes.

m  During each monitoring period, the MC will track up to 200 prefixes.
m  The time between monitoring periods is 15 minutes.

m  The two BRs (172.17.100.1 and 172.17.104.1) each have an inside Ethernet