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In this document, we describe the inference/learning procedures used in our paper.

1. GIBBS SAMPLING FOR MODEL PG;

Model PGy is given as follows:

(Reliability) 7, ~ G(aw, Bo) for every grader v,
(Bias) b, ~ N (0, 1/no) for every grader v,
(True score) s, ~ N (po, 1/70) for every user u, and
(Observed score) z, ~ N (sy + by, 1/7),

for every observed peer grade.
The joint posterior distribution is:

P(Z‘{Su}ueUa{bv}veGy {TU}UGG)
=[] P(sulio,0) - T[] P(bolno) - P(rulao, Bo) [ P(28)sus bu, 7).

v
2y

The pseudocode for Gibbs sampling from Model PGy is:

e Generate an initial assignment to all non-observed variables, s,, 7, b, for all
true grades, grader reliabilities and grader biases.
e Fort=1,...,T:
— For each user score s,;:

> vivosu; To(zh, +by)
" . Y0 : i i
Sample s N (5 ’ 70+Zv:1;—>ui T Ho + "/O+27;:11—>ui Tv » 70 * Zv:v%ui TU)

* Sy, S

— For each grader reliability 7,,:
* Sample T ~ G (T s ag + n;” , Bo+ % Zu:uﬂvi (zgi — (su—i—bvi))Q)
* Ty, < T

— For each grader bias b,,:

. Sampleb~N<b; ooy Tos (2 =00 n+nwm)

N1, To,

* by, < b

— Save sample C(t) — ({sutuev, {7 }vev, {bv}ver)
e Return samples from ¢(B), ¢(B+D ¢ for some large enough number B.
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Derivation of updates. We examine the problems of sampling s, and 7, separately.
Consider now a fixed user u;. We derive the sampling step for s, as follows:

s~ P(sy;|MB(sy,)),

X P(5u1|,u0>’70 H P |5uabv;7-v)7

1 3 <—;m (2 — (s, + bv))2>> ,

VIV—IU;

X €exXp (_; ['70(31” - M0)2 + Z Ty (251 - (Sui + bv))2]) .

VU,

1
X exp (_270(51”“0)2 +

The expression inside the exponent is quadratic — we thus complete the square, obtaining:

(Sul—uo + Z Tv Ui suz—l—b))

VIv—U;
= const. + fyo(sii — 200Sy;) + Z To ((sul + bv)Q _ QZZi(Sui + bv)) ,
VU
= const. + (’yo + Z Tv> sii -2 (70#0 + Z To(2y, — bv)> Su;s
VU, VIU—IU;

2
1 v
= const. + R (Sui R (’YOMO + U.;u. TU(ZUZ, — by))) )

(where R=1yy+)_,. B Tv)-

Therefore the sampling distribution is Gaussian:

Y0 Zv v—u; TU(Z
s~N|s; o + c >'70 + E : T
( 70 Zv:v—)ui Ty 70 + ZU v—)ul U)

VU,
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Now consider a fixed user v;. We derive the sampling step for grader reliability 7, as
follows:

T~ P(T'Ui | MB(TU«;))
OCP Tv1’a0;/80 H P 2 ’3u77v17 vz)

UU—V;

1
ox 750 exp (—ﬁoTvi + Z 3 (log Ty, — log2m — 7, (207 — (84 + bvi))Q)) ,

UU—V;
TLUZ- 71
X Ty ° exp|— To; | -

From this, we can recognize the sampling distribution to be Gamma with:

T~Q< ,/6’0+% > (Z;L}Li_(su+bvi))2>-

UU—V;

50—'_% Z (22 _(3u+bvi))2

UU—IV;

Finally we derive the sampling set for grader bias b, as follows:
b ~ P(by,|MB(by,)),
o P(buslmo) - [T P2 [5us Toes buy),

UU—IV;

1 1 ,
X exp <_2n0b‘2)i - 5 Z Tv; (ZZZ - (Su + bvi))2> ’

UU—IV;

X exp (- [nob + Z Tor ((Su + by)? — 220 (84 + by,))

UU—IV;

) |

The expression inside square brackets is quadratic, again allowing us to complete-the-
square as follows:

77b12;i+ Z Tor ((Su + by, )? — 220 (5, + by,))

UU—IV;
= const. + (o + Z Tvi)bgi -2 ( Z Ty, (21 — su)> by, ,
UU—V4 UU—V;
. 2
= const. + R <bvi ) ( Z To; (20f — Su))> )
UU—IV;

where R =g+
with:

wu—s; = 10+ Ny, Ty, The sampling distribution for b is thus Gaussian

o (b Sl )

y M+ Ny Ty | -
No + N, Ty, 1 ! v)
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2. HANDLING MULTIPLE ASSIGNMENTS (MODEL PGy)

Model PG looks almost identical to PGy with the exception of the fact that a grader’s
bias depends on her bias at the last homework assignment.

T
-

bS)T) ~ ./\f(bl(ijl)7 1/wo) for every grader v,

)~ G(ao, Bo) for every grader v,

st~ N (1o,1/v0) for every user u, and
2 (T) ~ N (s (T) er(T) 1/, (T))’
for every observed peer grade.

Since we handle assignments in an online fashion, we do not consider the possibility of
using grades from Assignment 7" to retroactively go back and modify earlier grades. Due
to the Markov nature of the model for bias in Model PGy, inference at each timeslice (i.e.
each homework assignment) is the same as that of Model PGj with the exception that
instead of using the same bias for all graders, each grader now has his own prior over bias.

3. GIBBS SAMPLING FOR MODEL PGg

Model PGgis given as follows:

by ~ N (0, 1/no) for every grader v,
Su ~ N (o, 1/70) for every user u, and

1
. NN u bvv T N |
Fu (5 * f9(5v)>

for every observed peer grade,

where fp(s) =61-s+6p. PGsis the only model that we cannot Gibbs sample in closed
form. The joint probability distribution is written as:

P(ZHSu}uGUa{bv }vGG’ {TU}UEG)

= HP(SU‘N07’YO) : Hp(bv’no)HP(ZZ‘Smsv,bv)'

Derivation of updates. Again we look at the cases of sampling s, and b, separately.
Consider now a fixed user u;. We derive the sampling step for s, as follows:

s ~ P(su,|MB(su,)),
O<P5uz|:u0770 H P |5m5vabv)' H P(ZZ|8w,8u,bv),

VU—U wiU—w

1
x exp (—270(su_uo)2)
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T exp (-fe(su)(z (50 + by >>)

VIUV—U

[T Vistsae (=3l - (u+ b7 )

wu—w

fe(Su)ku - exp <—; [Yo(su — 10)*

+ ) fols0) (28 = (su+bo))?

VIU—U

+ Z Jo(su)(zy — (5w + bU))2]> )

(where k,, is the number of people graded by u)

x folsu)®/2 - exp (—i [R (s - ;)QD ,

where:

R=9+ Y_ fo(su), and

VIU—U
y=pov0+ > fols)(z—bo)+ Y 01(20 — (sw+ b))
VIU—U wu—w

Note that unlike its analog from Model PG, the sampling step for s, in Model
PGs3 cannot be performed in closed form. In our experiments, we sample from a discretized
approximation of the posterior distribution instead. We expect that a Laplace approxi-
mation would also be effective (and fast) for this problem as the posterior distributions

typically “look” nearly Gaussian in practice.

We now turn to sampling the bias variables b,,. Note that there are no reliability variables

to sample in Model PGs.

b~ P(by| MB(b)),
O(P b ‘77[) H P u‘s’lus’lh U)7

U v—U
X exp (—

770612; + Z fo(s0)(zy — (su +by))
x exp (—; |:R(bv - é)ﬂ) )

2>7

UV—U
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where:
R=mno+ > fo(sy), and

UV—U

y= > fo(su)(zl = su).

UV—U



