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Abstract

A holistic system for the recognition of handwritten Farsi/Arabic words using right}left discrete hidden Markov
models (HMM) and Kohonen self-organizing vector quantization is presented. The histogram of chain-code directions of
the image strips, scanned from right to left by a sliding window, is used as feature vectors. The neighborhood information
preserved in the self-organizing feature map (SOFM), is used for smoothing the observation probability distributions of
trained HMMs. Experiments carried out on test samples show promising performance results. ( 2001 Pattern
Recognition Society. Published by Elsevier Science Ltd. All rights reserved.
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1. Introduction

During the past decade, remarkable progress has been
achieved in the "eld of handwritten word recognition.
Many papers dealing with applications of handwritten
word recognition to automatic reading of postal ad-
dresses, bank checks and forms (invoices, coupons and
revenue documents, etc.) have been published [1}4].
However, most of the published work deals with the
recognition of Latin and Chinese scripts. The progress in
Farsi/Arabic script recognition has been slow mainly due
to the special characteristics of these scripts. The reader is
referred to Refs. [5,6] for more details on the state of the
art of Arabic character recognition.

Generally holistic or character based methods have
been used for handwritten word recognition. In the for-
mer approach, a word is treated and identi"ed as an
entity. In the second approach, a word is considered as a
sequence of smaller components-like characters or
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graphemes. The word is identi"ed by extracting and
recognizing its constituent components. The choice of
a speci"c approach for a particular application is strong-
ly in#uenced by the size of the available vocabulary
(lexicon). The holistic approach can be used if the size of
the vocabulary is small (as would be the case in a typical
application such as the recognition of the legal amount in
cheques provided the words in the phrase are well iso-
lated). The character-based approach is generally the
preferred method for recognition applications that in-
volve large-size vocabularies. In applications such as
recognition of city and street names from the address
blocks, both approaches are feasible. Although the vo-
cabulary is almost large in this case, contextual informa-
tion like ZIP codes can be used to prune the size of
vocabulary.

Hidden Markov model (HMM) [7] has been success-
fully used for recognition of handwritten words [1}3],
using both the aforementioned approaches. In HMM
word recognition paradigm, there are two principal
methods: the model discriminant method, and the path
discriminant method [1]. In the model discriminant ap-
proach, a separate HMM is used for each word class.
However, in the path discriminant approach, which is

0031-3203/01/$20.00 ( 2001 Pattern Recognition Society. Published by Elsevier Science Ltd. All rights reserved.
PII: S 0 0 3 1 - 3 2 0 3 ( 0 0 ) 0 0 0 5 1 - 0



Fig. 1. Isolated Farsi character set.

Fig. 2. An example of di!erent Farsi characters with a unique
overall shape.

analogous to the character based method, only one
HMM is used for all the word classes, and di!erent paths
in the model distinguish one word class from the others.
This paper deals with recognizing handwritten city
names extracted from postal address blocks. Since the
vocabulary of this application is limited (198 in our case),
and also the segmentation of handwritten Farsi (Arabic)
words is a very crucial problem; a holistic approach
based on model discriminant discrete HMM is chosen as
the recognition engine. The Kohonen self-organizing fea-
ture map [8] is used for constructing the codebook and
also smoothing the observation probability distribution.
The method was implemented using a database consist-
ing of more than 17,000 images of 198 city names of
Iran.

2. Farsi handwriting characteristics

Since the characteristics of Farsi handwriting is di!er-
ent from the Latin one and some of the readers maybe
unfamiliar with Farsi script, a brief description of the
important aspects of Farsi script will be presented. Farsi
text is inherently cursive both in handwritten and printed
forms and is written horizontally from right to left. Farsi
writing is very similar to Arabic in terms of strokes and
structure. Therefore, a Farsi word recognizer can also be
used for recognition of Arabic words. The only di!erence
between Farsi and Arabic scripts is in the character sets.
Farsi character set, shown in Fig. 1, comprises all of the
28 Arabic characters plus four additional ones (marked
with the * in Fig. 1).

A Farsi character is written as a single main stroke and
in most cases is completed with other complementary
strokes such as dot(s), zigzag bars, etc. The complement-
ary strokes might be placed above, below, or in the
middle of the main stroke. Some Farsi characters have
a unique main stroke (overall shape); however they are
distinguished from each other only by the presence/ab-
sence, position or number of some secondary strokes. An
example of di!erent characters with similar main
stroke is shown in Fig. 2. Ambiguous writing of these
secondary strokes sometimes causes a word image to be
read in many various forms with completely di!erent
meanings.

In contrast to English, Farsi characters are not
divided into upper and lower case categories. Instead,
a Farsi character might have several shapes depending
on its relative position in a word. The shape of a
character should be changed if it is located at the
beginning of the word, in the middle of the word, at the
end of the word, and in isolation. An example is shown in
Fig. 3.

Table 1 shows a complete set of Farsi character
variants.

The shape of some Farsi characters might be changed
in a handwritten word depending on the previous charac-
ter in that word (articulation e!ect). Fig. 4 shows some
examples of articulation e!ect in handwritten word.

In addition to the cursive nature of Farsi script, the
articulation e!ect makes the segmentation of hand-
written Farsi words into its constituent characters very
di$cult. Therefore, in this paper, a holistic approach is
used for handwritten Farsi word recognition. Fig. 5
shows some images of city names of Iran. It is easy to see
the similarity in shapes of two very di!erent words (sec-
ond row of Fig. 5). It is this similarity that poses the
biggest challenge in Farsi word recognition.

3. The word recognition system

Fig. 6 shows a block diagram of the word recognition
system proposed in this paper. This block diagram con-
sists of the following steps:

Image acquisition: An image of postal envelope is cap-
tured using a scanner with 300-dpi resolution and 256
gray levels. Then the name of the city is extracted from
the image and assigned an appropriate label between 1 to
198. Our database consists of 17820 word images of the
cities in Iran.
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Fig. 3. An example of di!erent shapes of a Farsi character.

Table 1
The complete Farsi character set

Preprocessing: The preprocessing consists of the fol-
lowing steps:

f Binarization: The gray level image of a word is
binarized at a threshold determined by a modi"ed

version of maximum entropy sum and entropic cor-
relation methods (Fig. 7(a) and (b)) [9].

f Noise removal: The binarized image often has spurious
segments which are removed by a morphological clos-
ing operation followed by a morphological opening
operation both with a 3]3 disk as the structure
element [1].

f Slope correction and baseline estimation: The baseline
in Arabic text usually has the maximum value in the
horizontal projection histogram (as shown in Fig. 7(b)
and (c)). Therefore from the horizontal projection his-
togram of word image and rotated images of word by
small degree of $h and using some heuristic rules, the
baseline is estimated. Then the skewed image is correc-
ted based on the estimation of the slope of the baseline.

f Stroke width estimation: The approximate stroke width
of the word image is iteratively estimated by counting
the average run-lengths of black pixels in each column
of the image. The run-lengths of black pixels that
exceed 150% of the average stroke width are excluded
from the calculation [4].

Image representation and feature extraction: The main
goal of this phase is converting the word image to an
appropriate sequential form suitable for the HMM rec-
ognizer module. A feature extraction method based on
the word image contour is used for this purpose. The
following steps are carried out in this phase:

f Stroke width compensation: Before feature extraction,
a variant of stroke width compensation proposed by
Hu et al. [10] is applied to the word image to make the
image stroke widths at least three pixels wide to ensure
proper contour generation.

f Baseline centering and contour generation: The image is
enlarged virtually with some blank rows so that the
baseline of the word is located in the middle of the
image. The chain code of the image contour is then
traced. The coordinates (x, y) and the chain-code direc-
tion (slope) of each pixel of the contour is saved in
a data structure (Fig. 7(d)).

f Feature extraction: The area of the image is "rst divided
into a set of vertical "xed-width frames (strips) from
right to left. There is a 50% overlap between two
consecutive frames. The width of a frame is twice of the
average stroke width of the word image (estimated
in the preprocessing phase). The overlap allows for
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Fig. 4. Examples of the articulation e!ect in Farsi words.

Fig. 5. Examples of Farsi words extracted from our database of city names.

Fig. 6. An overview of proposed handwritten word recognition system.

a smooth transition as one proceeds from one frame to
the next. The overlap is a desirable feature for hand-
written Farsi words since it can robustly handle nor-
mal variations in writing styles of the writers. Then

each frame is divided horizontally into "ve zones with
equal height as shown in Fig. 7(d). The choice of "ve
zones was found to yield the best performance. The
authors found that comparable results were obtained
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Fig. 7. An example of word image during processing.

Fig. 8. Chain-code histogram feature vector for a frame.

Table 2
Parameter values used in SOM PAK program

Parameters Value

Map topology 7]7 Hexagonal
Neighborhood function Bubble
Initial learning rate in "rst phase 0.1
Initial learning rate in second phase 0.05
Initial neighborhood radius in "rst phase 10
Initial neighborhood radius in second phase 3
Learning rate function Inverse-time type

Fig. 9. The SOFM represents codebook vectors.

with four zones, however, consistently better perfor-
mance was obtained with "ve zones. In each zone,
a local histogram of the contour chain codes is cal-
culated. Since the contour direction assumes one of the
four possible slopes (0, 45, 90, 1353), a histogram in
each zone has four components. The components were
normalized by dividing the histogram by the height
of the zone. This procedure ensures invariance of the
components to the height of the character. In this way,
each frame is represented as a 20-dimensional feature
vector as shown in Fig. 8.

Self-organizing feature map (SOFM) clustering: The fea-
ture space must be quantized into a set of codeword
vectors in order to limit the number of observation
symbols in discrete hidden Markov model training. The
Kohonen self-organization feature map was used to con-
struct the codebook vectors. The extracted feature vec-
tors from more than 400,000 word image frames (strips)
are used as the input data "le to the Kohonen SOFM
clustering program (SOM PAK available via anonymous
FTP [8]). The parameters used in SOFM clustering are
shown in Table 2.

Fig. 9 shows the best map with the minimum quantiz-
ation error rate in 10 trials. The weight vectors of the
map can be used as the code words of the codebook.
Now, a feature vector of image frame can be assigned to
the position index (Row, Column) of a node in the map
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Fig. 10. Sample structure of a right-left HMM.

which represents the closest code word according to the
Euclidean distance. Therefore, each image word after this
phase will be represented by a sequence of two-dimen-
sional code word positions in the map.

Fig. 9 illustrates the results of SOFM clustering. The
authors observed that the neighborhood characteristics
of the feature vectors were preserved in SOFM. This
property was found to be very useful for smoothing the
trained HMM parameters.

4. Hidden Markov model recognizer

The hidden Markov model is a double stochastic pro-
cess, which can e$ciently model the generation of se-
quential data [7]. HMMs have been successfully used
in speech and handwriting recognition. There are two
di!erent approaches to model sequential data by HMM
[1]. In the model discriminant approach, a separate
HMM is used for each class of patterns, while in the path
discriminant approach, only one HMM models all of
the pattern classes and the di!erent paths in the model
distinguish one pattern class from the others. A model
discriminant discrete HMM was chosen as the recogni-
tion engine that is suitable for this limited-vocabulary
application. Therefore, each city class (u

c
) is modeled by

a single right}left HMM (j
c
) which is trained using a set

of training samples of the same class (c). Each word is
represented as a sequence of observation symbols (coor-
dinates of the SOFM codebook). Fig. 10 shows the gen-
eral structure of a word model.

In the following, "rst the notations and then the algo-
rithms for manipulating a discrete HMM (j

c
) is described

in detail:

f The set of states in the model

S"MS
1
, S

2
,2, S

N
N, (1)

where N (the number of states) is the set for each class,
and is proportional to the average number of frames of
the training samples of that class. The state at time t is
denoted as q

t
.

f The observation symbol set in each state:
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The maximum number of forward jumps in each state
(*) is chosen experimentally to be between 2 and 4 for
each class during training.

f The observation symbol probability distribution
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Let O be the set of K training samples used for the word
model j

c
.
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where the training word O(k) is represented as a sequence
of ¹

k
observation symbols.
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, O(k)
2
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and each observation symbol represents the coordinates
of a node in the codebook map.

The forward variable for a given word sample k is
calculated as
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Similarly, the backward variable for a given word sample
k is calculated as
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Table 3
Recognition result before smoothing HMM parameters

Top-n 1 2 5 10 20
Recognition Rate 32.04 44.72 69.47 86.41 93.63

The probability of generating a word sample k by the
model j

c
is obtained by:

P
k
"P(O(k)Dj

c
)"

N
+
i/1

a(k)
Tk

(i) ) c
i
. (12)

Prior to recognition, each word model j
c

should be
trained independently by Baum}Welch algorithm [7] to
maximize the overall probability of all of the K observa-
tion sequences. In the right}left HMM, the initial state
distribution (%) and the last state distribution (!) are
prede"ned as shown in Eqs. (3) and (4). The state
transition probability distribution (A) and the observa-
tion probability distribution (B) are re-estimated as
follows:
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It is well known that if su$cient training data is not
provided, HMM parameters, especially the observation
symbol probabilities, are usually poorly estimated. Con-
sequently, the recognition rate is adversely a!ected by
even a slight variation in the testing data. This fact is
clearly revealed in the experimental result shown in
Table 3. An appropriate smoothing of the estimated
observation probability can overcome this problem with-
out the need for more training data. The parameter
smoothing method proposed by Zhao et al. [11] was
used in this study. In this method, smoothing of the
observation symbol probabilities is achieved by using the
neighborhood information preserved in the SOFM code-
book. After training all of the HMMs by Baum}Welch
algorithm (Eqs. (13) and (14)), the value of each observa-
tion probability in each state is raised by adding a
weighted-sum of the probabilities of its neighboring
nodes in the self-organization map. Details are provided
below:

bnew
j

(x, y)"bold
j

(x, y)# +
(u,v)E(x,y)

=
(x,y),(u,v)

) bold
j

(u, v),

1)j)N, 1)x)X, 1)y)>, (15)

where the weighting coe$cient=
(x,y),(u,v)

is a function of
the distance between two nodes (x, y) and (u, v) in the
map

=
(x,y),(u,v)

"Sf ) f(d(x,y),(u,v)~1), 0(f(1 (16)

and f is a constant, chosen to be equal to 0.5. The
smoothing factor (Sf ) controls the degree of smoothing,

and d
(x,y),(u,v)

is the hexagonal distance between two
nodes with the coordinates (x, y) and (u, v) in the code-
book map.

5. Experimental results

More than 17,000 images of 198 city names of Iran
were collected in a database. The images were manually
labeled to one of the 198 classes. A subset of 60% of
images was randomly chosen for building the training
data set and the remaining images were used as the
testing data set. The Kohonen SOFM clustering pro-
gram [8] was used to construct a codebook from more
than 400,000 chain-code histogram feature vectors ex-
tracted from vertical frames of the training data set. Fig. 9
shows the resulting codebook. For each class c, the best
right}left HMM (j

c
) was chosen from the trained HMMs

using Baum}Welch algorithm under di!erent conditions
such as:

f Initializing parameters with random or equal values.
f Di!erent topology parameters (the number of states

(N), the connectivity of states (*)).

Then, each word image in the test data set was repre-
sented as a sequence of ¹ observations, O"Mo

t
N. The

probability that O has been generated by each word
model, P(ODj

c
), 1)c)198, was computed by the for-

ward algorithm (Eqs. (10) and (12)), and a sorted list of
candidate classes were obtained. The performance of the
word recognition system is illustrated in Table 3 by a
top-n recognition rate measure (the percentage of sam-
ples that the true class is among the "rst n positions in the
candidate list).

As previously mentioned, due to the problem of insu$-
cient training data, the recognition rate is low. The above
procedure was repeated after smoothing the HMMs with
a di!erent smoothing parameter (Sf ) and the recognition
results are shown in Table 4.

From Table 4, it is seen that the top choice recognition
rate increased signi"cantly from 32.04% without
smoothing, to 65.05% with a smoothing factor equal to
0.01.

Since the standard maximum-likelihood optimization
is used for estimating the HMM parameters, each word
model (j

c
) is trained only by observation sequences of the

same word class (c). When the probabilities of generating
an unknown word image by a model are calculated for all
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Table 4
Recognition result after smoothing HMM parameters

Recognition rate (Lexiconsize"198)

Smoothing
factor (Sf )

Top-1 Top-2 Top-5 Top-10 Top-20

0.1 62.96 74.13 84.40 89.67 94.56
0.01 65.05 76.09 86.08 90.83 95.00
0.001 62.68 74.04 85.69 91.35 94.89
0.0001 58.75 71.66 84.29 90.46 94.72

Fig. 11. Error rate (in top-1 case) versus rejection rate.

Table 5
Comparisons with other word recognition systems in the litera-
ture

Recognition rate

Method Lexicon size Top-1 Top-2 Top-20

CDVDHMM,
Chen [1]

271 67.0 75.5 88.3

Proposed system 198 65.0 76.1 95.0
DP, Kim [4] 100 84.6 91.2 99.0
KNN#HMM,
Guillevic [2]

30 86.7 94.6 99.9

of the 198 classes in the recognition phase, there is a pos-
sibility that in addition to the correct class, some other
classes also have high observation probabilities. The
existence of some very similar lexicon entries (e.g. sam-
ples in the second row of Fig. 5) increases this possibility.
In order to improve the reliability of the recognition
process, a rejection feature is incorporated. Thus a test
image, whose di!erence of the observation probabilities
of the best two word models is less than a threshold, is
rejected. Another classi"er using contextual information
can handle the rejected cases. Fig. 11 shows the error rate
versus rejection rate obtained using di!erent values of the
threshold.

The misclassi"ed words were examined to determine
the main sources of the error. Besides the existence of
very similar lexicon entries, the incorrect estimation of
baseline, existence of some di$cult-to-read samples (even
by a human observer) are the principal causes of the
error. Fig. 5 illustrates images that were not recognized
correctly.

It is very di$cult to give comparative results with
other Farsi/Arabic handwritten word recognition sys-
tems because of the unavailability of such systems to the
authors. Instead, the results were compared with those of
other Latin word recognition systems in Table 5. The

results obtained are very promising when one takes into
account

f the number of classes in our lexicon (198 classes).
f the speci"c characteristics of Arabic/Farsi script,

which make the recognition more complicated such as
cursiveness, and dependence of the Farsi scripts to the
location of the dots.

f No explicit character pattern is extracted in the pro-
posed system. The recognition is, in this sense, holistic.

6. Summary and conclusions

This paper establishes the feasibility of holistic recog-
nition of Farsi handwritten words using hidden Markov
models (HMM). Although the accuracy of recognition
may be considered relatively low (65%), in comparison
with other reported results, the authors note that the
recognition of Farsi handwritten words is considerably
more di$cult than the recognition of words based on the
English alphabet, due to ambiguities in writing that can
lead to mis-recognition. However, using heuristics and
contextual information, signi"cantly higher accuracy can
be achieved. The authors did not use contextual informa-
tion in this study, as this will mask the e!ectiveness of the
HMM approach.

In conclusion, the following observations are noted
with regard to the proposed recognition system:

(1) Recognition of Farsi handwritten words is shown to
be feasible.

(2) Top choice accuracy of 65% without rejection is
comparable to other published results for Latin
words. It is worth noting that these results were
achieved without using contextual information.
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